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Titre: Sur quelques modeéles des fluides géophysiques

Résumeé :Dans cette thése nous étudions trois modéles décrivant la dynamique
de I'’écoulement d’'un fluide a densité variable, dans des échelles spatio-temporelles
grandes. Dans ce cadre, le mouvement relatif induit par des forces extérieures,
comme la force de Coriolis ou la poussée hydrostatique, s’avére étre beaucoup plus
important que le mouvement intrinséque du fluide induit par le transport des
particules. Une tel déséquilibre contraint ainsi le mouvement, induisant des
structures persistantes dans I'écoulement du fluide.

D’un point de vue mathématique, 'une des difficultés consiste en 'étude des
perturbations induites par les forces extérieures, qui se propagent a grande vitesse.
Ce type d’analyse peut étre effectué au moyen de plusieurs outils mathématiques ;
on choisit ici d’'employer des techniques caractéristiques de I'analyse de Fourier,
comme l'analyse des propriétés dispersives des intégrales oscillantes.

Tout au long de cette thése, on se restreint a considérer des domaines spatiaux sans
frontiere : c’est le cas de I'espace entier, ou encore de I'espace périodique. Les
modéles considérés sont donc les suivants:

« Equations primitives dont les nombres de Froude et de Rossby sont comparables,
et pour lesquelles la diffusion verticale est nulle,

« fluides stratifiés dans un régime a faible nombre de Froude,

« fluides faiblement compressibles et tournants dans un régime ou les nombres de
Mach et de Rossby sont comparables.

On prouve que ces systémes propagent globalement dans le temps des donnés peu
réguliéres. Nous n'imposons jamais de condition de petitesse sur les données
initiales. Toutefois, on prendra en compte certaines hypothéses spécifiques de
régularité, lorsque des raisons techniques I'imposent.

Mots clés : equations de Navier-Stokes, dynamique des fluides, fluides
géophysiques, inegalitées de Strichartz




Title : On some models in geophysical fluids

Abstract : In this thesis we discuss three models describing the dynamics of
density-dependent fluids in long lifespans and on a planetary scale. In such setting
the relative displacement induced by various external physical forces, such as the
Coriolis force and the stratification buoyancy, is far more relevant than the intrinsic
motion generated by the collision of particles of the fluid itself. Such disproportion of
balance limits hence the motion, inducing persistent structures in the velocity flow.

On a mathematical level one of the main difficulties relies in giving a full description of
the perturbations induced by the external forces, which propagate at high speed. This
analysis can be performed by the aid of several tools, we chose here to adopt
techniques characteristic of harmonic analysis, such as the analysis of the dispersive
properties of highly oscillating integrals.

All along the thesis we consider boundary-free, three-dimensional domains, and in
specific we study only the case in which the domain in either the whole space or the
periodic space . The models we consider are the following ones:

* Primitive equations with comparable Froude and Rossby number and zero vertical
diffusivity,

+ density-dependent stratified fluids in low Froude number regime,

» Weakly compressible and fast rotating fluid in a regime in which Mach and Rossby
number are comparable.

We prove that these systems propagate globally-in-time data with low-regularity. No
smallness assumption is ever made, specific constructive hypothesis are assumed
on the initial data when required.

KeyWOI'dS: Navier-Stokes equations, fluid dynamics, geophisical fluids,
Strichartz estimates

Institut de Mathématiques de Bordeaux
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Chapter 1

Introduction (version francaise).

Mathematics allows for no hypocrisy
and no vagueness.

Stendhal

L’ objectif principal de cette these est I’étude de I’évolution de plusieurs phénomenes
physiques pouvant étre décrits par une famille d’équations aux dérivées partielles paramé-
trées par des grandeurs physiques. En particulier on s’intéresse aux régimes asymptotiques
quand ces parametres explosent.

Il existe une grande quantité de phénomenes physiques dans la dynamique est bien ap-
proximée, dans un premier temps, par la limite formelle de certains systemes lorsque des
parametres tendent a I’infini. Pour cette raison il est intéressant d’étudier ce type d’équations

Pour une construction physique physique complete des systemes traités dans cette these
on renvoie le lecteur au Chapitre 2 et a la monographie [50].

L’étude des fluides géophysiques est une branche de la mécanique des fluides. Les mo-
deles étudiés sont généralement obtenus grace a une analyse multi-échelle sur des systemes
qui décrivent I’évolution d’un fluide hors d’un systeme de référence planétaire, dans des
temps longs. Plusieurs simplifications mathématiques doivent étre apportées a ce systeme
pour étre étudié mathématiquement.

Les fluides étudiés peuvent avoir une grande variété de propriétés physiques (compres-
sibilité/incompressibilité, inhomogénéité, etc.), mais en général, les systemes les décrivant a
une échelle planétaire partagent une caractéristique particuliere : il y a une force extérieure
tres forte (en magnitude) qui agit sur le fluide (force de Coriolis, poussée hydrostatique, per-
turbations acoustiques...). La présence d’une telle force extérieure comporte des propriétés
de rigidité sur I’écoulement du fluide, et donc contraint le mouvement. Une telle propriété
de rigidité peut donc étre utilisée pour prouver que des modeles hydrodynamiques trois-
dimensionnels sont globalement bien posé€s dans des espaces invariantes par le changement



Chapter 1. Introduction (version frangaise).

d’échelle
u(t,z) = Au (N, Az) .

1.1 Formulation mathématique du probleme.

La méthodologie que I’on appliquera a 1’étude de ce type de probleme varie beaucoup se-
lon la géométrie du domaine considéré. Dans cette thése on consideére seulement les cas
de I’espace entier tridimensionnel R?, et d’un espace périodique tridimensionnel T3. On
considere donc le probléeme a perturbation singuliere générique suivante:

U (t,x) + B(U* (t,x),U* (t,x)) + AU* (¢, x)
1 t R Q
+ 28U (t2) =0, () € Ry x (SPP,)
U (t,x)|,—g = U5 (2) , z €.

Dans (SPP,) la forme bilinéaire B est de la forme

Buv) =3 gy (D) (umw),

1,j=1

ou les coefficients ¢; ; sont des multiplicateurs de Fourier d’ordre un symétriques par rapport
a i et j. Par simplicité on peut toutefois identifier B avec la forme de transport B (u, v) ~
u - Vu. Lopérateur As est un opérateur différentiel elliptique d’ordre deux et S est un
perturbation linéaire et antisymétrique. On s’intéresse a 1’analyse de solutions fortes de
(SPP.) quand ¢ — 0, le domaine 2 est toujours considéré comme R? ot T?, mais il peut
avoir des formes plus génériques. Quand le régime s’approche a celui de la limite ¢ — 0 les
solutions du (SPP.) se "divisent" en deux parties:

* U* qui est la projection de U*® sur ker S,

« U¢ = U¢ — U* qui est une partie fortement oscillante de la solution.

On peut donc étudier la décomposition U, U* tel que Us = U + U°. Si on pro-
jette 1’équation (SPP.) sur le noyau de I’opérateur pénalisé ker S I’équation résultante, qui
est satisfaite par U¢, peut changer sensiblement selon la structure méme de I’espace ker S.
Néanmoins il y a une caractéristique qui reste invariante: la projection de la perturbation
linéaire singuliere éS est nulle, et donc I’équation satisfaite par U* ne présente plus un com-
portement turbulent. L’écoulement pénalisé U® est (généralement) un champ de vecteurs
tridimensionnel, mais il partage parfois des propriétés caractéristiques des écoulements bidi-
mensionnels. Par exemple, il est parfois possible définir un "tourbillon modifié" qui satisfait,
soit une équation de transport, soit une équation de transport-diffusion (comme dans le cas
d’Euler ou Navier-Stokes bidimensionnel). Cette propriété est la clé qui nous permettra
(éventuellement) de prouver que U®, la partie pénalisée de la solution, est globalement bien
posée.

La partie 2 hautes oscillations U¢ doit étre traitée différemment selon la géométrie de
I’espace:

2



1.2. Contributions de la these.

1. Q@ = R3. Léquation satisfaite par Ue présente encore une perturbation singuliere
linéaire. Il est donc possible (pour cette partie seulement de la solution) d’appliquer
des outils d’analyse harmonique, a savoir les estimations de Strichartz, pour prouver
que cette partie converge fortement vers zéro.

2. Q = T3. Dans ce cas-ci il peut y avoir une interaction constructive des interactions
fortement oscillantes (résonance). Une étude détaillée de 1’ensemble de résonance
détermine des conditions géométriques qui doivent étre satisfaites afin de ne pas avoir
d’interactions entre oscillations fortes, et donc simplifier I’équation satisfaite par U,.

1.2 Contributions de la these.

1.2.1 Equations primitives.

Les équations primitives décrivent I’évolution d’un fluide sous I’effet de la rotation de la terre
et de la poussée hydrostatique dans de grandes échelles spatio-temporelles. L’atmosphere
terrestre et les océans sont ici nos domaines de référence. Ces domaines rentrent dans la
classification de domaines minces, (longueur caractéristique verticale ~ 10 km, longueur
caractéristique horizontale ~ 10% km). Ce type de domaine est également déterminé par une
échelle spatiale verticale caractéristique bien plus petite de celle horizontale. Cette particu-
larité¢ géométrique du domaine est a la base du phénomene suivant: les forces de frottement
dans la direction verticale sont négligeables par rapport a celles horizontales (voir [126] pour
une description plus détaillée) c’est a dire que I’on considere le systeme suivant:

( 1 1

Ot +uf - Vu' — v Aput — qu = —gﬁld)g
1 1

O + u - Vu>® — v, Apu®t + gul’a = _gaQ(I)s

. 1 1
o> 4+ uf - Ve — v Apu®c + o0 =20 (PEA.)

1
afﬂa +u® - VO — V;LAhes — F_g u3’€ =0
divu® =0,
\ (u”, 6)],— = (uo,00) = Vo.

Pour une interprétation physique du systeme (PEA.) on renvoie le lecteur au Chapitre 2.

On considere le suivante domaine périodique

3 3

TP =R* [/ [[aiZ =[] 10,27 ai].

i=1 i=1
Les parametres a;, ¢ = 1,2, 3 doivent satisfaire la condition suivante:

Definition 1.2.1. On dit que un tore T satisfait la condition (P) si une des deux conditions
suivantes est satisfaite:
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1. T3 n’est pas résonant,
2. si T® est résonante, le nombre de Froude F? est rationnel et

* soit a3/a? € Q et a3/a3 n’est pas un nombre algébrique de degré plus petit ou
égal a quatre,

e soit a3/a3 € Q et a3/a? n’est pas un nombre algébrique de degré plus petit ou
égal a quatre.

On renvoie a la Définition 3.1.6 pour une définition de domaine (périodique) résonante.

Le systeme (PEA.) est un systeme non-linéaire du type mixte parabolique-hyperbolique.
Les espaces de Sobolev anisotropes suivantes sont bien adaptés pour étudier Ce type de
probleme:

o (T%) = {u €S

>+ (1 + |n3|2)5' |, | < oo} ,

nezs
avec s,s' € Retn = (ny1/ay,ne/as,n3/asz) avec a;, i = 1,2, 3 parametres du tore. Notam-
ment on étudie dans ce travail des espaces H**' (T?) avec s’ suffisamment grand pour avoir
une inclusion du type H* (T!) < L (T}).

Dans ces espaces il est possible prouver le théoreme suivant

Theorem 1.2.2. Soit s > 1/2 et Vi € HY® un champ de vecteurs a divergence nulle. Il existe
donc un'l’ = Ty, > 0 indépendant de < et une unique solution V< du systeme (PEA.) qui
appartient a l’espace

U® e C([0,T); H*), V,U® € L* ([0, T]; H*®) .
Si en plus ||Vo|| go.s < ¢ min{vy, v} alors T = Ty, = oc.
Le systeme (PEA.) est égal a
oU® +u® - VU® — DU + éAU5 = —éV@a,

divus = 0,
UE’t:() = (u07 00) 5

avec

vA, 0 0 0 0 —1 0 0

B 0 vA, 0 0 |1 0 0 0

D= 0 0 vA, O ’ A= 0 0 0 F!
0 0 0 VA, 0 0 —F1' 0
Définissons maintenant 1’opérateur
1—A~'Vdiv |0

P = ( 0 ‘ T ) , (1.2.1)




1.2. Contributions de la these.

qui agit comme 1’opérateur de Leray sur les premiéres trois composantes et comme 1’identité
sur la quatrieme. On définit le groupe de transformations

L(r)=e4

Xﬁ—c(%PUi
£

OV + @ (VE,VF) DV =0,
V8|t:0 = (UO; 90) )

et I’inconnue auxiliaire

qui satisfait I’équation suivante

(1.2.2)

-2 2)ele()oe(() ]
ov e (o () v

Il est possible de prouver (comme dans [79], [72] ou [125], situations que envisagerons plus
tard) que le systeme (1.2.2) admet une limite distributionnelle de la forme

{@v+Q@ﬂ0—szQ (123

V’t:o - <u07 90) .

La formulation explicite des formes limites Q, D est omise pour le moment.

Une caractéristique intéressante du systeme (1.2.3) est qu’il admet des solutions a la
Leray. Celle-ci n’est pas une conséquence de I’application du théoreme de Leray au systeme
filtré (1.2.2). L’ opérateur D* fait défaut au terme diffusif verticale et donc I’espace anisotrope
de Sobolev H° n’est pas compactement inclus dans L?, donc aucun argument de compacité
peut fonctionner dans ce cas.

Malgré ce manque d’inclusions compactes, on peut contourner la difficulté en remarquant
que I’opérateur quadratique Q (V, V') agit localement dans 1’espace de Fourier. En particulier
les modes qui donnent une interaction bilineaire sont les solutions d’un équation polynomiale
du type

P(X)=0,

avec X € Z°. En définissant X = (X, X') et en fixant X’ € Z® on se retrouve avec
un équation unidimensionnelle du type P (X, X’) = 0 dont les solutions peuvent s’écrire
de la forme X, (P, X'), et naturellement elles sont en nombre fini en vertu du théoreme
fondamentale de I’algebre. Il est donc possible appliquer le résultat prouvé dans [112] pour
déduire que

|X1 (P’ X/)l < Kp (X/) )

ou Kp est une fonction polynomiale de la variable X".

Cette localisation anisotrope des racines nous permet de transformer une dérivé verticale 0;
dans un multi-indice (C; 9", Cy 05%), avec, éventuellement C, Cs, Ny, No grands. Cette
observation clé nous permet donc de prouver le théoreme suivant [137]
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Theorem 1.2.3. Soir T? un tore tridimensionnel, considérons Uy € L*(T*) un champ de
vecteurs a divergence nulle tel que Qg = —0yul + Oyui — Fd36, € L* (T®). Il existe donc
une solution distributionnelle V' de (1.2.3) telle que

Vel® (Ry; L* (T9) VAV €L? (Ry: L2 (T%),

et que satisfait, pour chaque t > 0, [’estimation

t
IV ()25 + / IV RV () 7205y ds < C U172 sy »
0

avec ¢ = min {v,v; } > 0.

Il est possible d’étendre le résultat du Théoreme 1.2.3 au cadre des solutions fortes si la
donnée initiale est plus régulicre (dans le sens de régularité anisotrope) et bien préparé.

Theorem 1.2.4. Soit T? un tore tridimensionnel qui satisfait la condition (P) et Uy € H®*
un champ vecteur a divergence nulle et & moyenne horizontale nulle tel que Qg € H%*, pour
s = let F # 1. Le systéme limite (1.2.3) admet une solution globale tel que

V eL™ (Ry; H®) ViV eLl? (Ry; H),

et qui satisfait [’estimation suivante

t
1V ()1 z70. +C/O VRV ()ll770.+ < & (IV0ll30.0) -

ou £ c’est une fonction réelle bornée sur les ensembles bornés. La solution U est unique
dans la topologie de L (R, ; H*°) N L? (R, H") pour o € [—1/2, s).

A ce stade, on peut donc s’interroger sur la question du comportement de solutions du
(PEA.,) par rapport aux solutions (maintenant globales) de (1.2.3) quand ¢ est tres petit.

Theorem 1.2.5. Soit T?> C R? un rore qui satisfait la condition (P), Qo = —Oaul + dud —
Fos0y € H%®, Uy € H% de moyenne horizontale nulle, alors

t
lim (Uf — L (-) V) =0 dans C (Ry; H)
e—0 £
t
lim V, (U6 - L (—) V) =0 dans L* (Ry; H*?)
e—0 g

pour o < s etV c’est la seule solution du systeme (1.2.3).




1.2. Contributions de la these.

1.2.2 Dynamique a nombre de Froude petit.

Supposons qu’on néglige 1’effet de la rotation terrestre dans les équations (PEA.). La pous-
sée hydrostatique est donc la seule force qui agit sur le fluide. Etant donné qu’on s’intéresse
aux fluides stratifiés sans rotation, cela n’a plus de sens de considérer des grandes échelles
spatiales (le nombre d’Ekman devient donc proche de 1 et non plus négligeable) mais on
considere toujours une dynamique a temps longs. Un tel fluide est décrit par les équations

( 1 1
ou® +u° - Vu© — vAu® — —95?3 =— -Vo°,
€ €
1
O 47 - VO —VAK + Zut =0, (PBS.)
divu® = 0,
\ (Ua, 96)|t:0 = UO = (Uo, 90) .

Pour une description complete du systeme (PBS.) on renvoie le lecteur au Chapitre 5. 11 est
donc clair que (PBS.) peut s’écrire sous la forme

1 1 €
8tU€—|—UE~VU5—ID>UE+g.AU5:——<V(I) ),

€ 0
divu® =0, (PBS.)
Us = (uf, 6°),
avec

00 0 0 vA 0 0 0
00 0 0 0 vA 0 0

A= 00 o0 11| b= 0 0 vA 0
00 —1 0 0 0 0 VA

Le cas de I’espace périodique.
Il est donc possible de définir I’opérateur P comme dans (1.2.1) et la variable auxiliaire

v (e
€

La fonction V¢ satisfait donc I’équation

(1.2.4)

OHVE+ O (VE,VE) —=DVE =0,
VE’t:o = (uo, 0) ,
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On peut alors prouver que le systeme (2.8.2) converge (dans un sens distributionnel) vers

{ OV +Q(V,V) =DV =0, (125)

V|t:0 = (Uo, 00) .

La définition explicite des opérateurs Q, 1D est omise pour le moment.

Il est naturel se demander dans quel sens (1.2.4) converge vers (1.2.5). L’opérateur du
filtrage £ transforme le systeme (PBS.) en (1.2.4) : le derniere ne présente plus un opéra-
teur singulier, donc il est possible trouver des bornes uniformes sur la suite (9,V°)_. , dans
I’espace Lt (R+; H-N ) avec N suffisamment grand et p € [2, 0o|. Des arguments standard
de compacité comme le lemme de Aubin-Lions [4] prouvent qu’a extraction prés il y a la
convergence

veER Vo in L2 (Ry; L2 (T%)).

Malheureusement ce type de raisonnement ne prouve pas que I’ interaction bilinéaire Q° (U<, U*¢)
converge vers une interaction limite Q (U, U). Ce résultat peut étre prouvé au moyen d’une
application du théoréeme de phase non-stationnaire. Pour plus de détails on renvoi au Cha-
pitre 4.

On considere Uy = (ug, 8y) de moyenne horizontale nulle, i.e.

1

@ g Us (yn, x3) dyp, = 0.
h

La moyenne globale des champ de vecteurs est toujours considérée comme nulle.

Définissons
— 0y
_ ) _
UO = A;Ll 01 (_a2u[1) + a1u(2)) ) Uosc,O = UO - Uo,
0

le premier résultat qui est prouvé est le suivant :

Theorem 1.2.6. Soit V' la solution limite distributionnelle de (1.2.5), alors V peut étre écrit
comme

V(z) =V (zn,x3) + Vese (zn, 3)

ou V', Vi sont respectivement des solutions faibles des systémes suivantes

9" + o - V0" — v AT = =V,

" o " (1.2.6)
v |t:0 = Uo>
8 %sc 2 ‘77 V:)sc - ! A‘/osc = 07

Vose +2Q ( )~ ) (1.2.7)
‘/osc|t:0 = Uosc,Oa

avec Q définie dans (4.3.2) pour presque tous (a1, as, az) € R3 paramétres du tore T® =
IL 10,27 a;).
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La forme bilinéaire limite Q dans (1.2.5) est bien définie seulement pour des interactions
bilinéaires dont les deux premicres composantes sont de moyenne horizontale nulle. Il est
donc important de prouver qu’a la limite ¢ — 0 la moyenne horizontale de Q¢ (U<, U*) est
nulle, au moins au sens de distributions. Nous prouvons donc le résultat suivant:

Lemma 1.2.7. Au sens de distributions, la limite
lim ( /
e—0 T

L’avantage d’étudier (1.2.5) comme superposition du systemes (1.2.6)—(1.2.7) réside
dans le fait que le systeme (1.2.5) présente les mémes difficultés que les equations de Navier-
Stokes tridimensionnelles pour la propagation de le régularité des interactions bilinéaires
dans Q. Les systemes (1.2.6)—(1.2.7) sont respectivement un systéme bidimensionnel de
Navier-Stokes et un systeme linéaire: ¢ca nous permet de prouver le résultat suivante:

(Q° (U2, U%))"dxy, 0, 0) =0,

2
h

est vraie.

Theorem 1.2.8. Soit ul! € L (HY) et Vyul € L (HY) ot o > 0, alors V, solution faible
de (1.2.6) est globalement bien définie dans R ., et appartient a l’espace

" € C(Ry; H* (T*)) N L? (Ry; HH (T?)) s >1/2,

et pour chaque t > 0 l’'inégalité suivante est vérifié:

t
;S(Tg)w/() V" ()

La fonction &, est définie comme le membre de droit de (4.5.2).
Soit Vo une solution faible de (1.2.7), alors V. est globalement bien posé et

2
Hs(T3)

lo" )]

dr § 51 (Uo) .

Vose € C (Ry; H? (T%)) N L? (Ry; H (T?))

pour tout s > 1/2. Pour chaque t > 0 on a la borne suivante:

) vy [t
e + 5 | 19V (1)

la fonction &, est définie dans (4.5.19).

[[Vose (2)]

?'_1’5(’]1‘3) dr < 52 (UO) ,

Le dernier théoreme est un résultat de convergence forte pour les solutions de (PBS.)
dans le régime ¢ — 0 aux solutions de (1.2.5):

Theorem 1.2.9. Soit Uy dans H® (T3) pour s > 1/2, si € > 0 suffisamment petit (PBS.) est
globalement bien définie dans C (R ; H® (T3)) N L? (R ; H¥T! (T3)), et, si V est la solution
forte globale de (1.2.5), alors

dans C (Ry; H* (T3)) N L? (Ry; H5™ (T?)).
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Le cas de I’espace entier.

Dans le cas de I’espace entier, motivé par le travail dans I’espace périodique, on considere le
systéme suivant :
oal + - Vit —vAT = —V,,p

div, @ =0,

(1.2.8)
ah‘tzo - ( _@?2 ) A}:I (—8216(1) + 81U3) = ﬂg.

Le systeéme (1.2.8) est un écoulement tridimensionnel (#" dépend de toutes les variables
spatiales) qui présente des caractéristiques de fluides en dimension deux. Par exemple le
"tourbillon horizontal"

"= —yu' + 0,

peut décrire le champ vitesse au travers de la relation de Biot-Savart bidimensionnelle

ﬂh — ( _6?2 )A;lwh,

et satisfait I’équation de transport-diffusion

ol + @ - V' — vAWh = 0,
(1.2.9)

h _ 1 2 _ . .h

C’est bien sir cette structure particuliere qui nous permet de prouver le résultat suivant
d’existence globale dans des espaces a régularité faible:

Theorem 1.2.10. Soit @ € L* (R*) N H* (R?), s > 0 tel que wl* € L* (R3), il existe donc
une solution forte globale de I’équation (1.2.8) dans [’espace

i e 1= (Ros 7 (R) ) N 22 (Rys 1 (RY) ),
telle que, pour chaque t > 0

2" (@) dr

Hs (R3)

HS R3)+V/ th (7)

CK?
< O[] v {7 (N s + Nt - 1210

Si s > 1/2 la solution u" est de plus unique dans L> <R+, e (R3)> NL? <R+; Hst (R3)>.

La question de convergence en régime de nombre de Froude petit se pose donc naturel-
lement, en suivant les travaux [42], [38], [28] on s’attend a ce que

U® 4 (terme perturbatif en &) = =207 = (a",0,0).

10



1.2. Contributions de la these.

Theorem 1.2.11. Soit Uy € L* (R3) N Hz (R3), wl € L2 (R3), alors

Us—we— (ﬂh, 0, O)T =0, 0, dans ’espace L™ (R+; Jig (R3)> ,
v (UE —Wwe - (ﬂh, 0, O)T) =20, 0, dans ’espace L? <R+; Jig: (R3)> ,

avec U¢ solution forte locale unique de (PBS.) et W<, 4" unigue solution globale de
( 0

1 0
oWwe —DW*e + EIP’AVV6 =

—03D
0

?

divw® =0,
[ Welzo = (P— +Py) U,

et (1.2.8).

Les opérateurs Py, P sont les projections sur les espaces CEy, CEy, ou Ey, E4 sont les
vecteurs propres a divergence nulle de L. = PA — €. La solution forte U de (PBS.) en
particulier est globale et est dans [’espace

1= (R 113 (RY)) N L2 (Ry; HE (RY)))

1.2.3 Fluides faiblement compressibles et tournantes.

La description physique d’un modele décrivant le mouvement d’un fluide faiblement com-
pressible sujet a une force de rotation tres intense est décrit dans la Partie 2.6. L’équation
dérivée est

O (pe’eus’e) + div (pg’eus’a ® ue’e) + G%VP (pg’e) + %63 A (ps’eus’e) =0
atpsﬁ + div (peﬂusﬁ) =0
(07 )] g = (66705")

ou ¢ est le nombre de Rossby et # celui de Mach. Considérons le régime particulier € = 6,
et introduisons 1’hypothese de faible compressibilité

p° =1+ ¢b".

La densité p° est donc une petite variation autour d’un état constant. C’est le cas par exemple
dans les océans et dans la troposphere.

Considérons encore une pression barotropique de la forme
P(p°)=Ap", A>0,v>1,
et définissons ¥ = (v — 1)/2. Avec la substitution

(4y4)"?
v—1

(r)7,

1+¢eb® =

11
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le systeme considéré devient

1
Ou® + B (V" + € Au') +u' - Vur + 7 6°VE =0
9" + Ldiv s + uEVI + 7 Edivas = 0 (1.2.11)
g

(bsv u£)|t=0 = (b(]? U’O) :

Le systeme (1.2.11) peut s’écrire sous la forme compacte

uE ]_ UE U,E . vuc’ —|— WbEVbE o
at ( be ) - gB ( be ) + (U€ - Vb +7b€leU€> o 07 (1212)
(UE, b€)|t:0 = (an bO) )

avec B défini comme

0 1 0 -0

10 0 -0

0 0 0 -0
—501 -0, —703 0

(1.2.13)

On peux encore modifier le systeme (1.2.12) en écrivant la nonlinearité sous la forme

us -V 0 0 b0y
u® - Vuf +5b6°VH \ B 0 ut -V 0 Yb° 05 u®
<u5 - VI* + 7 bediv u‘5> =AU, D)U = 0 0 wu -V 7b05 b )

7()881 7[)882 7[3883 ut -V

(1.2.14)

En se basant sur ces considérations, on peut donc se limiter a I’étude du systeme
oU 1BU—|—A(U D)U =0
e e (1.2.15)

U’t:O = UO = (Uo, bo) .

Le systeme sous la forme (1.2.15) est un systeme hyperbolique symétrique avec pertur-
bation antisymétrique, il est donc avantageux de travailler avec un systéme dans cette forme.

La donnée initiale Uy € H* (R?) , s > 5/2 est tridimensionnelle et donc, grice a I’analyse
faite dans [68] qui montre que les éléments du noyaux de B sont des champ de vecteurs bi-
dimensionnels, on s’attend a un résultat de dispersion complete.

Pour prouver cet résultat-ci on va définir

Ue = (u€7b€) _ Us + 05

12



1.2. Contributions de la these.

ouU® = (EE, l_)s) et U = (ﬂa,g‘g> sont respectivement solutions des systemes suivants

_ 1
8,5U6 - gBUs :O

_ , (1.2.16)
U€|t:0 = \I/T',R (D) (UO, b())
o,U° — Lpoe + AU, D)U =0

N c (1.2.17)
0| = (1= Tr (D)) (uo,bo).

L’opérateur W, ; est un opérateur de troncature de fréquences, ou les parametres 0 <
r < R seront choisis en fonction du parametre €. En particulier W, x est une fonction test
(dans I’espace de Fourier) qui est supporté dans Cz 2 et qui est identiquement égale a un
sur I’ensemble C, . On est forcé d’avoir une dépendance explicite de r et R en fonction
de € parce que le systeme (1.2.15) est du type hyperbolique. On ne peut pas donc absorber
plusieurs termes comme dans le cas parabolique. Le systeme (1.2.16) est bien sir linéaire,
homogene et localisé en fréquences, il est donc possible prouver le suivant résultat dispersif:

Theorem 1.2.12. Soit q € [2,+00] et p > (14_—‘12. Pour tout Uy € L* (R3), le systeme (1.2.16)
admet une solution globale U® telle que,

. < ORpi-i+t, -2t
U HLP(R%M(R;;)) < CR2™ 0" or7ven [[Ug| o sy -

Au contraire le systeme (1.2.17) est fortement non-linéaire, mais on peut quand méme
utiliser la symétrie de 1’opérateur A et les propriétés dispersives de U¢ pour déduire un
résultat d’existence locale dans ’espace L™ ([0,7]; H*) aves T" indépendant de . Un fois

que ce résultat est établi, on s’intéresse au controle du temps de vie maximale de Ue.
Theorem 1.2.13. Soient s > 5/2, sp > 0, 1 < p < 2 et soit la donnée initiale
Un € Vi = HE (BY) 01 L2 (RE 17 (R1)) 1 17 (R L (RY))
11 existe un temps T* > 0 et une unique solution U¢ = (u®,b%) de (2.8.16) qui satisfont
% e L ([0,72]; H* (R)) n C ([0, T2]; H* (RY)) ,

avec T qui explose quand e converge vers zéro. De fagon plus détaillé, il existe un constante
C > 0eta>0tel que

C
Tr >
= Z C(Up) @

et C(Uy) est une constante qui dépende de la donnée initiale seulement.

L’espace Y , ,, est un espace de Banach avec la norme

Jull oy = mace {

v s il g sl }

On peut donc maintenant définir la constante C (U)), de la fagon suivante:

C(Up) = max { Vol 1011, -
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Chapter 2

Introduction.

But in my opinion, all things in nature
occur mathematically.

René Descartes

The geophysical fluid dynamic is a discipline which studies the dynamic of naturally oc-
curring flows on a large scale. The physical and mechanical theory on which the study of
geophysical fluids builds its roots is general enough to describe motions in both liquid and
gas phase, but it focuses on the dynamical properties which are characteristic of large-scale
motions.

The present section aims to give a self-contained physical motivation of the study of geo-
physical fluid systems. The will is to provide a simple chapter explaining the most relevant
physical features of geophysical fluids, yet detailed enough to develop a completely self-
contained theory without any accessory knowledge of advanced mathematics.

The reader which is interested in a more comprehensive discussion on physical motivations
of geophysical fluids is referred to the beautiful monograph [50] and references therein,
which was as well the main reference in writing this introduction.

The variety of physical phenomena which can be described in terms of geophysical flu-
ids equations is vast and includes physical manifestations which may appear very far related;
such as the motion in the Earth’s interior responsible of the dynamo effect and the tendency
of oceanic currents to move West-Eastwards. We shall in any case consider geophysical dy-
namics only in the restricted case of liquid and gases motion on a large scale.

Two main ingredients distinguish the discipline from traditional fluid mechanics: the effects
of rotation and those of stratification. The predominant influence of one, the other, or both
give rise to substantially different dynamics.

Notably the physical occurrence characterizing the motion of a geophysical fluid is the rota-
tion of the Earth around its axis. Such rotation inevitably modifies the motion of any particle
on the Earth, and fluids are not immune to such effect. This variation on the velocity flow
is twofold: in one stance it forces a particle of a fluid to move toward the outer space, in
a second stance it induces a variation of the velocity perpendicularly to the direction of the

15
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motion at a time ¢. These accelerations can be interpreted, thanks to Newton’s second law of
dynamic, as forces. These are respectively the centrifugal force and the Coriolis force (for
a detailed explanation on the Coriolis force, see [140]). Despite the fact that the centrifugal
force is the more palpable of the two on a planetary scale its effect is irrelevant, on the other
hand the Coriolis force is fundamental in determining the dynamics of such motions.

The Coriolis force has a rather bizarre effect on the overall dynamic of a fluid: if the
magnitude of the force is sufficiently large and the fluid homogeneous it constraints the mo-
tion to be strictly columnar. This tendency of a rotating fluid to displace himself in vertical
homogeneous columns is generally known as Taylor-Proudmann theorem. Taylor-Proudman
theorem was first derived by Sidney Samuel Hough (1870-1923), a mathematician at Cam-
bridge in the work [83], but it was named after the works of G.I. Taylor [141] and Joseph
Proudman [130].

The stratification instead is present only in non-homogeneous fluids. Gravity is the cause;
it tends to lower regions of the fluid with higher density and raise regions with lower density.
On a dynamical point of view this mechanism is easily explained: a naturally occurring mo-
tion, in absence of external forces, tends to stabilize in a configuration in which the potential
of the forces acting on it is minimal, in such configuration the motion stops. It is hence nat-
ural to imagine that a fluid which is composed of horizontally stacked layers of decreasing
density is not affected any more (dynamically) by gravity.

2.1 A gentle introduction to the main physical actors.

Let us give a first glimpse in the main physical forces which constrain the motion at a macro-
scopic scale: the rotation and the gravitational stratification.

2.1.1 The rotation.

As we mentioned above the rotation of the Earth around his axis (Coriolis force) is one of
the most relevant constraint in the motion of a geophysical flow. This fact is completely
counter-intuitive for an observer placed on the surface of the Earth: the relative location with
respect to a certain reference system trick us to suppose that we live in an inertial reference
system. However, in a sufficiently large lifespan (say a week), (almost) any relative motion
performed on the surface of the Earth is negligible with respect to the relative motion induced
by the rotation of the planet in the space.

A rather important question when it comes to study rotating fluids is to determinate a
reasonable criterion in order to describe the influence of the rotation on the motion. To
answer this question, we must first define the ambient rotation rate, which we denote by (2

and define as: )
27 radians

time of revolution’
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2.1. A gentle introduction to the main physical actors.

Let us take in consideration a time-scale 7' comparable or bigger to the characteristic time of
rotation. We define the dimensionless quantity

__ time of one revolution 27/ 27

motion time-scale T QT

We shall use implicitly the following criterion: if w is comparable to the unity or smaller
(w < 1) then the rotation should be taken in consideration. On the earth, loosely speaking,
if the characteristic time-span 7’ is bigger than 24 hours than the rotation is not any more a
negligible effect in the relative motion of a fluid for an observer situated outside the planet.

The limit of the above criterion resides in the fact that it depends exclusively on a ratio
between characteristic rotation time and observation time. If a motion occur in a short time-
scale but it is bestowed with a large spatial imprint the rotation effects shall be non-negligible
again. Whence we define a second more adapted criterion : we consider the velocity and
length scales of the motion, and we denote them respectively as U and L. Naturally, if a
particle traveling at the speed U covers the distance L in a time longer than or comparable
to a rotation period, we expect the trajectory to be influenced by the ambient rotation, and so

we write ) )
time of one revolution

°T time taken by particle to cover distance L at speed U’
_2n/Q 27U
T LU QL
Hence we can replace the criterion w < 1 above with the more general ¢ < 1 in order to
determinate whether the rotation has a strong influence on the motion.

(2.1.1)

The one above is a very brief introduction which explains how, in some determinate, sim-
plified models, the rotation may become a significant factor once large space- and time-scales
are considered. Let us give now hence a quick glimpse to the mathematical consequences of
the Coriolis force in some inertial' reference system.

To facilitate the mathematical developments, let us first investigate the two-dimensional
case. Let the X— and Y —axes form the inertial framework of reference and the x— and y—axes
be those of a framework with the same origin but rotating at the angular rate () (defined as
positive in the trigonometric sense). The correspondent unit vectors will be denoted as (I, J)
and (i, j) respectively. At any time ¢, the rotating z—axis makes an angle ) ¢ with the fixed
X—axis. It follows that

i=+Tcos(Qt)+Jsin(Qt), I'=+icos(Qt)—]jsin(Qt),

2.1.2
j=—Isin(Qt)+J cos(Qt), J= +isin(Qt)+]jcos(t). ( )
Let us define the position vector r. In the two reference systems it is defined as

r=XI+YJ,
=zi+yj.

!By inertial we mean a reference system which is not rotating with the planet, i.e. a reference system which
is fixed with respect to the distant stars, and whose origin is fixed for practical purposes at the center of the
earth.
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The coordinate functions (X, Y’) and (z, y) are related by

x =+ Xcos(2t)+Ysin (1),
y = —Xsin(Qt)+Ycos(Q2t).

It suffice hence to differentiate in time the above relations in order to deduce the velocity
field (¢, ) = (u, v)

u =4 = 4+ Xcos(Qt)+ Ysin(Qt) + Qy,

) . . (2.1.3)
v =19 =—Xsin(Qt)+Ycos(Qt)— Qux,
and indeed
w =i+,
U=XI+Y7J,

whence using the relations (2.1.2) we can write the absolute velocity in terms of the rotating
unit vectors

U = (—l—X cos (Q t) + Y sin (0 t)) i+ (—X sin (Q 1) + Y cos (0 t)) J; (2.1.4)
= Ui+ V].
Comparing hence (2.1.3) and (2.1.4) we easily deduce
U =u—Qy, V =v+ Q. (2.1.5)
In three-dimensions the procedure is very similar and we deduce that
U=u+QAr, (2.1.6)

whence, considering that the rotation is homogeneous (£2 = () K is a constant vector, in
particular it is time-independent). This implies that taking a time derivative of a vector with
respect to the inertial framework is equivalent to applying the operator

d
— + QA
dt + ’

in the rotating framework of reference. From the equation above we hence deduce that

d d 1
—U=— 20 VvV I(IQ
; dtu+ /\u—i—2 (I2AT]),

the term 2 €2 A u represents the Coriolis force.

2.1.2 The centrifugal force.

The centrifugal force is a concept of which everybody of us is familiar with thanks to direct
experience. Unlike the Coriolis force, which is proportional to the velocity, the centrifugal
force depends solely on the rotation rate and the distance of the particle to the rotation axis.
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2.1. A gentle introduction to the main physical actors.

A particle subjected to the centrifugal force has the tendency to move radially, outward. Yet
we do not experience in our everyday life a force which displaces bodies to the outer space:
Newton first principle applies again, and gravity exerts an equal and contrary force on the
body.

This is not to say that such force has really no effect; it flattens planets as well as any other
rotating elastic body distorting the geometry: the equatorial radius is (slightly) larger than
the polar one. On the earth, for example, the distortion is very slight, because gravity by
far exceeds the centrifugal force; the terrestrial equatorial radius is 6378 km, slightly greater
than its polar radius of 6357 km.

2.1.3 The stratification.

The next question concerns the condition under which stratification effects are expected to
play an important dynamical role. Geophysical fluids are generally miscible fluids with
varying density. Gravity acts on masses hence it affects strongly the region of a fluid with
higher density: it tends to dispose a fluid in stacks whose density is decreasing in height. In a
situation of perfect dynamical stability gravity tends to minimize the gravitational potential,
hence a configuration in which the density profile is decreasing is a dynamical attractor.
The intrinsic motion of a fluid however can disturb such configuration lowering hi-density
regions or lifting low-density ones, increasing the potential energy of the fluid. Being the
system conservative the increase of potential energy is performed at the expense of kinetic
energy, slowing the flow. On occasions, obviously, the opposite happens.

If Ap is the density variations in the fluid and H is its height scale, a prototypical perturbation
to the stratification consists in raising a fluid element of density py + Ap over the height H
and lowering a lighter fluid element of density py over the same height. The corresponding
change in potential energy, per unit volume, is

(po+Ap)gH — pogH = Ap gH.

With a typical fluid velocity U, the kinetic energy available per unit volume is % poU?. We
construct the relative comparative energy ratio

_ %POUQ
Ap gH'

Let us give a sense of the energy ratio o.

* 0 < 1: in this case the kinetic effects are insignificant respect to the stratification, and
hence the variation of the velocity does not perturbs the stratification which constrains
greatly the flow.

* 0 =~ 1: atypical potential-energy increase necessary to perturb the stratification con-
sumes a sizable portion of the available kinetic energy, thereby modifying the flow
field substantially. Stratification is then important.

* 0 > l:potential-energy modifications occur at very little cost to the kinetic energy,
and stratification hardly affects the flow.
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Chapter 2. Introduction.

In conclusion we can hence say that the gravitational stratification of a flow plays an im-
portant role in the evolution if ¢ < 1. The quantity o is to stratification what the number ¢
defined in (2.1.1), is to rotation.

Indeed studying the motion of a fluid at a planetary scale it may happen that rotation and
stratification effects are both relevant at the same time, i.e. the dimensionless quantities
e ~ 1 and 0 ~ 1 and yields the following relations among the various scales:

A
=Y N =3
Q Lo

Elimination of the velocity U yields a fundamental length scale:

1 [Ap
L~ —/— gH.
Q Po g

Experimental verifications give us the following characteristic scales

Latmosphere ~ 500 km, Locean ~ 60 kl’l’l,

(2.1.7)
Uatmosphere ~ 30 II]/S, U ocean ~ 4 m/s.

2.2 A glimpse into continuum mechanics: budget laws.

Fluids, as well as any object in the universe, are subjected to motions. The concept of motion
is very intuitive and well understood by anybody, but a mathematical formulation of such
natural concept may not be straightforward. We shall adopt the following definition

Definition 2.2.1. Let 2 C R, a motion is a C®> map ¢ : R, x Q — R? such that for every
t € Ry, x € Qthemap ¢y = v (¢,-) is an affine transformation. We define

o Oy =1 (t,9) as the set which the body occupies at time ¢,
o T ={(t,z) : t € Ry, x € Q} is the set of trajectories,
* the map ¥, = ;' : Q, — Qs called the reference map or back-to-label map,

« the velocity flow is defined as u (¢, ¢ (t,2)) = S, = O (¢, x).

We shall many times refer to a generic motion ¢ as a flow.

One of the most important properties of bodies is that they possess mass. We here con-
sider bodies whose mass is distributed continuously. No matter how severely such a body
is deformed, its mass is the integral of a density field. Let us make these concept formal, a
reference density is a function

Po - 0 — R-H

and the mass of the body () is defined as

m (Q) :/on (z) dV (z).
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2.2. A glimpse into continuum mechanics: budget laws.

Indeed the deformed body (2, possesses as well a mass, and we assume that, no matter
the deformation 1/;, the mass is an invariant of the motion, i.e.

m(Q)=m(Q),  Vt>0,

and since the mass can always be described as the integral of a density field

m(@) = [ pt.X)aV (X).
Qy
We want to express such integral in terms of the space variable x € (2, indeed
X :Xt :w(twr)?

hence
m () = / p (10 (t,2))dV (i (1))
- / p (t,3) (1, 7)) det [V) (£, 2)] AV (z).

Since (2 is arbitrary we can hence deduce the following relation which describes the density
of the deformed body €, in terms of the reference density p :

po (@) = p (1,9 (£, 2)) det [V, (1,2)].
Being the mass constant we deduce hence that

— t,X)dV(X)=0
i J, P (6X) av ) =0,

applying Reynold’s transport theorem (see [81]) we deduce that

/Qt (%P(t,X)er(t,X) divu(t,X)) dV (X) = 0,

but, since ) was arbitrarily, the fact that

(1,5X) = S p (1 (8, 2)) = Bup (.46 (t.2)) + 0 (1,9 (£, 2)) - Vi (£,3) (1, 2))

at” dt

we finally deduce the conservation of mass equation

Op +div (pu) = 0.

We say that a motion is isochoric if and only if divu = 0.

Next we focus on the forces acting on a determinate body. From first Newton’s law from
each action it corresponds a second, equal with opposite direction, hence we can assume
that, for a moving body (;, at each ¢t > 0 there is a balance of forces, i.e.

Fi - Fe7
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Chapter 2. Introduction.

where F; are the internal forces and F. are the external forces acting on the body. One of
the most important and far reaching axioms in continuum mechanics is Cauchy’s hypothesis
concerning the form of the contact (internal) forces. Cauchy assumed the existence of a sur-
face force density o (n, x,t) defined for each unit vector n and every (z, t) in the trajectory
T of the motion. Let B be an oriented surface in €2; with positive unit normal n at . Then
o (n,z,t) is the force, per unit area, exerted across B upon the material on the negative side
of B by the material on the positive side. This is a kind of stress that the body (fluid) exerts
on himself, and falls into the effects of F;. Translated in mathematical terms it means that
for every (z,t) € T, n € S ! and for all w; C ), the force that ;\w; exerts upon w; is

F, (Q,w) = —/ o(mn(z),zt)dS (z),

Q:NOwy

where dS is assumed to be the d — 1 dimensional Hausdorff measure.

This stress and eventual external forces F. modify the velocity of the body, inducing an
acceleration and with it producing a force (Newton’s law), such force is quantified by the
variation of the linear momentum, hence the balance becomes

FLM —|— FU - Fe'

The linear momentum is defined as
1) = [ puav.
Q

while, as explained, the stress force F, is defined as

F, = —/ o ds,
o

while we can assume that F, = th F dV. The balance equation becomes hence

d
hd ptudV—/ odS:/ FdV.
dt Jg, o9 Q

Gauss theorem and Reynold’s transport theorem allow us hence to the deduce the equation
for the conservation of the linear momentum (here we abuse of the notation and we denote
with F the acceleration related to the point-wise external force)

O (pu)+div (pu®u)—div (0) =pF.

2.3 A closer look: models for incompressible fluids.

The previous section was devoted to prove that the equations describing the evolution of a
fluid are derived form physical considerations, and are the conservation of mass equation

Ap + div (pu) =0, 2.3.1)
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2.3. A closer look: models for incompressible fluids.

where p is the density of the fluid and u is its velocity field, and the conservation of the linear
momentum m = p U equation,

O (pu)+div (pu®u) —div (0) =pF, (2.3.2)

and o is the stress tensor and F is the ensemble of the external forces (rotation, stratifica-
tion buoyancy, acoustic waves, gravity...) acting on the fluid. We refer to [11] and [101].
Although it is true that, a priori, the density function p depends from both time and space
variable ¢, x the oceans and the troposphere (lower layers of the atmosphere) have generally
a density that does not varies wildly, i.e.

p(tvx) :p0+dp(tax)v

where p is a (positive) constant, which we shall call characteristic density, around which the
density oscillates. This simplification is usually known as Boussinesq approximation > . We
want to deduce some relation of magnitude between the function dp and the constant p, we
shall perform this analysis for adiabatic perfect gases, although it remains true for different
fluids as well.

The quantity M is a dimensionless scalar called Mach number. In the literature ( [101],
[109]...) the Mach number can be defined as follows. Let us consider a fluid moving in a
domain U of length-scale comparable to the ones given in (2.1.7), with a velocity u (¢, z).
The Mach number is the ratio of the speed of the gas, to the speed of sound in the gas. The
speed of sound is equal to the speed of transmission of small, isentropic disturbances in the
flow, formally it is defined as

c=+\/7YRT,

where R is the specific gas constant and 7" is the absolute temperature. We can hence define
the Mach number as the ratio

M= —, (2.3.3)

V
c
where V' is the local flow velocity with respect to the boundaries, and c is the speed of sound
in the medium.

To determine the role of the Mach number on compressibility effects we begin with the
conservation of momentum equation *:

p VAV = —dp,

where p is the fluid density, V' is the velocity, and p is the pressure. Here dV' and dp denote
differential changes in the velocity and pressure. From our derivation of the conditions for

2The full description of Boussinesq approximation is, actually slightly more complex and can be applied
to stratified fluids only, for a more detailed description we refer to Section 2.3.3. By an abuse of lexicon we
denote this simplified case as Boussinesq approximation as well.

3Here we simplify the internal stresses of the fluid ¢ = p 1ga, i.e. we consider the effects of the hydrostatic
pressure only. Such hypothesis is physically relevant in the sense that for general fluids (and even more so for
geophysical fluids) the main contributions in ¢ are effectively induced by the hydrostatic pressure.

23



Chapter 2. Introduction.

isentropic flow, we know that:

dp dp
— =7
P p
dp = yRTdp,
=c2dp,
which hence leads to the relation
pVdV = —cidp,

which gives, after some basic manipulations

MQg_d_p
Vo op

(2.3.4)

Let us hence now denote the (dimensionless) function

V) (6.0) = 5 (40),

the variation of the fluid velocity. As the following formal calculations show

Vi(x) =V (z+dx)
Vi(x) ’

V(z+dzx)
Vie) -

(V) (z) ~

=1 —
is a function whose value is close to zero for fluids which are not very turbulent. Whence
considering the relation p = py 4+ dp and (2.3.4) we deduce

—M2PO

dp= - P0
P17V (V)

Thanks to a Taylor expansion around zero with respect to the parameter M we deduce that
dp =0 (M?),
hence it makes sense to deduce the following low Mach number approximation:

p(t,x) =po+M?p(t, ), (2.3.5)

The speed of sound ¢ depends on the fluid considered, the temperature, pressure, salinity
and many other physical variables. For the air at 15 degrees Celsius and the water at 20
degree Celsius it has approximately the following values

Cair = 340 m/s, Cwater = 1481 m/s,

which compared to the characteristic scales given in (2.1.7) give the following values for the
Mach number

Matmosphere &~ 0.08823529411, Mocean = 0.00270087778,
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2.3. A closer look: models for incompressible fluids.

hence the Mach number is generally very small if it is evaluated accordingly to the standard
displacement of air and water at a planetary scale. This is very reasonable since the au-
tonomous motion of a fluid is always subsonic (M < 1). For practical purposes, if M < 0.3,
the fluid is considered to be incompressible, i.e. compression waves do not disturb the global
motion of the fluid. With this consideration (2.3.1) becomes:

divu = 1 @) (MQ) ,
Po

which can be substituted with the more familiar (and simple) incompressibility condition

divu = 0. (2.3.6)

In this first part we shall give some physical derivation of systems which are supposed
to satisfy the "zero Mach number" condition. In the following section we shall focus on the
case in which the Mach number is small and not identically null.

What follows is a multi-scale analysis for rotating and stratified fluids, we underline
the fact that there is no novelty in this section and the result presented are taken from [50]
and [27].

2.3.1 The equations on the linear momentum.

We adopt the same notation as in Section 2.1.1, i.e. we consider the motion of a fluid from
two different reference systems: the first one is the inertial one, the velocity flow with respect
to this reference shall be denoted as U, the latter is the rotating reference system, whose ve-
locity flow is u.

The orthonormal basis with respect to the inertial reference system shall be denoted as
(I, J, K). We recall that this reference system is fixed. In particular hence we recall that we
can write the velocity flow U and the position vector r as

U=U'T+U*J+ UK,

r=X'I+X?J+ X*K.
In a very similar way we denote with (i, j, k) the basis of a reference system whose origin
stays on a determinate point at latitude ¢ on the surface of the earth. The vector i denotes the

direction West-East, j the direction South-North and k has the same direction of the radius
of the earth and it is pointed outward. With this notation we have

u=u'i+u?j+ddk,
r=z2'i+t2?j+2°k
Let us consider the equation of conservation of linear momentum (2.3.2) in the inertial

reference system under the hypothesis

F = -V,
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Chapter 2. Introduction.

where ®, = gz3 k, i.e. the external force is the gradient of the gravitational potential and
that the stress tensor o assumes the form

o= —plgs + T,

where p is a scalar function and 7 is the viscous tensor. It reads as
D .
p (E) U=—pVP, — Vp+div (7). (2.3.7)

The operator (%)i denotes the material derivative with respect to the inertial reference sys-
tem and it assumes the surprisingly simply form of

D D
— ) ==+Q 2.3.8
<Dt>i D (2:38)

where indeed the material derivative D% is defined as

D
E—&—Fu-v.

The (vectorial) angular velocity €2 is defined as

Q=0K,
=Qcos(¢) j+ Qsin(¢) k, (2.3.9)

where (2 is indeed a scalar value which we consider to be constant in both space and time.
By the aid of the relations (2.1.6) and (2.3.8) we deduce that
D D
— | U= — 2Q2 QA (Q . 2.3.1
(Dt)i Dtu+ Au+ QA (Q2AT) (2.3.10)

Let us analyze just for a moment the right hand side of (2.3.10):

* The term % u = J;u + u - Vu represents the material derivative, which describes
the rate of change of the velocity flow subjected to transport effects due to the velocity

flow itself.
* The Coriolis force €2 A u.

* The term Q A (2 A r) is the centrifugal acceleration. Let us remark that
1 2
QANQAT)=V TQAﬂ ,
hence it makes sense to define the geopotential

1
¢:¢y—yQAﬂ? (2.3.11)
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2.3. A closer look: models for incompressible fluids.

Let us consider a (vertical) displacement dr of a volume of a fluid. Let us denote
U, =3[QA r|? the potential associated to the centrifugal acceleration. Let us denote
as d®, and dW, respectively the variation of the gravitational and centrifugal potential
caused by a vertical displacement dr of the fluid. It is clear that

d®, = O (dr),
d¥, = O ((dr)?).
Since any vertical displacement which may happen in the atmosphere on in the oceans

has magnitude irrelevant if compared to the radius of the earth it is reasonable to as-
sume that ® ~ ®, = gz k as a first-order approximation.

The equations (2.3.11) and (2.3.10) applied to (2.3.7) allow to deduce the following evolution
equation satisfied by the velocity flow in the rotating system u = (u!, u?, u3):

D .
P D u+2p (2Au)=—pVe — Vp+div (7).
Still we need to simplify more the above equation. Let us suppose that the viscous tensor 7
assumes the following form:
T = pVu,

where p1 > 0. Moreover as we explained above at a first-order approximation we can consider
V& ~ g k. This combined with(2.3.9) allows us to deduce

D
P (ﬁ u' + fou® — fUQ) = —Oip+ pAu',
D, 1 2
p i u” + fu = —0Ohp + pAu, (2.3.12)
D4 1 3
PApr ¥ — fxu = —O3p + pAu’ —p g,
\

where f = 2Q sin(¢) and f, = 2Q cos (¢). The preceding equations assume a Cartesian
system of coordinates and thus hold only if the dimension of the domain under consideration
is much shorter than the earth’s radius. On Earth, a length scale not exceeding 1000 km is
usually acceptable.

2.3.2 The energy budget.

Obviously a fluid has an (absolute) temperature. This physical quantity evolves indeed ac-
cordingly to the density and the velocity flow. From the first law of thermodynamics the
internal energy gained by a parcel of matter is equal to the heat it receives minus the me-
chanical work it performs, which translates in the equation

D

—e=Q—-W.

Dt @

The internal energy is the amount of agitation of internal molecules and it is proportional to
the temperature

e=C, T,
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C, is the capacity at a constant volume.

At a first approximation we can consider that there is no internal heat source in the air or
water, hence using the Fourier law of heat conduction, which states that the thermal energy
transforms into an homogeneous, local, change of temperature

kr

Q - AT?

p

while
__rd

p2 dt p7

hence D L d
C,—T =~ - P,
t 0 p? dt
we finally deduce
D
p Co—T + pdivu = kpAT. (2.3.13)

v
Dt
Since we introduced the new equation 7' we need a new equation relating p and 7' to close
the system

* If we assume the air a perfect gas

p = pRT,

* the water can be considered to be incompressible, hence the pressure does not affect
the motion of the fluid and we can consider it constant. On the other hand the salinity S
may have physical relevance, this indeed modifies the density by mean of the following
equation of state

p=po(1—a(T—Tp)+B(S—5)), (2.3.14)
where S satisfied a diffusion law
D
— 85 = kgAS. 2.3.1
DtS Rg S ( 3 5)

2.3.3 The Boussinesq approximation.

Let us consider a fluid with variable density. Accordingly to the theory explained in the
previous sections it evolves accordingly to the laws described by (2.3.12). We say that a
stratified fluid satisfies the Boussinesq approximation if the variation of density is relevant
only in the buoyancy term pg while it can be approximated as a constant p, otherwise.

As we already mentioned various times we consider large perturbations around a station-
ary state for a stratified fluid, and we are interested to study the dynamics induced by the
fluid when it strives to restore such equilibrium, whence we conceive the variation in density
mainly along the vertical direction and we suppose that heavier layers lay under lighter ones
(i.e. p is decreasing in the variable x3), i.e.

p(t,x)=po+plas)+6(tz), (2.3.16)
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with
0] < 1.

Let us denote

p=p+0,
with the Boussinesq approximation here explained, the incompressibility condition (2.3.6)
the conservation of mass equation (2.3.1) becomes

O +u-Vy =0. (2.3.17)

Combing the above equation (2.3.17) with the evolution equation (2.3.15), (2.3.13) and the
equation of state (2.3.14), supposing kr = k;/ (poCy) = ks = k we finally deduce the

equation

D
T 0 =rAp. (2.3.18)

Thanks to the Boussinesq approximation p ~ py we can rewrite (2.3.12) in the new form

(D 1
—ut + foud — fu? = ——0ip+vAu,
Dt Po
D s 1 1 2
Dp U + fu = —%82]9 + vAu®, (2.3.19)
D 1
— u’ — fu! = ——0sp +vAU® — 1 g,
\ Dt Po Po

where v = p/pg is the kinematic diffusion. Combining (2.3.6), (2.3.19) and (2.3.18) we
finally deduce the very generic model (here we denote p = p')

1
ot +u-Vul + fud — fu* = ——0ip+ vAu,
Po
1
o +u-Vu? + ful = ——0Oop + VAU,
o ) (2.3.20)
o +u- Vit — fou! = ——0yp+vAu® — = g,
Po Po
op+u-Vp = kAp,
divu = 0.

2.3.4 Two dimensional dynamics: the geostrophic equilibrium.

Until now we have been studying how the rotation modifies the structure of the evolution
equations for a geophysical fluid, but we did not really understand until now if the rotation
has a stabilizing effect on the motion of the fluid itself.

To deduce informally the limit system we shall perform a multi-scale analysis as it is done
in [27] and [50]. Let us define as L the characteristic length in the horizontal directions, H
in the vertical direction, 7" is the characteristic time, which we suppose to be bigger than
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the rotation time 7§, U is the characteristic horizontal speed and W the vertical one, P the
pressure and Ap the variation of density. Indeed the following relations hold true

U

1
T>>TQ:5, ZSQ, H < L, Ap < p.

This analysis of magnitudes will allow us to remarkably simplify the equations (2.3.20).
With the incompressibility condition divu = 0 we can deduce that U/L ~ W/H, but since
H < L we easily deduce that W < U. This implies that the term f,u®, whose order of
magnitude is QW is negligible if compared to — fu? of magnitude QU, under the hypothesis
that the latitude ¢ is far from zero. In the same way the term (9? + 02) u is small compared
to J2u. In the same way the left-hand side of the equation governing the motion of u? is
negligible compared to the right-hand side, with these simplification (2.3.20) becomes

( 1
o' +u-Vu' — fu* = ——01p+vosu,
Po
1
o +u-Vu + ful = ——0up + vou?,
& ) 2.3.21)
0 = __a3p - — &
Po Po
Oip+u-Vp = Kk0ap,
divu = 0.

\

The scaling analysis just performed was developed in order to neglect some small terms.
The remaining terms may, though, be of very different magnitude: this is the second shell of
simplifications that we are going to perform.

The terms of the horizontal momentum equations in the form (2.3.21) scale as

U U? U? WU o P vU

T ) L ) L Y H Y Y pOL’ H2 N
We are interested to study the motion as long as the rotation plays a significant role, for this
reson we divide the above relations for (U obtaining the following order of magnitude

1 U U %% ] P v
QT’ QL’ QL’ QOH’ ’ poLQU’ OH?
¢ The ratio .
Ror = —
OT QT’

is called the remporal Rossby number, it compares the local time rate of change of the
velocity to the Coriolis force and is on the order of unity or less.

¢ The ratio
Ro= — (2.3.22)

which compares advection to Coriolis force, is called the Rossby number and is again
of order smaller than one.
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¢ The ratio
w WL U

QH  UH QL

is the product of the Rossby number by % which is of order smaller than one.

¢ The ratio is of order one.

P
poLQU

* Finally the ratio

Ek — —myﬁp’ (2.3.23)

is called the Ekman number, and for geophysical flows it assumes a very small value.

Neglecting the terms whose order is small compared to one we deduce hence the geostrophic
equilibrium

1
—fu® = — — Oip, (2.3.24)
Lo
1
fu' = — = Oup, (2.3.25)
Lo
0 = — Osp, (2.3.26)
divu = 0. (2.3.27)

The dynamic described by this set of equations is constraint and simplified: taking the
operator 03 onto the equation (2.3.24) and (2.3.25) with the information of equation (2.3.26)
we deduce

(93u1 = 83u2 = O,
moreover thanks to equations (2.3.24) and (2.3.25)
81u1 + 82U2 =0.

This result is known as Taylor-Proudman theorem (for more we refer to [50] and [126]).
Physically it means that in a regime in which the rotation plays an important role the fluid
moves horizontally and has no vertical displacement. Solving (2.3.24) and (2.3.25) with
respect to u' and u? we deduce

1 1
ut = — —— Oy, u? = + —— Oip.

I ro f po

The horizontal velocity flow moves hence orthogonally with respect to the gradient flow of
the pressure. This means that the flow displaces along the directions in which there is no
variation of pressure, these directions are known as isobars.
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Downward push

Figure 2.1 — Stratification buoyancy.

2.3.5 Stratification effects.

In the previous section we have seen how the rotation affects the motion of (2.3.21) deducing
the geostrophic equilibrium (2.3.24)—(2.3.27). In this analysis we did not take in any con-
sideration the effects induced by the stratification. In the present section our aim is to give
description of the stratification effects for geophysical fluids.

Let us consider a fluid which is in a statical equilibrium, composed of layers of different
densities. The gravity tends to stratify the fluid in a way that heavier layers lay below lighter
ones. We are interested to study how large perturbations of equilibrium modifies the mo-
tion in large time and space scales. The idea is the following one, let us suppose that that
a small volume dV' of a fluid with a certain density is displaced (upwards) in a region of
lower density. The gravity will tend to move the fluid volume downwards until it reaches
a layer whose density is comparable to its own. Once the fluid reaches such situation its
motion does not stops immediately, but, thanks to the inertia, it will have a tendency to move
downwards still, entering in a region with higher density. Once it reaches such configuration
Archimede’s principle will provide a upward buoyancy, creating a pseudo-periodic motion
around the layer of density comparable to the one of dV/. We refer to Figure 2.1 as well for
a graphical intuition of the effect. Let us verify such intuition, we consider hence a volume
dV placed at a height x5 with density p (z3), and let us move it to a height 3 + h where the
fluid has density p (z3 + h), if the fluid can be considered to be incompressible the vertical
displacement does not influence the volume dV/, and accordingly to Archimede’s principle it
is subject to a buoyancy force which is

g(p(zs+h) —p(xs))dV.
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Accordingly to Newton’s principle /' = m a we deduce hence the following balance of
forces

plws) dVh = g(p (w3 +h) = p(x3))adv.
As we have already see in the case in which we consider regimes with low Mach number the
Boussinesq approximation hold, hence we can say that

p(z3+h)—p(x3) ~ 0sp(x3) h,

with this consideration we can hence deduce the following differential equation

h— L aph=o0 (2.3.28)

Po
The above differential equation presents two different behaviors accordingly to the sign of
—£ 03p. As we already stated we suppose J3p < 0, i.e. the density is decreasing with the

0
altitude, in this case if we set

N2 = _g a?)pa
Po

and we consider NV to be constant the solution A of (2.3.28) has an oscillatory character, with
frequency N. The quantity N is called stratification frequency or Brunt-Viisild frequency
and quantifies the rate with which a fluid tends to stratify to a stable configuration.

Quantifying the stratification: the Froude number.

In Section 2.3.4 we performed a multi-scale analysis which allowed us to introduce the di-
mensionless Rossby number Ro: such number quantifies the effects of the Coriolis force on
the motion of a fluid at planetary scale in time-spans bigger than a day. Conceptually what
we want to derive here is the same, but considering the intrinsic buoyancy provided by grav-
ity as explained in the previous section. By analogy we might expect that NV and H shall
play a similar role as €2 and L for the rotation. We consider a stratified fluid of thickness H
and stratification frequency /N moving horizontally at a speed U over an obstacle of length
L and height Az. The presence of such obstacle will force some heavy fluid layer to move
upward, a configuration that generally does not occur. Hence there is a transformation of ki-
netic energy into gravitational energy due to a displacement from a situation of equilibrium,
such transformation of energy provides a vertical velocity of magnitude comparable to

Az UAz
W=—= .
T L
The vertical modification causes as well a density perturbation of the order of
dp
Ap=|—| A
P dz z,
N2
Sy Az.
g

In turn, this density variation gives rise to a pressure disturbance that scales, via the hydro-
static balance, as

AP =gHAp,
= p0N2H Az.
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Obviously hence a variation in the horizontal components of the pressure induces a variation
of the velocity flow

U AP
L poL
and since 0,u' + Oyu? = —0;u® we derive that

W/H Az U

U/L  H N2H?

The above equation implies that if U is smaller than N H then WW/H has to be smaller
than U/ L: the variation in the vertical direction hence cannot fully meet the horizontal diver-
gence. Supposing hence that |O3u3| < ‘divhuh‘ some compensation has to be performed by
the term div, u”: The fluid cannot displace in a purely vertical way, and some of its motion
is deflected horizontally (winds which tends to surround an obstacle).

We define hence at this point the Froude number

U
Fr = ——,
N H
which is a measure of the tendency of the fluid to dispose in horizontal stacks; a quantifica-
tion of the stratification. Obviously the smaller Fr is the more relevant stratification effects
are.

The quasi-geostrophic three-dimensional equilibrium.

As in Section 2.3.4 we derived the two-dimensional geostrophic equilibrium by use of the
rotation of the Earth only in this section we want to deduce a simplified dynamics which takes
in consideration both rotation and stratification; such dynamics is called quasi-geostrophic
or semi-geostrophic equilibrium and it is way more complex and rich than the geostrophic
equilibrium. We shall omit to give a full derivation and we refer the reader to [27] and [50].
Following the Boussinesq simplification (2.3.16) we can indeed suppose that the pressure p
can be written as

p(t,l’) :ﬁ(l‘g) —i—ﬂ'(t,l’),
we can hence define the stream function

o Vs
fopo’

where fj is the fist order approximation of 2€2sin ¢ and the potential vorticity

fog
q= _82u1 + 81u2 — 83 (NQpOH .
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The quasi-geostrophic flow is hence defined as

(u' = —0u1),
u2 == alwu
W — _% (0,050 + u'd1g + udoq)
™ = P0f0¢a
0= ,00_fo O31).
\ g

2.4 Final remarks on the simplification of the primitive equa-
tions (2.3.20).

Let us consider the primitive equations as in (2.3.20), neglecting the parameter f, we deduce
the following equations

( 1
ot +u-Vu' — fu? = ——0p + vAu,
Po
1
o +u- Vil + ful = ——0p + VAU,
Po
3 3 1 3 P
o’ +u-Vu = ——0p+rvAu’ — — g,
Po Po
Op+u-Vp = KkAp,
[ divu = 0.

With the Boussinesq approximation (2.3.16), recalling that d5p = —poN?/g, neglecting the
term k05 p we obtain the following set of equations (here we denote 6 appearing in (2.3.16)

as p):

( 1
ot +u- Vu' — fu? = ——Oip + VAU,
Po
1
o +u - Vu? + ful = ——Oyp + VAU,
Po
1 .
o +u- Vi + £e = ——03p + VAP,
Po Po
N2
at,o—i-u-Vp—pO u = kAp,
( divu = 0.

We want to perform a dimensional re-scaling which nondimensionalises the above set of
equations and magnifies the rotational and gravitational effects via suitably defined dimen-
sionless numbers. Let us introduce hence the following characteristic scales

* [, characteristic horizontal length,

* U, characteristic horizontal speed,
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T = L/U, characteristic time,

Tr = f~1, rotation time,

Ty = N1, stratification time,
* pp, average density,

® Po, average pressure.

With the following change of scales

( x/ o £
=7
t
t'=—
T’
/U/
U P —
U’
r_ 8 0
po NU ™
p="=
. Po’
and, defining the following quantities
( TR U
R = —= —
°TT T Lp
Tx U
F = — = —
T T T LN
5= Do
\ ,0()U2’
and with the abuse of notation v = %, V= % we can finally deduce the system
(o1 1o P 1
ou +u-Vu — —u" =——0p+rvAu
Ro Po
1 _
ol +u-Vul+ —ut = —ﬁﬁgp + vAu?
Ro Po
Oud 3, 1 _ D 3
ww’+u-Vu'+—p =——0p+rvAu
Fr L0
1
kﬁtp—l—u~Vp—l?ru3 =V Ap

The Froude and Rossby number are small compared to one, and in particular we shall con-
sider the following relations

€ =Ro, e F =Fr,

defining ¢ = :% p we deduce the system
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( 1, 1

Ol +uf - Vub® — vAult — Zu = ——0,P.
€ €
1 1
O 4+ uf - Vur® — vAu* + Zult = —20,P,
€ €
1 1
O +us - VuP® — vAUPE + —0° = —=030,
Fe €
1
0° 4+ uf - VO — VAP — — uPF =0,
\ Fe

which can be reduced to the more compact form (here we denote U = (u®, 67))

1 1
U +u® - VU —DU* + E.AU6 = —EV(I)g,
U€|t:0 - (’LL(), 60) )

(PE.)

where
vA 0 0 0 0 —1 0 0
0 vA 0 0 1 0 0 0
D= 0 0 vA 0 A= 0 O 0 F-1
0 0 0 VA 0O 0 —F1' 0

2.4.1 Informal derivation of the limit model in the regime ¢ — 0.

As we mentioned we are interested in the study of the regime € — 0, in particular we would
like to determinate whether U¢ converges to some limit flow as ¢ — 0. This kind of question
was already introduced in Section 2.3.5, whence we want to deduce a informally simplified
dynamics for the limit flow. The following deduction have a mere informal motivation.

Let us suppose that (U®, ®°) — (Uqg, Poc) in a sufficiently strong topology to justify the
convergence u° - VU® — uqg - VUqg. Letting € — 0 we deduce from (PE,)

— UéG = —81¢Qg,
+ U(lzG = —aQCDQ(},

(2.4.1)
—|— QQG — —F 83®Qg,
From (2.4.1) we immediately deduce
div, ubg = 0,
as it was already mentioned in Section 2.3.5. Let us define the operator
Ap =0} + 03 + F?03,
from the equations of the quasi-geostrophic balance (2.4.1) we deduce
Q= — Dy + Oud + Fs600,
27a6 T PTG 376 (2.4.2)
= + AF(I)QG-
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The quantity €2 is called potential vorticity and, supposing that in the domain considered the
operator A is invertible the quasi-geostrophic balance (2.4.1) writes as
— uéG = —01AL'Q,
+ u(lgG = —0,AL'Q,
—Ogg = —F 0301,
+ ugg = 0.

(2.4.3)

Considering hence equations (PE.) we can derive the equation satisfied by €2 which is
(after a suitable number of algebraic simplifications):

I+ ubg - Vit + T (D)Q =0, (2.4.4)
where [ is a suitable elliptic operator of order two which assumes the form
I'= —AAR (vO] +v0; + V' F?03) .

From (2.4.4) and (2.4.3) we can easily deduce the limit dynamic equations satisfied by the
quasi-geostrophic flow Ugg:

1 1
UQQG UéG O —1(. h
0, 5 +T 3 = — 0 AR (uds - Vi) . (2.4.5)
QQG QQG —F83

2.5 Non-dimensionalized Navier-Stokes inhomogeneous sys-
tem.

We do consider in this section a density-dependent incompressible fluid whose only external
force acting on it the gravity.
Let us suppose moreover that the fluid density p can be written as

p(t,x) = po+p(xs) + p' (t,2), (2.5.1)

and such that
|p'| < 1, (2.5.2)

where p € R, is a constant state. This physical hypothesis is very reasonable and non-
restrictive, we considered in fact the gravity as the only external force acting on the fluid,
the downwards acceleration affects in a more accentuated way the regions of a fluid with a
higher density. The variation of density in macroscopic fluids, such as the oceans, is given by
the variation of some determined physical quantities. Let us analyze the case of the variation
of salinity in the oceans, the salinity varies in a relatively simple way with respect to the
depth and depends on the latitude. The variation is illustrated in Figure 2.2.

Some consideration on the salinity is due:

* the rate of variation of oceanic salinity on an entire planetary scale is about 10%,
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Figure 2.2 — Salinity density in relation with depth.
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* on the upper layers and the lower layers of oceans the salinity is virtually constant,
more than 90% of variation of salinity occurs in an intermediate region called Halo-
cline. The depth of the Halocline varies accordingly to the latitude.

Since the variation of salinity can hence be generally considered to be "small" or "irrelevant"
the hypothesis (2.5.1)—(2.5.2) is hence justified.

The Navier-Stokes incompressible equations with hypothesis (2.5.1)—(2.5.2) and Boussi-
nesq approximation read hence as

( 1 1 0
O+ u - Vu = — —Vp+—vAu— 0 ,
po g (2.5.3)
op +u-Vp +utdsp = kAP + KO3p,
| divu = 0.

If we define the Brunt-V4iisili stratification frequency as it was done in Section 2.3.5, i.e.

N? = —% O0sp = 02p=~ 0,

equation (2.5.3) becomes (denoting p’ as p)

1 1
ou+u-Vu = — —Vp+ —vAu— 0 ,
Po Po L g
o po (2.5.4)
op+u-Vp = rAp+ PN,
g
( divu = 0.

Equation (2.5.4) describe hence the dynamics of a density-dependent fluid under the sole
(physically relevant) hypothesis that the variation of density is small and the density increase
with depth.

On a point of view of oceanography (2.5.4) is hence a good approximation of the local
dynamic of sea water in non-tropical regions*, as well as a number of other physical mani-
festations.

Let us now nondimensionalize equations (2.5.4), this process is very often used by physi-

“Tropical regions exhibit the characteristic of having waters with higher salinity on the surface as shown in
Figure 2.2. This imbalance is not motivated by any dynamical effect, but rather from a disproportion between
evaporation and precipitation effects.
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cists in order to compare magnitudes in different terms of an equation. Defining

(L = standard legth-scale of the system,
U = standard velocity of the flow,

Ty = N1
T =LJU,
Fr = TN/T,

we can define the following adimensional unknowns:

(t"=1t/T,
*=z/L,
u* =u/U,
p=-
pU?

«__ 9
\ poNU

The dimensionless number Fr is the Froude number as is was introduced in Section 2.3.5.
The equations (2.5.4) in nondimensional form become

( 0
ou* +u* - Vu* — v Au* + 10 = —Vp*,
F_rp
* * * * * 1 3,%
Op* +ur-Vp* — K" Ap —F—ru‘s’ =0,

\ divu* = 0,

where v* and x* are modified kinematic viscosities which depend on the Reynold number.
Setting Fr = ¢ we hence derived the system

1 1
o’ +ut - Vu© — vAu® — —pe?g =— -Vo°,
€ 5
1
Op° +us -V —V AP+ =uP* =0, (2:3.5)
€
divu® = 0,

which will be studied in Chapter 4 and 5.

2.6 The weakly compressible models.

In the previous section we derived via a careful scale-analysis the evolution equation gov-
erning the motion of a fluid under the incompressibilty condition (2.3.6). Despite the fact
that for many practical applications a fluid might be considered incompressible, in general,
the propagation of acoustic (compression) waves is not a negligible phenomenon. Let us
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give a motivation of a very reduced dynamics of geophysical compressible fluids. We adopt
the same notation as in Section 2.3.1, i.e. capital letters shall denote the inertial reference
and small letters shall denote the rotating reference system. The conservation of momentum

equations read as
D
p (E)iU —div (o) = pF.

Let us neglect the gravitational effects, i.e. F' = 0. Let us moreover consider the stress tensor
o to have the following reduced form

o=p(p) lgs,

with p scalar function depending on the unknown p. The equation above becomes hence

D
p (E)iU + Vp(p) =0. (2.6.1)

We perform the following change of variable

t 1 t
Mt z)=p (M,m> , UM = M U (M,x> , (2.6.2)

which hence transforms (2.6.1) into

D 1
MI— ) UM+ — M) = 0. 2.6.
p (Dt)i +5p VP (") =0 (2.6.3)

Now we know that

D D
(E)iU:Eu+29Au+QA(QAr)'

Let us consider for a moment the term

D
Eu—kQQ/\u,

we suppose that
Q=0K%k,

where (2 is the scalar magnitude of the vector associated. We know it is defined as

1 T 1 1

Q:—:—-—:—
TR TR T ROT’

where T is the time of rotation and 7' is the timespan considered. We deduced hence:

D D 2

—u+2QANu=—u+——kAu

Dt * Dt + RoT
We have been finally able to make appear a direct dependence on the Rossby number Ro for
the rotation. Unfortunately there is a scaling parameter 7" which messes up with our notation,
our aim is to absorb such term via a suitable change of parameters. Some observation has to
be done.
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2.6. The weakly compressible models.

* The parameter 7' which we want to absorb is the reference time-scale of the motion.
the material derivative

D
Eu:ﬁtu—iru-Vu,

involves a differentiation-in-space. Hence in order to avoid multiple change in scales

we shall consider the propagation of u along the flow (say 1)), and abusing the notation
we shall denote u (t) = u (¢, (t)).

* We are interested to define a change of unknown which is sensible to changes in the ve-
locity flow in a time-scale 7' (along the lines of the flow the space-scale is determinate
by the variation of time), hence we define

Whence considering the change of time-scale u (t) — u ( ) we deduce that

1
T

d <3>+ 2 k/\u(%):iuR"(t)—i—ik/\uRo(t).

a "\T) "RoT dt Ro

) = 0)

o D o 2 o Y 1 1 0
pM,R E uM,R 4 %k A <pM,R uM,R ) + @v (‘xh|2) + va <pM,R ) =0 (264)

Finally hence defining

we deduce from (2.6.3)

There is a number of precisions that have to be done relatively on how we deduced the
system (2.6.4):

1. we supposed €2 = Qk when in reality {2 = QK. This simplification is motivated by
the fact that, thanks to a multi-scale analysis, we neglected the terms f,u® and — f,u!
in equation (2.3.20),

2. there is two kind of perturbations which modify the dynamics of (2.6.4): the first
ones are small isotropic perturbations, these are fast-traveling (of speed c) local waves.
Their speed of propagation is indeed quantified by the Mach number M and they pro-
duce a rapid variation of the pressure (from here in fact the appearance of the term
M%Vp (pMR)). The scaling (2.6.3) was in fact introduced in order to magnify the ef-
fect of such waves and, doing so, avoiding to neglect the effects of compressibility of
the flow,

3. the final scale can be read as:
1 t
Ro,M
) t _ -
ukeM (1 MTu(MTw),

t
Ro,M —
p o (t) p(MTw),
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this scale allowed us to put in evidence in (2.6.4) terms describing isentropic perturba-
tions, .
M,Ro
WVP (P ) )

and terms describing geophysical perturbations
2 1
Z kA M,Ro_.M,Ro i v 2
AN () L (Jaf?),

the magnitude of these terms is evaluated accordingly to the importance of the physical
numbers Ro, M,

4. if the Rossby number Ro < 1 the centrifugal acceleration

1
Re? Y (121

has indeed a large impact on the dynamics of (2.6.4). As explained in Section 2.1.2,
generally, centrifugal effects are negligible in magnitude due to a compensated balance
with gravitational effects. In order to simplify the model we decided not to take in
consideration the gravity, but in a real-life word such balance takes place, for this
reason from now on we neglect the centrifugal effects.

Combining hence the momentum budget equation with the conservation of mass we de-
duce the following system describing the motion at a planetary scale of a fluid which is
weakly compressible (the unknowns here obviously depend on the quantities M and Ro ):

at <pM,Ro uM,Ro) + div (pM,Ro uM,Ro ® uM,Ro)
1
S I A M,Ro__M,Ro Vv M,Ro =0
+ 2ok A (PN 4 =5V (00) =0,
8tpM,R0 + le (IOM’RO uM,Ro) — 0
Supposing Rossby and Mach number are comparably small, i.e.
Ro = 2¢, M=c¢,

we can finally write the system in the form in which it will be used

(3 g b £ & 15 1 g € 1 (3
o (p u)—l—dlv(pu®u)+gk/\(pu)+8—2vp(0):07 (CE.)
O +div (p°u®) =0.

2.7 (Some) Known results on Navier-Stokes equations and
singular perturbation problems.

The aim of the present section is to give an overview of what is known about singular per-
turbation problems. The singular perturbation problems we are interested in arise from
the study of the fluid dynamic, hence we (briefly) present here a (very) partial exposition
on known results for Navier-Stokes equations. For a much deeper survey on incompress-
ible Navier-Stokes equations we refer the reader to the two monographs of P.-G. Lemarie-
Rieusset [102], [103] and references therein.
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2.7.1 Navier-Stokes and Euler.

In 1755 L. Euler in [64] derived the equations for a general fluid, compressible or not, in the
presence of arbitrary external forces. The Euler equations

{atu+u-Vu+Vp:0,

u|t:0 = Uo

(E)

use Newton’s law when the fluid element is submitted only to the external forces and to the
pressure exerted by the other elements.

Taking into account internal stresses which the fluid exerts onto itself led to the Navier—Stokes
equations

{8tu+u-Vu—yAu+Vp:O, (NS)

u|t:0 = Uy,

which were introduced by Navier in [118] and than formalized by Stokes in [139]. Back in
those days the tools of analysis were completely inappropriate in order to have an analytical
understanding of solutions of equations (E) and (NS), but Oseen first in [122] proved the
existence of local-in-time solutions for the Navier-Stokes equations (NS). The long-time ex-
istence of smooth solutions of (NS) is a famous open problem. It is in fact so famous that it
is one of the few mathematical problems known in mainstream culture, thanks to the million-
dollar prize awarded by the Clay institute. In his Ph.D. thesis [104] Leray proved that, as
long as we can define derivatives in a weak sense, there exist global "solutions". Such so-
lutions does not solve the equation (NS) in the classical sense, since they may even not be
differentiable, these were consequently denoted as solutions a la Leray or weak solutions.

Nonetheless the modern study of strong solutions for Navier-Stokes equations had a new
birth in the sixties, with the pioneering work of H. Fujita and T. Kato [70]. The conceptual
novelty in this work has been to conceive (NS) as an equation of the form

{8tu+£(t)u:f(t,u),

2.7.1)
u|t:0 = Uo,

where L is a suitable linear operator and f a forcing term, and hence to apply semigroup
theory to study existence and regularity of solutions of such problem. This methodology is
now known as mild solutions approach, which hence allowed the authors to prove in [70]
that, given ug € H' and f € L? ([0, T]; L?), there exists a positive time Ty < T such that
and a solution u of (2.7.1) defined in [0, 7j] and such that

ueC([0,Ty); H') nL* ([0, To] ; H?) .

Such methodology has been subsequently applied in a wide number of cases in order to prove
that (NS) is solvable locally in suitable spaces, and globally if the initial data is small. We
mention some work but the list is non-exhaustive. T. Kato proved in [94] that (NS) is locally
well posed in LP spaces, where p satisfies some compatibility condition. Cannone Meyer
and Planchon proved in [18] that the same result holds true in the homogeneous Besov space

.d_q
Bpso (R?), until finally arriving to the endpoint space BMO ™" introduced by H. Koch and
D. Tataru in the work [97] which encompasses all the cases mentioned above and gives a
final answer in the widest possible space for mild solutions of Navier-Stokes equations.
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2.7.2 When ¢ goes to zero: singular perturbation problems.

Singular perturbation problems have a long history. The interest in studying this kind of
systems is motivated by the fact that they describe the dynamics of many turbulent physical
phenomena occurring in Nature. Harmonic analysis tools are very well adapted in order to
comprehend the behavior of perturbations which propagates at a high speed, such as acoustic
waves and geophysical waves. Since the literature concerning such topic is vast is not trivial
to give a comprehensive and exhaustive introduction to such problems. We decide hence
first to give a brief introduction on the general methodology used in such problem, and to
introduce the functional setting which will be adopted all along the thesis. Next we consider
three systems which fall within the category of singular perturbation problems:

1. Navier-Stokes-Coriolis equations,
2. weakly compressible fluids equations,
3. primitive equations,

and to explain the mathematical background concerning such systems.

2.7.3 Physical motivations.

The study of geophysical fluids is a discipline which falls in the wider category of Fluid Me-
chanics. The mathematical models used are generally derived from a physical multi-scale
analysis describing the motion of a fluid outside a planetary reference system, in large time-
spans. Several mathematical simplifications are generally performed in order to reduce the
physical system in a suitable mathematical form.

The fluids studied may have a wide variety of physical properties (compressible/ incom-
pressible, density-dependent etc.), but, generally, the systems describing them at a planetary
scale share some characteristic feature: there is a strong (in the sense of singular) external
force acting on them (Coriolis-force, stratification buoyancy, acoustic perturbation...). The
presence of such external forcing, i.e. a moving action which does not takes origin from the
internal collision of particles, induces some rigidity on the evolution of the fluid, constraining
the motion. This rigidity may hence be used, in some model, to prove that three-dimensional
geophysical fluids are in fact globally well-posed in suitable scale-invariant spaces with no
particular smallness assumption on the initial data.

2.7.4 Mathematical formulation.

The methodology applied varies greatly depending on the domain considered, In this thesis
we shall consider either the whole space R? or a generic periodic-in-space domain T3. Let
us consider the generic singular perturbation problem

U (t,x) + B(U* (t,x),U* (t,x)) + AU* (t, x)
1 t R Q
+-S(U°(t2) =0, () € Ry x (SPP,)
U (t,x)|,—g = U5 (2) z €.
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In (SPP.) B is a bilinear (generally transport) form, A, is a second order elliptic operator
and S a skew-symmetric, linear perturbation. This analysis can be done for a wider category
of singular perturbations. We are interested in the regime ¢ — 0. The domain () shall
be considered to be ) = R3, T3, but it can assume more general forms. In such state the
solutions of (SPP.) tend to "split" in two parts:

+ U¢ which is the projection of U*¢ onto ker S,

e« U¢ = U — U*¢ which is a highly perturbative part of the solution.

We can hence study the decomposition U<, U¢, such that U¢ = U° + U* separately. At this
stage the techniques adopted differ from the geometry of the domain €. Nonetheless we
can proceed as follows: we project the equation (SPP.) onto ker S. The resulting equation
satisfied by U¢, which is the projection of U¢ onto ker S, can noticeably differ, accordingly
to the singular perturbation §. In any case there is one feature which is invariant: being
U® € ker S the equation satisfied by U¢ does not present any more the singular external force
£~1S, and with it a turbulent behavior. At this point hence the kernel flow U¢ is (generally) a
three-dimensional flow, but it sometimes shares some property which is characteristic of bi-
dimensional flows, such as we can extract some invariant "modified vorticity" which solves a
transport or transport-diffusion equation. This is the key property which, eventually, allows
us to prove that the penalized part of the solution is globally well-posed in some suitable
space of subcritical regularity.

The part U* has to be dealt differently accordingly to the geometry of the domain 2. We
shall briefly explain the cases 2 = R3, T?:

1. Q = R3. The equation satisfied by Ue presents still a singular linear perturbation.
Dispersive tools such as Strichartz estimates can be used to prove that U converges to
zero, strongly, in some suitable space.

2. Q = T3. In this case there can be a constructive interaction of highly oscillating
nodes (resonance). A careful study of the resonance sets leads hence to a suitable
simplification of the equation satisfied by U*.

The above explanation is a first, very simplified, step of the analysis which is usually per-
formed in dealing with such problems, nonetheless it give some interesting insight already
on the approach which has to be used in order to obtain stronger results.

Q) = R3: In this case the dispersive estimates suggest that the part Ue — 0 strongly in some
suitable space. Hence we can already deduce that, at least in a distributional sense

Us—0° 250
e—0
In particular if we allow US = U, € ker S the derived solution U = U € ker S is
stationary w.r.t. ¢, in the sense that it does not presents a highly oscillating behavior.

Once we consider a generic ill-prepared initial data U, (we omit the dependence of
for the initial data for the sake of simplicity) indeed there cannot be a convergence of
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the form U= — U= = U® — U — 0. This is motivated by the fact that the initial data
Uo = Uy + Up is not small in any norm under the assumption that there is a nonzero
oscillating part Uj. To avoid such problem we define the free-wave linear equation

1
atW£R+gS( ER):O’
Wigl,_o = Yrr (D) Up.

In the above equation W,  is a localization (in the Fourier space) on a set that we
call C, g. Such localization is generally chosen in a way that the eigenvalues of S
which span spaces which are orthogonal to ker S are non-singular on C, . This choice
implies that G (¢/¢), the semigroup generated by 'S has no stationary phase in his
evolution. Under these assumptions hence the free-wave function W, has very nice
dispersive properties (see [10, Chapter 8]), whence we can finally deduce the equation
satisfied by the auxiliary function

e __ 717€ €
r,R_U_ T,R_U7

and to prove that, fixed 0 < r < 1 < R, 47 p =% 0 in some suitable topology of
strong type.

: The spatially periodic setting has a more involved behavior, due to the fact that dis-

persive estimates cannot be applied in such setting. Nonetheless several authors (no-
tably [133], [72], [5], [8], [79], [123], [13], [127], [128]) developed suitable techniques
in order to handle such case. Let us define as above G (¢/¢), the semigroup generated
by e71S, whence we can define the auxiliary unknown

VeE=G(—t/e)U*,

which satisfies an equation of the form

(2.7.2)

QVE + QF (VE,VE) — A5VE =0,
Va‘t:[) - Uo.

The operators Q°, A5 are of the form
QE (V€7 VS) B g (_E> [B (g (E> VE,g (E> Vg):| ’
€ € €
t t
AVE— g (_) 4G () Ve,
€ €

The advantage of considering the system in the form (2.7.2) is that the time-derivative
9,V*® is bounded in the distributional space L? (Ry; HN (T?)), p € [2,00] for N
sufficiently large. Standard compactness arguments and an application of stationary
phase theorem (see [133] and [72]) allow us to deduce that VV* — V'* distributionally,
such function solves the following Cauchy problem

(2.7.3)

OV* + Q (VX V*) — ASV* =0,
V*|t:0 = U07
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where OQ* and A} are suitable limit-operators. We avoid to give any detail about the
explicit form of such operators, what has to be retained is the fact they have better
smoothing properties than B, Q°, A, A5. This is motivated by the fact that the appli-
cation of the stationary phase theorem cancels many interactions in the Fourier space,
and hence what remain are operators whose action is localized on a very specific set of
Fourier modes. With this in mind it is possible (sometimes, up to suitable hypothesis
of various kind) to prove that (2.7.3) is globally well posed in some strong-type topol-
ogy.

What remains to understand is the (eventual) convergence of solutions of (2.7.2) to so-
lutions of (2.7.3). Defining the unknown W¢ = V* — V* and deducing the equations
satisfied by the vector field I/¢ it can be remarked that there appear some nonlinearity
‘R® which converges to zero only in the sense of distributions, hence a direct bootstrap
procedure is impossible to apply. To avoid such problem I. Gallagher developed in [72]
a techinque based on the work [133] of S. Schochet which consists in a suitable change
of unknown which cancels the problematic terms. This technique will be applied in
the present thesis as well.

2.7.5 Functional framework.

As this thesis is focused to study hydrodynamical systems in the whole space and in the
periodic setting Fourier analysis provides an extremely well-adapted tool to study the prop-
agation of perturbations arising from nonlinear interactions. We shall use all along the
manuscript the remarkable Bony decomposition tool, introduced by J.-M. Bony in [14]. Such
technique is based on the following concept: let us define a sequence (indexed by ¢) of op-

erators .

Do =F (00 (5) 10).
which basically localize (in the Fourier space) the function f on frequencies of size com-
parable to 29. The advantage of such choice is that derivation operators act on A, f as
multiplications of constants C, which depend (exponentially) on g. Bony decomposition
hence consists in studying how dyadic localizations A, acts on products of functions (see as
well [10, Chapter 2]).
This kind of decomposition can moreover be used in order to define in a very simple way an
entire plethora of functional spaces, most notably Sobolev spaces and Besov spaces. Besov
spaces can be understand as, somehow, a generalization of Sobolev spaces, in particular they
are functional spaces which describe very well the rate of oscillations of a function. Despite
being these spaces very well-adapted to study critical propagation of perturbations we shall
restrict, in the present thesis, to the use of Sobolev spaces.

Let us start with the simplest possible case: let us consider a tempered distribution u
defined on R?, we say that u belongs to the homogeneous Sobolev space H* (Rd) ,s € Rif

ol gusy = ([, (016 a6 ac) P

It is hence immediate to deduce that there is natural counterpart for Sobolev spaces in peri-
odic domains: let us consider a tempered distribution « defined on T¢, we say that u belongs
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to the homogeneous Sobolev space H* (T¢) ,s € R if

1/2
||U||H5(Td) = (Z (1 + |n‘2)8 |4 (n)\2> < 00.

nezd

The notion of such spaces belongs to the mathematical folklore, hence we shall not give
more detailed descriptions of them.

In the study of evolutionary nonlinear equations a very important concept is the propaga-
tion of regularity. This concept is very intuitive: given an initial data we want to understand
how the evolution of the system can create eventual perturbations or waves. Mathematically
speaking we are hence considering how a derivative of a certain degree evolves in time. We
would like hence to define functional spaces who carry less information on a determinate
function: ideally we want to understand if a derivative of a certain degree (even large) blows
up in a finite or asymptotic time.

Let us hence consider the set of functions u whose Fourier transform belong to the space
Li (Rg), we say that u belongs to the homogeneous Sobolev space H? (Rd) ,s € Rif

loc
1/2
ey = [P 0 (©F ag) - <oc

The hypothesis @ € L], (Rg) may seem unusual at a first sight, but it can be easily justified.
The multiplier |£|” acts on u as a derivative of order s. Let us hence consider a polynomial
p = p(x) such that degp < s, then indeed F ! (|€]°p(£)) = 0, whence the above norm

would be well defined modulo a polynomial in the case such hypothesis would be missing.

|

There is no periodic counterpart for homogeneous Sobolev spaces.

As explained in detail in Section 2.7.4, in the regime ¢ — 0, solutions of (SPP.) con-
verge (in some way) to elements which belong to ker S. Obviously such space (ker S) varies
accordingly to the explicit formulation of the penalized operator S. There is no generic clas-
sification of this kind of space, but very often it happens that solutions which belong to ker S
have a very different behavior along vertical and horizontal directions. This motivates to
introduce functional spaces which are well adapted to such anisotropy, in the context of fluid
dynamics these spaces have been introduced by D. Iftimie in [88], [85] and [86] and have
been later refined by M. Paicu in [124] and [125]. We shall consider anisotropic spaces of
Sobolev type for functions defined of three-dimensional domains only.

Let u be a tempered distribution, u belongs to the non-homogeneous anisotropic Sobolev
space H** (R%), s,s' € Rif

. . 1/2
[wll oot (msy = (/R3 (1+ |€h’2) (1+ |€3’2) 4 (&))? d§) < 0.
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The periodic counterpart is indeed defined as the tempered distributions such that

[l

1/2
He (T8) = (Z (1 + |nh|2)5 (1 + |n3|2)5 ‘ﬁ(n”z) < 0.

nezs

2.7.6 'The Navier-Stokes-Coriolis equations.

The Navier-Stokes-Coriolis equations describe the motion of a homogeneous fluid at a plan-
etary scale, namely these equations describe the motion of a fluid, at a mid-latitude, under
the effect of a strong (in magnitude) external rotating force orthogonal to the z3 axis. These
read as . )

owu® + u - Vu® — vAu® + ge?’ ANuf = —nga inR, x €, (RF.)
u|,_p = U in Q2.

The vector €® in (RF,) stays for ¢3 = (0,0, 1).
Let us consider at first the case in which the (three dimensional) spatial domain is periodic
in all dimensions, i.e.

3 3
Q—T3—R3/ ;7 = [ ] 10,27 ai].
=1 =1

1

We start with the work [79] of E. Grenier. In such paper the author studied the convergence
of solutions of (RF,) to the solutions of the two-dimensional Navier-Stokes equations in the
case in which the initial data u§ = wy = ug (z5,) depends on the horizontal variables only.
Such setting for the initial data is known as the well-prepared case. This name comes from
the fact that vector fields depending on the horizontal variable only belong to the kernel of
the operator P (e? A -), where P is the Leray projector onto divergence-free vector fields,
defined as
P = lps — A™'Vdiv.

Generally, for singular perturbation problems, the definition of well-prepared initial data
shall always denote a choice of an initial data which belongs to the kernel of the singular
perturbation. The result is attained studying the perturbative waves thanks to a group of
isometries known as the Poincaré group.

Next we mention the work [5] of A. Babin, A. Mahalov and B. Nikolaenko, which studied the
system (RF,) in a periodic setting in the case in which the initial data depends on all three-
dimensional variables, case know as ill-prepared. In this work the authors decide to impose
certain geometric restrictions on the domain in way that bilinear interactions between highly
oscillating perturbations does not occur. Such domain setting is known as non-resonant do-
main. Then the same authors studied in [8] the same problem but in generic domains. The
result is attained via improved product algebraic rules deduced on the bilinear form.

In [91] the global stability of the Navier-Stokes-Coriolis equations is studied in a different
functional setting

T. Colin and P. Fabrie studied in [48], [49] the periodic system (RF.) in the case in which the
diffusivity assumes the form (14, c1,,), i.e. the vertical diffusivity goes to zero at the same
rate as the Rossby number. For periodic boundary conditions and suitable, well-prepared
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initial data they study the long-time existence of the system (RF.) and convergence to the
two-dimentional Navier-Stokes equations.

Isabelle Gallagher studied in [72] singular perturbation periodic problems in a very general
setting. In the case with ill-prepared initial data and non-resonant domains she proved global
well posedness and convergence of solutions of (RF.) to the ones of the two-dimensional
Navier-Stokes equations in the critical Besov-Sobolev space Bz (T3).

Marius Paicu studied in [123] the more generic case in which the viscosity in (RF.) assumes
an anisotropic form (v, v,), where v, > ¢ > 0 and v, > 0. He assumes all over his work
hence that v, = 0 in order to take in account all cases possible. This kind of problem presents
a mixed parabolic-hyperbolic behavior respectively in the horizontal and vertical variables.
The initial data is considered to be ill-prepared, and the domain satisfies a suitable geometri-
cal condition. Such condition (which we do not explicit here, as it is very tedious) is generic
enough to include all non-resonant tori and a large class of resonant domains.

Next we focus on the case in which
0= R3,

in [40] and [38] J.-Y- Chemin, B. Desjardins, I. Gallagher and E. Grenier proved that the
solutions of the system (RF.) with zero vertical diffusivity converge globally to the solutions
of the two dimensional Navier-Stokes equations, and such solutions are globally well posed
for € sufficiently small. Then in [42] they proved that such result holds true in the case in
which the viscosity is isotropic (i.e. spherically symmetric). These results are attained via
a methodology which is completely different to the one adopted in the case of the periodic
space. The main concept in this kind of approach is that the singular operator ¢ 7' (€3 A -)
produces perturbations which propagates with a speed of order £, such a fact can be used,
implementing what is called dispersive Strichartz estimates, to prove that there is a part of
the solution which converges globally and strongly to zero in some L4 (R, L? (R?)) space.
This fact can be hence exploited via a bootstrap procedure in order to prove that

W —w —a" =0

in some suitable, global, energy space. The function w*® is called the free-wave function, and
is solution to the linear problem associated to (RF.)

1
Ot — vAwWT + =3 A wf =0,
5
€ -
w|,_y = w;.

The function %" is the solution of the two-dimensional Navier-Stokes equation. In [98] P.
Konieczny and T. Yoneda prove that the Coriolis force has stabilizing effects even for flows
which are not decaying at infinity.

V.-S. Ngo proved in [119] that this result remain true if the horizontal viscosity vanishes as
well as a suitable positive power of the Rossby numer, i.e. v, = O (¢*), and even when the
vertical viscosity is null.

Indeed on a planetary scale the oceans and the atmosphere are thin layers, in the sense
that their vertical dimension is very small if compared with the horizontal reference scale.

52



2.7. (Some) Known results on Navier-Stokes equations and singular perturbation problems.

For this reason it makes sense to consider a spatial domain of the form
Q=R7 x[0,1].

Close to the boundary of the domain, i.e. close to x5 = 0, 1, there happens a physical effect
which is worth to be taken in consideration, the Ekman layer. This is the layer in a fluid
where there is a force balance between pressure gradient force, Coriolis force and turbulent
drag. It was first described by Vagn Walfrid Ekman in [61], and it describes a phenomenon
in which turbulence tends to vanish close to surface of the Earth, which translates, on a
mathematical point of view, to consider Dirichelet boundary conditions on 0f2. Moreover
experimental verifications show that the vertical viscosity tends to be irrelevant when the
rotation is sufficiently strong. All in all hence it makes sense to consider the following
system

1 1
ot +uf - Vut — (z/hAh + 56(93) u® + 263 Auf = —ngs,
€ (Ek,)

ue‘t:O = Uy,
0.

ug‘xgzo,l =
E. Grenier and N. Masmoudi studied in [80] the case in which the spatial domain is 2, x
[0,1], with ;, = R?, T%. The initial data was considered to be well prepared, in the sense
that is independent on the variable z3. They proved the following result via a WKB analysis:

it is possible to construct a function ug; , of the form

z3
upy, = gy (Ban )
which is regular, such that, given u° a weak solution of (Ek.) then

ut —ug —
weakly, where @" is a solution of the two-dimentional Navier-Stokes equation with damp-
ing. N. Masmoudi proved in [114] the same result but for generic initial data, and in [113] he
proves that weak solution of Navier-Stokes equations with large Coriolis term converges to
the Euler system with damping term under the conditions that viscosity and Rossby number
go to zero at a suitable rate. J.-Y. Chemin et al. in [41] proved that the same result is true for
the case of ill-prepared data in the space domain 2 = R? X [0, 1]. In this case a boundary
layer in time has to be taken as well in consideration.

Concerning the problem of Ekman boundary we mention that in the works [80], [114]
and [41] were considered horizontal boundary layers only. The problem of nonflat Ekamn
boundary layers appears to be significantly more complex. In this setting we mention the
work [16] in which the authors investigate the limit dynamic, when the Rossby number
tends to zero, of the Navier-Stokes-Coriolis equations in a cylinder C' = B; (0) x [0, 1]. In
the work [51], instead, are studied the Navier-Stokes-Coriolis equations in a non-flat bottom
setting.
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2.7.7 Fluid dynamics with vanishing Mach number.

Classically a fluid in motion is submitted to two kinds of stresses corresponding to compres-
sion effects and viscous effects, then one writes

o= —pl+T,

where p is a scalar function, the pressure ad 7 is the viscous stress tensor. We denote by 1
the identity matrix (tensor).

Let us postulate that 7 is a linear function of Vu, invariant under translation and rotation,
and that the fluid is isotropic. It is possible to deduce that necessarily

T = /\divu+,u(Vu+Vtu),

and p, A are the so-called Lamé viscosity coefficients. These three assumptions on the stress
tensor 7 (linearity, invariance, isotropy) define what is known as a newtonian fluid. A priori
the Lamé coefficients )\, ;x may depend on the density p, but in in a general mathematical
framework they are considered to be constants such that 4 > 0 and v = A + 2u > 0.
Such conditions ensure that the operator A + (A + p) Vdiv is elliptic. For most fluids
experiments indicate that A and p are, in practice, very small.

As explained in Section 2.6 it is easy, thanks to the scaling (2.6.3), and without considering
the influence of the rotation of the Earth, to deduce the system

. ) 1
O (p*u®) +div (p°u® ® u¥) — pAu® — (A + p) Vdivu® + 6—2VP (p°) =p°f
Op® +div (p*u®) =0
(0%, 1) 1= = (P> u5)

(WC.)

where we implicitly assumed M = e. Many results have been obtained concerning the
system (WC,) in the case of well prepared initial data, i.e.

po=1+0(%) and divuy=0(e),

such hypothesis on the magnitude of Mach number is motivated by the physical analysis
performed in Section 2.3. In this setting S. Klainerman and A. Majda in [95] develop a
first general theory adapted to study existence and convergence of some quasi-linear hyper-
bolic system arising in physics when some physical parameter tends to infinity. This theory
is broad enough to study a wide variety of singular limits in compressible fluid flow and
magneto-fluid dynamics. Always in the setting of well-prepared initial data it is proved
in [99] that solutions of (WC,) in the simplified form

owu® +uf - Vu® — VAu® + Vp® =0,
1
Op” +u” - Vp" + — divu® =0,
€
in a periodic setting admit the following asymptotic expansion

w=U+u]+0 (),
pP=P+pi+0(e),

54



2.7. (Some) Known results on Navier-Stokes equations and singular perturbation problems.

where (U, P) solve the incompressible Navier-Stokes equations and (uj, p§) are highly os-
cillating in-time functions.

Always in the well prepared initial data setting it is proved in [105] and [82] that solutions
of the compressible Navier-Stokes equation converge strongly to the solutions of the incom-
pressible system,

In the case of ill prepared initial data, it is only assumed that
po=1+¢ebg

and (b5, u§) are only bounded in some suitable spaces which does not necessarily belong to
the kernel of the penalized operator. If Puj — vy when € goes to zero, one expects that
u® — v where v is the solution of the incompressible Navier-Stokes equations (NS). The
expected convergence is however not easy to be rigorously justified. The main difficulty lies
in the fact that one has to deal with the propagation of acoustic waves with speed of order
e~ !, a phenomenon which does not occur in the case of well prepared data.

In [110], P.-L- Lions proved the existence of global weak solutions of (WC,) for initial data
with minimal regularity assumptions. The fluid is supposed to be isentropic and the pressure
is of the form P (p) = ap?, with certain restrictions on -y depending on the space dimension
d. In the same setting P.-L.. Lions and N. Masmoudi in [111] proved that weak solutions of
(WC,) converges weakly to weak solutions of (NS) in various boundary settings. This result
is proved via some weak compactness methods (see also [77] and [66]). In the work of B.
Desjardins, E. Grenier, P.-L. Lions and N. Masmoudi [57], considering (WC,) with f = 0, in
a bounded domain €2 with Dirichlet boundary conditions, the authors proved that as ¢ — 0,
the global weak solutions of (WC,) converge weakly in L? to a global weak solution of the
incompressible Navier-Stokes equations (NS). In [56], using dispersive Strichartz-type es-
timates, Desjardins and Grenier proved that the gradient part of the velocity field (i.e. the
gradient of the acoustic potential) of the system (WC.) converges strongly to zero. Finally,
we want to mention the works of R. Danchin [52] and [54]. In [52], the author proved global
existence of strong solutions for the system (WC.) for small initial data in some suitable,
critical, scale-invariant (Besov) spaces, in the same spirit as in the work of Cannone, Plan-
chon and Meyer [ 18] or the work of Fujita-Kato [70] for the incompressible model. In [54],
the author addressed to the convergence of (WC.) to (NS) for ill-prepared initial data when
the Mach number ¢ tends to zero. When the initial data are small, the author obtains global
convergence and existence, while for large initial data with some further regularity assump-
tions, it is shown that the solution of (WC.) exists and converges to the solution of (NS)
in the same time interval of existence of the solution of (NS). For compressible inviscid
fluids in the non-rotating case, in A. Dutrifoy and T. Hmidi [60], the authors considered
the system (WC,) in R? with initial data not uniformly smooth (i.e. the C! norm is of order
O (e7), a > 0). The convergence to strong, global solutions of 2D Euler equation is proved
by mean of Strichartz estimates and the propagation of the minimal regularity.

We mention as well the work [73]; in such work it is proved that three-dimensional, peri-
odic, weakly compressible fluids propagate (globally) smoothness when the Mach number
is sufficiently small. It is assumed that that the initial data is small with respect to a constant
which only depends on the viscosity.

Let us now focus on fast rotating, compressible fluids. To the best of our knowledge, there
is no result yet concerning the the inviscid system (CE.). In the viscous fast rotating case,
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in [68], E. Fereisl, I. Gallagher and A. Novotny studied the dynamics, when the Mach number
equals the Rossby number, of weak solutions of the system system (CE.) with viscous tensor
in R? x T*, with non-slip boundary conditions

u5’3| =0 and (533, —S513,0) 0,

23=0,1 23=0,1 —

where S is the stress viscous tensor
2 ..
S(Vu) =p (Vu + VTu — gdlvul) :
i.e. the system

1 1
O (p" ) +div (p° w* @ ) = divS (Vu) + — € A (pu’) + 5 Vp (p7) = 0,
Op° +div (p° u®) =0, (CNS.)
(uav pg)|t:0 = (u07 pO) :

Their result relies on the spectral analysis of the singular perturbation operator. Using RAGE
theorem (see [132]), the authors proved the dispersion due to fast rotation and that weak so-
lutions of (CNS,) converges to a 2D viscous quasi-geostrophic equation for the limit density.
We refer to [68] for a detailed description of the limit system. In [67], Feireisl, Gallagher,
Gérard-Varet and Novotny studied the system (CNS.) in the case where the effect of the cen-
trifugal force was taken into account. Noticing that this term scales as €2, they studied both
the isotropic limit and the multi-scale limit: namely, they supposed the Mach-number to be
proportional to €™, for m > 1. We want to point out that, in the analysis of the isotropic
scaling (m = 1), the authors had to resort to compensated compactness arguments in or-
der to pass to the limit: as a matter of fact, the singular perturbation operator had variable
coefficients, and spectral analysis tools were no more available. Recently in [65], F. Fanelli
proved a similar result as the one proved in [68], by adding to the system (CNS.) a capillarity
term and studying various regimes depending on some positive parameter. We mention as
well the work [93] in which A. Jiingel, C.-K. Lin and K.-C. Wu study the incompressible
and vanishing capillarity limit for the two-dimensional, periodic, barotropic Navier-Stokes
equations with constant (hence nonsingular) horizontal rotation effects.

We want to remark that all the compressible systems previously mentioned are isother-
mal. In the case of variable temperature, the generic system governing a heat conductive,
compressible fluid is the following

(0,p + div (pu) = 0,
Oy (pu) +div (pu @ u) — div (1) + VP = pf,

RN

=div (7-u) —divg + pf - u,
which can be derived from the conservation of mass, linear momentum and energy. We refer
the reader to [ 109] and references therein for more details. Here, the fluid is always supposed
to be newtonian and e = e (¢, x) is the internal (thermal) energy per unit mass. The heat

(HCCNS)

\
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conduction ¢ is given by ¢ = —kV'T, where k is positive and 7 stands for the temperature.
If e obeys Joule rule (i.e. e is a function of 7 only), the initial data is smooth and the
initial density is bounded and bounded away from zero, the existence and uniqueness of a
local classical solution has already been known for a long time (see [117] or [90]). In [53],
R. Danchin proved that (HCCNS) is locally well posed in the critical scale-invariant space

d_q
Bl (RY),pe[l,00).
Indeed the system (HCCNS) can be studied in the regime in which the Mach number goes to
zero, we mention hence the works of G. Métivier and S. Schochet [115] and T. Alazard [2]
in which is proved that, for generic initial data, the solutions of the Navier-Stokes equations
exist and they are uniformly bounded for a time interval which is independent of the Mach,
Reynolds and Peclet numbers.

2.7.8 Primitive equations.

Primitive equations (PE.) can be understood as a system describing the dynamics of a fluid at
a planetary scale in long time-scales where the difference of density induced by gravitational
stratification effect is taken in consideration. This was explained in great detail in Section
2.3 and 2.4, but for a more detailed physical discussion on the topic we refer the reader to
the monographs [50] and [126].

As in the subsection concerning the Navier-Stokes-Coriolis equations we divide tem-
atically the present section accordingly to the geometry of the domain. As in the case of
Navier-Stokes-Coriolis equations we analyze in detail the results present in the literature
when the space domain (2 is either

T? R? R? x [0,1].

Y Y

Before starting to discuss such particular configurations it is (in our opinion) worth to men-
tion the works [107] and [108] in which J.-L- Lions R. Temam and S. Wang derive the for-
mulation of the primitive equations in a spherical reference system (hence the formulation is
more complex than in (PE,)). They prove that such equations admit strong local-in-time and
analytical in time solutions, and then they focus on the Hausdorff and fractal dimension of
the attractors of the system.

For the space-periodic setting we mention the work of T. Beale and A. Bourgeois [15]
which studied the inviscid primitive equations with a simplified equation for the density in
a domain which is periodic in the horizontal direction and bounded in the vertical, with a
regular initial data. Adopting a suitable change of variables they reduce themselves to a
problem which is periodic in all directions, in such domain they prove local and then global
well-posedness for the quasi-geostrophic system and convergence of solutions of primitive
equations (PE,) in the case in which the initial data is H/® and well-prepared, in the sense
that it is in the quasi-geostrophic equilibrium.

Next we mention the works [62] and [63]. In these works the authors consider primitive equa-
tions (and even more generic systems) in different regimes in domain which are periodic-in-
space. In particular the authors are interested to study the interactions between fast gravity
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waves. They state and prove various weak convergence results, such as the (weak) conver-
gence for well-prepared data of rotating Boussinesq and shallow-water equations to quasi-
geostrophic flows in the regime in which the Rossby number vanishes.

In [6] Babin et al. study the inviscid primitive equations: they prove that the lifespan of the
solutions tends to infinity as the rotation and the stratification buoyancy increase in magni-
tude. I. Gallagher proved always in [72] that the solutions of the primitive equations converge
to the solutions of the quasi-geostrophic system in a periodic setting, for generic initial data
and non-resonant domains. The result she proves is derived as a special case of convergence
for singular parabolic systems with symmetric nonlinearity: being the limit equation glob-
ally defined she sets up an adapted bootstrap procedure which permits to prove convergence
globally.

A. Babin, A. Mahalov and B. Nicolaenko continue in [7] the development of the theory
started in [5] and [8]. In such work the limit dynamic of primitive equations in the periodic
setting is described. It is proved that the flow describing the limit dynamic can be globally
split in a geostrophic and ageostrophic part which represent the dynamical attractor of the
system.

Next we mention the works [127], [92] and [128]. In [127] M. Petcu, R. Temam and D.
Wirosoetisno study the two-dimensional primitive equations using a renormalization group
technique introduced in [44], [45], [145], [116], [142] and [143]. The result they prove is an
approximation of the exact solutions of the bi-dimensional primitive equations by mean of
an asymptotic smooth solution which exists for all times, moreover the authors estimate the
difference between approximate and exact solutions. In [92] the authors study the problem
of a sigularly perturbed quasigeostrophic equation when the viscosity tends to zero: this gen-
erates boundary layers. They hence construct suitable smooth correctors which compensate
the perturbative effects generated by a vanishing viscosity. In the article [128] the authors
address the same problem as in [127] but in dimension three.

In the case of the whole space R?, J.-Y. Chemin proved in [36] that, if the Froude number
is equal to the Rossby number, and both of them converge to zero at the same rate, the
solutions of the primitive equations converge to the ones of the quasi-geostrophic system
assuming that only a part of the initial data (called U ,) is small (in fact converges to zero
as ¢ — 0) in a suitable norm. The convergence takes place in the homogeneous Sobolev
H* (R3) topology. The assumption that F = 1 (see (PE.)) alienates any hope of using
dispersive tools.

The fact that /' = 1 implies that, for algebraic reasons, the phase is no more oscillating,
hence dispersive estimates cannot be applied. All along this thesis we shall instead always
consider systems which present oscillating behaviors.

D. Iftimie studied in [87] the inviscid primitive equations in the case that F' # 1. He proves
the convergence of solutions of (PE.) to the ones of the quasi-geostrophic system in the
L2 (Ry; H? (R?)) topology, with ¢ < s,s > 5/2. He assumes the initial data to be well
prepared, in the sense that U5 = U§g + Ug» and Ug,. o — 0 as e — 0 in L? (R?). The
methodology adopted is a propagation of H® (R?), s > 5/2 regularity in the spirit of the well
known Beale-Kato-Majda criterion [12] for the potential vorticity §2°.

We mention next the works of F. Charve, whose Ph.D. thesis [27] is entirely devoted to the
primitive equations in the form (PE.). He proved several results on such system: first of all
he proved in [29] that, under the assumption F' # 1 and minimal regularity assumption U, €
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L? (R3), the weak solutions of (PE.) converge weakly to the ones of the quasi-geostrophic
system. In [28] he proves that, if the initial data is in H* (R%), s € [1,1], then

Uus—-we — UQC,,

in the space L* <R+; H* (R3)> N L? <R+; Hst (R3)) ,s € [1/2,1]. The function W* is a
solution of a suitable linear system derived from the system solved by Uyg. We do not go
into details. Next he improved the above results in [31] assuming that the initial data U; can
explode as some suitable negative power £~ of the Rossby and Froude number and in [32]
assuming less regular initial data. In the joint work [34] F. Charve and V.-S. Ngo proved
that the primitive equations (PE.) are globally well posed even in the case that the vertical
diffusivity v,, v, = 0 and the horizontal diffusivities v, v, go to zero as a suitable power
of the Rossby number in the case that the initial data is well-prepared, in the sense that the
quasi-geostrophic part of the initial data is null. The works [33] and [26] are a generalization
of [31]. In [31] the author assumes the viscosity and the thermal diffusivity to be equal,
while in the works [33] and [26] it is not the case. In such setting the three-dimensional
quasi-geostrophic system is a transport equation with nonlocal diffusive operator —I", such
operator induces a number of additional technical difficulties in the study of the propagation
of regularity for the quasi-geostrophic equations.

In the case in which the spatial domain is an infinite slab between two fixed planes i.e.
R? x [0, 1] with Dirichelet boundary conditions B. Desjardins and E. Grenier proved in [55]
that, for well-prepared initial data, there is existence and weak convergence as the Rossby
number tends to zero. In the same setting D. Niu proves in [121] a similar result adopting
slightly different techniques; it is proved that, for well-prepared initial data, the smooth solu-
tions of the primitive equations converge to smooth solutions of quasi-geostrophic equations
as the Rossby number, the vertical viscosity and the vertical heat conductivity tend to zero.
In [9] Babin et al. study the viscid primitive equations in an infinite slab and they focus on
the convergence toward a suitable limit system.

We mention as well the work [131] in which M. Puel and A. Vasseur study a system in
a semi-geostrophic balance. In such setting the quasi-geostrophic velocity flow can be fully
recovered from a scalar function known as stream function V. They hence prove that the

evolution equations satisfied by ¥ admit a weak solution in the half space R? x (Ry)

(r1,22) r3*

In the (non exhaustive) series of works [23], [24], [25], [20], [19], [21] and [22], C. Cao,
J. Li and E. Titi proved several results of global well posedness for the equations

(O +u-Vu' +Vip+ f e Au+ L =0,
u= (uh,u3),

Osp+T =0,

divu = 0,

{ OT +u-VT + LT =0,

in which L; and L, are second order differential (isotropic or anisotropic) diffusion opera-
tors, in various domains and boundary settings.
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At last we mention that the primitive equation (PE.) describe the dynamic of a stratified,
rotating fluid in the very simplified setting in which gravity and rotation waves have compa-
rable frequencies. In the series of works [77], [75], [76], [46], [47] and [74] I. Gallagher and
L. Saint-Raymond with other authors study the dynamics of more physically relevant sys-
tems: gravity and rotation waves are considered to have a wider spectrum of frequencies and
the superposition dynamic of such perturbation is hence way richer. We do not give a more
detailed characterization of such works since the systems considered in the present thesis are
considerable simplifications of the systems considered in the aforementioned papers.

2.8 Contributions of the thesis.

The main idea underlying the present thesis is to use the techniques developed in the works
[38], [72], [133] and [123] (dispersion, Schochet’s technique, control of resonance) and to
apply them to a variety of problems which present strong (in magnitude) forces acting on
them. These external forces may have very different physical motivations.

2.8.1 Primitive equations.

We re-write here for the convenience of the reader the primitive equations (PE,):

( 1 1
Ot +uf - Vu' — v Aput — —u? = —-0,0.
€ €
1 1
O +us - Vu*® — v Apu®c + —u* = —=0,®,
€ €
, , 1 1
O 4+ uf - Ve — v Apu®s + F_ea = =052 (PEA,)
€ €
1
aﬁe +u® - Vo — V;LA}ZQE — F_g u3,€ =0

divu® =0,
\ (u8795)‘t:() = (u0790) = ‘/0

These equations, as explained in detail in Section 2.3 and 2.4 describe the long-time
behavior of an incompressible, stratified, rotating fluid. There is a simplification between
system (PE.) and (PEA.) which was made implicitly: we assume that the viscosity v =
(v4,0), v = (v},,0) has no vertical component. This choice is motivated by the fact that
experimental verifications show that the Ekman number (2.3.23) is very small in geophysical
fluids, hence it makes sense to consider the vertical diffusivity null.

We place ourselves in a spatially-periodic domain

3 3
T :R3/HaiZ =[] 0,27 a;].
=1 =1

The parameters (a;, as,az) € R3 shall not be chosen randomly but they have to satisfy the
following criterion:
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Definition 2.8.1. We say that a torus T C R? satisfies the condition (P) if either one or the
other of the following situation is satisfied:

1. T2 is non-resonant.
2. If T3 is resonant, the Froude number F? is rational, and either

e a2/a? € Qand a3/a2 is not algebraic of degree smaller or equal than four.

* a3/a3 € Qand a?/a? is not algebraic of degree smaller or equal than four.

We refer to Definition 3.1.6 for a formal definition of resonant domain.

The first result we address to is whether there exists a local strong solution of (PEA.) for
any initial data in a suitable space of low-regularity:

Theorem 2.8.2. Let s > 1/2 and Vy € H* (T?) a divergence-free vector field. Then there
exists a time ' > ( independent of € and a unique solution V¢ for the system (PEA.) which
belongs to the space

Ve e ([0,7];H), ViVEel? ([0,T]; H).

The existence part of Theorem 2.8.2 has been proved in [38], while the uniqueness (in
the same energy space) has been proved in [89].

Again as for (PE.) we can re-write (PEA.) in a more compact form:

1 1
U +u® - VU® — DU + EAUE = —qu)e,
UE’t:() - (u0760>7

where

v, 0 0 0 0 -1 0 0

_ 0 wA, 0 0 |1 0 0 0

D= 0 0 wA, 0 ’ A= 0 O 0 Ft
0 0 VR VAVANS 0 0 —F1' 0
Let us now define the following operator
1—A~'Vdiv |0
P= ( 0 ‘ 1 ) , (2.8.1)

the operator P acts as the Leray projector onto divergence-free vector fields in the first three
components as the identity on the fourth. Let us define the propagator

L(r)=eTA

v (l) v
€

defining the auxiliary unknown

61



Chapter 2. Introduction.

we can deduce (following S. Schochet [133], E. Grenier [79], 1. Gallagher [72] and M.
Paicu [123]) that the function V¢ satisfies the following equation

Ve + Q° (Ve VE) —DVE =0,
' o ) (2.8.2)
vV |t:0 = (Uo,eg) )
where
t t t
O (Ve V) =L <_) P [z () ve.ve () ve} |
€ € €
DVE =L <_f) DL (t) Ve
€ €
It can be proved that the system (2.8.2) admits a distributional limit
oV V,V) =DV =0
WH+QW.V) ’ (2.8.3)
V|t:0 = (Uo, 00) )

where the explicit expression of the operators Q, D is now omitted.

We can moreover prove that system (2.8.3) admits global solutions of weak-type, such
result is not is not a standard derivation of solutions a la Leray. Indeed the operators D°
and D above are differential operators in the horizontal directions x;, only. In particular is
hence missing a diffusive vertical term of the form v,05. This implies that standard Galerkin
approximation scheme cannot be applied, being the anisotropic Sobolev space H'* not com-
pactly embedded in L2. Despite such problem we are able to overcome such difficulty by
noticing that the limit form Q acts in very well defined localized (in the Fourier space) way.
In particular the nodes which provide a bilinear interaction are solutions of a polynomial
equation of the form

P(X)=0,
with X € Z°. Defining X = (X, X’) and fixing X’ € Z® we can hence deduce that
the equation P (X;,X’) = 0 has become a one-dimensional equation, whose solutions

X; (P, X") are finite due to the very well know fundamental theorem of algebra. More-
over applying the result [112], which uses tools of complex analysis, we can deduce a bound
of the form

X3 (P, X" < K (P, X"),

on the roots of the equation P (X, X’) = 0. This anisotropic localization of nodes allows
us to transform a vertical derivative Js to a multi-index (C’l oM Oy O 2) , where eventually
C1,Cy, Ny, N, are large. This is the key observation which allows us to prove the following
result

Theorem 2.8.3. Let T® be a 3-dimensional torus, for each divergence-free vector field U, €
L*(T?) and Qo = —Oqug + O1ug — FO300 € L* (T?) there exists a distributional solution to
the system (2.8.3) in the space D' (R, x T?) which moreover belongs to the space

vV eL® (R, L (T%)) V.V eL? (R, L* (%)),
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and satisfies the following energy estimate for eacht > 0

t
IV ()12 rs) + € / IRV ($)[I22p0y ds < C 1|Vl 72y
0

where the constant ¢ = min {vy,, v} } > 0.

Despite this result has a theoretical interest since, due to the special properties of the limit
system (2.8.3), we have to prove a result that generally does not holds true for Navier-Stokes
anisotropic equations, we are still interested to prove propagation of data regularity in sub-
critical topologies.

Nonetheless it is possible to prove that the solution of (2.8.3) is globally well-posed in
some anisotropic super-critical Sobolev space, i.e. we prove

Theorem 2.8.4. Let T? satisfy the condition (P) and consider a vector field Uy € H** with
zero horizontal average and )y € H®®, for s > 1 such that divuy = 0, F # 1 the limit
system (2.8.3) admits a unique global solution

V eL™® (Ry; H®) ViV el? (Ry; H?),

that satisfies the following energy bound

t
V020 +c / 1YV () 0. < € (100].)

where £ is a suitable (bounded on compact sets) function. Moreover the solution U is unique
in the space L (R; H*°) N L* (Ry, HY) foroc € [-1/2, s).

The limit system (2.8.3) admits hence unique global strong solution. The next step is to
understand if such state is an attractor for the local solution of (PEA,) identified in Theorem
2.8.2 in the regime ¢ — 0 of strong rotation and stratification, and, if that is the case, which
is the appropriate topology in which such convergence takes place.

Theorem 2.8.5. Let T? C R satisfy the condition (P), Qo = —0yul +0yui — Fos6, € H*S,
Uy € H%® with zero horizontal average, then the following convergences take place

lim (U‘E - L (é) v) =0 inC (Ry; H*)

e—0

t

lim V,, (Us - L (—) V) =0 in L? (RJr; HO"’)
e—0 g

for o < s andV is the unique solution of the limit system (2.8.3).

It is hence interesting to remark that the above theorem implies the fact that the local
solutions of (PEA.) are in fact globally well-defined, improving the lifespan of Theorem
2.8.2 which can be deduced thanks to energy estimates alone.

63
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2.8.2 Stratified fluids in low Froude number regime.

The primitive equations (PE.) describe stratified fluids under the influence of the rotation of
the Earth. We can indeed neglect the effects of the rotation and study the motion of a fluid
in a long time-scale under the effects of the stratification buoyancy. The system was derived
from physical considerations in Section 2.5 and reads as:

( 1 1
ot +u° - Vu® — vAu® — —95?3 =—-Vo°,
€ €
1
OO+ VO —VAG 4 —utt =0, (PBS.)
divu® = 0,
(UE, 95)‘1‘,:0 = Uo = (UO, (90) .

\

Again we can rewrite the system (PBS.) into the following more compact form

1 1 €
8tU€+U€-VU€—]D>U5+gAU5:—g(V(I) >,

0
PB
U" = (u",6°). (PES:)
divu® =0,
where
00 0 O vA 0 0 0
00 0 O 0 vA 0 0
A= 00 0 1| D 0 0 vA 0
00 —-120 0 0 0 VA
The spatially-periodic setting.
Again we can define the operator PP as in (2.8.1) and defining the auxiliary unknown
t
v e (t)er
€
we can deduce that the function V¢ satisfies the following equation
HVeE+ Q" (VE,Ve) —=DVE =0,
" & ) (2.8.4)
4 |t:0 = (uO’OO) )

where
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It can be proved (details omitted here) that the system (2.8.2) admits a distributional limit

{ OV +Q(V,V) =DV =0, 085)

V’t:o = (uo,th),

where the explicit expression of the operators Q, 1D is now omitted.

Naturally one may wonder if, and in which sense (2.8.4) converges to (2.8.5). The filter-
ing operator L transforms the system (PBS.) in (2.8.4): the latter does not presents any more
the singular perturbation, being this the case we can provide uniform bounds for the sequence
(0,V9) .., in the space L (Ry; H~") where N is sufficiently large and p € [2, co]. Hence
standard compactness arguments in functional spaces can be applied; applying Aubin-Lions
lemma [4] we prove in fact that, up to subsequences, not relabeled

== Y

loc

(R 12 (1))

The above argument does not explain how the bilinear interactions Q¢ (U<, U*¢) converge to
a limit bilinear interaction Q (U, U): this can be proved applying the non-stationary phase
theorem. We omit to introduce the details of such result of convergence and we refer to the
Chapter 4.

We consider Uy = (uy, 6y) to be of zero horizontal average, i.e.

1

@ g Uo (yn, z3) dys, = 0.
h

The global average of the vector fields instead will be always considered to be zero.

Let us define

— 02
2]
0
0

U() = Agl (_82U(1) + alu(Q)) , Uosc,O = UO - UO:

the first result proved is the following one:

Theorem 2.8.6. Let V' be the distributional limit solution of (2.8.5), then V' can be written
as

V (l‘) = V (xha x3) + ‘/;)SC (xha x3> )

where V, V. are respectively distributional solutions of the systems

oo 4+ oM - V0" — VAT = =V,

SR " (2.86)
v |t:0 = Yo»
0 Vose +2 ‘77 Vose) — ' A‘/osc =0,

tVose + Q( ) (v+1) 2.8.7)
V;sc‘t:() = Vosc,05

where Q, is the bilinear form defined in (4.3.2) for almost all (ay, as,az) € R* parameters
of the three-dimensional torus T*> = [, [0, 27 a;).
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Let us point out some some technical difficulty characteristic of the system that we study
in this part of the thesis. The limit bilinear form Q in (2.8.5) is well defined only for bilinear
interactions whose first two components have zero horizontal average. Whence is is impor-
tant to prove that in the limit ¢ — 0 the horizontal average of the horizontal components of
the bilinear interaction Q° (U¢, U¢) are zero, at least in a distributional sense. Whence we
require to prove the following result:

Lemma 2.8.7. The limit
(QE (U€7 U8)>h dxha 07 0) = 07

hods in a distributional sense.

The proof of the above lemma relies on a careful analysis on the horizontal average of
the vertical oscillations: we exploit symmetric properties of the localization of the sum in
order to deduce that suitable cancellation properties can be applied.

The main advantage in studying the limit system (2.8.5) as the superposition of the evo-
lutions of the two systems (2.8.6)—(2.8.7) is that system (2.8.5) presents the same difficulties
as the classic three-dimensional Navier-Stokes equation as far as concerns the propagation of
Sobolev regularity due to the bilinear interaction Q, while on the other hand (2.8.6)—(2.8.7)
are respective a 2D-stratified Navier-Stokes system and a linear system. If we consider sep-
arately such equations we can prove that they are globally well posed as it is formalized in
the following theorem

Theorem 2.8.8. Let us assume il € L (HY) and Vyult € L> (H?) with o > 0, then V,
distributional solution of (2.8.6) is globally well posed in R, and belongs to the space

" € C(Ry; H* (T*)) N L* (Ry; H*H (T?)), s >1/2,

and for each t > 0 the following estimate holds true

t
[ O e, + u/o 195" ()0 gy & < &1 (V).

Where the function &, is defined as the right-hand-side of equation (4.5.2).
On the other hand, if we denote as Vo as the distributional solution of (2.8.7), then, Vi is
globally defined and it belongs to the space

Vose € C (Ry; H* (T%)) N L? (Ry; H (T?))
for s > 1/2. For each t > 0 the following bound holds true

v+

t
Vo (Ol + 555 [ 19V ()

?qs(Tg) dr < & (Uy) ,

and the function &, is defined as the right-hand-side of equation (4.5.19).
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The last step is obviously to prove that solutions of (PBS.) converge as ¢ — 0 in some
appropriate topology to the solutions of (2.8.5):

Theorem 2.8.9. Let Uy in H* (T?) for s > 1/2 as above, for € > 0 small enough (PBS.) is
globally well posed in C (R ; H® (T3)) N L? (Ry; H** (T?)), and, if V is the global strong
solution of (2.8.5), then

t

e () v o,

in C (Ry; H® (T?)) N L2 (Ry; H (T9)).

The above theorem is proved applying a methodology known as Schochet method, which
was formalized by 1. Gallagher in [72] for parabolic nonlinear systems. Nonetheless this
technique has to be adapted in order to control the decay of the bilinear vertical perturbations
mentioned above.

The whole-space setting.

Let us now consider the system (PBS,) in the whole space R3. The projection of (PBS.) onto
ker PA is a two-dimensional, stratified, Navier-Stokes equation with full diffusion:

ol +at - Vit — vATt = —V,p
divy, @" = 0,

0,

(2.8.8)
ah‘t:o = ( o, ) Aﬁl (—32105 + 81u(2]) =ap.

Such system shares many interesting features with the classical two-dimensional Navier-
Stokes equations, in particular the "horizontal vorticity"

wh = —82@1 + (91@2,

can describe the velocity flow via a two-dimensional Biot-Savart law,

h_ [ —Oa ~1 h
u-(al Ay w",

and satisfies the following transport-diffusion equation

. (2.8.9)

O +a" - V" — vAWh = 0,
Wh|,_, = —0Ouf + Bruf = wp.

We are able to prove that, under suitable hypothesis, the system (2.8.8) is globally well
posed in suitable homogeneous Sobolev space, in detail

Theorem 2.8.10. Ler @} € L? (R*) N H* (R?), s > 0 and wl' € L? (R?), then there exists a
global strong solution of the system (2.8.8) which belongs to the space

it e L (&; L* (R®*) N H* (R3)) N L? (R+; H' (R®) n H**! (R3>> ’
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and for each t > 0 the following bound holds

2

12 (R%)
CK? /s, 4 A

L by k) - 810

" ()] dr

t
o v [ 195 0)

< 2y v

The question of convergence in low Froude number regime arise hence naturally, follow-
ing the works [42], [38], [28] we expect that

U*® + perturbative term in & =00 = (a",0,0).

The detailed statement of the result we prove is the following one:

Theorem 2.8.11. Let Uy € L2 (R®) N Hz (R?), wh € L2 (R3), then

Us—we— (7?/’,0,0)T =0, 0, in the space L™ <R+;H% (R3)> ,
\Y (U6 - We — (ﬂh, O,O)T) =0, 0, in the space L* <]R+; 25 (]R3)> ,

where U¢ is the local strong solution of (PBS.) and W<, u" are respectively the global solu-
tions of

0
W — DI + SPAW® — !
! g N —83 (—Ah>_1 dth (ﬂh : Vhﬂh)
0
\ Wg‘tzo = (P_-+P+.) U,

and (2.8.8).

The operators Py, Py . are the projections onto CEy, CE, where Ey, /.. are the divergence-
free eigenvectors of the operator L. = PA — €D. In particular hence the strong solution U¢
of (PBS,) is in fact global and belongs to the space

1= (R 113 (RY)) N L2 (Ry; B2 (RY) )

The methodology adopted in order to prove such result is very similar to the one adopted
in [42], [28] and [34]. We use the following dispersive result

Proposition 2.8.12. Let us consider the linear system

( 1
b b E: b
0
0
05 (—Ap) " divy divy, (@ @a") | (2.8.11)
0

= —I'rR (]P)+,s + ]P)f,s)

divw; p = 0,
W?iR‘t:() = I'rR (IED+,€ + ]P)—’g) Uo.

\
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The operator P, r localizes tempered distribution onto the set
CT,R: {SERg : |€h| >, |€| <R}

The unique global solution of (2.8.11) is such that

1 1 2
||W7"6,RHLp(]R+;Loo(R3)) < CT,R (1 + ;) g4 maX{HUOHL?(RB) ) ”U0||L2(R3)} )

forp e [1,00).

We want to point out that, differently as in [42], the dispersive result is proved on a linear
non-homogeneous system associated to (PBS.) in the same fashion as in [56], [28] and [34].
The bulk force on the right hand side of (2.8.11) is introduced for technical reasons which
we do not explain in detail at the moment.

2.8.3 Isentropic rotating fluids.

The derivation of a model describing the motion of a fluid which is compressible and rotating
was explained in detail in Section 2.6. The equation derived is the following one

Oy (pg’eus’e) + div (p5’9u5’9 ® us’e) + G%VP (pg’e) + %63 A (ps’ous’e) =0
O,p™f + div (pe’(’us’e) =0
(07 )] g = (657 5)
where ¢ is the Rossby number and 6 is the Mach number. Let us set ¢ = 6, and let us consider
p=1+¢b",

1.e. the density p is a small variation around a steady state which we normalized to one.

Let us consider the barotropic pressure to assume the form
P(p")=Ap", A>0,v>1,
and let us define 7 = (v — 1) /2. We consider the substitution

(4yA)"?

1+eb® =
+e Y1

()"
hence the system becomes (after a few algebraic calculations)
1
Jyu® + B (WVbE +e3 A us) +u - Vur +5b0°VE =0

O + Ldivut +u V +7 bdiva® =0 2.8.12)
(bsa u5)|t:0 - (b07 uO) )
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or in a more compact form
uf 1 uf u® - Vus +5b6°VH |
O ( be ) B 58( be ) + (zf - Vbe +7b5divu€> =0, (2.8.13)
(u€7 b€)|t:0 = (UOa bO) )
where B is the following operator

0 1 0 -9

10 0 —78,

0 0 0 -0, |
—501 -0, —703 0

(2.8.14)

and where 0;, for any i € {1,2,3} stands for the derivative with respect to the x; variable.
Moreover we can write the nonlinearity as follows

u® -V 0 0 ~b° 0,
ut - Vuf +5b6°VH | B 0 ut -V 0 Fb* 05 u®
(u‘f - Vb® +7 b*div ua) =AUD)U = 0 0 u® -V 705 b )’
7b561 7[)882 7[7883 ut -V
(2.8.15)

€

where U stays for ( ZE > With all the above considerations, the system (2.8.13) can be

rewritten as
1
o,U — gBU + A(U,D)U =0,
U’t:O = U(] = (UQ, bo) .

(2.8.16)

The advantage in in the above formulation is that we expressed the system as an hyper-
bolic symmetric system with singular perturbation.

The initial data considered (ug,by) € H®(R3),s > 5/2, whence it is fully three di-
mensional. The analysis performed in [68] showed that the elements belonging to ker B are
bi-dimensional, whence in this particular work we do not consider data which belong to the
kernel of the penalized operator. As explained in Section 2.7.4 we do not expect hence a
convergence to stationary flows, but rather a full dispersive result.

To achieve such result we proceed as follows: we set

Cor={CeR| (| <R|&G|=r 8| =7},

for a visual definition of C, p we refer to Figure 2.3.

Our strategy to study the system (2.8.16) consists in finding a solution of the form

Us = (uf,b°) = U° + U°
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€3

Figure 2.3 — The set C, i in dimension two.

where U® = (ﬂs, 56) and U¢ = <65,55> are respectively solutions to the following systems

_ 1. -
oU* — EBUE =0
Ua|t:0 = \IIT,R (D) (UQ, b())

5 (2.8.17)

9,U° — éBﬁs + A(U,D)U =0

= (1= W, 5 (D)) (ttg, bo)

t=0

) (2.8.18)
US

Here, the frequency cut-off radii 0 < r < R will be precisely chosen, depending on ¢
and ¥, p is a radial function supported in C: o and is identically equal to 1 in C, . The
dependence on ¢ of the cut-off radii is motivated by the fact that the system (2.8.16) is of
hyperbolic type, hence we cannot absorb many terms as we could usually do for parabolic
systems, this implicated that we shall have to require a more delicate control of the dispersion
in terms of powers of . The system (2.8.17) is indeed linear and localized, hence we can
prove the following dispersive result:

Theorem 2.8.13. Let g € [2,+o0] and p > ;_—g. For any Uy € L? (R3), the system (2.8.17)

has a global solution U¢ such that,

3_3,4 2

3.344 _2 1
”L@(R+;LQ(R3)) SCOR2 Trrver [|Uol| s -

1o

The system (2.8.18) on the other hand is highly nonlinear. We can use the symmetry of

the operator .4 and the dispersive properties of U¢ stated above to deduce a local-existence

result in the space L™ ([0, T], H*) where T is independent of €. Once such result is estab-
lished we can control the optimal lifespan of U® = U® — U*®, this is done in the following:
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Chapter 2. Introduction.

Theorem 2.8.14. Let s > 5/2, so > 0 be fixed constants, 1 < p < 2 and the initial data
Up € YVysop = H™ (R*) N L* (R}; LP (R})) N LP (R;; L* (Ry))
There exists a time T* > 0 and a unique solution U¢ = (u®,b%) of system (2.8.16) satisfying
U® € L ([0,72]; H* (R)) N C ([0, T7]; H* (RY)) ,

where the maximal time T’ tends to infinity as € tends to zero, more precisely, there exist
positive constants C' > 0 and o > 0 such that

C
7 2 v
c C(Uo) e«

WV

where C(Uy) is a constant depending on the initial data only.

The space Y 4, , is a Banach space once it is endowed with the norm

[l

= e { ull esen ol g s Ml

$,80,pP
We can hence at this point to make sense of the constant C (Uy), given in fact a Uy € Y 4, 5,
we set

C(Uy) = max {Usll s, 100l }
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Chapter 3

Primitive equations with null vertical
diffusivity.

The essence of mathematics lies in its
freedom.

Georg Cantor

3.1 Introduction

The primitive equations describe the hydro-dynamical flow in a large scale (of order of hun-
dreds or thousands of kilometers) on the Earth, typically the ocean or the atmosphere, under
the assumption that the vertical motion is much smaller than the horizontal one and that the
fluid layer depth is small compared to the radius of the Earth. Concerning the difference
between horizontal and vertical scale, it is observed that for geophysical fluids the vertical
component of the diffusion term (viscosity or thermal diffusivity in the case of primitive
equations) is much smaller than the horizontal components. In the case of rotating fluids
between two planes (see [80] for the first work in which the initial data is well prepared, in
the sense that it is a two-dimensional vector field and [114] and [41] for the generic case) the
viscosity assumes the form (—v, A, — £303), with A, = 97 + 03, whence such geophysical
motivation justifies the study of anisotropic (i.e. non-spherically symmetric) viscosities.

The present chapter was submitted for a peer-review under the name Highly rotating fluids with vertical
stratification for periodic data and vanishing vertical viscosity, see [137].
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Chapter 3. Primitive equations with null vertical diffusivity.

The primitive system consists in the following equations

( 1 1
Qv + vf - Vot — iy, Apute — v, 0501 — EUQ’E = —231(1)5 + i
1 1
Q> + 07 - Vo€ — 1, Apv>* — 1,050 + gvl’s = 0%+ fr
1 1
3, R Se _ o, 92026 e _ 1
Ov>° + 07 - Vot — v Apv>€ — 1,050°° + FET = 583(1)& + /s (PE.)
1
ath _|_ UE ‘ VTS - V},ZAhTa — VL@%TE — ‘FW—(C;’U375 = f4
dive® =0
(UE>T€) = (UO>T0) = %7
\ =0

in the unknown v* = (v v?* v>¢) T° ®.. In what follows we write V¢ = (v°,T¢) =
(Vie Vv2e V3 V4) All the functions described depend on a couple (z,t) € T3 x R,
where T? represents the torus

3 3
T3:R3/HaiZ = [0, 2ra;).

i=1 i=1

The only assumption which is made on the vertical viscosity is v,,v, > 0, while the
horizontal viscosities v}, v, are strictly positive constants. The results obtained will be uni-
form with respect to the vertical viscosities (v, ) and hence from now on we can suppose
them zero without loss of generality. We refer to [124] for a result of well-posedness of the
Navier-Stokes equation in critical spaces in the whole space with anisotropic viscosity and
to [125] for the periodic case.

Under the assumption v, = v, = 0 we can rewrite system (PE.) in the more compact

form
oVe+1v°-VVeE—-DVeE + %.AV6 = % (=V.,0)+ f

dive® =0 (PE,)
VE‘t:O =V
where
v\, 0 0 0 0 -1 0 0
- 0 vy, 0 0 11 0 0 0
D= 0 0 v\, 0 A= 0 O 0 F1 (3.1.1)
0 0 0 v A, 0 0 —F ' 0

with vy, v}, > 0and V© = (v°,T°).

This system is obtained by combining the effects of the Coriolis force and the vertical
stratification induced by the Boussinesq approximation. We refer to [42], [126] or [50] for a
discussion on the model and its derivations.
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3.1. Introduction

In the study of hydrodynamical flows on this scale two important phenomena have to
be taken in consideration: the Earth rotation and the vertical stratification induced by the
gravity. The Coriolis force induces a vertical rigidity on the fluid. Namely, in the asymp-
totic regime, the high rotation tends to stabilize the motion, which becomes constant in the
direction parallel to the rotation axis: the fluid moves along vertical columns (the so called
Taylor-Proudman columns), and the flow is purely horizontal.

Gravity forces the fluid masses to have a vertical structure: heavier layers lay under
lighter ones. Internal movements of the fluid tend to destroy this structure and gravity tries
to restore it, which gives a horizontal rigidity (to be opposed to the vertical rigidity induced
by the rotation). In order to formally estimate the importance of this rigidity we also com-
pare the typical time scale of the system with the Brunt-Viisild frequency and introduce the
Froude number ¢ F'. We shall not give more details in here, we refer to [126], [42], [50].

The primitive equations are obtained with moment, energy and mass conservation (see
[62]). The coefficient € > 0 denotes the Rossby number, which is defined as

_ displacement due to inertial forces

~ displacement due to Coriolis force

As the characteristic displacement of a particle in the ocean within a day is very small com-
pared to the displacement caused by the rotation of the Earth (generally ¢ is of order 1073
outside persistent currents such as the gulf stream), the Rossby number is supposed to be
very small hence it is reasonable to study the behavior of the solutions to (PE.) in the limit
regime as € — 0.

We denote the Froude number as e . Assuming that the Brunt-Viisild frequency is constant,
in the whole space R?, when ¢ — 0, the formal limit of the system (PE.), when the viscosity
is isotropic, is the quasi-geostrophic system

4 1
Vi
OVog + (D) Vog = — 0 AL (vaG - Vi2),
—F0; (QG)
div VoG = 0
Vi =V
QG o0 QG,0,

\

and I" (D) is the pseudo-differential operator given by the formula

€17 (v1&)* + V' F2E2)
arere O

The differential operator A is defined as Ap = 92 + 02 + F202, while its inverse A" in
L? is the Fourier multiplier

_Ag'lf:]:_l(

F(D)u:]:1<

1 f)
G+&+1°¢" )
The quantities Vo and €2 are respectively called the quasi-geostrophic flow and the potential
vorticity. We focus on the latter first, the potential vorticity is defined as

Q= Vs + Vi — FIVs,
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Chapter 3. Primitive equations with null vertical diffusivity.

and it is related to the quasi-geostrophic flow via the 2D-like Biot -Savart law

— 0,
O
0
—F0s

Voo = AFQ.

The vectors ng and vog represent respectively the first two and three components of the
vector field V. In the present setting, i.e. with periodic data, the limit system is more
involved than the one mentioned above. In this case, as well as in many problems with sin-
gular perturbation, the idea is to decompose the unknown (in the case of the system (PE.)
is V¢) into two parts V¢ = V5 + V., where V|5 belongs to the kernel of the perturbation
PA, where PP is the Leray projector in the first three components which leaves untouched the
fourth one, and V___ to its orthogonal complement. In the whole space it can be proved that
the oscillating part, V., tends to zero strongly as ¢ — 0. In the case of periodic data instead
these perturbations interact constructively, as in [5], [8], [72] and [123], whence the limit
system is different from the quasi-geostrophic system mentioned above (see (S)). We aim to
study the behavior of strong solutions of (PE.) in the regime ¢ — 0 in the periodic setting
for a large class of tori (see Definition 3.1.8) which may as well present resonant effects. In
particular we prove that the equation (S) is globally well posed in some suitable space of
low-regularity, hence we prove the (global) convergence of solutions of (PE.) to solutions of

(S).

We recall some results on primitive equations. We refer to J.-L. Lions, R. Temam and S.
Wang ( [107] and [108]) for the asymptotic expansion of the primitive equations with respect
the Rossby number ¢ in a spherical and Cartesian geometry.

J.T. Beale and A. J. Bourgeois in [15] study the primitive equations (without viscosity,
and with a simplified equation for the density) in a domain which is periodic in the hori-
zontal direction and bounded in the vertical one. By the use of a change of variables they
recover a purely periodic setting, on which they prove their result. They study as well the
quasi-geostrophic system (fist on short times, then globally) as well as the convergence of
primitive equations for regular (i.e. H?) and well prepared initial data.

In [62] P. Embid and A. Majda present a general formulation for the EVOLUTION of
geophysical fluids in the periodic setting and derive the limit equation for the kernel part of
the solution.

Let us now mention some known result of existence and convergence of solutions for
the primitive equations when the spatial domain is R3. In [36] J.-Y. Chemin proved that the
solutions of the primitive equations converge toward those of the quasi geostrophic system
in the case ' = 1 for regular, well prepared data and under the assumption that | — /| (the
difference between the diffusion and the thermal diffusivity) is small.

When F' # 1, E. Charve proved in [28] and [29], using dispersive Strichartz estimates, that
the solutions of the primitive equations (PE.) converge globally toward a linear correction of
the global solutions of the quasi-geostrophic system (QG).
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3.1. Introduction

For the inviscid case in the whole space, when F' = 1, we mention the work of D. Iftimie [87]
which proves that the potential vorticity 2 propagates H® (R3), s > 5/2 data under the hy-
pothesis Ug., = o (1) in L* (R?). If F # 1, A. Dutrifoy proved in [58] the same result
under much weaker assumptions, i.e. {2 is a vortex patch and || Ug || s gsy = O (¢77) ;v > 0
and small. For the viscid case in the periodic setting I. Gallagher proves in [72] the global
convergence of (PE.) toward (QG) using a technique introduced by S. Schochet in [133].
Such technique consists in a smart change of variables which cancels some nonlinear inter-
actions which are otherwise impossible to control. We mention at last the work of F. Charve
and V.-S. Ngo in [34] for the primitive equation in the whole space for F' # 1 and anisotropic

vanishing (horizontal) viscosity.

We recall that the primitive equations and the rotating fluid system

3
A
o +v-Vo—rvAv+ chY_ —Vp, (RF,)
5

are intimately connected. In such system the rotation has a stabilizing effect on the solutions
of (RF.), inducing the fluid to have a strictly columnar dynamic. This was proved at firs
by E. Grenier in [79] and A. Babin et al. in [5] for the periodic case and by J.-Y. Chemin,
B. Desjardins, 1. Gallagher and E. Grenier [39] in R®. We recall as well the results in [77]
in which 1. Gallagher and L. Saint-Raymond proved a weak convergence result for weak
solutions for fast rotating fluids in which the rotation is inhomogeneous and given by %v A

b(xp)es.

3.1.1 Notation and results.

In this article we are interested to obtain a global-in-time result of existence and uniqueness
for solutions of the system (PE.) and to some results of convergence when the Rossby and
Froude number tend to zero at a comparable rate.

Before stating the results that we prove let us give a brief introduction about the spaces that
we are going to use.

All the vector fields that we consider are real i.e we consider applications of the following
form V : T3 — R*. We will often associate to a vector field V' the vector field v : T> — R?,
which is simply the projection on the first three components of V. Moreover all the vector
fields considered are periodic in all their components x;,¢ = 1,2,3 and have zero global
average, 1.e. ng vdr = 0, which is equivalent to assume that the first Fourier coefficient

Vi = 0. We remark that this property is preserved for the Navier-Stokes equations as well as
for the primitive equations (PE.). We will always work with divergence-free vector fields.

3.1.2 Anisotropic spaces.

The anisotropy of the problem forces to introduce anisotropic spaces, i.e. spaces which
behave differently in the horizontal and vertical directions. Let us recall that, in the periodic
case, the non-homogeneous Sobolev anisotropic spaces are defined by the norm

= 0 () () fal 312)

n=(ny,n3)e€Z3

2
[l s, sy = Il
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Chapter 3. Primitive equations with null vertical diffusivity.

where we denoted 7; = n;/a;,n, = (71, 72) and the Fourier coefficients u,, are given by
u =Y 0,e*™ In the whole text F denotes the Fourier transform and F* the Fourier
transform in the vertical variable.

We are interested to study the regularity of the product of two distributions (which is a
priori not well defined), in the framework of Soboled spaces it can be proved (see [72]) the
following product rule

Lemma 3.1.1. Let u,v be two distributions with zero average defined on H® (’]Td) and
H? (Td) respectively, with s +t > 0, s,t < d/2, then

i 0l gesecarsray < ot Nl 10 ey -

Asin classical isotropic spaces (see [1]) if s > 1/2 the space H*® (T.) is a Banach algebra.
Combining this fact with the above lemma we deduce the following result which we shall
apply all along the paper

Lemma 3.1.2. Let u € H**', v € H** distributions with zero horizontal average with
S1+82>0, 51,82 < lands > 1/2 thenu-v € Hsrts2=Ls" gpg the following bound holds
true

[ - 0l oy sp-1r < C ] [v]

Hs51.5 Hs2-s" -

Let us recall as well the definition of the anisotropic Lebesgue spaces, we denote with
LY LY the space L? (T7; L% (T})), defined by the norm:

v (T2) - </T% < - |f($h,x3)|qu3)quh> ’

in a similar way we define the space L?L¥. It is well-known that the order of integration is
important as it is described in the following lemma

10z = |1 s Mg

Lemma3.1.3. Let 1 < p < gand f : X1x Xy — Rafunction belonging to LP (X; L7 (X3))
where (X1; p1) , (Xo; o) are measurable spaces, then f € L7 (Xy; LP (X)) and we have the
inequality

HfHLq(XQ;Lp(Xl)) g HfHLp(Xl;Lq(Xz))
In the anisotropic setting the Holder inequality becomes;
1F gl rg <Ay g N9l o o s

where 1/p=1/p' + 1/p", 1/q=1/¢ +1/4".

3.1.3 Results.

We recall at first a result of local existence and uniqueness of solutions for Navier-Stokes
equations without vertical viscosity and periodic initial conditions.
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Theorem 3.1.4. Let s > 1/2 and Vy € H®* (T?) a divergence-free vector field. Then there
exists a time T" > 0 independent of € and a unique solution V¢ for the system (PE.) in the
space

veec([0,T];H>), ViVe e L? ([0,T]; H®).

Moreover (V*)_., is uniformly bounded (in €) in the space

Ve e L® (R, L2 (T%) V,VE € L2 (R, 2 (T9)).

The existence part of Theorem 3.1.4 was proved in [39], while the uniqueness (in the
same energy space) was proved in [89].

Remark 3.1.5. We want to point out that, as it was proved by M. Paicu in [125] (see Propo-
sition 3.2.7) the maximal lifespan does not depend on the regularity of the initial data, as
long as Vy € H** s > 1/2. ¢

Let £ (7) be the semigroup generated by P.A, where P is the Leray projector on the
divergence-free vector fields on the first three components, which leaves unchanged the
fourth. In particular the Leray projector in three dimensions is given by the formula P(3) =
1 —R® @ RO, where R® is the three dimensional Riesz transform

R(S)_( O 02 O3 >
A\ VA VA VA )

while A is the matrix defined in (5.1.3). In the same way we define the operators A = /—A,
Ap = V=2, A, = |05].

Let £(t)Vp be the unique global solution of

{ at‘/i‘i‘]P)AVL:O,
VL’t:D = Vo.

Let us further define U® = L (—é) V¢. We will denote U* as the sequence of filtered solu-
tions, we define

cue(2)efe(Je se(t)]. e oe(t)e

where D is defined in (5.1.3), and we consider their limits Q, D in D’ (we shall see that these
limit exists). We can hence formally introduce the limit system

o.U +Q(U,U)—-DU = 0,
divu = 0, (S)
U|t:0 =W,

Since the space domain is periodic resonant effect may play an important role.
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Definition 3.1.6. The resonant set /C* is the set of frequencies such that

K* ={(k,m,n) € Z°| w*(k)+ w’(m) = w(n) with k +m =n, (a,b,c) € {—,+}},
= {(kan) ez’ | wa<k) _'_wb(n - k) = wc(n>> <a7b7 C) € {_a +} } )

where w’, j = & are the eigenvalues of a suitable operator (see Section 3.3 for further
details). Relatively to the present problem the explicit expression of the eigenvalues is

/|7l + P2
i wt(n) ==+ ! ’

F 7]

We may as well associate a resonant space to a determinate frequency n, in this case we
define

Kr={(k;m) € Z°| w(k)+w’(m)=w(n)withk+m=n, (a,bc)e{—+}}.
Definition 3.1.7. We say that the torus T? is non-resonant if X* = ().

Tori which are non-resonant, are, generally, a better choice since the oscillating part of
the solution satisfies a linear equation (see [72]). Indeed though a generic torus may as well
present resonant effects. For this reason we introduce the following definition:

Definition 3.1.8. We say that a torus T® C R? satisfies the condition (P) if either one or the
other of the following conditions is satisfied:

1. T2 is non-resonant.
2. If T3 is resonant, the Froude number F? is rational, and either

e a3/a? € Qand a?/a3 is not algebraic of degree smaller or equal than four.

* a3/a3 € Qand a}/a3 is not algebraic of degree smaller or equal than four.

Remark 3.1.9. The above definition (Definition 3.1.8) is motivated in Section 3.5. Point 2
ensures that even with resonant effects we can propagate the horizontal average of the initial
data, thing that, generally, is not true for three-dimensional Navier-Stokes equations. ¢

Although (S) is an hyperbolic system in the vertical variable we are able to prove that
there exist weak (in the sense of distributions) global solutions. This was first remarked by
M. Paicu in [123] and it is due to the fact that the limit bilinear form Q has in fact better
product rules than the standard bilinear transport form (see as well Lemma 3.8.4). The
complete statement of the theorem is the following one.

Theorem 3.1.10. Let T? be a 3-dimensional torus in R? and let F' # 1, for each divergence-
free vector field Vo € L* (T?) and Qg = —0yv} + O3 — FOsTy € L? (T?) there exists a
distributional solution of the system

8,U + Q(U,U) —DU =0,
divu =0, (S)
U‘tzO =V,
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3.1. Introduction

in the space D' (R, x T?) which moreover belongs to the space
U eL™ (Ry; L* (T%)), ViU €L? (Ry; L? (T?)),

and satisfies the following energy estimate

t
100 ) + 2 / 100 (5) | 2agas) ds < [Vl Zagms
0

where the constant ¢ = min {vy,, v} > 0.

We remark that Theorem 3.1.10 holds for any three-dimensional torus. We do not require
the condition () to hold.

A natural question we address to is whether system (PE.) converges (even in a weak sense)
to the limit system (S) as € — 0. This is the scope of the following theorem:

Theorem 3.1.11. Let the initial data Vi be as in Theorem 3.1.10, then defining the operator
L(r)=e ™A

and denoting as U the distributional solution of the limit system (S) identified in Theorem
3.1.10 the following convergence holds in the sense of distributions

ve—LG)Uﬂo.

Moreover U weak solution of the limit system (S) can be described as the superposition of
the evolution of U = Ugg + Usse = Vg + Uose Where Vigg solves

( 1
vh
atVQG + aqQG (Dh) VQG = — 0 A;l (U(}SG . th) ,
4 —F0s
divy, vga = divuge = 0,

Vao| _ = Vaco
\ t=0

and Uy solves

atUosc + Q (VQG; Uosc) + Q (Uosc> VQG) + Q (Uosw Uosc) + Qosc (Dh) Uosc = 07
div ueee = 0,

Uosc‘ = UOSC,O = (%)

osc *

The operators aqgg and as are elliptic in the horizontal variables, in the sense that there
exists a positive constant ¢ > o such that

(aqa (Dn) ul ) 2, (Gose (Dn) u| w2 > ¢ || Vyullze
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and @ is a bilinear form which shares many aspects with the more classical transport form,
but has better properties as far as the regularity of the product is concerned.

Performing some a priori estimates on the limit system (S) we can improve of the above
theorem, at the cost of having well prepared initial data and tori which satisfy Condition (P).
We say that a data Vj, is well prepared if it has zero horizontal mean, i.e. fTi Vo (xp, x3) dz), =
0. This property is conserved by the limit system (S) as long as the condition (P) is satisfied
(see Lemma 3.5.6, 3.5.7). Moreover we ask as well that the potential vorticity, defined as

Qt,x) = —0bU" (t,x) + 01U (t,x) — FO3U* (t, ), (3.1.3)
belongs to H%*, s > 0 at time ¢t = 0.

Theorem 3.1.12. Let T? satisfy the condition (P) and consider a divergence-free vector field
Uy € H"® with zero horizontal average. Let Qg € H®, for s > 1 and F # 1, the global
weak solution of (S) is in fact strong and it belongs to the space of sub-critical regularity

U eL™ (Ry; H*), ViU €L? (Ry; H*).

Moreover it satisfies, for each t > 0, the energy bound

t
1T ()1 770. +C/O VLU (3)[l70+ < € (I1Voll70.0) -

where & is a suitable function which is bounded on compact sets. The solution U is unique
in the space L™ (Ry; H*?) N L* (R, HY) for o € [-1/2, s).

Remark 3.1.13. Compared to the work of M. Paicu [123] the author requires only s > 1/2.
This discrepancy is due to the fact that in the present work the limit system is well-posed
only for s > 1. Indeed we are able to propagate H*, s > 0 norms for the potential vorticity
€2, and, as explained in Lemma 3.5.5, || Vg || go.se1 S 1] o.s-

The main idea in the propagation of regularity stated in Theorem 3.1.12 is that we can
recover the missing viscosity in the vertical direction using the fact that the vector field u
is divergence-free. We can in fact observe that in the nonlinear term the vertical derivative
is always multiplied by the third component u?* of the vector field considered (i.e. terms of
the form u303). We hence remark the fact that the term Osu?® is more regular thanks to the
relation —0su® = div;, u", and due to the fact that the horizontal viscosity has a regularizing
effect on the derivatives in the horizontal variable z;,.

Theorem 3.1.14. Let T? satisfy the condition (P), Qo = —0ou} + 01vf — FO3T, € H™® and
Vo € H®® for s > 1 a divergence free vector field. Let V¢ be a local solution of (PE.) and U
be the unique global solution of the limiti system (S). Then the following convergences take
place

hH(l) (VE—E(E> U) =0 in C(R+;H0"’),

E— £
t

lim V, (VE - L (—) U) = in L? (R+; HO"’) ,
e—0 g

foro € [l,s).
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3.2. Preliminaries.

The paper is divided as follows

¢ In Section 3.2 we introduce some mathematical tools that will be useful in the devel-
opment of the paper.

* Section 3.3 we provide a careful analysis of the spectral properties of the linear system
whose evolution is determined by the operator P.A. In Subsection 3.3.1 we state some
results proved in [62], [63] and [7] which describe the behavior of the limit bilinear
interaction Q (U, U) in (S) along the eigendirections spanned by the eigenvectors of

PA.

* In Section 3.4 we prove Theorem 3.1.10. Such result is not a straightforward applica-

tion of Leray Theorem since, due to the lack of the vertical diffusivity, the solutions
are bounded in the space L, (R, ; H'?) only. Such space is not compactly embedded
in L2 (R,; L?), this prevents us to use standard compactness theorems in functional
spaces such as Aubin-Lions lemma (see [4]). Nonetheless using Fujiwara near-optimal
bound (see [112]) we can transform a vertical derivative 05 in a multi-index of the form
C (a{V Loy 2), where i, N, may as well be large. The system (PE.) has a non-zero
diffusive effects in the horizontal directions, hence we can prove that bilinear inter-
actions of weakly converging (in the sense that converge w.r.t. a Sobolev topology of

negative index) sequences converge in the sense of distributions to some limit element.
* In Section 3.5 we prove Theorem 3.1.11. The approach is twofold:

— Thanks to a topological argument we prove that the sequence (1°)__, is compact
in some weak sense,

— A careful analysis of the bilinear interactions in the limit ¢ — 0 gives us the
explicit form of the bilinear limit interactions.

Next in Subsection 3.5 we prove that, under some suitable geometric conditions (see
Definition 3.1.8) the limit system (S) propagates globally-in-time the horizontal aver-
age of the initial data.

¢ In Section 3.6 we prove that the limit system propagates globally-in-time H°* data,
at the price of having well prepared (in the sense of zero-horizontal average) initial
data and domains which satisfy the condition (P) given in Definition 3.1.8. Hence we
prove Theorem 3.1.12.

* Lastly in Section 3.7 we prove Theorem 3.1.14, i.e. that we can approximate globally
the solutions of (PE.) as ¢ — 0 with the (global) solutions of (S) in some suitable
subcritical topology.

3.2 Preliminaries.

This section is devoted to introduce the mathematical tools that will be used all along the
paper and which are necessary to understand the contents described in the following pages.
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Chapter 3. Primitive equations with null vertical diffusivity.

3.2.1 Elements of Littlewood-Paley theory.

A tool that will be widely used all along the paper is the anisotropic theory of Littlewood—
Paley, which consists in doing a dyadic cut-off of the vertical frequencies.
Let us define the (non-homogeneous) vertical truncation operators as follows:

N ’ﬁ3‘ inx
A;u:Zungo (? e forq>O
nez?
A=Y i (is) €7
nezs
Ajyu =0 forqg < -2

where u € D' (T?) and 1, are the Fourier coefficients of u. The functions ¢ and y represent
a partition of the unity in R, which means that are smooth functions with compact support

such that
4 3 8
S cB(0,=], S cCl-,=]),
w5 (0) oo cc(2)
Moreover for each t € R the sequence (x (+), ¢ (277")),cy is a partition of the unity. Let us
define further the vertical cut-off operator as S};u =53 7<q1 Az,u.

Anisotropic paradifferential calculus.

The dyadic decomposition turns out to be very useful also when it comes to study the product
between two distributions. We can in fact, at least formally, write for two distributions u and
v

u= E Au; v = 5 A v; uv = E AN TYANY (3.2.1)
q€Z q'EL q€Z
qE€Z

We are going to perform a Bony decomposition in the vertical variable (see [10], [14],
[37] for the isotropic case and [39], [86] for the anisotropic one).
Paradifferential calculus is a mathematical tool for splitting the above sum in three parts

w =Tov+T)u+ R’ (u,v),

where
v, v v
T)v = g Sy uyv,

q
v, v \%
Tvu—g Sy _vAyu,
!

q

R’ (u,v) :Z Z ANRTZAN SR

ko ul<t
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3.2. Preliminaries.

In particular the following almost orthogonality properties hold

Ay (Sy_ya AYb) =0 if [¢—¢'|>5
Ay (A",a Av,wb) =0 ifd <qg—4, |u/ <1

and hence we will often use the following relation

Ay (uv) Z Ay (Sy_yv Alu) + Z AY(Sy_yu AYv) (3.2.2)
lg—q'I<4 lg—q'|<4
+ Z Z Ay (Ayu Ay )
q'2q—4 |pl<1
S OAY(Su o Avu)+ > Ay (S ygu AYv). (3.2.3)
lg—q'|<4 q'>q—4

In the paper [43] J.-Y. Chemin and N. Lerner introduced the following asymmetric de-
composition, which was first used by J.-Y. Chemin et al. in [39] in its anisotropic version.
This particular decomposition turns out to be very useful in our context

Ay (uwv) = S juljv
+ Y Ay Sy yu] Ay + (Spu— Sy _yu) AyAyv}
lg—q'|<4

+ Y Ay (Shulpu), (3.2.4)

q'>q—4

where the commutator [AY, a] bis defined as [AY, a] b= AY (ab) — aAYb.

All along the following we shall denote as (b,) -_, any sequence which is summable
that may depend on different parameters such that t b, < 1. In the same way we shall
denote as (cy), € (* (Z) any sequence such that 37 c2 < 1. As well C'is a (large) positive
constant independent of any parameter and ¢ a small one, these two constants may differ
implicitly from line to line. We remark that the regularity of a function can be rephrased in
the following way: we say that u € H%* only if there exists a sequence (cq)q depending on
u such that

| A C cq (W) 27% ||| o.s - (3.2.5)

qu”LZ(T:S) <

Dyadic blocks and commutators as convolution operators.

The dyadic blocks and the low-frequencies truncation operators can be seen as convolution
operators, in particular if we denote as h = F !¢ and g = F~1x we have

A= (279D)u =2 / h (2%) u (x — y) dy, (3.2.6)
T

Stu=x (279D) u =2 / g (2%)u(x —y)dy.

T
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Chapter 3. Primitive equations with null vertical diffusivity.

This is due to the fact that AYu (v) = (F) ' (p ()@ (-)) (). We introduce this alternative
way to consider commutators and truncations because we need it in Appendix 3.8. In par-
ticular we want to express a commutator as a convolution operator, since a commutator is
defined as

[AY,a] b(z) = A (ab) (z) — a(x) AYb (x),

and we apply to the right hand side of the above equation the relation in (3.2.6) we obtain in
fact that

(A, a]b(x) = 2‘1/Th (zn, v3 — y3) (a (Tn, y3) — a (Tn, 23)) b (2h, y3) dys.

Thanks to Taylor expansion with reminder in Cauchy form we know that

a(xn,ys) — a(xn, x3) = O3a (xh, v3 + 7 (3 — y3)) (¥3 — y3)

for some 7 € (0, 1), hence we can write the commutator as

[A;> a} b(x) =21 /T (w3 — y3) h (zn, 73 — y3) Oza (T, w3 + 7 (v3 — ¥3)) b (Th, y3) dys.
(3.2.7)

Some basic estimates.

The interest in the use of the dyadic decomposition is that the derivative in the vertical direc-
tion of a function localized in vertical frequencies of size 27 acts like the multiplication of a
factor 27 (up to a constant independent of ¢ ). In our setting (periodic case) a Bernstein type
inequality holds. For a proof of the following lemma we refer to the work [86].

Lemma 3.2.1. Let u be a function such that supp F'u C T3 x 29C, where F' denotes the
Fourier transform in the vertical variable. For all integers k, p € [1,00], 1 <1’ < r < oo,
the following relations hold

20k =k ||u||LZL$ <
<

| UHLZLZ < 2% CF ”u”Lfng )
20 <

107l 270 Ju|
Let now oo > r > 1’ > 1 be real numbers. Let supp F'u C T% X 29B, then

Mol o 1

)|

LyLy, LyL? LyLP -

1
o

lullpp, <C2°G

3=

i\‘,_.
3 \»—'

lull ey <C27 =) ull

The following are inequalities of Gagliardo-Niremberg type, we will avoid to give the
proofs of such tools since they are already present in [123].

Lemma 3.2.2. There exists a constant C such that for all periodic vector fields v on T® with
zero horizontal average (f1r2 u (xp, x3) dz, = 0) we have
h

el 20 < O lull sz < Co [l fotsy | Vel s - (3.2.8)
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3.2. Preliminaries.

From Lemma 4.1.8 and (3.2.8) we can deduce the following result

Corollary 3.2.3. Let u be a periodic vector field such that Supp F’u C T? X 2B, then
el 2 < €22 s (3.2.9)
moreover if u has zero horizontal average

el oo < C292 [l oty IVt ot (3.2.10)
Lemma 3.2.4. Let s be a real number and T? a three dimensional torus. For all vector fields
u with zero horizontal average, the following inequality holds

1/2

[l gz < C llullos [ Vaul s (3.2.11)

Corollary 3.2.5. Let s > 1/2. There exists a constant C' such that the inequality
lll ez < Cllul .

holds. Moreover if u is of zero horizontal average we have

1/2

1/2
||u||Lg5°L;11 < O lul] go.s vhu”;fo,s

Finally we state a lemma that shows that the commutator with the truncation operator in
the vertical frequencies is a regularizing operator. The proof of such lemma can be found
in [125].

Lemma 3.2.6. Let T° be a 3D torus and p,r,s real positive numbers such that co >
1

', s pr,s > 1 % + ﬁ = 5 and Il) = % + % There exists a constant C' such that for

all vector fields v and v on T3 we have the inequality

{25 ] < 0277 O5ul

UHL%LQ Ly [v] Ly L

3.2.2 Preliminary results on the Navier-Stokes equations with zero ver-
tical diffusivity.

A primary tool in the study of the convergence of the primitive equations (PE.) to the limit
system (S) will be a careful study of the Navier-Stokes equation with only horizontal diffu-
sion horizontal diffusion

ow+v-Vo—v,Apv+Vp=0 in R, xT?
dive =0 (NS»)

V], = Vo

This equation in the case of the periodic data on T? has been carefully studied in [125],
hence we will refer to this work as we go along.

Indeed the equation satisfied by U®, i.e. (FS.) is a Navier-Stokes equation with zero
vertical diffusion and hence can be well described by the system (NS;). Here we start giving
the following energy estimate for three-dimensional anisotropic Navier-Stokes equations
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Chapter 3. Primitive equations with null vertical diffusivity.

Proposition 3.2.7. Let s > sy > % and v a solution of (NS;,) belonging to the space

C ([0, T]; H**) whose horizontal gradient Vv € L? ([0,T]; H**). Let us suppose more-
over that v = v + © where v is the horizontal average of v and v has zero horizontal mean.
Suppose moreover that ||v (t)|| =0 < caz vy, in [0,T), then fort € [0,T)

t
2 2
10(®) [y + v / 1950 (7) 1.0 dr
0

t t
< J[voll3o. exp (c L 190 Ol dar € [ 1o @)
0 0

Voo (7) Hzo,so>

Remark 3.2.8. Proposition 3.2.7 has been proved by M. Paicu for s > sy > % Indeed in
[123] the limit system was a coupling between a 2d Navier-Stokes system and the oscillating
part. Indeed the 2d Navier-Stokes system is globally well posed if the initial data depends
on z;, only and it is in H%* for s > 0. The oscillating part instead is globally well posed in
H®* for s > 1/2. In our case though the limit flow is the sum of Vo satisfying (3.5.11) and
the oscillating part U, which are two three-dimensional vector fields. Now, U, is globally
well posed in H®* for s > 1/2 (see Proposition 3.6.5), but Vg is globally well posed in H%*
for s > 1 (see Proposition 3.6.2 and Lemma 3.5.5). This is why in the following as long as
we are required to apply Proposition 3.2.7 we shall use the index sy > 1 instead of sq > 1/2.

¢

For a proof of Proposition 3.2.7 we refer to the works [123, Proposition 3.1] and [125].

Given any vector field A we denote

1
Alzs) = mT

}21‘ T2

A

A (yh7 373) dyh7

and

A(xp,x3) = A(zh,x3) — A(23) .

Proposition 3.2.9. Let s > 1 and T? an arbitrary torus and w € C ([0, T]; H**),V,w €
L% ([0, T); H*®*) a solution of the problem

ow—+w-Vw+u-Vw+w-Vu—v,Apw+ Vp=f
divw = 0 (3.2.12)
wl,_, = wo,

where u € C ([0,T]; H**) ,Vyu € L* ([0,T]; H*®) a divergence-free vector field such that
its horizontal average satisfies ||u (t)|| ;. < caz'vy, forallt € [0,T) and f = f + [ is such
that

rert(jo,11: 1)

fer? ([O,T] ;H—l»—%) .
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3.3. Spectral analysis of the linear system an analysis of the Poincaré filtration e~ "4,

Then there exists a constant C' > 0 such that we have for all t € 0,7
2 ' 2
lw ()l +yh/0 IV, ds
2 IFANE !
<otk s+ [ F6] L yas+ [0, p0s) =
t t
oo { 156l 95 oo { [ (4 o)) 1906 o
t
b [ 1) ) 1906 0

Proof. [123, Proposition 3.2, p. 182] U

Remark 3.2.10. Let us remark the fact that we impose two different kind of regularities on

the exterior force. In order to obtain global results in time we shall apply this proposition for
bulk forces which are f € L* (R+, H‘lv_l/z) N L2 (RJH H—L—l/?)_ ¢

3.3 Spectral analysis of the linear system an analysis of the

Poincaré filtration ¢ T4,

Let us consider the following linear equation

{ VL +PAVL =0 (3.3.1)

VL|t:0 - ‘/0 ’

where I is the Leray projection onto the divergence free vector fields, without changing V}*.
The Fourier multiplier associated to P has the following form

= 8o

ning  nins 0
a}  aiaz  aia3
1 nani _% nansg 0
P, =1 asaq a3 azas , 3.3.2)
|n|2 nani nsno ”_% 0
asal a3za a%
0 0 O

2 . . . . .
where |2|° = 3 ; Z—; and 1 is the identity matrix on C*. The operator .4 was defined in
J

(3.1.1). The solution to the linear equation is indeed Vi (1) = e~ "PAV,. We denote the
propagator operator ¢~ "*A as £ (7). One can compute the matrix P, A

.. ~2 ..
_ ning _1 ny __ ning
af it O Pl
_ M 0 _ gy
g i Flnl
P, A= 7 17 333
" nansg n1n3 O 1 1 ﬁ§ 7 ( )
o af? K FA\" T |aP
0 0 —% 0
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Chapter 3. Primitive equations with null vertical diffusivity.

whose eigenvalues are
.12 S
. F2n2
0 - i\ [n]” + F2n3
w(n) =0, tw(n) =+ — , 334
(n) () =+ Fr—m (334)
where the eigenvalue w® has multiplicity 2, and we can write w® = +w. The associated
normalized eigenvectors are

— 1o
1 n
F
~ Fing
. 335
—Frig (riy Finqw (n)) ( )
:I:( ) 1 F’flg (fbl + iﬁgw (’I’L))
et (n) = . . ,
(1 + F2|w ()P i) ] FiFw(n) riy)”

||

where |71] » = \/7? + 13 + F203.

A case of particular interest happens when |n;,| = 0, in such setting we recover the following
matrix

Pong) A =

o O = O

o O O
o O O

o O O O

ol

while the oscillating eigenvalues become
i w*(0,n3) = 44,

and the oscillating and non-oscillating eigenvectors are given by

+1 0
1 1 0
- _ b 0 _
e (0, n3) v ARHE e’ (0,n3) 0 (3.3.6)
0 1

The eigenvalue w° has algebraic multiplicity 2, but there is only one eigenvector related to
it, namely €°. Indeed the matrix IP.A has a nontrivial 2 x 2 Jordan block structure associated
to the eigenvalue 0, hence the fourth is a generalized eigenvector €°. This though is not
divergence-free, hence it shall play no role in the evolution of the system (PE.), for this
reason it is omitted. For a more detailed discussion on the spectral properties of the linear
system we refer the reader to the papers [62] and [63].

Once we have introduced the eigenvectors in (3.3.5) we can consider a generic divergence-
free vector field V' as direct sum of the elements belonging to Ce® and Ce™ @ Ce™. We
shall call the projection of V onto Ce the quasi-geostrophic part, while the projection onto
Ce™ @ Ce™ the oscillating part. The projection can be explicitly defined as follows

Voo =F 7 ((Va| e (m)) " (m).

Vose :Z}"*l ((Vn e' (n)) e’ (n)) :

(3.3.7)

(C4
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3.3. Spectral analysis of the linear system an analysis of the Poincaré filtration e~ "4,

The element V. is called oscillating because is the only part of the initial vector field Vj
which is affected in the evolution of the system (3.3.1), Viyg stays still being in the kernel of
PA.

We would like to point out the following relevant fact, the non-oscillating eigenspace Ce" is
orthogonal to the oscillating eigenspace Ce™ @ Ce™, whence in particular it is always true
that VQG 1 ‘/osc-

In the following we shall denote as e“(n) the eigenvector of P, A associated with the
eigenvalue i w?, ie. P, A (e¢™%e"(n)) = exp{in-x+i7w*(n)}e*(n). Let us define
U® = L (—1) V¢, we want to reformulate (PE.) in terms of the new unknown U*. A straight-
forward computation shows that the vector field U® satisfies the following equation

Q,Ue + QF (U, Us) — DFU = 0

diveo® =0 (FS,)
U6|t:0 =V
where
t t t
Q° (U=, U%) =L <—g) P [(ﬁ (g> Ue. V) L (g> Ug] (3.3.8)
DU® =L (—E> DL (E) U®. (3.3.9
€ €

We shall call the system (FS,) the filtered system.

Before using the above results to find the limit of (FS.) we introduce the "potential vor-
ticity"

QF = —UY + 01U — FOsU . (3.3.10)

The potential vorticity has been introduced by J.-Y. Chemin in [36] and it is now a well-

known tool in the study of primitive equation (see [30], [34], [72], [87]). The diagonalization
explained in (3.3.7) can as well be obtained by writing U® = Ugg + Ug., with

Use = ( —RAR'Q5, 01AF'Q°, 0, —0sFAL'Q: ), (3.3.11)

where A! denotes the Fourier multiplier

1
Ay =F"1 i, .
m T N R

We remark the fact that since Ugg belongs to the kernel of P.A we obtain indeed that
Use = V-

One of the major problem is to understand exactly which is the limit for ¢ — 0 of the
forms O°F,D° and, if possible, how to give a closed formulation for it. To do so we use
the explicit formulation of Q¢ D° given in equation (3.3.8) and (3.3.9). Let us decompose
divergence-free vector field U as:

FUm)= Y  U'(n)= Y (FUM®) " (n))ee(n),

ae{_701+} ae{_vo)—‘r}
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Chapter 3. Primitive equations with null vertical diffusivity.

and after some computations we obtain that;

F(Q(U,V))(n) = Z e—’f(w“(k)+w”(n—k)—w6(n)>

a,b,C€{7,0,+}

X < > (7= k) U (k)V'(n — k)

j=1,2,3

ec(n)> e‘(n). (3.3.12)
C4

In the following we will write w,‘iifkn = w(k) + wb(n — k) — w®(n) for the sake of con-
ciseness, as well as w®® = w®(n) + w’(n). With U%J we denote the j-th component of the
vector U = <U e“)(C4 e? fora =0, +.

Similar calculations give us that

DU=F"| Y e (Dm)U(n)] e (n) g e(n) | (3.3.13)
a,be{—,0,+}
where D(n) is the Fourier symbol associated to the second-order differential operator D, see
(3.1.1).

Letting € — 0 we only have to use the non stationary phase theorem ( see, for instance [3],
[10], [138]) to obtain that, if U, V' are smooth functions;

QU V)=F"|P, > (Z (7 — ky) U (k) VP (n — k)

j=1

ec(n)> e‘(n) |,
4
(3.3.14)

DU =F"[ Y (Dm)U"n)|e"(n))ue’(n) ] . (3.3.15)

w%’bzo

Here we implicitly define as D (n) the Fourier symbol associated to the matrix D defined in
(3.1.1), while P, is the Fourier symbol associated to the operator (3.3.2).

3.3.1 The global splitting of the limit bilinear form O.

This section is aimed to explain how the bilinear interaction Q defined in (3.3.14) behaves
along non-oscillating and oscillating subspaces Ce® and Ce~ @ Ce™. Such kind of result is
very well known in the theory of singular perturbation problems in periodic domains, and the
results that we present here have been already proved by several authors in [7], [62] and [63],
for this reason we will not prove them but instead we will refer to the works mentioned and
references therein.

The results presented in the present section derive from the geometrical properties of vector
decomposed as in (3.3.7) and from the localization in the frequency space of the limit bilinear
form Q, localization which reads as

{(k,n) €Z6‘w“(k‘)—|—wb(n—k):wc(n), a,me{O,i}},
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3.3. Spectral analysis of the linear system an analysis of the Poincaré filtration e~ "4,

where the eigenvalues are defined in (4.2.3).

In this section we will always consider smooth vector fields, in particular given a smooth
vector field W we define

QW - — 82W2 + 81W2 — F83W4,
_(‘92
o 1
WQG — 0 AF Qw,
—F0s
= (wQG7 WSG) 9
Wosc =W - WQG-

Obviously Wy and W, are respectively the projections of W onto the non-oscillating and
oscillating subspaces defined in (3.3.7).

Lemma 3.3.1. The following identity holds true

FH(F QW) [alpe)er) = wos - Ve,
where Q is defined in (3.3.14) and €° is the non-oscillating eigenvector defined in (3.3.5).
Corollary 3.3.2. The following identity holds true

—0,
o)
0
_Fd;

FLH(Faow,w) 60)04) = AL (woe - VQw) .

For a proof of Lemma 3.3.1 we refer the reader to [62] and [63]. What has to be retained
is the facts that the projection of Q (¥, W) onto the potential non-oscillating subspace does
not presents interactions of the oscillating part of the vector field.

Lemma 3.3.3. Let W be a smooth vector field, then the following identity holds true
(Q (Wag: WaG)) i = 0.

Proof. Considering the explicit formulation of the limit bilinear form Q we deduce

(Q (Wae, W) )ose

=F ' ). (- (W)@ WO (m))|e* (n))e e (n) | . (33.16)
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Chapter 3. Primitive equations with null vertical diffusivity.

Let us consider hence the equation w,@;?;j; = 0, thanks to the explicit expression of the

eigenvalues in (3.3.4) then it is equivalent to the equation
n|” + F*a2 =0,

which is true only if n = 0, and in this case the contributions arising in (3.3.16) are null,
concluding. [

Corollary 3.3.4. The projection of the limit bilinear form Q onto the oscillating subspace
can be written as

(Q (VV, W))osc = (Q (WQGa WOSC))OSC + (Q (Wosc, WQG))OSC + (Q (Wosw WOSC))OSC )

thanks to the decomposition (3.3.7).

3.4 Proof of Theorem 3.1.10.

Remark 3.4.1. As the reader may have noted Theorem 3.1.10 states the existence of a la
Leray-type solutions. This can seem to be unexpected since, generally, Leray solutions are
constructed thanks to compactness methods. In system (S) we cannot apply any compact-
ness method since we do not have any second-order vertical derivative 93 and L? is not
compactly embedded in H'°. Nonetheless the bilinear form Q has better product rules than
the standard bilinear form in the Navier-Stokes equations, this will allow us to make sense
(distributionally) of the term Q (U, U). Moreover we require the initial potential vorticity {2y
to be L? (T?), which, roughly speaking, is "almost as" requiring the initial velocity field to
be H'.

Proof of Theorem 3.1.10 : Before starting the proof we point out the following fact,
Navier-Stokes equations preserve the global average of the unknown function. This happens
as well for the system (PE.), whence we can consider data with zero horizontal average.
Thanks to this property homogeneous and non-homogeneous Sobolev spaces are equivalent,
we shall use this constantly in the present proof. In particular they will be always non-
homogeneous. This fact concerns the isotropic spaces H* (R?) only.

The proof is standard application of Galerkin’s approximation. We define the truncation
operator

o ~  jk-x
Jnu = g e,

{ keZ?|[k|<N}

and consequently the approximated system

OUn + InQ (Un,Uy)+DUy =0
divuy = 0 3.4.1)
UNLZO = JnUy,

in the unknown Uy. We recall that for a fixed N, .Jy maps continuously any H* space to any
H**" space for h > 0 thanks to Bernstein inequality. Thus (3.4.1) is a differential equation
in the space

12 (T%) = {u € L? (T%)| 4 = 0if || > N
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Since the support of the Fourier transform of Uy € L3, (T?) is included in the ball of center
0 and radius N and the support of F (Uy ® Uy) is included in By (0) we obtain easily
that JyQ € C (L% (T3) x L% (T?); L% (T?)). Hence Cauchy-Lipschitz theorem gives the
existence of a unique solution to (3.4.1) on a maximal interval of time [0, 7%) taking values

in L2, (T3).
e -me(-2)s (e} 5)e (3]

Moreover since
itis clear that (/v Q (Un, Un)|Un) 2(ps) = (Q (Un, Un)| UN) 25y = 0 since divuy = 0.
Hence by a standard energy estimate on the parabolic-hyperbolic equation (3.4.1) we get

1 2 ! 2 1 2
SOOIy + ¢ [ IVAUN) e 5 < 5 Vol
0

from which for all ¢ € [0, 7)) we have ||UN(t)||iQ(T3) < ||JNU0H3-42(T3) < ||U0|ﬁ:2(1r3)- We
deduce that 7y = oo and for all ¢ > 0 Uy (t) satisfies

t
2 2 2
10N () s, + 2 / I90Un (5) [ 22a d5 < ([T

Consider the relation |[Un || 12((.0).z2(r3)) < Vit NUN o 0,0:22(13)) < Vi |Uol| 2 (7= We can
say that the sequence Ul is bounded in L>° (R ; L? (T®)) N L2 (R, ; H'?). By the structure
of (3.4.1) we obtain easily that 9,Uy is bounded in L2 (]R+; HN ) for N sufficiently big
(the proof of such fact is identical as the proof of Proposition 3.5.1), hence (0;Uy), is a
sequence of uniformly bounded functions in L2 (Ry; H ). We can infer via Aubin-Lions

lemma [4] obtaining that Uy — U in L2 (R, ; H(T?)) where ¢ € (0, M) up to (non-
relabeled) subsequences.

Since the sequence (Uy ), converges in L2 (R ; H< (T?)) only, and products of H ~¢ func-
tions are, a priori, not well defined we introduce a diagonalization method which allows us

to split (3.4.1) in two systems which we will be able to handle.

We rely on a diagonalization method introduced by P. Embid and A. Majda in [62], in detail,
we define

Qn = — UxN + 01U — FOsU, (3.4.2)
Vi
Voo.ny = Uge.ny = 0 AL Oy, (3.4.3)
—F0s

Uosc,N :UN - UQG,N~

Applying Lemma 3.3.1 on the smooth vector field Uy we deduce that

(.FJNQ(UN,UN)’ |ﬁ|F 60 (n))(c4 = .F(JN (ng,N . thN)) .
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Chapter 3. Primitive equations with null vertical diffusivity.

Whence the projection of the element JyQ (Uy, Uy ) onto the potential space defined by the
potential vorticity is the quasi-geostrophic transport ./ (USQ NERYY N). The proof of such
result is omitted in the present work, but it relies on a careful analysis of the cancellation
properties induced by the limit bilinear form Q.

Applying Corollary 3.3.4 we deduce:

(JNQ (Un, UN))ose
= (JNQ (VQG,Na Uosc,N))OSC + (JNQ (Uosc,Na VQG,N))OSC + (JNQ (Uosc,Na Uvosc,N))OsC .

Projecting hence (3.4.1) onto the oscillating subspace and the potential nonoscillating sub-
space we obtain the following global splitting for the first equation of (3.4.1):

atQN + JN (UgG,N : VhQN) + aQG (Dh) QN = 0,

OtUose.nv + (InQ (Voo N, Uose.v))oge + (v Q (Uose. v, VoG8 ) ) ose (3:4.4)
+ (JNQ (Uosc,Na Uosc,N))OSC + Gosc (Dh) Uosc,N = 0.

The operators aqg and a, are nothing but the projection of the operator —ID onto the poten-
tial space defined by (2 and the oscillating subspace. We avoid to give a detailed description
of such operators now (see Section 3.5), what has to be retained is that they are symbols such
that there exists a positive constant ¢ such that |aqg (1)] , |@ese ()| > ¢ |2n]”.

On the splitting (3.4.4) we can apply the same procedure as above to obtain that {2y — €2 in

Vi
LE. (Ry; H=¢(T3)), and defining Vg = 0 AL for Q the limit of the sequence
—F0s
(Q2x) - and since
Vi
0 Al e L(HY H*™), aeR
—F0s

we obtain as well that
VQG7N — VQG in L2 (R+; Hl_a) ,

loc

and (Vog,w),, uniformly (in V) bounded in L (R, H') .
Combining the definitions (3.4.2) and (3.4.3) we can hence rewrite Vg n as

— 0,

0 _
Voo, v = 01 AR (=82 01, 0,—F05 )-Uy = lgeUn,

—F 05
with IIog Fourier multiplier of order zero, hence o € £ (H* (T?)) for each a € R. This
implies in particular that, defining Uy = U — Vigg
[Uose. v = Ussell - = [(Un = Vaa.n) — (U = Vi) ||
=[[(1 = Hog) (Un = U)ll -«
<C|Uny = Ul| - -
loc

applied to show that (Uyse n)  is bounded in L (R ; L? (T?)) and (V},Usse, v )  is bounded
in L? (R ; L? (T3)).

This implies in particular that Uy y — Upse in L, (Ry; H~¢ (T?)). The same idea can be
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3.4. Proof of Theorem 3.1.10.

At this point we can project Q (Uy, Uy) on the spaces Ce’, Ce™ @ Ce™ (see (3.3.5))
obtaining, thanks to the results of Corollary 3.3.2 and 3.3.4:

Q(UN’ UN) = Q<UN7UN)QG + Q(UNa UN)osc
( 82,61,0 Fag)TA (UQGN thN)
+ (Q (Vae,v Usse, N ) ) e T (Q (Uose, vy VoG, v) ) ose T (Q (Uose, v s Uose, ) oe -

It is matter of standard energy bounds with classical product rules in Sobolev spaces to prove
that

(=02, 01,0, —F05)T AR (vg.n - Viliy) = (=02,01,0, —F93)T A! (vhg - VaQ),
(Q (Vag,v, Uose,N))oge = (L (Vac, Uose))oge »
(Q (Uose,ns Vao,¥))oge = (Q (Uose; VaG) ) ose »
in the sense of distributions as N — oo. The limit of the product of terms of the form Uy n
is, in general, not well defined. Indeed system (S) lacks of vertical dissipation, hence the

best we know is that Uyse y — Upse In L120c (R, ; H™ <), but generally a product between H ¢
elements is not well-defined. We claim that

D' (R4 xT?)
(Q (Uosc,N7 Uosc,N))OSC T (Q (Uosm Uosc))osc 5 (345)
The proof of (3.4.5) is postponed. Whence we finally proved that Q (Uy,Uy) — Q (U, U)
in D' (R, x T?), concluding. O
Proof of (3.4.5).

As we already stated M. Paicu in [123] proved a similar result. We shall prove (3.4.5) using
different techniques. B
Defining Q (A, B) = div Q (A, B), i.e.

z(
Z “(m,n)

e ) e m).

C4

~

where A® (k) = (A (k)
fact to prove that

A

¢t (k:)) e (k), B (m, n) = (Bb (m)

e¢ (n)) e (n). It suffices in

é (Uosc,j - Uosc> Uosc,j + Uosc) — Oa

in D' (R, x T3) as j — oo to conclude. To do so we consider a ¢ € D and, by Plancherel
theorem

/]R - ¢ (t7 $) é (Uosc,j - Uosc; Uosc,j + Uosc) (t; I) dzxdt
+ X

a —_— b,c
- / Z Z¢ (t,n) (Uose, Uosc) (t, k) (Usse,j + Uose)  (t,m,n)dt
R+

nezZ3 Ky
— a — b,c
/ Z (bn Z (Uosc,j - Uosc) (t7 k) (Uosc,j + Uosc) (t7 mp, N3 — kSa n) dt.
Re oy, JKn,mp {kg:(k,(mh ,ns—ks),n)eEX*}

(3.4.6)
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Chapter 3. Primitive equations with null vertical diffusivity.

We make a couple of remarks in order to simplify the notation. Since we considered the
eigenvectors as normalized all along the paper the following relations are easy to deduce

0% (m,m)| < (07 (m)| S |0 (m)]
—_— a —_— b,C
Hence from now on the terms (Upse j — Uose) (£, k) and (Upse j + Uose) (¢, mp, g — k3, n)

shall be substituted respectively to (Ussc;j — Uosc);, and (Usse,; + Ussc) (s —hs)* Here we
chose to make implicit the dependence on the variable t. We want to stress out the fact that
this choice is made only to simplify the notation. Indeed we have that

—

(Uosc,j - Uosc)k(Uosc,j + Uosc)(mth,kS)

= ]%_6/2((]05(;_\[]0%)1@]%8/2(UOS;—i_\UOSC) (3.4.7)

(mp,n3—k3)"

The set {k3 : (n,k) € K*} is indeed finite and, in particular, it is composed by the k3 which
satisfy the following equation

(F? (ks) * + (ka) %) 2 (072n) * + (Ris — ks) %) 12
= (k) * + (ks) *) /2 (7)) 2 + (5 = Ks) ) /2
= ((kn) * + (k) %) V72 (P2 (25 — Ka) * + (1in) *) /2.
Expanding the above equation and collecting term by term in the powers of k3 give us the
following polynomial equation

where the A; take the following form
Ag = (1—4F?)
A7 =4(—1+4F%)ny
Ag = — 6 (F22 + F2m2 + (=1 + 4F?) i)
As =dnz (6F%k;, + 3F?m;, + (—1+ 4F?) 03)
Ay=— (F* (—4+ F*) ki + F? (-4 + F?) mj,
—6Fmgng + (1 — 4F%) g — 2k; ((3+ 2F2 + F4) » 4+ 18F%n3))
Ay =dkpig (—F? (-4 + F2) ki + (3+2F% + FY)mj + 6F2 3)
Ay = =2k (24 F?) mij, + (3+2F2+F4) s
+3F%05 + ki ((2+ F2) —3F7 (—4+ F?) i3))
Ay =dkyng ((2+ F?) mj (—4 + F?) i)
Ag=—ky (3my, +2(2+ FQ) mpng — F? (—4+ F?) ig) .
Although we have been giving the explicit expression of the A;’s we outline the fact that
the explicit expression by itself is irrelevant, the only thing that matters is that the A’s
are polynomials in the variables kj, M, 7. We can hence apply the following result which

bounds the modulus of a root of a complex root of a polynomial in terms of its coefficients,
the following proposition is known as Fujiwara near-optimal bound.
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3.4. Proof of Theorem 3.1.10.

Proposition 3.4.2. Let P(z) = Y ,_,a,2" a polynomial P € C 2], let ¢ be one of the n
complex roots of P, then
l/n}

I¢] < 2max{

We shall omit to prove Proposition 3.4.2 and refer the reader to the work [112] instead.
Proposition 3.4.2 applied on @ (k3) tells us that

1/2 1/(n—1)
1

Qn

o

an

Ap—2
Qn,

Ap—1

Y VAR )

n

- ag
e

|es| < (7] [l | en

where ks is any root of p, hence
F2 S (Rl (1™ ™ )

by concavity on the function h. (z) = 25/2, with oy + ay + a3 < N for some large and finite
N. Coming back to (3.4.6) and (3.4.7) this means that

/]R - ¢(z)Q ( ose,j — Uose, Uose,j + Uose) (@) dzdt
"

~ = 1g/2 —e/2
g / Z ‘an’ Z kh |k| ‘ 0sc, j Uosc)k’
Ry n,kp,mp {ks:(k,(mn,n3—ks),n)eXL*}
% ’(Uosc’j + UOSC)(mh»nsfks) dt
—e/2 —
/ Z ¢” Z ’k| g ‘(UOSCJ - UOSC)k‘
Ry Jkn,mp {k3:(k,(mp,n3—ks),n)EL*}

i s 1y @ e/2 —
X (|’fl‘ ! |mh| : |kh| 3) ‘(Uosc,j +U050)(mh,n37k3) dt
s 1e/2 5 —€/2 —
:/ Z ‘an’ Z khe k : ‘(Uosc,j_Uosc)k’
Ry, k., mp {ks:(k,(mp,n3—k3),n)EL*}
2 —_—
of ¥ o S T e Y
Rt nken,m, {k3:(k,(mh,n37k3),n)€)C*}
~ g -
% 1] 5 | (U + Uose) g g |

=I;+ ;.
We prove that I ; — 0 as 7 — oo. In order to prove that /; ; — 0 the procedure is very
similar (and actually simpler) to the one we are going to perform now, for this reason is
omitted. We start remarking that

W\% W_E/z (Uos(;_\UOSC)k;‘
- asze - 1/2
(‘k| OSCj Uosc) D (}kh| Uosc,j - Uosc)k ) )
hence
€| A v e — 1/2
IQJ ~ / % ‘¢n’ Z <’k| (Uosc,j - UOSC)kD
Ri kh,mh {ks:(ky(mp ma—ks)m) X}
Qa3€e — 1 0426 —_—
<‘kh| ’ UOSC,j - Uosc)k ) ’mh| (UOSC,j + Uosc)(mh,n?)_k?)) dt. (348)
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Chapter 3. Primitive equations with null vertical diffusivity.

Applying Lemma 3.8.4 we obtain

IQ,j f§ |’¢||L§<R+;H%+a%5) HUosc,j + UOSC“L?OC(RHH%*(I%E’O)

1/2 1/2
X HUosc,j - UOSC|’L1200(R+;HQ35’O) HUosc,j — UOSC|’L10°2(R+;H—E) .

loc

Both Uy, Usse belong to L (R,; L?) and L? (R+; HLO), and hence to L2, (R,; L?) and

by interpolation to L2 <R+; H "’0> for o € (0,1). This means that is ¢ is sufficiently small

loc

the quantities || Upsc; + UOSCHL12 (R+-H%+Q%E’O)’ | Uose.j — UOSC|@1200(R+;HQSE,O) are bounded, while
0C )

since
Jj—o0

2
||Uosc,j - UOSC||LECC’(R+;H75) B O,

we proved that [, ; — O distributionally. This implies hence that Q (U j, Uose,;) —
Q (Upsc, Ugse) in a distributional sense.

3.5 Weak convergence in the weak limit as ¢ — 0.

Introducing the filtered system (FS.) allows us to deal with a system of equations which has a
closer form to the classical Navier-Stokes system. In particular we can not have any uniform
bound, in ¢, for the norm ||0,V*|| ;. (T3)> but this is possible for the system (FS.). We recall

that we denoted |7i|, = \/1? + 13 + F2n3.

It is natural to ask ourselves if in the limit ¢ — 0 the filtered system (FS.) converges to the
limit system (S).

Proposition 3.5.1. Let Uy € H%* and U* be a local strong solution identified by Theorem
3.1.4 of (FS,), then the sequence (U®)_. , has the following regularity uniformly in e

U® e L™ (Ry; L (T?%)) , ViU® € L? (Ry; L (T%)) (3.5.1)

and is compact in the space
L2

loc

(R H77 (T7))
for some 1 > 0 (possibly small).

Proof. The proof of (3.5.1) is merely an L? (T?) energy estimate on the filtered system (FS,),
hence is omitted.

We prove now that (9;U¢). is bounded, uniformly in e, in Li_ (R+; HN ) where N is
large.
The only thing to prove is to control the bilinear interaction Q° (U¢, U¢) inthe L2 (Ry; H™)
space. Since the propagator £ (7) acts as an isometry in any Sobolev space we can safely as-
sert that as far as concerns Sobolev estimates we can identify Q° (U, U¢) with the transport
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3.5. Weak convergence in the weak limit as ¢ — 0.

form U* - VU®. Indeed
U® - VU =u"* - V,U° + u* 05U,
= B;, + B;.
The term Bj is easy to bound by the aid of the uniform estimates (3.5.1). The term B is

slightly more involved, but the methodology is the same. Let us consider a smooth, com-
pactly supported function ¢. Integrating by parts and applying Holder inequality we deduce

/ u><05U° ¢ dxdt’ = / U® (div, u"*¢ + u** 95¢) dzdt|,
R4 xT3 R4 xT3
SN oo, sz2rsy IVRUSl oy ooy 191 2 spoe sy
+ HUEHilg)C(M;Lng) H33¢HL2(R+;L%L2/3) -
But indeed

2
|’U€"LiC(R+;LgL§) <C |‘UEHL120C(R+;L2(T3)) "UE"LIQ()C(R+;H1’O(T3)) :

Indeed (3.5.1) assures us that U € L2 (R, ; H'Y (T?)) uniformly in &, whence, by density,

loc

we proved that (9,U¢), is bounded, uniformly in ¢, in L2, (Ry; H™) where N is large.

loc
It suffices hence to apply Aubin-Lions lemma (see [4]) to deduce the claim. [

Proposition 3.5.1 asserts hence that (up to subsequences, not relabeled):
Us=U+r",

2 (Ry; H"(T?)) perturbation and U is a non-highly-oscillating state. In
what follows we denote as Vg the projection onto the non-oscillating space defined in (3.3.7)
of the limit non-highly-oscillating state U, similarly Uy is the projection of U onto the os-
cillating subspace. The element €2 is indeed defined as Q = —9,U! + 0,U? — Fo,U%.

where 7€ is an L2

First of all we have to make sense of a convergence of the form
Q° (U, U%) —» Q(U,U),

where U is a weak solution of the limit system (S) of which we can say at best that it belongs
to the space

U e L™ (Ry; L* (T?%)), ViU € L* (Ry; L* (T%)) (35.2)

thanks to Theorem 3.1.10, and (U?),., a (not relabeled) sequence of local strong solutions
of (FS.) which satisfy (3.5.1) uniformly in € and that converge to a limit element U in
L. (Ry; H™") for some n > 0. In fact in order to define Q in (3.3.14) we applied the
nonstationary phase theorem for smooth function. This is obviously not the case but by

mollification we can deduce the same result.

Lemma 3.5.2. Let (U®)_., a (not relabeled) sequence of local strong solutions of (FS.)
which satisfy (3.5.1) uniformly in € and that converges to a limit element U in L}, (R ; H™")
for some 1 > 0. Then the following limit holds in the sense of distributions

Q7 (U5, U°) = Q(U,U).
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Chapter 3. Primitive equations with null vertical diffusivity.

Proof. Let us define the mollifications

Ui = F (e ) Ua =7 () ¥)
Indeed
Q°(U°,U%) = Q(U,U) = @& (U°, U°) — & (U5, Uy)
+Q° (U, U3) — Q(Ua, Ua) (3.5.3)
+ Q9 (U, U,) —Q(U,U),
and

€ e 178\ _ (OE e rrey 2—=0
Q (U 7U ) Q (Uou Ua) —0> 07 (354)
Q (Uom Uoz) - Q (U7 U) i)O,

weakly since Us 22% U=, U, 2% U in LS (Ry; L* (T3)). As the space domain T? is

loc
compact we do not require a passage to subsequences on the parameter « but the convergence

holds true for the entire sequence. Next we can say that
Q" (U5, Ug) = Q(Ua, Ua) = (Q° (U, Ug) = @ (Ua, Ua))
+ (Q€ (Uou Ua) - Q (Ua7 Ua)) 9

and again, for > 0 fixed

Q° (U2, U2) — OF (Ua, Us) =50, (3.5.5)

weakly since US =% U, in L%. (R, ; H™") due to the topological argument performed in

Proposition 3.5.1, while finally we can apply the nonstationary phase theorem on Q° (U,,, U, )—
Q (U, U,) deducing that

O (Ua,Us) — Q (U, Us) =250, (3.5.6)
in the sense of distributions for « > 0 fixed. Whence (3.5.3)—(3.5.6) imply that, fixed
a (possibly small) positive o > 0, considering a ¢ € D (R, x T?), there exists a ¢, =
o () > 0 such that ¢, — 0 as & — 0 and such that

lim
e—0

/ (Q° (U5, U°)—Q(U,U))-¢pdx dt‘ < Ca. (3.5.7)
R+ xT3
The left-hand side of (3.5.7) is indeed independent from the parameter «,, whence

lim
e—0

/ (QF (UF,U%) — Q(U, 1)) - ¢ dx dt’ < lim ¢, = 0.
R+XT3 a—0
[

We underline the fact that the following calculations are an adaptation of the ones present in
the work [72] to the case of anisotropic viscosity. For this reason many calculations shall not
be carried out in detail, or we shall directly refer to the work [72] and references therein.

Once the convergence for the bilinear interactions is formalized we focus to understand
how the global splitting introduced in Section 3.3.1 can be applied on bilinear interactions of
elements which are not smooth.

P. Embid and A. Majda proved the following lemma in [62]:
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3.5. Weak convergence in the weak limit as ¢ — 0.

Lemma 3.5.3. = ((FQ° (U=, U%) 1]z (1) )eu) > vaG - V. The limit holds in the
sense of distributions.

Proof. Let us compute

FH((Fo (U5, U%) |l 60(”))C4) — Vg * V2
=F 1 ((FQ (U, U) [Inlpe(n)) o) — FH ((FQ (UL US) |10l (n)) o)
+F ((}—Qa (U, U3) }Iﬁlpeo(n))@) — UQG.a - V4
+ VG, - V4 — Ve - VL

The element

FH(FQ U 0) [lalpe’(n)) o) = F ((FQ (UL, U2) |17l (1) ) )

D' (R4 xT?)
— 0,
a—0

since U], 220 U* in L (Ry; L?). Next applying the nonstationary phase theorem and

Lemma 3.3.1 we can say that
FH(FQ UL U [l e (n)) ea) — vaga - VQa — 0,

as ¢ — 0 in the sense of distributions. Lastly again we can argue as above in order to state
that

D' (Ry xT?)
UVQG,a * VQQ — UQG - vQ ——O——> O,
a—
since voG.» — Ugg and Q, — Qin L (R ; L?), concluding. O

We want to understand which are the projections of D*U on the oscillatory and non
oscillatory space as € — 0. This is easily done if we consider the formulation of the limit
form as it is given in (3.3.15). Let us consider the projection of the limit linear form onto the
potential space defined by @ = F~ ((FU ||7t|p %) s ),

(FDU

ilpe”) e = Y (DU ()] e (n)) o, (e ()] litlp )

wil=0

As it has been pointed out above e 1 e*, hence a = 0. On the other hand if we consider the
limit set w®® = 0 with the fact that a = 0 we easily obtain that w’(n) = 0, whence b = 0 as
well, hence we obtained that

(e(E)e()

FH (i) |

ﬂ (ZQG (Dh) Q

v (nf+n3) + vV F*n3 ~
=F! — 2 (A3 +n3) Q, ).
< i3+ n + F2nj (i + 722)
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Chapter 3. Primitive equations with null vertical diffusivity.

In the same way, defining U* = (FU|e”) e*

e—0

t t
—lim L <—g> DL (g) U§sc = Qosc (Dh) Ucfsc

=F Y (DU )| e (1) ey e ()

a,b=%

We want now to understand which form assumes the limit as ¢ — 0 of the projection
of Q° (U¢, U?) onto the oscillatory subspace Ce™ @& Ce™. In particular the following result
holds true:

Lemma 3.5.4. For every three-dimensional torus T we have
QS (US’ Ue)osc ﬂ (Q (VQG7 UOSC))OSC + (Q (U0S07 VQG))OSC + (Q (Uosca Uosc))osc . (358)

Proof. We avoid to give a detailed proof of such result since the proof is very similar to the
one performed in Lemma 3.5.3 but using Corollary 3.3.4 instead of Lemma 3.3.1. [

The above lemmas hence states that in the limit € — 0 there is no bilinear interaction of
kernel elements in the equation describing the evolution of U.

Whence the filtered system (FS.) can be described, as € — 0, thanks to the following
two systems:

( 8,59 + U(}SG Vi + aQG (Dh) Q =0
dth UgG = div VoG = 0 (359)
Q - QO

\ t=0
( atl’]osc + (Q (VQGa Uosc))osc + (Q (Uosca VQG))OSC
+ (Q (U0307 Uosc))osc + Gosc (Dh) Uosc =0

div tpse = 0 (3.5.10)
L Uosc = Uosc,O = (‘/0)

t=0

osc *

System (3.5.9) represents the projection of the limit system onto the non-oscillatory potential
subspace defined by €2, and (3.5.10) represents the projection onto Ce~ & Ce™.

Vi
It is easy to deduce from (3.5.9) that if Vg = 0 AIZIQ then
—F03
( v}JL_
_ -1 (,h
8tVQG + CLQG (Dh> VQG = — 0 AF (UQG . VhQ) ,
—OsF (3.5.11)

divy, ’UgG =divuge =0
VQG( = Voo = (ViH,0,—Fs)" A7,
t=
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3.5. Weak convergence in the weak limit as ¢ — 0.

We remark that in (3.5.10) the term Q (Usgc, Uosc) represents a bilinear interaction between
highly oscillating modes, i.e. we are taking into account some potentially resonant effect
such as in [123].

The following lemma gives a connection in terms of regularity between the solutions of
(3.5.9) and (3.5.11), and will result to be extremely useful in the energy estimates for the
global well posedness of the limit system.

Vi
Lemma 3.5.5. Let ASASQ € L2 (T3), with Vog = 0 AR'Q. Let o € [0,1], then
—Fd;

there exists a uniformly finite (in o) constant C, depending only on o such that

| A7 Ay 0= AJATQ

<G
L2(T3)

L2(T3)

Propagation of the horizontal average.

In the following lemmas we identify some conditions which suffices to guarantee that the
horizontal average of U = Ugg + U, solution of the limit system (3.5.10)-(3.5.11) is pre-
served for each time ¢ > (. This turns out to be very important since we are dealing with
periodic functions, hence, generally we cannot use inequalities such as the one stated in
(3.2.8) or Corollary 3.2.5 unless the horizontal mean of the function considered is zero. It is
in this setting that the condition (P) shall play a fundamental role.

Lemma 3.5.6. Let Vi the solution of (3.5.11), if we define

1
@(ta%) = W - Vaa (t; yn, x3) dyn,
h h

then
at@(t, {Kg) =0.
Proof. 1t suffices to remark that
(—(92, 81, O, —Fag)T AEI (USG : th) = (—62, 81, 0, —Fag)T Af_yldth (USGQ) .
[

Lemma 3.5.7. Suppose that the limit system (3.5.9)—(3.5.11) is well posed. Then, setting
U= VQG + Uosc

3t/ U(t, zp, z3)dx, = 0,
TS,

for almost every torus T C R3, and F # 1.

Proof. Taking in consideration the oscillatory part described by equation (3.5.10) it suffices
to prove that

Q (VQG7 Uosc) dxh - Q (Uosw VQG) dxh - Q (Uosw Uosc) dxh - O,

2 2 2
Th Th Th
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Chapter 3. Primitive equations with null vertical diffusivity.

we consider at first the term sz Q (Vog, Uose) dzp,. To do so we consider
h

F | Q(Vog, Usse) day = > (nside (k) Usse (m).
’]T c

" R e o.n)

b,c=+

k+m=(0,n3)

=0

If we look what the term 03 (k) is we can easily deduce that 63 (k) = Vag (k)€ (k) €% (k),
where €° is defined in (3.3.4) and €% is the third component of €°. Looking at (3.3.4) we
immediately notice that e%3 = 0, and hence the above value is null.

Next we consider the following term

F | QWaeVoo)dun = 3 (((sithe (k) Voo (m))

TZ
3 a,0,c _
wk,m,(O,n3)_0
a,c=+
k+m=(0,n3)

(3.5.12)
to show that the above quantity is zero we have to study the summation set. Recall that
the eigenvalues are given by formula (3.3.4), the right hand side of the above equation has
been evaluated explicitly thanks to the explicit formulation of the bilinear form Q. The
formulation of the summation set turns out to be quite simple thanks to the relation n;, = 0,
writing down in fact explicitly the relation WZ:?éfng)—k,(o,ng) = 0 ! we deduce that we are
considering the following modes:

Ki={keZw"(k)=1}.
The equation w™ (k) = 1 characterizing K. reads as
. . 1/2

(Fi + i)

|k

— +F

which is equivalent to
(F2 = 1) |ka|” = 0.

It is trivial that this relation is satisfied only if k£, = 0, but let us consider now in de-
tail what the element @5, (k)| 4, appearing in (3.5.12) is. By definition @} (k) =
(FU (k)| e* (k)) e*? (k), where e (k) is the third component of the oscillating eigen-
vectors defined in (3.3.6), i.e. 53 (k) = 0. Whence @3, (0, k3) = 0 and this implies that the
contribution in (3.5.12) is zero.

Next we shall deal with the more complex term, namely the term

/ (Q (Uosca Uosc))osc dl’h,
T

2

h
being the deduction for the other ones appearing a matter of straightforward computations.
In this term there are present interactions between perturbations which do not live in the

''(0,n3) — k = m and we recover the same summation set as in (3.5.12).
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3.5. Weak convergence in the weak limit as ¢ — 0.

kernel of the penalized operator. In this context the resonance set defined in Definition 3.1.6
shall play a fundamental role. Let us consider the explicit expression of the above term

/ (Q (U0307 Uosc))osc da:h
T2

=r 1 Y ( > U (k) myU" (m)

Kiomgy \I=123

e’ (0, n3)> e (0,n3)
4

We prove that the above quantity is zero by proving that IC?OM) = (). Since n;, = 0 and we

have the convolution constraint k + 1 = 7 we immediately understand k, +m, = 0, ie.
!k;h‘ = || = A. Writing down the resonant equation we obtain the following equality

(F2i2 +22)'* (F2m2 1 222

— 41,
2+ i) (w3

Taking square (twice) and after some algebraic manipulation we obtain that the above equa-
tion is equivalent to

(A 4+ FPXm5 + 35 (— (=2 + F) N +1m3)) 2 =4 (N +£3) 2 (W +m3) (A + F?m3).
We multiply the above equation for a$, obtaining the new equality in the unknown p? = A\?a3

(' + P2 + B2 (— (<2 + F?) 1 4 m3))
=4 (PP + k) (1 +m3) (0° + F’m3), (3.5.13)

and
as 2 as 2
p? = Naj; = (—) k2 + (—) k3 = ikt + poks.
a1 az
Since the torus satisfies the Condition (P) we know that F' = r1/ry € Q, hence we can
transform the expression in (3.5.13) into an equation of the form P (u) = 0, with P € Z [u].
Whence by the definition of Condition (P) given in Definition 3.1.8 we argue that

o If iy = a2/a? € Q the (3.5.13) can be rewritten as P () = 0 where deg P = 4,
hence by hypothesis in Definition 3.1.8 we have that p» is not algebraic of degree
smaller or equal than four, this implies that the equation P (142) = 0 has no solution,
concluding.

o If up = a3/a% € Q the procedure is the same as above, but symmetric (see Definition
3.1.8).

]
We have hence identified some conditions under such we can say that the horizontal mean
e—0

with zero horizontal average we can use freely (3.2.8) and moreover the following Poincaré
inequality ||U|| p(ps) < C [[VAU| 1o g3y » holds.

t
of the limit function U = lim £ (——) V¢ is preserved. Hence if we consider initial data
€
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Chapter 3. Primitive equations with null vertical diffusivity.

3.6 Propagation of /7" regularity.

3.6.1 The quasi-geostrophic part.

Section 3.4 ensures us that there exists a solution U for the limit system (S) which is
U eL™ (Ry; L* (T%)) ViU €L? (Ry; L? (T%)) .

The scope of the present and following section though is to prove if, under suitable initial
conditions, the equations (3.5.9) and (3.5.10) propagate H"* regularity.

Proposition 3.6.1. Let Q2 be a solution of (3.5.9). Then if Qy € L* (T?) Q € L™ (Ry; L? (T?))
, Vil € L? (R, ; L* (T?)), and in particular for each t > 0 the following bound holds true

t
2 2 2
12 rs) + 20/0 VRS2 sy A7 < OIS0l 213y -

This is a standard L? energy estimate on the parabolic equation (3.5.9) which has been
already proved in Theorem 3.1.10.

Proposition 3.6.2. Let Q) be the solution of (3.5.9) and let Qg € H®* for some s > 0. Then
forallt € R we have that Q € C (Ry; H*®) and V;,Q € L? (Ry; H*®), and in particular
the following estimates hold:

t
1) e + € / V42 .. dr
2C
< 190l 0 {22 (1 W0l ) 901} B8

Proof. Applying the vertical truncation A} on both sides of equation (3.5.9), multiplying
both sides for A} and taking the scalar product in L* (T?) we obtain

0 s + AT ) < (2 (e - V52) [ 2302

2 dt L2 |

By use of Cauchy-Schwartz inequality and (3.8.1) we obtain

|85 rs) + € 123900 o s

< C 2720, (1) [0 ) 9082 oty 123 7025

ord
LQ T3 HO,s HO,s

VAl 2 s 1€ pro.s

th”HO,s (362)

We recall that in (3.6.2) (by),, is a ¢ (Z) positive sequence which depends on €2 and such that
>4 bq (t) < 1. Multiplying equation (3.6.2) on both sides for 2245 summing on ¢ € Z and
using the convexity inequalities 2ab < a® + b* and ab < 1a* + 3b%/? we obtain

1d

55 190 + IV

<5193+ C (14190520 ) 19032 ) 1230 363)
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3.6. Propagation of H%* regularity.

whence, applying Gronwall inequality to (3.6.3) in [0, t] we get the bound
t
19O +c [ IVA2A e b7

t
< Ol {20 [ (14 19060 ) 19482060 gy 05

Hence, considering that Q) is bounded in L (R ; L? (T?)) and V) is bounded in L? (R, ; L* (T?))
we deduce the estimate (3.6.1). ]

Remark 3.6.3. In Proposition 3.6.2 we do not require the initial data to be of zero horizontal
average in order to propagate H°* norms. ¢

3.6.2 The oscillatory part.

We can now turn our attention on the oscillatory part U, solution of the equation (3.5.10).
Indeed the terms Q (Vog, Uose) and Q (Uese, Vo) present in (3.5.10) should not present a
problem in the propagation of regularity, being linear in Uy.. The term Q (Ups, Uosc) though
is a bilinear term of the form /—A (Upse ® Uy ). Fortunately as pointed out in Lemma 3.8.4
the bilinear form Q has better product rules than the standard Navier-Stokes bilinear form,
this will allow us to recover the global well posedness result for (3.5.10) as well.

Lemma 3.6.4. Let U be the weak solution defined in Theorem 3.1.10, then Uy, = U — Vo
satisfies the energy bound

t
2 2 2
| Usse (t>||L2(’]I‘3) + C/o [V Uose (T>||L2(T3) dr < C ||U0||L2(T3) :

Proof. The proof stems from the fact that Uys. = I1ocU where 11, = 1 — Ilgg is a pseudo-
differential operator of order zero as it has been explained in the proof of Theorem 3.1.10.

]

Proposition 3.6.5. Let Uy be the solution of (3.5.10) and Vg0, Ussco = 0. Let T3 sat-
isfy the condition ((P)) and Ussc, Q0 € H* for s > 1/2, then Uy € C (Ry; H*®) and
ViUsse € L? (R ; H*®) and the following bound holds

t
Wore (6) B0 + / Vo (7). d7
2C 20
< C || Usseol 0.0 €xp { {IIQOIIHOS exp {T <1 + ||Q0||312(’]I‘3)> ||Qo||i2(1r3)}

2 2
+ (14 10 aes)) 1000 22| -

Proof. As in the proof of Proposition 3.6.2 apply the vertical truncation A} on both sides of
(3.5.10) and taking scalar product in L? (T®) we obtain

VUvosc +CHA vh osCHLQ(Tg X | A;Q<VQG7UOSC)‘ A:;Uvoscﬂ

+ ’ A;Q Uosm VQG ‘ A; osc)’ + |(A;Q (Uosca Uosc)’ A;Uvosc)} .

L AUl
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Chapter 3. Primitive equations with null vertical diffusivity.

Taking moreover in account the estimates (3.8.8) and (3.8.9) the above inequality turns
into

3ot 18300y + 25900
< Cby (1) 272 V3| goss IV Uosell jrows [|Uosell 0.6
+ Oy (£) 272 Q2. (IVAQULZ, (Vo | 2, [V Uose 1212,
+ Oy (£) 272 | V3 Uosel| 2grsy 1Uoscll o |V aUoscll o (3.6.4)

—20s 1/2 1/2 1/2
+ by (£) 272 | Usse | o) V0 Uose | oty | Uosel 7

3/2
L2(T3 HO,s vhUOSCHHO,S :

We recall that (b,), is a ¢* (Z) positive sequence which depends on €2 and U, and such that
>4 bq (t) < 1. Multiplying both sides of (3.6.4) for 2245 summing over ¢ € Z, and using the
inequalities 2ab < a? + b* and ab < %a‘* + %b‘l/ 3 we obtain

d 9 5
E ”UOSCHHO,S +c thUoscHL2(T3)

<26 (1 19030.) V450 + (1 + MVosellFages) ) 19Tl ace9) ) 1Uose o
(3.6.5)

applying Gronwall inequality to (3.6.5) we obtain

t
U0 + ¢ / Uo7 dir
t
< C [Unes 2 exp {20 / (14 190 E0s) 1922 30 +
0

(1 Woel) a5y ) IR Uose () sy 0}

concluding. [

3.6.3 Proof of Theorem 3.1.12

At this point it is very easy to prove Theorem 3.1.12 Let us consider a data V, € H%* Q) €
H%% s > 1 and V, with zero horizontal average. Thanks to Proposition 3.6.2 we have
that Q € C(Ry; H>* 1) NC (Ry; H*®), Vi € L* (Ry; H**~ 1) N L? (Ry; H**), which
in particular implies, thanks to Lemma 3.5.5 that A%V € C (Ry; L2 (T?)), ViASVoe €
L? (Ry; L* (T?%)). Since Vg is defined as Vog = IlggU where Ilog is a Fourier mul-
tiplier of order zero which maps continuously any H** space to itself, this implies that
Vog € L™ (R4, L?), Vi Vo € L? (R, L?) since U is so thanks to Theorem 3.1.10, hence
Vo € C(Ry; H*) ,V,Voe € L? (Ry; H**). For the oscillating part it suffices to apply
Proposition 3.6.5 and the proof is complete.

We outline how to prove that solutions to the limit system are H%* -stable, for s’ €
[—1/2, s) globally with a continuous dependence of the initial data. To do so consider the
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3.7. Convergence of the system as ¢ — 0.

two solutions Uy, Us to the limit system

( 0,U, + Q(Uy,Uy) = DU, =0
divu; =0 (3.6.6)
U1‘ = Ui
\ t=0
( 8tU2 + Q (UQ, UQ) - DUQ == 0
divus =0 (3.6.7)
\ Us| = Usp.

Subtracting (3.6.7) from (3.6.6) and setting U = U; — U, we obtain the following system

OU + Q (U, U) + Q(U,Us) — DU =0

divu =0 (3.6.8)
U = UO - Ul,O - U270.

t=0

We apply now a stability result proved by M. Paicu in [125], namely Proposition 3.2.9, to
the system (3.6.8). This gives the following estimate

t
0103 +e [ 1940 ()20 y dr
t
< OO oy exp { | @1 @) 1940 @) 0e
K 2 2
+ [ 10 Ol) 1940 ) dr

t
b [ 1 Ol 19402 (0 dr} -

The argument of the exponential is indeed uniformly bounded thanks to the estimates on the
limit system performed above, whence if ||Uy ||i10,, 1 is small the whole right hand side of the
above equation if small. Since moreover

t
U0 + / IV ()0 d < C (Ul120)

uniformly in ¢ by interpolation we prove the assertion stated above. 0

3.7 Convergence of the system as ¢ — (.

Remark 3.7.1. We point out the fact that Proposition 3.2.9 can be applied as well to systems
with the form

Ow + Q° (w,w) + Q° (u,w) — ap (D) w =f, divw =0.
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Chapter 3. Primitive equations with null vertical diffusivity.

Remark 3.7.2. In the present section our aim is to use Proposition 3.2.7 and 3.2.9 to the
systems (FS.) and (S). Let us compare these two systems with (NS;,): the only structural
difference between these two is that in (FS.) and (S) the Poincaré semigroup couples velocity
field and temperature v°, 7 in a new variable U*®, but the structure itself of the equation is
unchanged. For this reason Propositions 3.2.7 and 3.2.9 can be applied in the present case.

We shall require as well the following result

Lemma 3.7.3. Let f € H>*, 5,5 € R such that the horizontal average f € H?'. Then

1]

Hg <Al ggensr -

Proof. Since the element f is the horizontal average of the function f we can indeed argue

that
s =7 ((f0.m) ),

at least in 2. Whence calculating explicitly the Sobolev norms

1o~ 2
1l = > (W +nd)’ ‘f(O,ng)) : (3.7.1)
n3€EZ
S s/ A 2
1A e = > (L4 nal?) (14 n3) ’f(nh,ng) , (3.7.2)
neZz3

Comparing the expressions in (3.7.1) and (3.7.2) we remark that (3.7.1) is the restriction of
(3.7.2) on the fiber {n;, = 0}, concluding. O

Remark 3.7.4. Let us recall that Theorem 3.1.4 implies that for each £ > 0 fixed there exists
a maximal time 7 < oo such that for each 7* < T and s > 1/2 the function U¢ belongs
to the space

U® e L™ ([0,T%]; H*®), V,U® € L? ([0,T%]; H*) .
¢

We prove that, given Vi € H% s > 1, the solution of our filtered system (FS.) con-
verges to the solutions of the limit system (3.5.9), (3.5.10) in the sense that

lim <v5 —L (é) U) =0 inC (R ; H7)

e—0
: € _ t _ . 2 . 70,0
g%vh(v £<E)U)—0 in L? (Ry; H”7)
Vi
for o € [1, ), where U = Uy + Uqgg and Ugg = Vg = 0 AL'Q with  solution
—F0q

of (3.5.9). A suitable change of variable has to be performed so that the singular perturbations
cancels among themselves. The same method has been studied in a wide generality by 1.
Gallagher in [72] in the generic context of parabolic (nonlinear) equations with singular,
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3.7. Convergence of the system as ¢ — 0.

linear, skew-symmetric perturbation. We mention as well the works [79] and [123] in which
such technique has been used.

We want to underline a major difference between the application of Schochet method in the
present work and in the work [123]. In [123] in fact the convergence takes place for the
values of o between 1/2 and s. Indeed in our case o € [1,s). This difference is motivated
by the fact that our limit system is globally well posed in H%*, s > 1 only. This is due to the
fact that we have been proving the propagation of H%* s > 0 data for () in Proposition 3.6.2
and hence we have applied Lemma 3.5.5 to state that H°*, s > 1 data is propagated for Vgg.

Let us denote T the maximal lifespan of U¢ solution of (FS,) in the space [ 0.5 (T3) with
s > 1, which exists thanks to the work [125]. Then there exists a time 7 > 7" > 0 such
that U¢ € C ([0, T]; H**) and V,U¢ € L? ([0, T]; H%*) uniformly in & small enough. Let us
define W¢ = U® — U defined on the interval [0, 7] taking values in H%*. We obtain that
W€ satisfies the following equation

OWE + QF (We, W#) + OF (U, W*) — DT W*
=— (D -D)U - (& (U, V) - Q(U, 1)),
divw® = 0,

Ws{t:() =0,

(3.7.3)

where the form Q‘E is symmetric, bilinear and defined via

Q°(A,B)=9Q° (A, B)+ Q° (B,A).

Let us define R (U) = Q¢ (U,U) — Q (U, U), where Q¢ (A, B) —(i;)» Q (A, B).
D/(R4 xT
It is it a strongly oscillating in time function, given by the formula
1 i£ a,b,c . b
R (U) = F Y (UM(k) (g — k) UP (n— k)| () e €(n) |
“’Z,’Z’ik,ﬁéo
1<y<3

where we have been using the notation wg;j’;im = w(k) +w’(n—k) —we(n), a,b,c € {+},
w*(n) defined as in (3.3.4), U%(k) = (U(kz) e“(k)) e?(k) and U7 is the j-th component
of U.

As well the function S5, = (D° — D) U is a highly oscillating function given by the follow-
ing formula

See () =F [ ST e (DU (n)] e (n) o () |

wﬁ’b;éo

and as well as R . even S5, — 0 as e — 0 only in D’. For the rest of the section when we

write the scalar product (| -) we implicitly mean (-] -)qa.
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Chapter 3. Primitive equations with null vertical diffusivity.

We decompose R . and S,

osc In high and low frequencies, i.e.

jLobe a,j d g
REMeU) =F " | Lgnieny Y, €5 bmrnleny (U (k) (ny — k) U® (n = k)| e°(n)) °(n) | ,
"-’g,’ifk,nio
1<5<3

Sggc]YLF (U) Z]:_l 1{\n|<N} Z e’%wﬁ'b (D(n)Ub(n)‘ e“(n)) ea(n)) ,

wf,,‘b;éO

and

RoYur(U) =FRg

0sc

Selur(U) =S

0sC

U) - R (U)
U) = Sl ().

Indeed the subscript fyr stands for high frequencies and the subscript fir stands for low
frequencies.
Concerning the high frequencies terms the following lemma hold

Lemma 3.7.5. If N — oc the terms Ri;]c\fHF(U ), Si;éYHF(U ) tend uniformly to 0 in ¢ respec-
tively in the space L ([0, T]; H="~'/?) and L? ([0,T); H~"*) forall 1 < p < 2, 5 > 1.

The proof of Lemma 3.7.5 is postponed to the end of the section for the sake of clarity.

The term Ri;]c\jLF(U ) tends only weakly to zero. In order to absorb it in the following compu-
tations we introduce the following notation

t .a,b
DE, — e'skin—kmn a,j c c
Rlue(U) =F 71 | Ljnjem Z — i Lniewy (U (K) (ny = ky) U” (t.m = B)] () ()
""k kn;éo kn—kmn

1<_7<3

wab

Soeerr (U) =F " | Lgjnj<ny Z
w® b;é()

7’L

We do as well the following change of unknown
Ui = W e (Blin(U) + S20(0) (3.7.4)

Considering the substitution defined in (3.7.4) into (3.7.3), and after some algebraic manip-
ulation we obtain that \I/fév satisfies the following equation
at\IjiF +5 Q (‘I’iFN» \I’iév — 2 (ézg]c\,fLF(U> + gigpr(U» + 2U> - Dg‘l’i’év
=TV (U), (3.7.5)

where
N
R(E)sc ,HF + Sosc HF + 6F
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3.7. Convergence of the system as ¢ — 0.

and
Iy =D" (Rf)chVLF + §§éi\,[LF<U)>
450 (R el0) + 550)) = (B + 55200(0)) —20) +
(Redie) + S2lik(0))  37.6)
and respectively

t .a,b,c
ez wk k.

pe,N, — a,j c c
Rt =F 7' [ Lgmeny D L aieny 0 [(US(t k) (g — k) U? (1,0 — )| () ()]
w?® Zi 70 kn—k,n
kw1<jk&3

oe, Nt _ +——1
Sosc,LF =F

(n)Ub(t, n)‘ e“(n)) e“(n)]) .

w20 !

Lemma 3.7.6. The term 1'; given by the relation (3.7.6) is bounded uniformly in ¢ by a
constant C'(N') which depend solely on N in the spaces LP ([O, T}, H*17*1/2) for1 <p<2.

Proof. The result is due to the fact that we are considering functions localized in a ball of
radius N in the frequency space, hence we can gain all the regularity that we want at the
price of a constant which behaves like a power of NV, and, in particular if w°, wZ ZC ko 70

implies that

1 1
< C(N).
ai?| Joress

Whence we easily obtain that I'§; belongs to the space L? (R, H~»~'/2) and that is uni-
formly bounded by a constant C'( V). O

We remark that for ¢ sufficiently small the term U — ¢ (E;JCVLF(U )+ gﬁ;iYLF(U )) has a

small horizontal mean in /1, whence we can apply Proposition 3.2.9 to equation (3.7.5) in
order to obtain, for all ¢ € [0, 7] the following bound

2

2
o e @), < C000l)

2 t ¢
H0,—1/2 +/0 HFE,N(T)HH*LA/2 d7‘—|—/0 ”FE’N(T)HJQLI*L%N dT)
t
<o { [l nar
0

t eN 2
+/0 (14—H\DL’F () ‘HM) th\p (r )HHO’SO dT}. (3.7.7)

Since we want to obtain global in time solutions it is important to have IV at the same
time in both spaces L' (R ; H~"~'/2) and L? (Ry; H 11/?).

+c
HO,71/2

«([Jvi o)
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Chapter 3. Primitive equations with null vertical diffusivity.

* We remark the fact that writing the estimate (3.7.7) we have been using implicitly the

bound
C

t ~
/0 L+ 1T ()1 Fr00) IV AU (1) 3000 d7 < — Cloll o) -
for so > 1, and we denoted C (||U || ,;n0.50 ) = exp {% CN(HUDHHO,SO)}.

* We used Lemma 3.7.3 to deduce the inequality

=2 ()]

HU_I/2 g HF&N (T)HH—I,—l/Q )

which has consequently be applied in order to deduce (3.7.7).

Considering Lemma 3.7.5 we can say that for each 7 > 0 there exits a large enough N
such that, setting X = L' (R; H-"Y2) 0 L2 (R, H 1712,

N N n
HRisc,HF + S(fquFHX < 57
and thanks to Lemma 3.7.6 for ¢ sufficiently small

Il < cCV) < 3

Y

whence we obtain that
0= <.

Thanks to the definition (3.7.4) we can argue that for each 7 > 0 and ¢ < 7" time of local
existence of the solutions, there exists a £, = &1 (1, T') such that for each € € (0,¢;):

2 t
+c
HO,—1/2 0

in the same way we can write

2

|wid ) - we VAU (r) = Ve (7)

n
HO—1/2 T < €C(N) < 5,

|wi @) ., =] Redie W) + S5l @), <) Wollne <

n
5

HO,—1/2 HO,—1/2

Whence for ¢ sufficiently small and ¢ € [0, 7) we have

2 t
+ c/
HO,—1/2 0
t 2
<Cn <1 + exp {/ ) dT}) . (3.7.8)
0 HO,SO

We want to use now the definition of lIfiéV given in (3.7.4), in particular this implies that
H\Ifiév H = ||We|| + On(e) for N fixed. This means that U5 and 17/¢ have the same norm

2
|wi )

th’i’év(T)‘

FO0,—1/2
2

Vh‘I’iFN(T)‘

(1 + e

HO,SO
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up to an error which is comparable to € which is, anyway, considered to be small. Whence
(3.7.8) gives us that

WO+ [ VAV
<Cn (1 + exp {/Ot IVAIVE(T) 30,00 (14 [WE(T)] 050 ) dT}) . (379
For the real numbers s’ € [—1/2, s| we introduce the following continuous function
P 0= IO+ [ (1 1) ) )

The function ||[TW<(t)||3.. is defined on the interval [0, T*), by use of (3.7.9) we get

fe12(t) < Cn, (3.7.10)

foreacht € [0,17).
We consider now an sy > 1 and the maximal time

Tjozsup{0<t<T;

feso (1) <1, foreach 0 < ¢ < TSO} )

Interpolating between H%~'/2 and H%* we get
foo () = O ("09) < 1, te0,T:), (3.7.11)

where 0 < 9 (s9,0) 2% 0and 0 < o € [—1/2, 50).
We consider at this point U¢ = W*¢ 4 U, since U has zero horizontal mean we can easily
point out that

Us(t) = WE(R).

Whence using Lemma 3.7.3, the definition of the function f; , given in (3.7), and the small-
ness property on f. , given in (3.7.11) we deduce:

IWE@) g < WO oo
feo (1),

0

<C
<Oon?? <« 1.

Since the horizontal average of U* is small we can infer via Proposition 3.2.7 obtaining, for
= (17 SO);

t
N0 + ¢ / VWU ()P dr

t
< CVollgo.s exp (/ (1 + 10 (D 7r0.0) VAU (7). dT) , 3712
0
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Chapter 3. Primitive equations with null vertical diffusivity.

on the other hand 0 < ¢ < T7°, and since U® = W* + U we get

t
[ @+ 100 ) 190l
t
<fw(t>+/ (1 + U 200) VAU (7) | 300 A + Fy(2). (3.7.13)
0

F, (t) in particular is defined as

t

t
Fr )= [ (14 105 @) ) 190 (0o dr [ (110 ) ) 193 () e
K 2 2 2
S / (14 172 Dllig0. ) IVAU (D0 &7 + (14 101G, 10) ) Foor ()
S (?&15 fe,a) ||vhU||L2(R+;H0’U) + (1 + ||U||ioo(R+;H0,a)) feo (),

which in turn implies that, considering the above estimate in (3.7.13),

t
/0 (14 U5 300 IVAU% () ds

t
< fonlt) + / (14 1T o) VAU ()2 dr
+ <S[élg fe,cr) ”vhUHLQ(R_HHO’U) + (1 + HUHiOO(R_F;HO’U)) feo (1)

We have seen though that in [0,77°) that f., (f) < 1 for o € (—1/2,5¢), and since U €
L>*(Ry, H%) and V,U € L? (R, H*") for o € (1, s (this is simply Proposition 3.6.2
combined with Lemma 3.5.5), we obtained that

t
| Q10 ) 190 ) ds <

If we consider the above bound in (3.7.12) we have hence obtained that
2 ¢ 2
0@+ ¢ [ 19 s s < €.
0

for all times ¢ € [0,77°) and s > 1. We deduce that 7*° = T and since the constant C'
is independent of the time ¢, this implies that U¢(#) can be extended in H°* beyond T* and
hence we obtain that 7 = oo as long as ¢ is sufficiently small. Recalling that ||[IW¢|| = o(1)
in [0, 7*) we deduce that U¢ — U globally in time in H%° for —1/2 < 0 < s.

Proof of Lemma 3.7.5: In the following the index s addressing to the anisotropic Sobolev
space H"* is always considered to be s > 1. An interesting feature is that if s > 1/2
then [ is a Banach algebra. We shall use this property all along the proof. We perform
at first the estimates for the term Ri;]c\fHF. Since U(t) is of zero horizontal average for all
t > 0and V,U € L*(R,; H**) we obtain that U € L? (R,; H%*). Consequently U €
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3.7. Convergence of the system as ¢ — 0.

C (Ry; H**) N L? (Ry; H**), and, interpolating U € L¥ (R, H**) for each p’ € [2, oc].
Let us observe that the term Ric gr can be decomposed as

e,IN e, N
Rosc JHF — Rosc 1 + R

0sc, 2?
where we denoted
e,N —1 e,N
Rosc 1 — =F (1{|n\2N}Rosc,HF) )

and

RGN =F ' [ Lymeny Y. ek knlygyong (U (k) (nj — k) U (n — k)| e(n)) e(n).
w;::.fk,n?éo
1<7<3

For the first term we use the fact that we are on the high frequencies and of an element
in L? (R4, H~"~%/2) which tends uniformly at zero as long as ¢ — 0 thanks to Lebesgue
theorem and Sobolev embeddings. In fact

(3 wer e e )

k+m=n
= U Q Ul o.1r2
SNUW g2 -

HRosc( )HH—l,—l/2 g

0,1/2

Now, since U has null horizontal average we can apply Lemma 3.2.4 to obtain finally that

[ RSse (Dl 1212 S 10Ul goss VU o -
Since L? ([0, T]) c L¥ ([0,T]) for p’ € [1,2) if we prove that || RS, (U )|]L2([07T];H_1,_1/2) <

— 0 as

oo we can apply Lebesgue theorem and conclude that HR;]CV 1

Lp’([o,T];Hfl»*1/2)
N — oo. But this is in fact true since
2
Vh,(]HI_[O,s

U gro.s 12

t
- / U ().

For the second term we argue as follows

2 2
ViU (7)o A7 < U100 0.y

‘VhU||iZ(R+;HO,s) . (3714)

| < fl( > Lsw ((U7() @ U'(m)| () ec<n>)

k+m=n HO0,1/2
<7 ( > Tguew (U] e*(h) ew«)) el
k+m=n H1/2:s
and, using (3.2.11) we obtain the following bound
e,N

HR0§02 ‘H 1,-1/2
1/2 1/2 2 1/2

<77 WgemU ) g0 17 (Lgerzny (V)" () | e 10300 IV N30
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Chapter 3. Primitive equations with null vertical diffusivity.

which evidently tends to zero thanks to Lebesgue theorem.
For the term S, ur 1t comes straightforward since

|

e,N
Sosc,HF

= |F | Lizny D @ i (D(n)U(n)| e*(n)) e*(n)
w0 H-1s

< C ViUl o - (3.7.15)

H-1,s

U

3.8 The energy estimates

In this appendix we refer to Vi and U, respectively as the solution of equation (3.5.11)
and (3.5.10). Moreover vqg, Uesc represents the projection of the first three components of
Voc and Uy

The aim of this section is essentially to give an energy bound for the bilinear term appearing
in equation (3.5.10).

Given a generic vector field u we refer to u as the horizontal average of w. This gives the
natural decomposition v = u + u. Since © has zero horizontal average the results given in
the Subsection 4.1.5 can be applied.

3.8.1 Estimates for the global well-posedness of the limit system.

Vi
Proposition 3.8.1. Let Vo = 0 ALY where ) is the potential vorticity defined
—F0;
in (3.3.10), then

(AY (vh - Vi) | AYQ) < €272, (t)
X I sy 19020 sy 130 VRIS + 1902 2 192 0

L2 ']1'5 L2(T3) HO,s

Vil o | 5
(3.8.1)

where (b,), is a " (Z) positive sequence which depends on ) and such that 3~ b, (t) < 1.
Proof. Thanks to Bony decomposition (4.1.11) we can write

A (Vg6 - Vi) = 52 i AyV R+
> ([Ay Sy 1vee] AyVaQ + (Sy vl — Su_yvas) AyAyViQ)
lg—q'|<4
+ > A (Sh VAL EG) . (3.8.2)

q'>q—4

and hence we can decompose (AY (vhg - V)| AVQ) = S I (q).
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3.8. The energy estimates

First of all, since div ,u¢; = 0 we have I} = 0. We remark that we proved in Lemma
3.5.6 that v} = 0. Whence v = #. Moreover V;Q = V{2, hence

I?(q) = Z ([AY: Sy vhs] AYVLQ| ALQ)
lg—q'|<4
= > ([25Sy-atba) 239a| 230) + ([Ay: Sy -1ba] 43V A02)
lg—q'|<4

=1 (@) + 1% (q) -

We consider first the term [ i’l. By Holder inequality and Lemma 4.1.10 we can deduce

2,1 _ v
BH@S Y 2 Syadstlall oy [ 20908 . 230 "
lg—q'|<4
we can hence apply (3.2.10) to the term \\S;,_lagagGHLW and (3.2.8) to HAVQ‘ s’ and
then (3.2.5) and Lemma 3.5.5 in order to deduce
21 2 ~h [|1/2 ~n||1/2 v
RH@ S Y 2R | ot | e 95V |y |2 th‘LZ .
\q q'|<4
1/2 _(1/2
N g 25
L2(T3) L2(T3)
Sby () 277272 Q| oy VAl g 1200 V602U, (3:83)

For the following terms the tools used are the same as for the term / fL’l (q), hence, we
shall not explain the procedure in details. For the term / 2’2 (q)

L% (q) S270||Sy 183UQG||L°°L2

AY th‘

thHHO,s
V| go.s s (3.8.4)

<, (£) 272072 |V,0 Vg oo ||Q||Ho,s
by (6) 2722 [V, ey 120

where in the first inequality we have used (3.2.9) and by Poincaré inequality in the horizontal
variable to obtain

||S¢;'—1831~)QG||L5°L2 < 277 |8y 1 Vadstgal| ooy

Next, we consider the term

Loy =Y ((S-1vge — S;-1vbe) L300 Vil £50)

lg—q'|<4
-y (( Y G — SUihg) ALAY, th(AV )
lg—q'|<4

o+ ((Sy-1ba = Si1e) A4y VA 832) = I (@) + 1 (a)
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Chapter 3. Primitive equations with null vertical diffusivity.

With calculations similar and since Supp F (S UG — SY_1vhg) C U 21C, and
lg—q'|<4
hence localized from above and below in the frequency space, using respectively in the first
inequality (3.2.10), Bernstein inequality, (3.2.8), (3.2.5) and Lemma 3.5.5

L' (@) < ) ||yt - Sg—lﬁQGHL%’Li
la—q’|<4

s 1/2 1/2
by (£) 2792729 | 0Voa | oty V003 Vgl ot sy 12
S 1/2 1/2 1/2
Sy (8) 277272 Q| | VRl oty 11211

L2(T3) L2(T3) HO.s

NTSAA

219

L2(T3) L2L}

VP2

HO,s

Va2, (3.8.5)

The procedure for the term I (¢) is almost the same as the one for the term ;"' (g), except
that we do not use (3.2.8) and we use Poincaré inequality in the horizontal variables

132 (q) < by (£) 279720 30 gy 19 e 1182 . (3.86)
The last term
[,‘f( ): (AV (5§/+2VhQA;/USG)‘ AZQ)
>q—
( (S542V0 ) | A30) + D0 (D) (SpuaVaQDy )| £32)

q'>q—1

=" (q)+ 1% (q).

Let us deal with the term /. ;‘;’1 (q). Applying Holder inequality we deduce

Z HAV’UQG

q¢>q—-1

HS;)'+2V}LQ”L2(T3)

239

L2rd
Using Bernstein inequality twice,(3.2.8), Lemma 3.5.5 and lastly (3.2.5) we deduce
||AV'UQGHL°°L4 S 277 HA;’USGHLM

S 2P ||0s 2 el g

<2 0a s | oy 105V 20 o
S270 HAZfQHlL/fm (el [y
Seq (1) 277277 QU0 1Vl
An application of (3.2.8) and (3.2.5) gives instead
[239]],,, S ea @027 UL IVaO (3:8.7)
whence we deduce the bound
I (q) < €277y (Q, ) [ VaQll 2 sy |92 ro.s (V321 prons -

To bound the term I,j"z (q) is a similar procedure and hence is omitted. Whence collecting
estimates (3.8.3)—(3.8.7) we deduce the bound (3.8.1). ]
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3.8. The energy estimates

Proposition 3.8.2. Let Vo and U, respectively be the solution of equation (3.5.11) and
(3.5.10), then if the horizontal mean of Vo and U, is zero (see Lemmas 3.5.6 and 3.5.7)
the following estimates hold
(A;Q (VQGu Uosc)‘ A;UOSC)LQ 11‘5 (AVQ (Uosm VQG ’ A Uosc LQ ']1*,3)
<C2” 2qsbq( JIVaU go.s | VaUose|l gro.s [[Uose | gro.s
20 1/2 1/2 1/2
+ 279, (1) Q0 o 1 V52 o | Uosell 370

(3.8.8)
vhUOSC||?I)_I/O2,s

(A;Q (Uosc; Uosc)‘ A;UOSC)LQ(T[%)
<qu (t) 2—2qs ||vhUoscHL2(T3) HUoscHHO s VhUOSCHHO,S
s 1/2 1/2 1/2 3/2
+ by (£) 272 | Usse | sy [V Uose | sy [ Uosell e |V Usel 3 -

(3.8.9)

The sequence (b,), is a 0* (Z) positive sequence which depends on Q, Uu. and such that
by (1) < 1

Remark 3.8.3. From now on (-|-) = (-]-) 2(ps ¢

Proof. We shall divide the proof of the above proposition in two parts, namely one part for
each estimate.

In the following we always consider s > 1/2, hence in particular the embedding HS — L°
holds true. Moreover we underline the fact that Vg (f) and Uy (t) have zero horizontal
average for each ¢ > 0 is the initial data has zero horizontal average thanks to the results of
Lemma 3.5.6 and Lemma 3.5.7, whence the estimates (3.2.8) and (3.2.11) can be applied in
this context as well as Lemma 3.1.2.

Proof of (3.8.8): in order to prove the estimate (3.8.8) we shall substitute the bilinear
form Q with the transport bilinear form. This choice is done only in order to simplify the
notation.

Indeed we have
[ (45 (vae - VUose)| A30se) | = | (24 (Vo6 - Valose)| 23Uosc) |
= |(diva & (UQG ® Usse) | £300sc) |
‘(A (uosc vVVQG ‘ A Uosc)l < }(dlvh AV ( Upse ® VQG>| Av osc)‘
(225 (v Voo) | A307)

0§C )

and indeed
| (divi A7 (vg6 ® Unse) | A500se) [ + [ (diva A7 (ugee ® Vo) | AgUse) |
2 ‘ (AV 0sc & VQG ‘ A VhUoscﬂ 9
whence
|(A; (UQG : V[]osc ‘ Av osc | + ‘(Av Uosc * VVvQG ‘ Av osc)|
<2 ‘ (AV ose &@ VQG | AvvhUosc)‘ + ‘(83Av ( Upse VQG)‘ AN Uosc)|
= Bu(q) + By (q)
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Chapter 3. Primitive equations with null vertical diffusivity.

Thanks to (3.2.5) and Lemma 3.1.2 we deduce

By, (q) S 2_2qsbq (t) HUosc ® VQGHHO’S
S 2729, (8) [[Vas ll 12

vhUoscHHo,s y
VhUosc”HQs . (3810)

Uosc”]—[l/ls

An application of Poincaré inequality and and (3.2.11) allow us to deduce that

IVasllgrree SNV RV gi/2.s s
1/2
< [ VaVasl e, /

HO,s *°

ViVaal|
An application of Lemma 3.5.5 leads to

VhQul/Q

IV Vool v

1/2 1/2
V2Vao || e S 11921

whence with use of (3.2.11) we deduce the bound

Br (q) S 2720, (1) |00 1e - IV A o [ Uosel o Vi Usse| 2o - 3.8.11)

The term B, can instead be written as
BU (q) = }(A; (dth u(})lsc VQG)‘ A;quc)|+|(A; (ugsc 83VQ(_*,)| A;Uosc)‘ = le) ((])"‘B,g (q) .

For the term B! (¢), applying (3.2.5) and Lemma 3.1.2

Bi (q) 5 2—2qsbq ( t) Hdlvh ugsc VQG”H*U?,S
S 272qsbq (t) HVQGHHI/ZS

UOSC ||H1/2,s
VhUoscHHO,s )

UoscHHl/ZS

which is the same estimate as (3.8.10) and whence we can deduce the same bound as for
By (q). ie. (3.8.11).

The term B? (g) is indeed less regular due to the presence of the vertical derivative. Similarly
as before we can apply (3.2.5) and Lemma 3.1.2 to deduce

B} (q) S 2720, (1) 10sVa6 | o 1 Uosell /2. -

Poincaré inequality and Lemma 3.5.5 imply
105Gl o.c S 105ViVaallgos S VAUl .0
while using (3.2.11) we can conclude with the following bound

B, (q) 27, (8) [Vl 0.1

UOSCHHO,S thUoscHHO,s . (3812)

Whence (3.8.11) and (3.8.12) prove (3.8.8).
Proof of (3.8.9): Lastly we consider the term

(A;Q (UOSC7 Uosc)| A:;(]05(:) = (A; Qh (U0507 Uosc)| A;[]()sc) + (AZQ3 (UOSC7 Uosc)| A\(;(]05(:)
=C"(q) + C" (q),
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3.8. The energy estimates

where Q" and Q2 are respectively defined as

Q" (Usse; Unse) =1lim £ ( t) ([' <t) U(ic) VL ( > osc
e—0 IS5 IS
Uose

: (3.8.13)

teti-pme(2)(e(2)) e (9

By aid of Bony decomposition as in (4.1.10) we can say that

(3.8.14)

Ch (Q) = Z (A;Qh ( ;/_1U0307 A;'Uvosc)‘ A;Uvosc)

lg—q'|<4

+ Z (A;Qh (Av quc, Sq/+2Uosc){ A;UOSC) = O{L (Q) + C;L (q) :

q'>q—4

By use of Lemma 3.8.4

CH@ S D 15Ul umo 185 Vel sy 1250 1720

lg—q’|<4

moreover since U is a vector field with zero horizontal average we can apply (3.2.8)

1/2 1/2
H —1 OSCHH1/2O ~ HUOSCHL/Q T3) ||VhUosc||L/2 T3)

1/2 1/2
VT YU YU
1830|1720 S 1 250ose | ey VAL osel| 2y

whence thanks to (3.2.5) and the fact that we are summing on a finite set of ¢/

s 1/2 1/2 1/2 3/2
CF (@) < by (8) 27 | Uosell oty | Valse | ey [ Uosell e [V Uosellzfe - (3.8.15)

Similar computations give us the result for C%, here we sketch the procedure. Respectively
using (3.8.21), (3.2.5) and summing on the summation set

C;L (Q) = Z (AVQh (Av Uosm S /+2Uosc)| A;Uosc)
q'>q—4

qu (t) 272 thUOSCHLQ(W) HUOSCHH&S thUOSCHHO,s : (3.8.16)

On the term C" we apply instead Bony decomposition as in (3.8.2) obtaining

Cc? (Q) = (Q3 (Sv 1U0§C7 AV 090)‘ AV osc)
+ > ose — Sy 1Uose, Dy Y Usse) | Ay Usse)

lg—q'|<4
v t ’ v t v t
q’—l ;C g UOSC Aq/agﬁ c UOSC Aqﬁ g UOSC

> i |2
4
+ Y (A1 (DY U, StaUnc) | A3Uusc) = 3 C (g

lg—q'|<4
q'>q—4 k=1
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Chapter 3. Primitive equations with null vertical diffusivity.

where Q3 is defined in (3.8.14). Let us consider the term C} (g) first. Integration by parts
and the fact that we are considering divergence-free vector fields gives us

v : v t ’ t v t v
Ol (q) :ll_{% - Sqfl (E (g) Uosc) 83,6 (g) AqUoscﬁ (g) AqUOSCd$
t Mt 2
i [ sy (e () ) e (4) ae
8—)0 T3 19 £

dz.
Moreover using the fact that £ (é) is an isometry on Sobolev spaces, and (3.8.21) we deduce

h 2
it [ sy (2(0) ) (2(0) s e

Sbl}(t)2_2qs ”VhUOSCHLQ(T3) HUOSCHHO,S thUoscHHO,s . (3817)

Let us consider the term C which is defined as
Cg (Q) = Z (QS (S;}_onsc - Z;/_onsca A;A;/[]osc) ‘ A;[josc)
lg—q'|<4
/U\a,3 T\ a,3 - /T b,C
>y (Sq_lU (k) = S5 U (k)) s Sy AU (m,n) AyU (),

|q7q/ ‘ <4 (k7m7n)elc*
a,b,c,d==+

where U"¢ (m,n) = <Ub (m)

e¢ (n)) e (n). Since the eigenvectors e can always be con-

sidered normalized to norm one we deduce ‘f] b¢ (m, n)‘ < |U* (m)|. At this point we can
use Lemma 3.8.4 to obtain the bound

Do D 85U = S U o 12525 0Uosc | 100 [125Uose | a0 -

lg—q'|<4a=%

We remark that the term U“ is in fact divergence-free.
Thanks to Lemma 4.1.8

1550 = 85U ooy S277 1551 = 551) U oo

<2_q H Sv — SU/ 1) vhUoscHLz(T3)

2529 05Usse | 120 S2° (| D585 Vose| 1120
Hence using first (3.2.5) and then (3.2.11)
C;} (Q) rS bq (t) 272618 thUOSCHLQ('I[‘S) HUOSCHHO,s ||vhUOSC||H0,s . (3818)

The term C¥ (g) will be handled in a different way. First of all, writing f. = £ (%) f and
considering that commutators can be expressed as convolutions (as it has been expressed in
detail in the Section 3.2.1, see equation (3.2.6)) we can write CY (¢) as

_hm Z / /]I‘IX01 (2%ys) (S/ 103 °SC5) (Tn, x5 + 7 (¥3 — y3))

\q 7|4

X a?)A;/Uosc,s (xh, X3 — y3) A;(]()sc,a (Zﬁ)dyngdl‘hdl'g,
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3.8. The energy estimates

with h(z) = zh(z) and h = F~'¢. Taking the limit as ¢ — 0, using the divergence free-
property we obtain the following bound

3 (g / S R |F (S Viliose) (03 4+ 7 (23— 9)) ()

|q 7'|1<a ! Tox01 (g yercr

X | (08 Unse (2, 25 = 95)) (n = k)3 Use(m) | g,

applying Lemma 3.8.4

Z /T 2qy3 ||S 1vhUo§c (xhv T3+ T ( y3))HL2(T3)

|q ¢|<a/ Tox(01]

X [958 Uose (213 = 45)| g0 (|85 Uoscl [ 120 dsd,

by standard calculations, localization of the term 03 A;, Uys. and (3.2.8) we obtain

Cy (q) S b (t)272" ||vhUOSC||L2(’]I‘3) [Uosel 0.+ [V nUose l 0.5 - (3.8.19)

Lastly, for the reminder term C (q), if we apply Lemma 3.8.4 and Lemma 4.1.8 as for the
term C3 (q) we get

Z H q+2UOSCHH1/2,0HAZ’VhUOSCHm(TB ”AV 050“}11/207

q'>q—4

hence by localization and the interpolation (3.2.11) we obtain

C3 (q) S ()27 | Ussell oy |V nUosell ooy 1Uosell o [VnUosell e - (3.8.20)

The estimates (3.8.15)—(3.8.20) prove hence (3.8.9). L]

3.8.2 The bilinear form O.

In this section we state some particular property of the quadratic limit form defined in
(3.3.14). In particular we state a product rule which can be applied thanks to the particu-
lar structure of the resonance set * = U IC:, which is a crucial feature in the energy

. o nezs
estimates for the limit system.

The following property has been remarked at first by A. Babin et al. in [8], but was first
explicitly proved by M. Paicu in [123]. The proof is based on the fact that, fixed (ky,n), the
fiber J (kp,n) = {ks : (k,n) € K*} is of finite cardinality.

Lemma 3.8.4. Let a,b € H'/?°(T?) ¢ € L?(T3) vector fields of zero horizontal average
on T?2. Then there exists a constant C which depends only of a, /ay such that

~ NG . C
Y akbn—kemn)| < a5 @l rzoqas) 1Bl 20(zs) Niel s (3.8.21)

(k,n)eK*
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Chapter 3. Primitive equations with null vertical diffusivity.

The following proof can be found [42, Lemma 6.6, p. 150] or [123, Lemma 6.4, p. 222].

Proof. We shall give the proof on the torus [0, 27)°, whence

Ie = Y abesrid < Y 3 \akbn_kén

(k,n)e* (kp,n)€Z2XZ3 {k3:(k,n)elC*}

< Y X _k’, (3.8.22)
(kp,n)€Z2x7Z3 {k3:(k,n)ek*}
by Cauchy-Schwarz inequality
1/2 1/2
.2
> wlfed<| X wepe) [ X 1)
{k3:(k,n)ek*} {ks:(k,n)ek+} {ks:(k,n)ek*}

now, fixing (kj,,n) € Z?* x Z? there exists only a finite number (8) or resonant modes ks, i.€.
# ({ks : (k,n) € K*}) < 8. Let us briefly explain why this is true. We write explicitly the
resonant condition w;ir_zn 0 (the same procedure holds for the generic case wj;’ be =

0,a,b, c # 0), this reads as

1/2 1/2 1/2
|[Fhs|” + [Kn|” n (F g — ka))® + [y — kl*\ " _ [ [Fral” + (na]”
[kal” + | [y — ksl + [ — k|’ [nsl” + [na]”
Taking squares several times on both sides of the above equation give us an expression which
is free of square roots. Moreover putting everything to common factor and recalling that n, &,

are fixed we transformed the above equation in the form R (k3) = 0, R € R [z], hence thanks
to fundamental theorem of algebra it has a finite number of roots.

From this we deduce

Z |a| ‘Bn—k’ <V8 Z |ax)?

{k3:(k,n)e*} {k3:(k,n)eX*}
) 1/2

1/2

Bn—k ‘ )
which considered into inequality (3.8.22) gives

I VB Y ) al (

kn,np N3
Moreover
, 1/2 1/2
n3 k3 ng n3,ks
and hence

1/2 ) 1/2 1/2
e <V8 Y <Z| enl ) (Z Dy — oy s > (kaﬁ) . (3.8.23)
p3 k3

(kp,n)E€Z2 X 73
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3.8. The energy estimates

Let us denote at this point

1/2 o\ 172 1/2
~ ~ 12 7 7 ~ A 12
Ap, = (Z |an| ) ) bnh = <Z bn > ) Cpy, = (Z |Cn| ) 5
ns ns n3

and the following distributions

a(en) =F @) b =F (b)) o) =F ).

Whence the inequality (3.8.23) can be read, applying Plancherel theorem and the product
rules for Sobolev spaces, as

I < (aé’ 6)

12(53)
Sy Wl
< lllagagy [ 11 10z

= HaHHl/w(TS) HbHHl/ZO(’]I‘?’) HCHL2(T3) :

To lift this argument to a generic torus [[>_, [0, 27a;) it suffices to use the transform
(21, T2, 73) = v (@171, aaT2, azT3)

and the identity

- ~1/2
||U||L2([o,27r)3) = (a1a2a3) / HUHL2(H§:1[072mi))‘
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Chapter 4

Dynamic of stratified fluids in low Froude
number regime in space-periodic
domains.

If we knew what it was we were doing,
it would not be called research, would
it?

Albert Einstein

4.1 Introduction.

In the present article we study the behavior of strong solutions of the following modified
Boussinesq system

( 1 1
O® + 0% Vof — vAVE — 0 = — ~VO°,
€ €
1
05 +0° - VO — VAG + gv&s =0, (PBS.)
divo® = 0,
L (v, 0%)],9 = (v, 6b) ,

for data which are periodic-in-space in the regime ¢ — 0. The space variable x shall be
many times considered separately with respect to the horizontal and vertical components,
ie. r = (zp,23) = (71, 29, v3). We denote A = 9?7 + 05 + 03 the standard laplacian, A;, =
0? + 02 is the laplacian in the horizontal directions. The symbol V represents the gradient
in all space directions V = (9, 95, 93)T, while we denote Vj, = (91,0,)7, Vi = (=y,0;)7
respectively the horizontal gradient and the "orthogonal" horizontal gradient. Considered a

This chapter is submitted for publication under the name Derivation of limit equation for a perturbed 3D
periodic Boussinesq system, see [135].
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vector field w we denote divw = d;w! 4+ dw? + w3, Given two three-components vector
fields w, z the notation w - V z indicates the operator

3
w-Vz= E w'0; 2.
i=1
1 1

Generally for any two-components vector field u = (u',u?) we shall denote as ut =
(—u?,u'). The viscosity v, /" above are strictly positive constants v,/ > ¢ > 0.

As we already mentioned the goal of the present paper is to study the behavior of (strong)
solutions of (PBS,) in the regime ¢ — 0 for periodic-in-space data, i.e. given a; > 0,7 =

1,2, 3 we consider the domain
3

T =[] 10,27 ail,
i=1
and we look for a divergence-free vector field v° : Ry x T?> — R? and a scalar function
6° : Ry x T3 — R such that (v, 6°) solves (PBS.). The functions (v¢,6°) depend on
(t,z) € R, x T3. The system (PBS.) belongs to a much wider family of problems which
may be written in the following general form

1
OV +v° - VVE+ A (D) V4 =8 (V) =0,
V(0,z) = Vp(x),

where Aj is an elliptic operator and S is skew-symmetric.

The problem of systems with skew symmetric singular perturbation is not at all new in the
literature. S. Klainerman and A. Majda in [96] develop a first generic theory whose aim is to
study a number of problems arising in physics, when certain physical magnitudes blow-up,
which can be described by the aid of quasilinear symmetric hyperbolic systems. They use
this theory in order to study the following system describing the motion of a compressible
fluid

4.1.1)

((0,p° + div (p°0v°) = 0,

o +v° - Vo = —

g2 p* (WCE,)
U£|t:0 = o (:L") ) 108|t:0 =P,
L div Vg = 0,

when ¢ — 0. The parameter ¢ is called the Mach number and describes the rate of com-
pressibility of a fluid. Let us underline the fact that the initial data is of "incompressible
type". The choice of the initial data is relevant since "compressible initial data" generate
fast oscillating perturbations which propagate at speed O (¢!) which are not easy to handle
mathematically. The authors prove that solutions of (WCE,) converge locally (in time) and
strongly to local solutions of the incompressible Navier-Stokes system.

Another system which falls in the family of singular perturbations problems is the Navier-
Stokes -Coriolis equations

1 1
at’UEF + ,U}E{F * V’UEF - VA’UEF + geg /\ /UEF == _gvaRF,
div g = 0, (RF)

vgr (0,7) = UI%F,O ().
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E. Grenier in [79] proved that, as long as the initial data is a bidimensional flow (case which
we refer as well prepared initial data) the solutions of (RF,) in a periodic setting converge
strongly, after a suitable renormalization, to those of a two-dimensional Navier-Stokes sys-
tem.

A. Babin A. Mahalov and B. Nicolaenko studied at first the equation (RF.) in the periodic
setting in a series of work ( such as [5], [8] , this list is non exhaustive) when the initial data
is considered to be generic or ill-prepared, in the sense that it is not a bidimensional flow.
Purely three-dimensional perturbations hence can interact constructively between each other,
such as in standard Navier-Stokes equations. This problem is overcome in a twofold way: at
first in [5] a geometric hypotheses on the domain is done so that no bilinear interaction can
occur. Such domains are said to be non-resonant, we shall adopt this kind of approach in the
present work. In [8] instead the domain is considered to be generic, but the authors manage
to prove that three-dimensional bilinear interactions are localized in a very specific way in
the frequency space. This observation allows hence to deduce an improved product rule
which hence can be used to prove that the limit system, despite being three-dimensional and
nonlinear, is well posed. This is the key observation which allows them to prove a result of
strong, global convergence to a two-dimensional Navier-Stokes system after renormalization.

Finally in [72] I. Gallagher studied systems in an even more generic form than (4.1.1),
giving a generic theory for the convergence of parabolic systems with singular perturbation
in periodic domains. This allowed her to obtain some global strong convergence results
for rapidly rotating fluids (RF.) and for a system describing density dependent fluids un-
der the effects of rotation and gravitational stratification called the primitive equations (see
(PE.)). The convergence theory developed by the author is based on a theory developed by
S. Schochet in [133] in the setting of quasilinear hyperbolic systems and hence adapted to
the parabolic case. Such technique consists in determining a "smart" change of variable,
which cancels interactions which converge to zero only in a distributional sense. The result-
ing new unknown is an O (¢) perturbation of the original unknown, but the equation satisfied
by the new variable has a simpler spectrum of nonlinear interactions, making hence possible
to prove that this new unknown is globally well posed and deducing the result for the initial
functions. This technique shall be adopted in the present work as well.

As mentioned many times already we are interested in the dynamics of the system (PBS.)
in the limit as ¢ — 0 in the periodic case. Recently K. Widmayer in [144] proved that,
in the whole space and for the inviscid case, the limit system solves a two dimensional
incompressible stratified Euler equation

ol +al - Vyal + Vype = 0,
{ tUg E hUg hPE (E-2D)

o h
div pug = 0.

His proof relied on the fact that, in the whole space R?, the highly perturbative part of the
solution decay at infinity as ¢ — 0. Recently S. Ibrahim and T. Yoneda studied in [84]
the system (PBS.) in a quasi-periodic setting proving a stability result for arbitrarily, finite,
timespans [0, 7.
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Let us rewrite the system (PBS.) into the following more compact form

1 1 €
8tV5+v5-VV5—]D)V€+gAVE:—g(vg) ),
Ve = (v°,6°), (PBS:)
dive® =0,
where
00 0 O vA 0 0 0
00 0 O 0 vA 0 0
A= 00 0 1} b= 0 0 vA 0 (4.1.2)
0 0 -1 0 0 0 0 VA

4.1.1 A survey on the notation adopted.

All along this note we consider real valued vector fields, i.e. applications V : R, x T? — R*,
We will often associate to a vector field V' the vector field v which shall be simply the
projection on the first three components of V. The vector fields considered are periodic in
all their directions and they have zero global average f’IF3 Vdx = 0, which is equivalent to

assume that the first Fourier coefficient V/ (0) = 0. We remark that the zero average propriety
stated above is preserved in time ¢ for both Navier-Stokes equations as well as for the system
(PBS,).

Let us define the Sobolev space H* (T?), which consists in all the tempered distributions u
such that

1/2
]| o (g = (Z (1+2[%)° yan|2) < 0. (4.1.3)

nezs

Since we shall consider always vector fields whose average is null the Sobolev norm defined
above in particular is equivalent to the following semi-norm

o

~ |ul

L2(T?) e sek

which appears naturally in parabolic problems.
Let us define the operator IP as the three dimensional Leray operator P(®) wich leaves un-
touched the fourth component, i.e.

P:((Si,j—A_laiaj()) :(P(3) 0)
0 ‘ 1 i,7=1,2,3 0 1

The operator PP is a pseudo-differential operator, in the Fourier space its symbol is

0ij — nz—?

0 1

0

, (4.1.4)

i,j=1,2,3

. “ 12 ~
where ¢; ; is Kronecker’s delta and 7; = n;/a;, |R|” = >, n?

K3 7°
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4.1.2 Anisotropic spaces.

The problem presents a singular perturbation .4 which does not acts symmetrically on the
two-dimensional unit-sphere S?, namely there is a relevant external force acting along the
vertical direction. This asymmetry in the balance of forces induces the solutions of (PBS,)
to behave differently along the horizontal and vertical directions. For this reason we are
forced to introduce anisotropic spaces, which means spaces which behaves differently in the
horizontal or vertical direction. Let us recall that, in the periodic case, the non-homogeneous
Sobolev anisotropic spaces are defined by the norm

I S C B A W I O A N

n=(np,n3)€Z3

[l

where we denoted n; = n;/a;,n, = (n1,ny) and the Fourier coefficients 4, are given by
u =Y ™" In the whole text F denotes the Fourier transform. In particular our
notation will be
Fu(w) = ifn) = i, = [ ulx)e*d,
T3
Let’s recall as well the definition of the anisotropic Lebesgue spaces, we denote with
LY L1 the space LP (T%; L9 (T})), defined by the norm:

1My zg = HHf(xh")”Lqm o(T2) </1r2 ( T1 |f(“"h’x3>|qu3)q dxh) ,

in a similar way we demote the space LIL?. It is well-known that the order of integration is
important as it is described in the following lemma

Lemmad4.1.1. Let 1 < p < gand [ : X1x Xy — Rafunction belonging to LP (X1; L7 (X3))

where (X1; 1) , (Xa; o) are measurable spaces, then f € L (Xy; LP (X)) and we have the
inequality

HfHLQ(Xg;Lp(Xl)) < Hf“LP(X1;Lq(X2))'
In the anisotropic setting the Cauchy-Schwarz inequality becomes;
HngLfLLZ < ||f||Lfl'Lg/ ||g||LflﬂL%N )

where 1/p=1/p'+1/p",1/q=1/¢ +1/¢".

We shall need as well to define spaces which are of mixed Lebesgue-Sobolev type.
Namely, we define the space

Ly (Hy) = L* (T, H? (T})) , p € [1,00),
as the closure of the tempered distributions with respect to the norm

p/2 1/p

Hu”L{j(Hg) - /1 Z (1 + |’flh‘2)g ’fhu (nh7$3)‘2

v \ny€Z2
We define the space L° (HY) = L™ (T.; H° (T%)) thanks to the norm

||UHL5<>(H;{) = CZIEITP% flu (-, x3)||HZ .
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4.1.3 Results.

Theorem 4.1.7 is the main result proved in the present work. Unfortunately in order to under-
stand in detail the statement of such theorem some notational explanation (notably Section
4.1.1) was introduced. The first part of the present section instead focuses in introducing
some result which is classical in the theory of Navier-Stokes equations and which is of the
utmost importance in order to develop the theory in the present work.

We recall at first the celebrated Leray and Fujita-Kato theorems. The first is a result of ex-
istence of distributional solutions for Navier-Stokes equations, while the second is a result
of (local) well-posedness in Sobolev spaces for Navier-Stokes equations. The proof of such
results is considered to be nowadays somehow classical and can be found in many texts, we
refer to [69] and [71] or [42].

Theorem (LERAY). Let us consider the following system describing the evolution of an
incompressible viscid fluid in the d-dimensional periodic space T%

Ou+ (u-V)u—vAu = —Vp,

V-u=0, (NS)

u (0) = wo.
Let ug be a divergence-free vector field in L* (Td), then (NS) has a weak solution u such
that

ue L™ (Ry; L? (T7)), Vu e L* (Ry; L* (T7)) .

Theorem (FUJITA-KATO). Let ug € H -1 (Td), then there exists a positive time T such
that (NS) has a unique solution u € L* ([0, T, H o (']I'd)> which also belongs to

¢ (10,7775 15 (1)) L2 ([0.77]; HE (T9)).

Let us denote T'; be the maximal lifespan of the solution of (NS) with initial datum ug, then

there exists a constant ¢ > 0 such that if

uoll g1 < cv =T, = o0.

Since the perturbation appearing in (PBS.) is skew symmetric we know that the bulk
force AV¢ does not apport any energy in any H*® (T3) space, whence Leray and Fujita-Kato
theorem can be applied mutatis mutandis to the system (PBS.), and in particular this is the
formulation which we shall use:

Theorem 4.1.2. Let Vi) = (vg,0y) € L? (T?) and such that div vy = 0. Then for each ¢ > (
there exists a weak solution V¢ of (PBS.) which belongs to the energy space

Vee L™ (Ry; L7 (T%), VVee L (Ry; L? (T%)).
Theorem 4.1.3. If V, € H* (T?) with s > 1/2 there exists a positive time T* independent of

€ > 0 and a unique strong solution V*° of (4.1.1) in the space A 2 (T3) ) whic
0 and ] lution V¢ of (4.1.1) in th LA ([0,7]; H¥ 2 (T3 hich

also belongs to the space C ([0,T]; H* (T*)) N L* ([0, T]; H** (T?)) for each T € [0, T*).
In particular if | V| < cv for some positive and small constant c then the solution

B3 (T3)
is global in R ..
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In the framework of d-dimensional Navier-Stokes equations the propagation of [ 51
Sobolev regularity is usually referred as propagation of critical regularity. It is hence a gen-
erally accepted choice of lexicon to denote the regularity H*, s > d/2 — 1 as subcritical and
H*, s < d/2 —1 as supercritical.

The dynamics of (PBS.) varies accordingly to the real parameter . The asymptotic
regime ¢ — 0 is of particular interest since it describes long-time dynamics of stratified
fluids (for a more detailed physical discussion we refer to Section 4.1.4), it is hence relevant
to prove that (PBS.) admits a limit when € — 0. The limit system may be written as follows:

(So)

U+ Q((U,U)—-DU =0,
U‘t:OZVO'

The sense in which system (PBS.) converges to (Sy) shall be explained in detail in Sec-
tion 4.2 and 4.3. Section 4.3 is entirely devoted to explain in detail in what consists the limit
form Q and D.

As it is proven in [72] any system in the generic form (4.1.1) converges to a limit system of
the form (&) in the sense of distributions. In the Section 4.6 we extend this convergence to
a strong setting. Such technique has been introduced by S. Schochet in [133] in the frame-
work of quasilinear symmetric hyperbolic systems, but the theory in the parabolic setting
was developed by 1. Gallagher in [72, Theorem 1]. The statement of [72, Theorem 1] is the
following:

Theorem (GALLAGHER). Let Uy € H? (’]I‘d) with s > %l — 1. Let T™ be as in the statement
of Theorem 4.1.3. Let T € [0,T*), and U be the local, strong solution of (Sy) determined by
Theorem 4.1.3 satisfy

U ec ([0, T]; H (1) nL* ([0,T]; H* (T))

then, for ¢ > 0 small enough the associate solution V¢ of (4.1.1) is also defined on [0,T]
and

VE—ﬁ(f)U:ou),

3

inC ([0,T]; H* (T%)) n L2 ([0, T]; H*™ (T?)).

The operator £ (7) appearing in the above theorem is nothing but the backward propaga-
tor e", we refer to Section 4.2 and 4.3 for a more detailed introduction.

The result we prove has rather long and technical statement, but it simply addresses a
stability result of (PBS.) to a simplified 3-dimensional nonlinear model, and it is divided in
four parts:

1. as € — 0 the system (PBS.) converges, in the sense of distributions, to a limit system,

2. the limit system can be simplified, in particular it can be written as the sum of two
systems. The first one is similar to a 2D-Navier-Stokes system, the second is a linear
system,
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3. the aforementioned systems are, individually, globally well posed. Hence the limit
system is globally well-posed,

4. (PBS.) converges (now strongly) to the limit system which now we know to be globally
well-posed. We deduce the convergence to be global.

We would like to spend a couple of words more on the result (4) of the list here above. The
convergence procedure gives an additional result which is crucial: we proved in the point (3)
that the limit system solved by U is globally well posed in some Sobolev space: V' solution
of (PBS.) converges globally to a renormalization of U, hence V* is globally well posed as
well if ¢ is sufficiently small.

The first result we prove is the following compactness result concerning the solutions a
la Leray of the system (PBS,):

Theorem 4.1.4. Let L (1) = ¢ where A and P are defined respectively in (4.1.2) and
(4.1.4), and let Vo € L* (T®) such that div vy = 0. The sequence (L (1) V=) __ whith V*
energy solution determined in Theorem 4.1.2 is weakly compact in the L2, (R, x T?) topol-
ogy and each element U of the topological closure of (L (é) V5)€>0 w.rt. the L (R, x T3)
topology solves (S) in the sense of distributions and belongs to the energy space

L>* (Ry; L* (T?)) n L? (Ry; H (T?)).

The second result we prove is the following simplification of the limit system in the
abstract form (Sp):

Theorem 4.1.5. Let us define

w(}f = Curlh ‘/Oh, Uo = (VﬁA,‘Lle, O7 0) , Uosc,O = ‘/(_) — ﬁo.
= — V) +0Vy = (1g,0,0).

The projection of (Sy) onto ker PA is the following 2d-Navier-Stokes stratified system with
Sfull diffusion

o (t,xp, x3) + " (t,xp, x3) - Vit (t, xp, 23) — vAG" (t, 4, 23) = —Vup (L, 2p, T3)
a (t, vy, .fg)‘tzo =l (zp, x3) .
(4.1.5)
While the projection of (Sy) onto (ker IE”.A)L satisfies, for almost all (ay,as,a3) € R? pa-
rameters of the three-dimensional torus T° = [], [0, 27 a;], the following linear system in
the unknown Ul

0, Uosc 2 U7 Uosc - ' AUvosc = O»
{t +29( )~ (o) (4.1.6)

Uosc‘t:() = Uosc,O = VE) - UO-

Theorem 4.1.5 hinges to a rather important deduction: the limit system in the abstract
form (&) is hence the superposition of (4.1.5) and (4.1.6). General theory of 2D Navier-
Stokes systems and of linear parabolic equations gives hence the tools the prove a global
well-posedness result which reads as follows:
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Theorem 4.1.6. Let us consider a vector field Vy = (vo, Vi) = (VL VE, VE, Vi) € H® (T?),
s > 1/2. Let V be of global zero average and of horizontal zero average, i.e.

/ Vo (y)dy =0, / Vo (Y, x3) dyp, = 0. 4.1.7)
T3 T

2
h

Let us assume u} € L® (HY) and Vyub € L (HP) with o > 0, then u" solution of
(4.1.5), is globally well posed in R, and belongs to the space

u" € C (Ry; H* (T?)) N L* (Ry; H (R?)), s>1/2,
and for each t > 0 the following estimate holds true

2
Hs(T3)

t
2 _
A V/O V& ()| e, d7 < €4 (U0)
Where the function &, is defined as the right-hand-side of equation (4.5.2).

Let Uy be the solution of the linear system (4.1.6). It is globally defined and it belongs to
the space

2" @)]

Uose € C (Ry; H? (T%)) N L? (Ry; H4 (R?))
for s > 1/2. For each t > 0 the following bound holds true

v+

t
| 190 o)

and the function &, is defined as the right-hand-side of equation (4.5.19).

[ Uose ()]

i]s('ﬂ‘i&) + i]s(’ES) dr < & (U()) )

The assumption of zero horizontal average is important in this context: in what follows
we will use operators' of the form (—Ah)_l, such operators are not well defined when we
consider vector fields with non-zero horizontal average.

The last question we address to is the stability of the dynamics of (PBS,) in the limit
regime ¢ — (. As mentioned above this is done with a methodology introduced by I. Gal-
lagher in [72] and already outlined in the introduction:

Theorem 4.1.7. Let V; be in H* (T?) for s > 1/2 as in Theorem 4.1.6. For ¢ > 0 small
enough (PBS,) is globally well posed in C (R ; H* (T3)) N L? (R, ; H** (T?)), and, if U is
the solution of (Sy), then

inC (Ry; H* (T*) N L2 (Ry; H*' (T%).

Let us, now, outline the structure of the paper:

'In the sense of Fourier multipliers.
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* In Section 4.2 we shall study the linear problem associated to the singular perturbation
e 1P A characterizing the system (PBS.). By mean of a careful spectral analysis of the
penalized operator P.4 we define what shall be called the non-oscillating and oscillat-
ing subspace. The first is the subspace in Fourier variables defined by the divergence-
free elements belonging to the kernel of P.A. Being in the kernel of such operator the
evolution of such elements shall not be influenced by the highly external force e ~'P.A
and hence it shall not exhibit any oscillating behavior. On the other hand the element
belonging to the oscillating subspace, which is the orthogonal complement of ker P.A
will present an oscillating behavior which depends (inversely) on the parameter c.

In Section 4.3 we prove Theorem 4.1.4. We apply the Poicaré semigroup
L(r)=e™A

to the system (PBS.). The new variable U¢ = L (ﬁ) V¢ satisfies an equation which is
very close to the three-dimensional periodic Navier-Stokes equation which we denote
as the filtered system. We avoid to give a detailed description of the filtered system
now, but the reader which is already familiar with this kind of mathematical tools is
referred to (S.). What has to be retained is the fact that it is possible to construct
from (PBS.) another family of systems, indexed by ¢, which is somehow better suited
for the study of the problem. Thanks to this similarity we can deduce that the weak
solutions (U¢),_ are in fact uniformly bounded in some suitable space, and thanks to
standard compactness arguments we deduce that

Us —U,

weakly. In particular U satisfies a three-dimensional Navier-Stokes-like equation,
whose bilinear interaction (defined in (4.3.2)) has better product rules than the standard
transport-form. Lastly we deduce that V'* can in fact be written as

V¢ = stationary state + high oscillation + remainder.

in Section 4.4 we prove Theorem 4.1.5 via a study of the limit (in the sense of distri-
butions) of the filtered system as € — 0. In particular such limit has two qualitatively
different behaviors once we consider its projection onto (ker P.A) and (ker P.A)":

— The projection of the limit system (Sy) onto (ker PA) presents, as a bilinear in-
teraction, bilinear interactions of elements of (ker P.A) only, and in particular
it is represented by a two-dimensional, stratified, Navier-Stokes equation with
additional vertical diffusion.

— The projection of the limit system (Sy) onto (ker IP’.A)L is, for almost all three-
dimensional tori, a linear equation of the unknown U,. Such deduction is a
result of a geometrical analysis on the domain, we denote the domains which
satisfy such properties as non-resonant domains.

* The Section 4.5 is devoted to the proof of Theorem 4.1.6. As well as in Section 4.4
we divide the proof in two sub-parts, considering the projection of the solutions onto
(ker PA) and (ker PA)" respectively
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— The kernel part, as already stated, is a two-dimensional stratified Navier-Stokes
equation. We take advantage of the fact that, along the vertical direction, the
equation is purely diffusive without transport term. This allows us to prove that in
fact, for some suitable anisotropic strong norms, the solution decay exponentially-
in-time, and hence the global-in-time result.

— For the oscillating subspace we exploit the fact that the solution satisfied by Uy,
is linear to achieve the global result.

* Lastly, in Section 4.6, we prove Theorem 4.1.7 using a smart change of variable, to
prove that

vi_r (—é) U0 in ™ (Re, H (T9) 0 22 (Ry, B (BY)), s> 12,

4.1.4 Physical derivation of the system (PBS.) and previous works on
symilar systems.

In the present section we linger for a while on the physical motivations which induce us to
study the system (PBS.) and we continue to (briefly) expose some relevant result concerning
various system related to (PBS,).

In the following v = (v!, v?,v?) represents the velocity flow of the fluid, and Ro, Fr are
positive constants which have a physical relevance. They will be defined precisely in what
follows. The fluid is considered to be density-dependent, and the density is considered to be
a slight oscillation from a stationary state for a strongly stratified fluid (such as the oceans or
the troposphere). We consider the full fluid density p = p (¢,2) = p (¢, x5, z3) as

1Y (t7 Th, I'g) = pPo + ﬁ(‘r3> + 8 (t7xh7x3) )

and
0] < 1,
i.e. the fluid density p is slight oscillation around the constant state p, whose main variation

p is along the z3 axis due to gravitational stratification effects and on which acts a different
variation of density # which can be arbitrary.

We start considering the equations governing the motion of viscous (v, > ¢ > 0),
density-dependent fluid at a planetary scale (primitive equations)

1 1
( ol +v- Vol — —v? = —py—016 + vAv',
Ro Po
1 1
O’ +v- Vol + —ov! = — py—0s0 + VAV,
Ro Lo
1 1 }
0 +v -Vl + —0 = — pg—030 + VAV, (P-I)
Fr Po
1
00 +v- -Vl — —3 =10,
Fr
L dive = 0.
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The term py appearing in (P-I) is called the reference pressure. For static gases the
reference density and the reference absolute temperature py, T are given physical quantities.
For adiabatic gases the equation of state and the conservation law read as

p = RpT,

P _ (ﬁ)
Do po)

for v > 1, hence the reference pressure is defined as py = RpyTj with R physical constant
depending on the gas. The above laws hence give us the variation of the absolute temperature
with respect to the density, i.e.

The derivation of (P-I) is not completely trivial, for this reason we refer the reader to [50,
Chapter 11, 15]. We point out though that there are two intrinsic features which characterize
a motion described by a system of the form (P-I)

* The skew-symmetric perturbation (v!,v?) — Ro™! (—v? v!) acting on the first two

components of (P-I). This linear force is a rotational force acting along an axis which
is parallel to the x5 axis. It describes relatively well the effect of the Coriolis force
locally on mid-latitude regions. Ro is called the Rossby number, and it is a physical
magnitude describing the importance of the earth rotation on the system. We shall
define it in detail in what follows.

* The second one is the linear application (v*,0) > Fr~! (6, —v3). This application
describes the force which is applied due to stratification of the fluid. Namely, let
us consider a (static) fluid whose density is decreasing along the vertical direction.
This hypothesis is completely natural since layer with higher density are heavier, and
the gravity tends to minimize the gravitational potential, moving them below the lay-
ers which are lighter. Suppose to move a volume of heavier fluid in a region of low
density. Indeed the gravitation will tend to restore the stratification, hence the "high
density volume" will tend to move down. Once it reaches the layers whose density are
comparable to his he will not stop immediately, but by inertial force he will tend to go
below it, until Archimedes’ principle will provide sufficient buoyancy to invert such
motion.

The quantity Fr is said the Froude number and measures the stratification of a fluid.
We shall define it in detail in what follows.

As we said before the system (P-I) describes the motion of a fluid on which are present
rotational and stratification effects. The rotating motion which induces the Coriolis force is
indeed bestowed of a certain (angular) frequency, which we shall denote as (2. On the other
hand once a stratification equilibrium is broken we induce a vertical pulsating motion of
frequency, say, N (during all this paper we shall consider N to be constant). This is known
in the literature as the Brunt-Viisild frequency.

We can indeed associate to (2, N the following quantities

1

To = — T =
Q Q’ N

1
N’
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which are respectively the period of rotation and the period of stratification. The system
(P-I) describes hence how the rotation and gravity tend to restore this horizontal-vertical
equilibrium in a timescale 7', where Ro and Fr are respectively defined as

Ro = &, Fr = T—N
T T
The short introduction given above explains that in fact (P-I) is a family of systems, whose
asymptotic varies accordingly to the ratio Ro/Fr. In the present paper we are interested to
study the regime
T < T < Ty,

hence we suppose that the stratification effects have a frequency /N > () and we focus in a
timescale 7" which is significantly bigger than T’y but still irrelevant respect to 75,, with these
hypotheses hence the physical numbers Fr, Ro becomes

Ro >1, Fr~ 0,

setting Fr = ¢, and, omitting the term (—Ro~'v? Ro™'v') since 1/Ro ~ 0 we simplify the
primitive equations to the following form

( 1
o' +v- V! = — po—0ip + VAV,
Po
1
Ow* +v- V! = — po—0a¢ + VAV,
Po
1 1 3
O +v- VP + =0 =—py—03¢ + vAV®, (P-ID)
€ Po
1
00 +v-VO——v® =1NA6,
£
{ dive = 0.

Indeed the solutions of (P-II) depend on the Froude number ¢, for this reason from now on
we denote

(U7 9) = (UE> 95) )

and

D0y = o

Po

It may be interesting to notice that, as mentioned above, varying the ratio Ro/Fr we can

deduce many different systems which are already well known.
Let us suppose, for instance, that the fluid considered is viscid, and completely homogeneous,
i.e. its density is a constant value py,. Being absent any variation of density it lacks the
physical mean to have stratification effects, i.e. the gravitational potential is considered to be
constant (or linearized around a minimum). This in turn implies that 7 = oo and Fr = oo.
It is easy to deduce hence that, in a timescale 7' > T, (hence Ro = ¢ ~ 0) the flow shall
evolve accordingly to the following law (Navier-Stokes-Coriolis equations)

1 1
OrURg + Vpp + VURg — VAURE + geg N Vgp = _nglE{Fa (RF.)

v (0,2) = U}%F,o ().
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It is relevant to mention that Chemin et al. in [38] proved global strong convergence of
solutions of (RF.) with only horizontal viscosity —v, A instead of the full viscosity —vA
to a purely 2D Navier-Stokes system in the case in which ¢ — 0 and the space domain is
R3. This result is attained with methodologies which are very different with respect to the
ones mentioned for the periodic setting. Using dispersive estimates the authors prove that
the global solutions of the linear system associated to (RF.)

1
8tw§F’T7R + (EP (63 A ) — VhAh) wIEQF,r,R = 0,

.. -
div wgg,. g = 0,

3 _ €
wRF,r,R’tZO = WRF,r,R,01

has vanishing norm is some L4 (R, ; L? (T?)) space. The detailed hypothesis on the initial
data is here omitted since it is pretty technical and does not represent an interest for the
present introduction. Roughly speaking hence we can say that the perturbations induced by
the external force are somehow negligible in a suitable topology, with this in mind a bootstrap
argument can hence be put in place to prove that the solutions exist globally and converge to
those of a 2D Navier-Stokes system.

Another interesting system which can be derived from a multi-scale analysis of the ratio
Ro/Fr is the case
Ro 1
Fr  F
Hence in this case stratification and rotation have comparable frequencies, it is easy to deduce
that the system derived in this case is the following one

FelR.

1
OVE + 5% - VVs —DVS + g( Ve, Ve, LVpe, Lt )T

_ 1 e T (PE.)
= 6(Vcbp, 0)",

Vp(0,2) = Vpy (2),

where D is defined in (4.1.2). J.-Y. Chemin studied the system (PE.) in the case F' = 1
in [36] obtaining a global existence result under a smallness condition made only on a part
of the initial data. In the series of works [27], [28] and [29], F. Charve proved that, setting
QF = —02117158 + (911)7258 — F(‘?gv?;’g, the system (PE.) converges to what it is known as the
quasi-geostrophicsystem, i.e.

_82
O
0
—F s

Vo — TVog + AT (Vs - VifY) =0, (QG)

where Voo = (Vi Vs, Vas) = (—0:A71Q,0;A71Q,0, —FO;A™'Q2) and T is an elliptic
operator of order two defined as

A (VA + V'03)

I =
Ay + F203
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I. Gallagher proved strong convergence of solutions of (PE.) to a limit system in the form
(Sp) in the periodic case always in the work [72], F. Charve proved first weak convergence
of solutions of (PE,) to solution of (QG) in [29], and strong convergence in [28]. The case
in which the system (PE,) presents only horizontal diffusion, hence it is a mixed parabolic
hyperbolic type has been studied by Charve and Ngo in [34] in the whole space in the case
v, = v;, = O (e“), a > 0 and by the author in [137] in the periodic case when the horizontal
viscosity is strictly positive.

We mention as well work of D. Bresch, D. Gérard-Varet and E. Grenier [17]. In this work
the authors consider the primitive equations in the form
( 1 1
O + U5 - Vo — vAVS + —€® Ay = —— V1,05,
€ €
O3¢p = 0p
divy, v5 = —dswh,
0% + up - VO, — V' AOL + wh = Q,
[ up = (05, w}).
The methodology used in [17] although is completely different respect to the other works

mentioned. The penalization in particular is not skew-symmetric, this prevents the authors to
apply energy methods as in the other works mentioned.

(PE.)

4.1.5 Elements of Littlewood-Paley theory.

A tool that will be widely used all along the paper is the theory of Littlewood—Paley, which
consists in doing a dyadic cut-off of the frequencies.
Let us define the (non-homogeneous) truncation operators as follows:

Aqu:Zun¢<§ e forq > 0,
nez3

Aflu = Z anX (‘ﬁD eiﬁ-x’
nezs

Aqu =0, for g < -2,

where u € D’ (T?) and 4, are the Fourier coefficients of u. The functions ¢ and y represent
a partition of the unity in R, which means that are smooth functions with compact support

such that
4 3 8
B0, - Cl-, =
supp x C (73), supp ¢ C (473),

and such that for all ¢t € R,

X+ e (27%) = 1.

q=0
Let us define further the low frequencies cut-off operator

Squ= Y Dgu.

q'<q—-1
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Anisotropic paradifferential calculus.

The dyadic decomposition turns out to be very useful also when it comes to study the product
between two distributions. We can in fact, at least formally, write for two distributions « and
v

u :ZAqu; v :ZA(]/U; U :ZA‘?U' JAWLIR (4.1.8)

qE€ZL qEL q€Z
q €L

We are going to perform a Bony decomposition (see [10], [14], [37] for the isotropic case
and [39], [86] for the anisotropic one).
Paradifferential calculus is a mathematical tool for splitting the above sum in three parts

u-v="Tw+T,u+ R(u,v),
where

T = Z Sq—1u Ao,
q

The following almost orthogonality properties hold

Dq (Sqalgb) =0, if [¢—¢'| =5,
ANy (Dgalyi,b) =0, ifd <q—4, |v| <1,

and hence we will often use the following relation

Ng(u-v)= > Ay (Syoav Bgu)+ > Ay (Sy—iu D) (4.1.9)

lg—q’|<4 lg—q'|<4

+ 30> A (Agalgib),

q'>q—4 v|<1

= D Dy (Syav Agu) + D Dy (Spaauligv). (4.1.10)

lg—q'|<4 q'>q—4

In the paper [43] J.-Y. Chemin and N. Lerner introduced the following decomposition,
which will be used by Chemin et al. in [39] in its anisotropic version. This particular
decomposition turns out to be very useful in our context

Ay (uv) = Sq_1u Agu + Z {[Ag, Squ] Dgv + (Sgu — Squ) AgAyv}
lg—q'|<4

+ > Dy (Syiav Agu), (4.1.11)

q'>q—4
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4.1. Introduction.

where the commutator [A,, a] b is defined as
[Ag,alb= A, (ab) —algb.

There is an interesting relation of regularity between dyadic blocks and full function in the
Sobolev spaces, i.e.

1A fIl 2 sy < Ceg2™® | f] (4.1.12)

Hs ('H‘S) 9

= 1. In the same way we denote as b, a sequence in ¢! (Z) such that

with ||{¢q} ez
2 lbg| < 1.

‘42 (Z)

In particular in Section 4.5 we shall need paradifferential calculus in the horizontal vari-
ables, everything is the same as in the isotropic case except that we shall take the Fourier
transform only on the horizontal components, i.e.

Fuf (nn, x3) Z/ [ (zn,3) e 2 onmhdyy,
T3

and we can define hence the horizontal truncation operators (as well as the low frequencies
cut off, reminders, etc...) AZ in the same way as we did for A\, except that we act only on
the horizontal variables. This difference shall be denoted by the fact that that we will always
put an index /. when it comes to the horizontal anisotropic paradifferential calculus.

Some basic estimates.

The interest in the use of the dyadic decomposition is that the derivative of a function local-
ized in frequencies of size 27 acts like the multiplication with the factor 27 (up to a constant
independent of ¢). In our setting (periodic case) a Bernstein type inequality holds. For a
proof of the following lemma in the anisotropic (hence as well isotropic) setting we refer to
the work [86]. For the sake of self-completeness we state the result in both isotropic and
anisotropic setting.

Lemma 4.1.8. Let u be a function such that Fu is supported in 29C, where F denotes the
Fourier transform. For all integers k the following relation holds

250 full ey < [(~2)

qk vk
Lo (T3 <200 HUHLP(Ti”)‘

Let now r > r’ > 1 be real numbers. Let suppFu C 218, then
lull - <C - 2% flull

Let us consider now a function u such that Fu is supported in 29C), x 29 C,. Let us define
Dh = (—Ah)l/Q,Dg = |83’, then

O 284 ||| sy < HDZDi/”Hms) SO ul iy
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and given1 <p' <p<oo, 1 <r' <r < oo then

9 (L_l) r(1_1
lallzp <cord g2l —3)+d (1) el

2 (L,l>+ r(i_1
||U’||L1T}Li <CQ+(I’2 q P q (r’ r) HUHLZ/LZ/ X

The following are inequalities of Gagliardo-Niremberg type, which combined with the
anisotropic version of the Bernstein lemma will give us some information that we will use
continuously all along the paper. We will avoid to give the proofs of such tools since they
are already present in [123].

Lemma 4.1.9. There exists a constant C such that for all periodic vector fields u on T® with
zero horizontal average (fTQ u (xp, x3) dz, = 0) we have
h

el 20 < C- Ml Loty 1V mtal ol - (4.1.13)

Finally we state a lemma that shows that the commutator with the truncation operator is
a regularizing operator.

Lemma 4.1.10. Let T3 be a 3D torus and p, r, s real positive numbers such thatr', s’ p,r, s >
1 % + ﬁ = % and % = % + % There exists a constant C' such that for all vector fields v and

v on T3 we have the inequality

1At vl g < C 270 [Vl [

''1rs
Lf}Lh’

indeed there exists an isotropic counterpart of such Lemma (see [125], [137]).

4.2 The linear problem.

Let us introduce at first some notation. Let us consider the generic linear problem associated

with the linear operator PA:
oW +PAW =0,

div w =0, 42.1)
W= (w,W?), o
W|T:O - WO'

A is the skew symmetric penalized matrix defined in (4.1.2). P is the Leray projection onto
the divergence free vector fields, without changing V# which is defined in (4.1.4). In the
present section (and everywhere) the Fourier modes are considered to be

n = (n/a1,n2/az,n3/as)

where n; € Z and the a;’s are the parameters of the three-dimensional torus. We shall gen-
erally ignore the check notation (unless differently specified) in order to simplify the overall
notation.
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4.2. The linear problem.

To the sake of completeness we give here the action of the matrix P.A in the Fourier

space, which is
0 ning

O O _I’I’L|2

00 0 —mm
F(PAu) = P N

00 0 1-7%

00 -1 0

Such kind of equation has been thoroughly first studied by Poincaré in [129]. The study
of the linear equation (4.2.1) is essential in the study of the nonlinear problem (PBS.). The
solution of (4.2.1) is obviously

W () =e ™AW, = L (—7) Wh. (4.2.2)

We want to give an explicit sense to the propagator e "*A. To do so we perform a spectral
analysis of the operator P.A. After some calculations we obtain that the matrix P.4 admits
an eigenvalue w (n) = 0 with multiplicity 2 and other two eigenvalues

wh (n) = i = 4w (n). (4.2.3)

The matrix (IP’.A) admits a basis of normal (in the sense that they have norm one) eigen-
n
vectors. In particular the basis is the following one

:|: Z nin3

1 0 Inn Inf

&0 — 0 & — 1 et (n) :L +1 \:;fln\jll

o T o V| gilwl
0 0 .

We imposed that the solutions of (4.2.1) are divergence-free, in the sense that they are orthog-
onal, in the Fourier space, to the vector (ny, na, n3,0). Now, not all the subspace Cé & Cé),
which is the kernel of the operator P.A, satisfies this property. In any case there exist a
subspace of Cé? & CeéY which is divergence free. This space is the space generated by

1 n
e’ (n) = W 01 )
0

we underline again that Ce? C Cé? & Cé).
We have hence identified a basis of divergence-free, orthogonal eigenvectors associated to
the linear problem (4.2.1), which is

T i
1y nal In|
T 1| FipAT
0 _ 1 + — [nn| n|
e’ (n) =Tl 0 , e* (n) 7 il : (4.2.4)
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A case of particular interest which shall be crucial in Section 4.4 is the subspace {n, = 0} of
the frequency space. Performing the required computation we prove that the only eigenvalue

is w(n) = 0 with multiplicity four. The Fourier multiplier (]P/b\él) (n) associated to P.A in
this case is

00 0 O
= 00 0 O
(PA> Om) =190 0 o]
00 -1 0
which admits three eigenvalues related to w:
1 0 0
. 0 . 1 - 0
d=1 4| a=1 4| 5=1 (4.2.5)

0 0 1

We underline the fact that €7,7 = 1,2, 3 are divergence-free on the restriction {n, = 0} of
the Fourier space. We remark the fact that the hypothesis (4.1.7) automatically excludes the
case which the initial data 1}, is a function depending on x3 only. In fact

/ Vo (z3)dy, =0 = V (w3) = 0 foreach 23 € T..
o
This case is hence not considered in the present work.

The eigenvectors in (4.2.4) are orthogonal with respect the standard C* scalar product,
whence the generic solution given in (4.2.2) can be expressed in the following form

W =W 4+ We.

We denoted as IV the orthogonal projection of 1V onto the space Ce?, i.e. onto the divergence-
free part of the kernel. This projection takes the form (in the Fourier variables)

FW(n)=(FW(n)e(n)). e (n). (4.2.6)
In the same way W, is defined as
F Woe (n) = (FW (n)|e* (n))ou €™ (0) + (F W (n)e™ (n))es € (n),  (42.7)

i.e. the decomposition of the (Fourier) data along the directions of e*, e™.

We shall denote these two parts of the solution respectively as the oscillating and the
non-oscillating part of the solution. This choice of the names has an easy mathematical
justification. Let us in fact consider W, and let us consider the evolution imposed by the
laws of the system (4.2.1) on such vector field. By mean of the explicit solution given in
(4.2.2) we obtain (recall that IV belongs to ker P.A)
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Hence the non-oscillating part of the solution WV is in fact a stationary (in the sense that is
not time-dependent) flow. This is reasonable since once we consider the linear system (4.2)
restricted on ker IPA there is no external force at all acting on it.

On the other hand along the direction of (say) e the evolution at time 7 of the solution has
direction (in the Fourier space)

(6—7(@74)”) et (n) = eI TEM o+ ()

hence it spins with a angular speed w = w (n) = Hﬁl—h‘
Introducing hence a small parameter £ we act, on a physical point of view, on the system in
very well-defined way: the spinning linear force grows and with it the turbulent behavior of

the solution.

Indeed as long as we consider a generic time-dependent nonlinearity the problem does
not behave in such a rigid and well-defined way. Let us consider hence a nonlinear problem
associated to (4.2.1)

8TWN+IP’AWN :N(T),
div wy =0,

Wy = (wn, Wy)

Wil—o = Who.

The nonlinearity A (7) is very generic and only time-dependent, but this is not restrictive,
since we want to give a qualitative analysis of the behavior of the solutions.
By mean of the Duhamel formula the solution is expressed as

(4.2.8)

WN (T) = eiTPAWNp + / ei(Tig)P'AN (O’) do.
0

This generic formulation does not say much, but we can still extract interesting information.
Let us denote A the projection of A/ onto the nonoscillatory space, i.e.

FN = (FN|e) .
The projection of IV onto the nonoscillatory space shall hence be described by the law
t
WN (7') = WN,O +/ N(U)dO'.
0
The influence of the propagator (spinning behavior) is not any more a direct consequence of
the application of Duhamel formula, but it can still be present as long as N is depending

on the spinning eigenvectors e*. We shall see that this will be a major problem in the
comprehension of the limiting process as € — 0.

4.3 The filtered limit.

Our strategy shall be to "filter out" the system (PBS.) by mean of the propagator £ defined
above. Such technique is classic in singular problems on the torus ( [72], [79], [123], [137]).
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Let us apply from the left the operator £ (%) to the equation (PBS.). Setting U* = £ (%) V*
we obtain that the vector field U® satisfies the following evolution equation
oUe + Q° (U=, U°¢) — DU* =0,
dive® =0, (S.)
UE’t:O =V,

where
o) te (D) efe () ave () pre(-)pve ()]
v (H)oe(-1)a

It is interesting to notice that the application of the Poincaré semigroup £ allowed us to
deduce an equation (namely (S.)) on which we can obtain uniform bounds for the sequence
(6,U°)... Tt results in fact that (9,U¢)_ is uniformly bound in L? (Ry; H~V) , p € [2, 00| for
N large. This shall result to be fundamental in order to obtain some compactness result in
the same fashion as it is done for solutions a la Leray of Navier-Stokes equations.

4.3.1 Uniform bounds of the weak solutions and formal identification
of the limit system.

In this section we prove Theorem 4.1.4; whose extended claim is here proposed:

Lemma 4.3.1. The sequence (U®)__, of distributional solutions of (PBS.) identified in The-
orem 4.1.2 is uniformly bounded in

L>* (Ry; L* (T%)) n L* (Ry; H (T?)) ,

and sequentially compact in LE . (R ; L? (T?)). Every U belonging to the topological closure

of (U*) ..o wert. the L}, (Ry; L? (T?)) topology belongs to the energy space L™ (R ; L? (T?))N

loc

L? (R, ; H' (T?)) and is a distributional solution of the limit system (Sy).
Lemma 4.3.1 is composed of two parts:

» Topological convergence of a (not relabeled) subsequence (U*¢)_., to an element U as
e — 0 in some suitable topology and,

* Determination of the limit system to whom (S.) converges.
More in specific the second point above proves that there exists a bilinear form Q such that
Q° (U, U°) =% 9 (U, 1),

in a weak sense.
The first point above will be proved in Lemma 4.3.2, while the second will be studied in
detail in Lemma 4.3.4.
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Lemma 4.3.2. Let U® be a Leray solution of (PBS.). Let the initial data Vi, be bounded in
L? (T®). The sequence (U®)_ is compact in the space L. (R; L* (T?)) and converges (up

loc
to a subsequence) to an element U which belongs to the space

L® (Ry; L? (T?)) N L? (Ry; H' (T?))

and the following uniform bound holds
t
1U* ()12 sy + 20/0 IVU® ()12 0pe) 7 < 1VollZ2rs) (4.3.1)
where ¢ = min {v,'}.

Proof. A standard L? (T?) estimate on the equation (S.) shows that
t
0% Oy + 2 | 19U () 7 < Vol

<R+; H2 (']T3)> in terms of the
L? (T?) norm of the initial data V,. Since £ (7) is unitary as an application between any
Sobolev space H?, 0 € R we can safely say that as long as concerns energy estimates in
Sobolev spaces we can identify Q° (U¢, U¢) ~ U¢ - VU®. We can use the product rules in
Sobolev spaces to deduce that

Let us prove that (0;U¢)_ is uniformly bounded in L;

loc

||U5 . VU€||L]2OC(R+§H_3/2) <C ||U5 X U€||L|20C(R+§H_1/2) )
<Oy 1 i

It is very easy moreover to deduce that [|[=D°U°|| 2 ,.-1) S IU°[l12 g, 1) Whence
since 0,U¢ = —QF (U°,U?) + D°U* we conclude. Since L? (T?) is compactly embedded
in H—3/2 (T3) and that H' (T®) is continuously embedded in L? (T?) it is sufficient to apply
Aubin-Lions lemma [4] to deduce the claim. U]

The convergence of U¢ to the element U does not give any qualitative information of the
(eventual) solution which is satisfied by U. Especially the bilinear limit involving Q¢ (U¢, U*¢)
is a priori not well-defined.

The result we prove now is needed in order to prove that, in the limit as ¢ — 0, the limit

lir% Q° (U¢, U?) belongs to the space spanned by the eigenvectors e, e*.
e—

Lemma 4.3.3. The limit

lim < /
e—0 T

holds in a distributional sense.

(Q° (U5, U%))"dxy, 0, 0) =0,

2
h

Since the proof of Lemma 4.3.3 is rather long and technical is postponed at the end of
the present section.

By mean of stationary phase theorem we prove the following lemma
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Lemma 4.3.4. Let U be a Leray solution of (S.) and let U be the limit of one of the con-
verging subsequences of (U*). identified in Lemma 4.3.2. Then the following limits hold (in
the sense of distributions, subsequence not relabeled)

lim O (U, U%) = Q (U, U),
limD* U =D U,

e—0

where Q and D has the following form

FQU.U)=P, > (( > v (k;)mj> U® (m)

wzvbvc _ j=1,2,3
k—ﬁrlﬁnzn
a,b,ce{0,+}
FDU= Y (DU () (n)e ¢ (n), (4.33)
wZ’bZO

where wzgfn = w® (k) +w® (m) — w® (n) and w® = w® (n) — w® (n), the Fourier multiplier
D (n) in noting but the Fourier multiplier associated to the matrix D defined in (4.1.2), the
eigenvalues w* are defined in (4.2.3) and the operator P is defined in (4.1.4).

Remark 4.3.5. Lemma 4.3.3 proves that only the firs two components of the horizontal
average of Q° (U¢, U¢) converge (weakly) to zero. We need to prove such result since the
eigenvectors defined in (4.2.4) present in their firs two components a Fourier symbol of the
form ]nh|71, and such operator is well-defined only for vector fields with zero horizontal
average. These are hence applied on the bilinear interaction as it is shown in (4.3.2). ¢

Proof. We start proving (4.3.3) since it is easier. We claim that
DU =% DU,
in D’. Indeed via standard manipulations we can express the difference DU — DU as

DU — DU = D (U° — U) + (DF — D) U*.

e—0,

The element D (U° — U) — 0 in D’ since U¢ — U w.r.t. the L?

ioc (R L2 (T%)) topology
as it is proved in Lemma 4.3.1.

Hence all we have to prove is that

FDF=D)U%) = S 8" (D (n) U™ (n) |e" (1) ) € (n) =0,

w%’byéO

as ¢ — 0 in the sense of distributions. To do so we consider ¢ € D (R, x T?). Since for
s,t < 3/2, s+t > 0the map

s (T3) < Ht (T3) . Hs—s—t—% (']I‘3) 7
(u,v) = u®w,
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is continuous we deduce that
(0,U%).  uniformly bounded in L* (R ; H~%/2 (T%)) .

We want hence to prove that

5 = ZZ/W (n) U (t,n) " (n)) e € (n) & (t,n)dt =5 0. (4.3.4)

wy b;éO

Indeed the sum on the left-hand-side of (4.3.4) is well defined (in the sense that the sum is
smaller than infinity). We can decompose it as

Si=Sin+5%,
Sin= 3 3 [ DU ) | 1) ¢ )6 ()t

In|<N (2P0

s - Y / O (D () U () [ (1)) oo € () & (£, )

In|>N ;@b

The term S} is indeed an oy (1) function, considering in fact that the symbol ID (n) can be
bounded as |D (n)| < C \n\Q we deduce

Z Z/m U‘”tn||n|‘¢tn)

|n|>N b0

Z Z /|”||U“tn||n| ‘gbtn‘dt

|n|>N bz

C

S Lol PRy Y (A

which indeed tends to zero as N — oo thanks to the uniform bound (4.3.1).
For the term ST , We exploit the fact that

a,b

pit Wi _ o at(z wzb>, (4.3.5)

and the fact that !wg’b‘ ¢ = ¢y > 0in the set |n| < N. Using (4.3.5) on S; y and
integrating by parts we obtain that

= / = (D (n) U (8,n) € (n)) o € (n) D (t,n) dt
Inl<N ‘“’7&0
+ Z Z / it i n) U (t,n) |e )C4 e’ (n) 8y (t,n) dt
In|<N “#o

It is obvious that the term

/ i wn? n) U (t,n) |e" (n )C4 eb(n)atg%(t,n)dtﬂO,

In\<N a b;ﬁo
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a

hence we shall focus on the other one. Since ‘wn’b| > ¢ =cy > 0,onthe set [n| < N and
|e’| = 1 and the fact that the symbol | (n)| < C In|> we can deduce

33 LG [t @) ann ) | ) )bt mat

In|<N wf{’b#O
=D ID I

In|<N w%’b;ﬁﬂ

/ QU (t.n) [l & (1 m) dt

<Ce ||atUE||L2(R+;H—3/2) ||¢||L2(R+;H7/2) — 0.

This concludes the proof of (4.3.3).

The proof of (4.3.2) is more delicate.
At first: if we consider the equation of the filtered system (S.) it is easy to deduce that

(Q° (U5, U*)), bounded in L* (R+; H—1/2) N L2 (R+;H_3/2) 7
(=DU*), boundedin L* (R ;H '),
uniformly in . From this we deduce that

(Q° (U5, U?)), boundedin L; (R+;H71/2) A2

loc loc

(Ros )

since L. (R, ) — L

ie (R). Hence by interpolation in Sobolev spaces

(Q° (U?,U?)). bounded in Lj, (Ry;H™'),

loc

uniformly in €.
This implies hence that

(U°), = (—Q° (U°,U%) + D°U*), boundedin Li_ (Ry;H™'),

uniformly in €.
We can finally focus on the proof of (4.3.2). As is is done for the linear part standard algebraic
manipulations on the bilinear form allow us to deduce that

Q (U, U%)— QU U)=(Q° = Q) (U5, U° )+ Q(U=,Us-U)+ QU -U,U).
Again we can assert that
Q(Us,Us —U) + QU - U,U) =% 0,

in D’ to to the convergence of U¢ to U in L2, (R ; L? (T?)) proved in Lemma 4.3.1. What it

loc
remain hence to be proved is that

(Q°— Q) (U, U7) = Z eievmn < Z U (k) m;U® (m)| e (n)) e (n) =%,
k—&-bm:n 7j=1,2,3 C4
Wk rmyn 70
a,b,c=0,%t

(4.3.6)
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in some weak sense.

To prove (4.3.6) is equivalent, thanks to the orthogonality of the eigenvectors ¢' defined in
(4.2.4), to prove that, for each ¢ € D (R, x T?)

Z E: / it wZ,’Z’;nUa@ (t, k) ® Ub* (t,m) QAS (t,n)dt — 0,
i om0
a, b c=0,+,
n:k-‘,—m

ase — 0.
As it has been done above for the term S} we can decompose S5 into

SN =D Z/ T (L k) @ U (t,m) & (¢, n) dt

<N g o
‘k|<Nabc 0,%,
n:k+m

N,e £
Sy =5 — SN

The term Sév “ — 0as N — oo as for the term va “ above. Using the fact that

t a,b,c

a,b,c
it w (A}
e “kmn — k,m,n
€ wa b c at ( ) )

k,mmn

a,b,c

and the fact that ‘wk o
to deduce that

= Y Y i [TERAU (k) 0 U (tom) 6 )t

In|<N anc,ﬂéo kmn

[kI<N a,b,c=0,+,
n:k:—i—m

T Z Z w® Tabc / e wz’fﬁ?n u*s (tv k) ® atUb’E (t, m) (ZB <t7 n) dt

|n|<N Z 'l:n(n#o k m n

k<N a,b,c=0,=%,
n=k+m

LY o [ R o U (m) 06 (1) a

[n|<N Zincrﬁéo kmn

Ik|<N a,b,c=0,+,
n:k—l—m

> ¢ = ¢y > Ouniformly in k, m, n in the frequency set {|n|, |k| < N}

Is obvious that the term

Z Z e / £ i e (t, k) ® U (t,m) 9,0 (t,n) dt — 0,

[n|<N ancrﬁ‘éo kmn

|kI<N a,b,c=0,+,
n:k+m

while for the first two term on the right-hand-side of the equation above the procedure is the
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same, hence we focus on the first one only. It is indeed true that

Z Z W Tabc / e wZ:fﬁC’natUa,s (t7 k) ® Ubﬁ (t, m) Qg <t7 n) dt

[n|<N ,abe #0 kmn

kmn
‘k|<Nabc 0,4,

n:ker

<> Y (Je/|8U“tk: ) U (t,m) ¢ (¢, n)| dt
In|<N e-be g

k'mn
|k|<Nabc 0,%+,

n:k+m
<Ce ‘|atUE"LiC(R+;H*1) ’|U€¢HL120C(R+;H1) )

which uniformly tends to zero w.r.t. € thanks to the uniform bounds given above, concluding
the proof. O

4.3.2 Oscillating behavior of V<.

The above uniform bounds give a shady determination of the limit function U*. By definition
of Us = L (g) V¢ with V¢ distributional solution of (PBS,) we want to determinate some
qualitative connection between the oscillating behavior of the filtered system (S.) and the
initial system (PBS;).

Thanks to Lemma 4.3.1 we can say that
U (t,z) =U (t,z) +r° (t,x),

where ¢ — 0, in L2 (R, L? (T?)) . Hence 7€ is a perturbative term in the L2 . (R, L? (T?))

topology. As it has been explained in detail in Section 4.2 we can decompose the (weak)
limit U projecting it onto the non-oscillating and oscillating space U = U + Uy, Where
the orthogonal projection is defined in (4.2.6)-(4.2.7). Since U = L (ﬁ) V¢ we can hence
deduce

t\ - t t
Ve (t, I‘) =L (—g) U (t, x) +L <—g> Uosc (t,l’) + L <—g> re (t, I‘) .

By the definition itself of U we know that U belongs to the kernel of the penalized operator
PA, hence

t\ - -

c(-t)o-o

€
Moreover the operator £ (7), 7 € R is unitary in L* (T?), whence the function
(Ry, L? (T?)) topology. Hence

is still an o, (1) function in the L3

VE(ta) = U (bo) + L (—é) Use (1, 2) + B (£, ),
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i.e. V¢ is a (high) oscillation around a stationary state U modulated by a L2 (R, L? (T?))
perturbation which tends to zero as € — 0.

4.3.3 Proof of Lemma 4.3.3.

Lemma 4.3.6. The following limits hold, in the sense of distributions

lim (/T (Qa(Ua,U‘f))hdxh,0,0> ~FOY Y a (U“3 Ub’h(m)> ,

e—0
(a,b)e{0,£}% Za,p(n3)
=Q2(U,U),
(4.3.7)
where, fixed (a,b) € {0, +}* the summation set T, is defined as
Loy (ng) = {(k,m) € Z° | k+m = (0,n3), w* (k) + w’ (m) =0} (4.3.8)

Proof. Letus hence study the distributional limit for e — 0 of ( Jp2 (Q° (U5, U )" day, 0, O) :
h
Let us consider a function ¢ € D (R, x T?!) of the form ¢ = (¢1, ¢», 0, 0), and evaluate

/}R+ /m ( @@, (t,x3)> 6 (t, x3) duy dt
_ /]R+ /T% </T c (g) [L (—g) Ut VL (—g) U&] dxh) (t,25) - & (£, 3) daadt
_ /]R+ /T% </T [L (-é) Ut VL (-é) Us} dxh> (£, 3) - & (£, &s) dagdlt.

In the above equality (and for the rest of the proof) A - B is the standard scalar product in
C*. We underline the fact that, being ¢ = (¢1, ¢, 0, 0) an element of the form A - ¢ has only
the horizontal components which give a non-null contribution to the scalar product. The last
equality is justified by the fact that the adjoint of £ (£) is £ (—£) and £ (—%) ¢ (t,23) =
¢ (t, x3). By use of Placherel theorem we can hence deduce

/]R /IFl ( 2 (QE (U€7U€)) dzy, (t,x3)> '¢(t, xg) das dt
:/R Z eiéw“fn (UaSs (t k‘) Ubs (t m)) Qg(t n3)

In this case wan = w® (k) + w®(m). Indeed an application of stationary phase theorem a
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allows us to deduce that

/R Z eigw?fﬂ (U (t,k) U (t,m)) - b (t,ng) dt

k+m=(0,n3)
a,b
= [ ng (U (£,8) U (t,m)) - & (1, ng) dt
Ry TL5EZ
k+m=(0,n3)
w (k) +w® (m)=0

which is exactly the result stated.

Lemma 4.3.7. Let Q (U, U) be defined as in (4.3.7), then
Q(U,U) =0.
Proof. Let us recall that

FQUU) = ng (U3 (k) O (m)) |
(a,b)€{0,4)2 Zap(n3)

hence we shall prove that for any (a, b) € {0, 4}” the quantity Z ns (U“’3 (k) Ub" (m))
n3, Ly p(n3)
is null. The summation set Z, ; (n3) is defined in (4.3.8).

» We consider at first the case in which (a,b) = (0,0), then the contributions of F,Q
restricted on the set (a,b) = (0,0) are

Y o (UO’?’ (k) 00 (m)> ,
k+m=(0,n3)
but U3 = 0 (see (4.2.4) and (4.2.5)) hence this contribution is null.
* Let us suppose (a,b) = (&£, 0), the contributions of (4.3.7) restricted on such set are
Yoo (Ui’i” (k) OO (m)) .
k+m=(0,n3)
wE(k)=0

The condition w® (k) = 0 implies that k;, = 0, while the condition k& + m = (0, n3)
implies that m;, = 0, but U%? (0, k3) = 0 (see (4.2.5)), whence such term gives a null
contribution. The same approach can be applied for the case (a,b) = (0, £).

* We consider now the case in which (a, b) = (&, &), the contributions are hence

Yo U (k)yms U* (m).
k+m=(0,n3)
wE (k) +wE (m)=0
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Since k +m = (0,n3) then |k;| = |my| = A. Taking in consideration the constraint
w? (k) + w* (m) = 0, which reads as (thanks to the explicit formulation of the eigen-
values in (4.2.3))
A A
+

VA2 +EE /N4 mk
which implies that A = 0. Then we can argue as in the two points above to deduce that
such contribution is null.

Next we handle the more delicate case in which (a,b) = (&, F). In this case the
contributions are given by

Yoo (Ui’?’ (k) UF* (m)) , (4.3.9)
k+m=(0,n3)
wE(k)=wE(m)

where we used implicitly the divergence-free property of the vector U*. The condi-
tions k +m = (0,n3) , w* (k) = w® (m) imply now that k;, = —m;, and
A A

VR Jerm

which implies that m3 = +k3.

— If m3 = —k3 the convolution constraint k3 + mg = ng in (4.3.9) implies that
ng = 0, and hence the contributions in (4.3.9) arising from this case are nil.

— In this case k;, = —my, and k3 = m3 = 2. Hence we are dealing with an
interaction of the form

Bif = Z n3 <Ui’3 <_mh7 %) UFh <mh, @» , ng € 27.
mpEZ?

We shall now reformulate the infinite sum B;;~ + B, " in way in which its
symmetric properties are explicit.
If we consider the element

B (mp,nz) = 2 [UJ“?’ <_mh, @) [—h (mh’ @)

2 2 2
0 o ) 0 ) 0 o ) 0 )
L U3 (mh%> +h (—mh,i’)}, (4.3.10)

we can indeed say that
B+ Byt =Y B(mpns).
my, €72

We claim that
B (mp,n3z) =0, Y my, ns, 4.3.11)

the proof of (4.3.11) is postponed, this implies that B,/,~ + B,;* = 0, and we
finally conclude the proof.
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O]
Proof of (4.3.11).: Let us write the elements 3 (my,, n3) as
B (mn,nz) = B+ (mp, ng) + B (ma,n3) ,
where
5 ) =2 075 () 075 o ) 7 (o 2) 094 (- 2
(4.3.12)
5 ) =2 [0 (o, 2) 60 (o 2) 07 ) 04 (. )]

We shall prove only 3% (my,n3) = 0 being the proof of ¥ (my,, n3) = 0 identical. By
definition itself of such elements we know that

e (e ) 070 () = (0 (e )] (e ) e (o )
(0 ) (e 3)) e (e )
0 ) 02 (o 3) = (0 (o )| () o (o 2)
(0 e ) (G g
By the aid of the explicit definition of the eigenvectors given in (4.2.4) we can argue that

— n3 ng
et (mh, —) =Tl (—mh —) = A"

2 ? 2 mp,n3’
n n

+,3 3\ _ -3 3\ _ 43

¢ (‘m’“ 7) - (m’“ 7) = A na

Whence setting

o= (0 ()

(e g ) (0 )

by the aid of the above definitions we hence deduced that

U (=i 52) U (1, 2 ) = = Gy Al 04

2 h; ? Mp,N3~ "Mp,Nn37

U3 (mh,%) [+ <—mh,%> = Oy g Al A3

Mp,N3~ “Mp,N3 "

_ ng
e (m5))

Inserting such relations in the definition of 3% (4.3.12) we deduce hence that 3% (my,, n3) =
0, concluding.

4.4 The limit.

The aim of this section is to give a full description of the limit system written in the generic
form (Sp) in the case in which the penalized system is given by (PBS.), i.e. in the present
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section we prove Theorem 4.1.5.

In the present work we aim to prove large time propagation of strong solutions with
no particular assumption on the smallness of the initial data for the system (PBS.). To
achieve this goal we shall divide the limit system (Sp) in two parts, the first one represents
the evolution of U onto the kernel of the penalized operator P.A. Such projection is defined
by the element U in (4.2.6). The second part will represent the projection of U onto the space
(ker IP)A)L, this projection is denoted by the element U, defined in (4.2.7).

The result we prove is Theorem 4.1.5, in order to prove it we proceed as follows: we
consider separately the evolution of U distributional solution of (Sy) onto the non-oscillating
and oscillating subspace and prove that respectively U solves (4.1.5) and Uy solves (4.1.6).
These results are codified respectively in Proposition 4.4.1 and Proposition 4.4.5.

The structure of the following two subsections is very similar, namely we shall proceed in
the following manner

* We project the equation (Sy) onto the non-oscillatory or oscillatory subspace.

* We study the bilinear interaction Q (U, U) once it is projected onto these spaces. We
deduce that, under some suitable assumptions, such bilinear interaction once it is re-
stricted on the subspaces mentioned above assumes a "suitable" form. We refer to the
statements of Proposition 4.4.1 and 4.4.5 for further details of what "suitable" means.

* We study the form of the second-order linear elliptic operator D defined in (4.1.2) once
it is projected on the non-oscillatory or oscillatory subspace.

4.4.1 Derivation of the equation for U.

The procedure we adopt to derive the limit system is pretty straightforward, we mention the
works [72] and [123] where the authors adopted the same techniques.

As we already mentioned in this section we want to deduce the equations satisfied by the
projection of U onto the non-oscillating space Ce®. Such projection will be denoted as
U = (",0,0) as it is already mentioned in (4.2.6). The result we want to prove is codified
in the following proposition

Proposition 4.4.1. Let Uy = (af},0,0) = (VirA,'w",0,0) be in L* (T*). The projection of
U distributional solution of (Sy) onto the non-oscillating space Ce® (see (4.2.3)) defined as

U=F"'((FU|€) e,

satisfies the following two-dimensional stratified Navier-Stokes equations with vertical dif-
fusion (in the sense of distributions)

7h‘ _ ~h
u =0 Ug -

{ ot + " v,it — vAT = —V,5,

We divide the proof in steps:
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Step 1 We project the equation (Sy) onto the non-oscillatory space generated by the vector
e’ defined in (4.2.4). We recall again that such projection is defined as follows (see
(4.2.6) as well): given a vector field W the orthogonal projection is defined as

FW= (W‘e[)) e,
(C4

with this projection we can derive the evolution equation for the limit flow U, i.e.

{@U+Q@MD—DU:Q @A

Uol,o = Uo = Vo

Step 2 We prove by mean of a careful analysis that the projection of Q (U, U) onto the non-
oscillating subspace Ce?, i.e. the element Q (U, U) is in fact

Q(U,U)=B(U,U),

for a suitable bilinear form B. Hence the projection onto the kernel of the penalized
operator PA of all the bilinear interactions is a suitable bilinear interaction of elements
of the kernel.

Step 3 The last step of this section is to prove that

DU =—-vAU

We have explained the structure of the present session.

To prove Proposition 4.4.1 it is sufficient to prove Step 1 — Step 3 mentioned above.

To understand the limit of the system (PBS.) means to diagonalize the system (PBS.) in
terms of the oscillating and non-oscillating modes introduced in Section 4.2. To do so we
introduce the following quantities

wh,s - _ aQul,e + 81u2,5; ,ah,s :V}J{A}leh’e;

o (4.42)
ws :Af—Llwh,a; ws :Ah1/2wh,s.

Step 1 is only a constructive consideration, hence there is nothing to prove.

Proof of Step 2.

The proof of the Step 2 is codified in the following lemma:

Lemma 4.4.2. Let U — U in L3 (R, ; L*(T?)) as proved in Lemma 4.3.1, the limit of
(FQ° (U5, U%)|e(n))ase — 0is F (A,:l/2 (a" - Vhwh)>, in the sense of distributions.
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Proof. Let us recall that explicit expression of FQ° (U¢, U¢)is given in (4.3.2). As explained
before in Lemma 4.3.4 thanks to the stationary phase theorem in the limit as ¢ — 0 the only
contributions remaining in (4.3.2) is

FO(U,U)(n) =P, Z (U (k)ym;U" (m)| e (n))c4 e’ (n). (4.4.3)
he=0
k+m=n
j=1,23
Now, since € is orthogonal to e* as is evident from the definition of the eigenvectors given in

(4.2.4) we obtain that, projecting on the non-oscillatory potential subspace (FQ (U, U)| €°)

(FQU,U) (n)| e° =P Y (UM (R)mUP (m)| € () o | (m)[*,
a,b,0 __
kk!;?nn nO
j=1,2,3

whence we can reduce to the case ¢ = 0.

Reading in the Fourier space the projection of the bilinear form it is clear that not all
Fourier modes contribute to the bilinear interaction. In the special case that we are consider-
ing now in fact the set of bilinear interactions is

3
{(k,m,n) €2 Wit =0,a,b=0,+, k:+m:n} :R:URi»

k,m,n
=0

where

Ro={(k,m,n) € Z° : W)’ =0,k +m=n},
Rlz{(k,m,n)eZg. j[ioz(),/c—l—m:n},

k,m,n

LA
Rl TTPRY
k| |m]
RQZ{(k,m,n) ez ( +,0,0 —O) (cuo’i’o :O) k+m:n},

k’mn k,m,n

:{(k;,m,n)ez9: (i%zo)\/(ilmfﬂ 0) k—l—m—n}

Rgz{(k’,m,n) VAR wkinfg—(),k:—l—m:n},

:{(k:,m,n)ezg:i :0,k+m:n},

[nl

=23 (k,m,n) €Z°: £ F
{ k[ |m]

:0,k3+m:n}

Thanks to the above decomposition of the set of bilinear interactions we can assert that
(FQU,U)| %) =327, By, where

Bim) =P > (U (R)mU (m)| e () [ (m)[*.

We start at this point to study the resonance effect on the expression (4.4.3). Indeed the
triple (a,b,¢) = (0,0,0) is admissible which determinate the bilinear interaction set Ry.
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Namely R, describes the set of blinear interactions between element of ker P.A. The term
By gives hence a non-null contribution, we want to show that the contributions coming from
the other I3;’s are null. At first let us suppose that a = b # 0, i.e. we are considering the
contributions coming from the term B; which is defined by the resonant set R;. Let us say
a = b = 4. Whence the resonance condition w:;{fj = O reads as |kj,| = |my| = 0.

As it was proved in Section 4.2 in the case in which n;, = 0 the eigenvalues collapse all to
zero, and hence we obtain that

{(k,m,n) e Z’: wkmn,k+m—n} C Ro.

The very same analysis can be done for the triplets (—, —,0), (£,0,0), (0, +£,0), and hence
to prove that B; = By = 0.

What is left hence at this point is to prove that the triplets (£, F,0) do not produce any
bilinear interaction, or, alternatively, to prove that the contribution coming from Bj is zero.
To do so let us set

Jj=1

in particular with this notation the limit form (4.4.3) can be written as

FQU,U) =P, >  Cie Utlbet (n).

k.mmn~k

a,b,c
wkmn =0

k+m=n

Let us consider at this point the resonant condition w™® (k) +w¥ (m) = 0, it is equivalent,
after some algebraic manipulation, considering the explicit expression of the eigenvalues
given in (4.2.3) to

k2 [ma|* = m? [ka” . (4.4.4)

Some straightforward computations, using the explicit expression of the eigenvectors
given in (4.2.4) gives us that
OO0 b0 def 1C:|:0

k,mmn kmn_ kmn

cR. 4.4.5)

Moreover U¥ = =+i ¢(n) + d (n), ¢ and d are complex-valued and assume the following
form

c(n) =8 g, TRT8 g2 Imnl U3,
[nn |n] [nn [n] Id
d(n) =U".

The U* above is the i-th component of the Fourier transform of U. Hence we can write
UFUE = C (k,m) +iD (k,m)

C (k,m) = ¢ (k) e (m) +d (k) d (m)

D (k,m) = c(k)d(m) —c(m)d(k),
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with C' symmetric and D skew-symmetric with respect to k£ and m. With these considerations
hence

DR R SR (SR s IR A g B
Wi 9=0 k2| | 2=m3ky, |
k+m n k+m=n
— § o oC (k,m) . (4.4.6)

k3 |mip|*=m3 |k |
k+m=n
We rely now on the following lemma whose proof is postponed at the end of the present
section.

Lemma 4.4.3. Under the convolution constraint k + m = n the element C ,;t ;2 ks defined
in (4.4.5), is skew symmetric with respect to the variables k, m.

Using at this point Lemma 4.4.3 it is easy to conclude. If we consider the expression in
(4.4.6), and we remark that the summation set, given by the relation (4.4.4), is symmetric
with respect to k£ and m, since C' is symmetric and C m.ktm 18 Skew symmetric we obtain
that the sum in (4.4.6) is zero, hence the only admlss1ble trlple is (0,0,0).

At this point hence all that remains is to fully describe what is the sum

(FQ(U.U)le P, > TRUSE™ (k) my (€° (m)] € (n)) €*(n)|e” (n)

k+m=n
Jj=123 c4

The matrix IP,, is symmetric and purely real, hence selfadjoint, and the vector e° is divergence-
free, this implies that

(FQU,U)[) = > TYUNe™ (k)ymy (e* (m)]e® (n)) e |€°(n)

k+m=n
j:17273

by our choice of €° (see (4.2.4)) we have that |e°(n) \2 = 1 and a straightforward computation
gives us that, considering the relations defined in (4.4.2),

3
SO0 (1) my = F (i 9 1),
j=1

where k + m = 1, whence evaluating what (e° (m)| €” (n)) is, under the convolution condi-
tion £ + m = n we obtain

(60 (m)‘ e (n)) = |nh‘1|mh‘
1

[l [ma

(n1m1 + ngmz) R
[(m% + m%) + (kymy + kag)} )

At this point we first apply the operator defined by the symbol A Hm I (m? 4+ m3) to the
element evaluated above F (a : Vh¢) (n), this gives

F <A_1/2 ( - Vyw )) (n),
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while computing

(k1m1 + k?gmg) F <ﬂ1811; + ?7/2821[1)

| M|

1
:ln_h| (k1m1 + k2m2) F (alalw + 7?1?821/1) >
1
|7
:O’

F (317118121/1 + 00050 + 82518%,21/1 + 31@2312,2w) )

where in the last equality we used the relation 4" = ( _aaz}w ) already defined in (4.4.2).
1

Putting together all the results we hence obtained that
(FQ,U)| ) = F (8, (@ V"))

which concludes the proof of the lemma. [

This concludes the proof of the Step 2, the bilinear interactions of the kernel part are the
same as the ones present in the evolution equation for 2d Euler equations in vorticity form.

Proof of Lemma 4.4.3. We recall that

3

C',f;?w = Z et (k)m; (ei (m)| e’ (n)) ,

j=1

1
2

whence in particular thanks to the explicit expressions of the eigenvectors e* given in (4.2.4)
and the convolution constrain £ 4+ m = n we obtain that

1
_50;:%;2%—}—771 = (k1k3m1 + k2k3m2 — ’kh‘2 mg) (m2m3 (lﬁ + ml) — mims <k2 + mg))
= (mlmgmgk%kg — klkgkgm%mg) + (k‘lk’zkgmgmgg — m1m2m3k§k3) s
which is indeed skew-symmetric. U
Proof of Step 3.

It remains to understand how the projection onto the non-oscillating space Ce? affects the
second-order linear operator ID defined in (4.1.2). L.e. we want to prove the Step 3 of the list
above. We study the limit as ¢ — 0 of the second order linear part. The result we prove is
the following one

Lemma 4.4.4. The following limit holds in the sense of distributions

li_r)x(l)f_l ((—.7: (DU*), | |nn| € (n))@) = — vAW".
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Proof. Let us write explicitly what lim._,q (—F (D°U¢), | |nn] € (n))eq is. By the aid of
the limit formulation for the second order linear differential operator given in (4.3.3) and
some computations which can be performed explicitly thanks to the exact formulation of the
eigevector ° given in (4.2.4) (and recalling that the eigenvectors (4.2.4) are orthonormal) we
deduce

) I 0 _ 2 b1 b,2
;ll_r% (=F (@°U°),,|Innl €® (n)) u = ; vn|” (—n U + nU™?) . 4.4.7)
wy =0
W = w® (n) —w® (n). Let us consider hence what the interaction condition w%® = 0 means.
If b = =+ then indeed w®® = 0 is equivalent to n;, = 0 since the equation we derive it the
following one
ml
Id
As it has been explained in Section 4.2 as long as n;, = 0 the eigenvalue corresponding, i.e.
w®, it collapses to zero, and hence it belongs to the kernel of the penalized operator. This
implies that in (4.4.7) the only nonzero contributions are given if b = 0, proving Step 3.
O

With the proof of Step 1-Step 3 above we hence proved that, given an initial w/?, the

element

W = curly, @",

solves in the sense of distribution the following Navier-Stokes system in vorticity form

(4.4.8)
h _ ,h
wh|,_, = ui.

{ O +a" - V" — vAW" = 0,

We hence apply the 2d-Biot-Savart law @" = Vit A, 'w”, to the system (4.4.8) to deduce the
claim of Proposition 4.4.1.

4.4.2 Derivation of the equation for U..

The result we want to prove in the present section is the following one

Proposition 4.4.5. Let be Uy o = Vo—Uy € L* (T3). Then the projection of U distributional
solution of (Sy) onto the oscillating space defined Ce~ @ Ce™ defined as

Use = F ' ((FUle ) € + (FU[€F) o €7)

satisfies, for almost all (ay, az, a3) € R® parameters defining the three-dimensional periodic
domain T? the linear equation

{ atUosc + 2Q (Ua Uosc) - (V + VI) AUvosc = 07

Uosc ‘t:O = Vosc,05

where Q is defined (4.3.2).
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Step 1 We project the equation (Sy) onto the oscillatory space generated by the vectors e, e™
defined in (4.2.4). We recall again that such projection is defined as follows (see (4.2.7)
as well): given a vector field IV the orthogonal projection onto the oscillating subspace
is defined as

e*) et
Cc4

with this decomposition we can derive the evolution equation for the limit flow U, i.e.

{ Une + (Q (U, U)),. — (DU),,, =0,

F Wose = (W‘ e’)@ e+ (W

4.4.9)
Uosc|t:0 = Uosc,(] = %sc,O'

Step 2 Next we turn our attention to the oscillating part of the bilinear interaction (Q (U, U))
We prove that for almost all tori

(QU,U))gge = 2Q (U, Usse).

This result is not a free-deduction and it can be attained only thanks to some geometri-
cal hypothesis on the domain. We say in fact in this case that we consider non-resonant
domain.
A direct consequence is that U, satisfies hence a linear equation, hence it is globally
well posed if the perturbation U acting on his evolution system is globally well posed
as well.

osc’

Step 3 The last step of this section is to prove that

—DU),,=—W+V)AUs.

0sC
As well as in the previous section in order to prove Proposition 4.4.5 it i to prove Step
1-Step 3 above.

As well as above the Step 1 consists of constructive considerations only, hence there is
nothing really to prove.

Proof of Step 2.

Our goal is to study the interaction of the kind (Q° (U*,U*)), .. hence to prove the Step
2. These are bilinear interactions between highly oscillating modes, which create a bilinear
interaction of the same form of the classical three-dimensional Navier-Stokes equations. We
want to prove that in the limit as ¢ — 0, for almost each torus T3, interactions between
highly oscillating modes vanishes, leaving linear interactions between Uy and U only.
Since U¢ = U* + UZ,, it shall hence suffice to prove that

0sC

1im (Q° (Usse Usse)Jose = 05 (4.4.10)
lim (Q° (U, U7)),,,, = 0. (4.4.11)

We prove (4.4.10) and (4.4.11) respectively in Lemma 4.4.6 and Lemma 4.4.7.
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Lemma 4.4.6. For almost each torus T? the following limit holds in the sense of distributions

hm (QE (U(::sC? Ug:sc))osc = O

e—0

Proof. In the proof of this lemma we shall see how the resonant effects play a fundamental
role in the limit of the projection of the bilinear form onto the oscillatory space. In this proof
only we will use again the check notation on the Fourier modes since the structure of the
torus itself shall play a significant role. First of all we recall that

(FQ (U5, U)o = | Pa > et < ST U (k) mU (m)
a,b,ce{0,+} j=1,2,3
k+m=n

émﬂéw ,

whence, since F. = (F|e®)e* and e | e* we easily deduce that ¢ = +. Letting ¢ — 0
by stationary phase theorem all that remain are interactions of the form,

FOWU,U) =P, Z (U™ (k) ;U (m)| e* (n)) e (n),

w"z m 77.
k+m n
7j=1,23

and 1in particular we focus on the ones which have purely highly oscillating modes interact-
ing, i.e. when a = £,b = 4 (but they may be different the one from the other) and the
frequency set of bilinear interaction satisfies the relation

1A A T

-7 — €27
|| 7]

€1, 6 = £1. (4.4.12)

We want to prove, specifically, that the bilinear interaction restricted on these modes gives a
zero contribution for almost all tori.

The above relation can be expressed as a polynomial in the variables (/VC, m, ﬁ) at the cost of
long and tedious computations. In particular we shall use the following expansion

2 [k n® (||
en|* (Il + i + 2 2 m3) (nn]* + 24 + 2 |7 72)

oo ([l + B+ 2B ) (1] + 75 + 2 fin | 23)

Bal*) (nl® + inal?) (Jion]* + gl + 2 fin | 23) =

+ | |* <|l%h]4 + k3 +2 ]I%hf k§> (|rin|" + g + 2 s |* 112 (4.4.13)
— 2|k | [in]? (\l%h|2 +l%§) (|n]® +73) (|ran|* + g + 2 [hn] > m3)
— 2 s [l (i + 102) (|7 + 02) (|z;hy4 TR 42 y/;;hf;;g) .

We underline the fact that (4.4.12) and (4.4.13) are equivalent. The expression in (4.4.13)
could be further expanded and refined, but for our purposes the form in (4.4.13) shall be
sufficient.
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We take the expression in (4.4.13) and we evaluate the sum of monomials in the leading
order in the variables kj,, y,, nj,, which is

~ ~ . ~ 4 . .
Py (kn, i) = =3 [ka| [rin|* |7n]
while the sum of monomial in the leading order for the variables 1%3, s, N3 18

. A4 T 1A GdLd s V4 <4
By (k,m) = m3n; ‘k;h} + idnd g+ Edad [n,)
~ 2 - ~ - - ~ 2 - Yo - - - B 97
— 2 |ky| i |* k2m2nd — 2 |k | 7| k202md — 2 [ |7 2Rk

We point out the Py is homogeneous of degree 8 in the variables 12:3, s, N3 while Py is
homogeneous of degree zero.
Since Py (k, m) is homogeneous of degree 8 we can rewrite is as

N - (k m _s

Py (k>m) = I <573> = ag Py (kamaah)'
Since aq, as, ag are parameters of a torus we can indeed consider them different from zero.
Moreover

_ 2 2 2
Py (k,m,an) = =3 (a1a2) "% (a3k7 + aik3)” (a3m3 + aim3)” (a3n} + ajn3)” =0,

if and only of k;, or my, or n, = kj, + my, is equal to zero. Let us suppose hence that one
of these three conditions is satisfied. We have seen in Section 4.2 that once we consider
(say) n;, = 0 all the eigenvalues collapse to the degenerate case of w = 0 with multiplicity
four, whence there is no triple interaction of highly oscillating modes and we can consider
kh; mp, Ny, 7é 0.

As explained under this condition hence P (k, m, ay) # 0, hence we can rewrite the resonant
condition (4.4.13) in the abstract form

8
Py (k,m,ap) a3+ Po(k,m,ap)a§ =0, (4.4.14)

a=1

where we made sure that P, (k, m, a,) # 0. Whence fixing (k,m, aj,) € Z5 x (R,)* we can
state that there exists a finite a3 (k, m, ay) solving (4.4.14). These elements are finite and
unique once we fix a 8-tuple (k,m, a;). At this point hence it is obvious that

az (Z°, ap) = U az (k,m,ay),

(k,m)€Z5

has zero measure in R. Whence we proved that outside a null measure set in R? there is not
bilinear interaction of highly oscillating modes, proving the lemma. [

We turn now our attention to study the limit dynamic as € — 0 of the projection of the
bilinear interactions of elements in the kernel onto the oscillating subspace, i.e. we prove
(4.4.11).
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Lemma 4.4.7. The following limit

(o° (05, 0%)). %o,

osc

holds in the sense of distributions.

Lemma 4.4.7 states that, on the oscillatory subspace in the limit £ — 0 there is no bilinear
interaction of elements of the kernel.

Proof. The element (Q° (U*,U¢))__reads as, in the Fourier space

F (@ (U°,07)) = Z gl () (P,UY* (k) m; U (m)] e* (n))(c4 e* (n),

0sC

k+m=n
j=1,2,3

letting € — 0 and applying the stationary phase theorem the limit results to be

lim F (Q°F (U5, 0°)) .= . (BU% (k)ym; U° (m)|e* (n)) e €* (n).

e—0

k+m=n

=123

wt(n)=0
The condition

+ _ |7 _ _
wr(n)=-—=0 = n, =0,
n|

combined with the convolution condition k + m = (0, n3) imply that m;, = —kj;,. Under this

assumption

> U (k)ymy U (m) = kU (k) U° (m) + U™ (k) msU° (m),

§=1,2,3
=n3U% (k) U" (m).
We deduced hence that
lim F (Q° (UF, U7)) .. = > (nsU% (k) U° (m)| e* (0,n3)) ca € (0,n5). (44.15)
i
nh=0

The term U° (m) = (U (m)’ e (m)) , €°(m) and € has the first two components only

which are nonzero (see (4.2.4)), while e* (0, n3) = (0,0,0, 1) as it is given in (4.2.5), hence
the contribution in (4.4.15) is null, concluding. ]

Proof of Step 3.

It remains hence only to prove the Step 3 above, i.e. to understand the (distributional) limit as
e — 0 of the interaction generated by the second-order elliptic operator D defined in (4.1.2).
This is done in the following lemma:
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Lemma 4.4.8. The following limit holds in the sense of distributions

lim (—=D°U*|e” +¢e") = — (v 4 V') AUsg.

e—0

Proof. We proceed as follows. By definition of the projection onto the oscillatory space (see
(4.2.7) (—=D*U*) . is given by the formula (4.3.3)

osc

F-D U)o () = 30 (=DF () 0 ()| e (), e* (),

at ©

wiZ:O (—IDE (n)U=* (n) et (n)‘ " (”>)C4 e’ (n)
j Zi: (_DE (n) U=~ (n) e (n)|e* (”)><c4 e"(n) 4416
:jzo (-0F ) 07 () e @] e () e (m)
+w§:<ﬂ)5 (n) U5~ (n) e (n)|e* <”)>c4 e (n),

where for the second equality we used the decomposition Ue = Za:o, n U e and the fact
that the eigenvectors are orthogonal.
Computing the explicit expression of (—D° (n) e* (n)| e™ (n))cs we deduce

(=D° (n) et (n)|e" (n))(C4 = (—]D (n) e iewn) gt (n)) e iew(n) gt (n))(C4 ,

= (-D(n)e* (n)|e* (1)), (4.4.17)
=(v+v) n*.

While for the element (—Df (n) e™ (n)| et (n))ca

(=Df (n) e~ (n)] e (n)) oy = ¥ =0 (=D (n) e~ (n)] et (1)) oy — 0, (4.4.18)

(C4
in the sense of distributions thanks to the stationary phase theorem. In this case we automat-
ically excluded the case w (n) = 0 since, as explained in Section 4.2, saying w (n) = 0 is
equivalent to say that n;, = 0 and hence, in this case, all eigenvectors belong to the kernel of

the penalized operator and hence Q (U, U)|,,, _, = 0.

The same ideas can be applied to deduce
(=D (n)e” (n)] e (n)) e = (v +7) |n|?, (4.4.19)
(=D7 (n)e* (n)| e (n)) e — 0. (4.4.20)

The limit (4.4.20) has to be understood in the sense of distributions. Inserting (4.4.17)—
(4.4.20) into (4.4.16) we deduce the claim, proving the Step 3. [
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4.5 Global existence of the limit system.

In Section 4.4.1 and 4.4.2 we performed a careful analysis whose goal was to understand
which equations are solved (in the sense of distributions) by the functions U and U, which
were defined as the projection respectively onto the non-oscillating subspace Ce® and the
oscillating space Ce~ & Ce™ of U, distributional solution of (Sy). The present section is
devoted to study the propagation of strong (Sobolev) norms under the assumption that the
initial data is sufficiently regular.

In particular we are interested to understand if the system (S;) propagates (isotropic) Sobolev
data H*® (T?), s > 1/2 and, if so, under which conditions on the initial data. Our expectation
in that such system can propagate sub-critical Sobolev regularity globally-in-time without
any particular smallness assumption on the initial data. The result we prove is the following
one:

Proposition 4.5.1. Let Uy € H* (T?) N L> (T,; H° (T3)), and V,U € L*> (T,; H° (T3))
fors>1/2 0 >0, and let U be of zero horizontal average, i.e.

/ Uo (z, 23) dxj, = 0 for each x5 € T,
T},

then the weak solution of

ol +at - v, — vAT =0,
div ,a" = —V,p, 4.5.1)
U (O,Q?) = U(]

is in fact strong, and has the following regularity:
u" € C(Ry; H? (T?)) N L? (Ry; HH (T?)) .

Moreover for each t > 0 the following estimate holds true

" (¢) Hs(’JI‘3 +V/ |a" (7 Hs+1 g0y A7
CK
<C| h‘ Ho(T?) exp{g @ (Uo) ||vhl_tgHL€<Hg)}. (4.5.2)
where
® (Vo) =
R (K 2
exp o h exp{a (1-1— HﬂgHLgo(L%)) ||thgHLgo<L%)} . (45.3)

Moreover if Uyseo € H® (T?), s > 1/2 then Uy, weak solution of

{ atljosc + 2Q (U, Uosc) - (V + V/) AUvosc = 07
Uosc‘t:() = Uosc,0~
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is global-in-time and belongs to the space
Uose € C (Ry; H* (T?)) N L? (Ry; H*H' (T%)),

for s > 1/2. For each t > 0 the following bound holds true

9 v+uv o[t
e + 5% [ e (7)

< C ||Uosc,0|

1Uose ()]

i]s-}—l(TS) dr

2 CK _
oo { 5 000 19t

Thanks to the bounds above we can hence claim that, if Uy € H* (T®) N L> (T,; H* (T3)),
and V,U € L> (T,; H* (T%)) for s > 1/2, and let U be of zero horizontal average, then

-
b e {

U=U+ U,
distributional solution of (Sy) is in fact global-in-time and belongs to the space
U C (R, B* (T) N L2 (Ry: B (T%)
fors>1/2.

The statement of Proposition 4.5.1 is divided in two macro areas:

1. Control of strong Sobolev norms for the kernel-part of the solution U.

2. Control of strong Sobolev norms for the orthogonal of the kernel-part of the solution
UOSC'

The derivation of_ the regularity of U = U + U, is hence a simple deduction due to the
orthogonality of U and Ul.

We shall hence divide the proof of Proposition 4.5.1 in the next two sub-sections: at first
we prove the propagation of Sobolev norms for U, then we prove the same result for Uyc.

4.5.1 The kernel part: propagation of /* (T?), s > 1/2 data.

The equation (4.4.8) is the vorticity equation associated to %", this comes from the fact that
Vi - @' = wh and hence V3 - (u — Hh) = (. Whence u" satisfies the following equation

ol +u - Vyu — vAT = -V,
div ,a" = 0, (4.5.4)

This tells us that %" satisfies a stratified 2D Navier-Stokes equation with full diffusion. In
particular the 2D Biot-Savart 4" = Vit A; 'w" law holds.
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Lemma 4.5.2. Let i) € H* (T?), s > 1/2 and of zero horizontal average i.e.
/ al (yn, 3) dy, = 0.
T
The function u" local solution of (4.5.4) defined in the space
a" € C ([0,7%]; 2 (T%)) n L* ([0, T*]; H*M' (T?)),
for some T™ > 0 is of zero horizontal average in its lifespan, i.e.
/ ah <t7 Yh,s 1:3) dyh = 07
T3
foreach 0 <t <T™.

Remark 4.5.3. The above lemma in particular implies that, for local solutions of equation
(4.5.4), the horizontal homogeneous and nonhommogeneous Sobolev spaces are equivalent
P HU<7$3)HH;L

i.e.
|2 u(,e)
h
For this reason, from now on, we shall always use the nonhomogeneous Sobolev space (al-
though, as explained, for equation (4.5.4) they are equivalent) since the embedding
H'™= (T}) — L* (T}) ,e > 0,

holds true (which is not the case with homogeneous spaces, generally) and we do not leave
any place to ambiguity. ¢

The main result of the present section shall be the first part of the claim of Proposition
4.5.1, namely

Proposition 4.5.4. Let Uy € H* (T3) N L> (T,; H° (T%)), and V,U € L*> (T,; H° (T%))
fors > 1/2 0 > 0, and let U be of zero horizontal average, i.e.
/ Us (21, 3) dzy, = 0 for each x5 € T,
>

then the weak solution of

ol +a" - vy — vAu" = —V,p,

div ,u" = 0, (4.5.5)

U (O, ill') = UO
is in fact strong, and has the following regularity:

u" € C(Ry; H° (T?)) N L* (Ry; HF(T%))

Moreover for each t > 0 the following estimate holds true

[ e+ [ N )

< Cjag]

2
Hs+1 (TZS)

dr

2

CK
s (13 €XP {7 ® (Vo) ||th’gHLg<Hg)} , (45.6)

where ® (Uy) is defined in (4.5.3).

The following two sections exist to this scope
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The kernel part : smoothing effects of the heat flow.

This first subsection is aimed to prove some global-in-time integrability results for some
suitable norms for (weak) solutions of the limit system (4.5.4). The result we present here
are a consequence of the fact that (4.5.4) is a transport-diffusion equation in the horizontal
variables, but a purely diffusion equation in the vertical one, in the sense that there is no
vertical transport contribution.

The final result we want to prove is the following one

Proposition 4.5.5. Let 4" be a weak solution of (4.5.4), and assume that U}, Vil €
L3 (HY). Let the inital data be of zero horizontal average, i.e.

/ g (yn, x3) dyp, = 0,
T

3
for each x3 € T:. Then the solution u" belongs to the space
u" e L? (Ry; L™ (T%)) ,
and in particular

CK

HahHL2(R+;L°°(’J1‘3)) S v @ (Uo) ”VWSHL{;(H;;) ’

where c,C, K are constants which do not depend on any parameter of the problem and

& (Uy) is defined in (4.5.3).

The tools required in order to prove Proposition 4.5.5 are rather easy, but the procedure
adopted is slightly involved, for this reason we decide to outline the structure of the proof in
the following lines:

1. Using the fact that the transport effects in (4.5.4) are horizontal only we perform an L>-
energy estimate in the horizontal direction. Next, on the vertical direction we exploit
the fact that (4.5.4) is purely diffusive and linear equation: this fact allows us to use the
smoothing effects of the heat kernel (at least along the z3-direction) in order to prove
that

u" e L* (Ry; LY (L)),
Vi € L (Ry; LY (L7)) -
2. We use the results of the point 1 in order improve the regularity result to the following

statement (at a cost of having smoother initial data):

a" e L (Ry; L (HY))
Vya" € L* (Ry; L (HY)) .

for o > 0.
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3. Since the equation (4.5.4) propagates the horizontal average we exploit the embedding
L (H,7) < L*° (T?) to deduce the result.

The following Poincaré inequality shall be crucial in the proof of time-smoothing effects
we want to prove

Lemma 4.5.6. Let f € W2 ([0, 27 a;] x [0, 27 ay]) and such that it zero average, i.e.

2T a1 27 ag
/ / f(l’l,l’g) dZL'QdJ]l = 0.
0 0

Then the following inequality holds true

H-f”LQ([O,2TI' a1]x[0,27 az]) <C ||vf”L2([0,27r a1]x[0,27 az]) ?
where in particular the constant C' is independent of the parameters a1, as characterizing

the torus [0, 2m aq] x [0, 27 as].

The following lemma is a key step for the rest of the results presented in the present paper

Lemma 4.5.7. Let " be a (weak) solution of the equation (4.5.4). Let us suppose moreover
that ug, Viug € LP (L?) for some p € [2,00|. Let us assume as well that

/ U (yn, v3) dyn = 0,
T}
for each x3 € T. Then
a" el (Ry; L2 (L7)) forq e [1,00],
Vi €L (Ry; L2 (L3)) forq e [1,00],

€ [2,00], (4.5.7)
(4.5.8)

SIS
~
8

In particular the time-decay rate is exponential, i.e.

" @)]
IV (0)]

Lg(L%) < 6—1/675 H’ﬂgl Lf,’(L,Ql) 5

) <K e ™! ”VhagHL%j(Li) ’

Lh(r2

where c, K are strictly positive constants which depend on the dimension of the horizontal
domain only (in this case two).

Proof. Let us multiply the equation (4.5.4) for @" and let us take L? scalar product. Since
the vector field " is horizontal-divergence-free, i.e. 01! (21, ¥o, x3) + Ooti® (21, T2, 23) = 0
for each x € T? we deduce the following normed equality

d
o 18" @)l + v Vo (@) + v [|0sa® @)l — v |3 ()], = 0.

N —

The term v Hé?gﬂh (x3) H; has indeed a positive contribution, hence we deduce the following
h
inequality

1d
5 di " (%)Hii +v|| Vi (xg)Hi% —v0; ||a" (x3)||i% <0.
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At the same time we can use the Poincaré inequality as stated in Lemma 4.5.6 to argue that
v |V ()5 > ev [l ()] 5

where ¢ = C'~! appearing in Lemma 4.5.6. Whence we deduced the inequality

1 d
5 @ 17" @)l T @ @), —vd3 [|a (2], <O. (4.5.9)

Let us now consider a p € [2, 00), and let us multiply (4.5.9) by

el - (/.

h

p—2

2

a" (yn, z3) dyh) :

and hence integrate the resulting inequality with respect to z3 € T.. The resulting inequality

we deduce is
p 2

8(p—2 !
LQ + L/ 83 / UQdIh dl’g < 0,
(£3) p? T} T?

Q—lg

L2)

D=

v

(.

1y (u)

and since [, (u) > 0 for each p we deduce the following inequality neglecting it

%(( o)) <O

Integrating in-time the above equation we deduce hence that.

N

—cvt h
e |||

(4.5.10)

I @z

and hence @" is L9-in-time for each p € [2,00). In order to lift the result when p = oo it
suffice to recall that, given a finite measure space (X, %, 1) and a ¢ € LP (X, %, ) for each
p € [1,00], the application p — |X|™"[|¢|| Lr(x.3,,) 18 continuous, increasing in p and con-
verges 10 ||@|| oy as p — oo, hence it suffice to consider the limit for p — oo in (4.5.10).

Lf, L2) ’

To prove the statement for V%" let us consider the equation satisfied by w”" = curl;, @".
The equation is the following one

O +a" - V' — vAWh =
wh|,_, = wi = curly ag.
We can perform the exactly same procedure as it has been done with ", obtaining hence that

b1z) S ¢

" 1(13):

Since the application w” +— V4" is a Calderdn-Zygmund operator it maps continuously L?
to itself and has operator norm K we deduce that

|Vat" () p(12) < Ke ™! ”VhﬂgHLg(Lg)’

for each p € [2, x0]. O
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Lemma 4.5.7 deals hence with the propagation of some anisotropic LE (L?) regularity for
(weak) solutions of equation (4.5.4). In our context we are particularly interested to study
the propagation of the anisotropic L° (L?) norm.

Similarly we are interested to understand how (4.5.4) propagates data which are bounded
in the horizontal variables. Standard theory of two-dimensional Navier-Stokes and Euler
equations suggests that, if the data is sufficiently regular in terms of Sobolev regularity, the
propagation of horizontal norms should not be problematic.

The regularity statements proved until now are not sufficient to perform our analysis, for this
reason we require the following lemma

Lemma 4.5.8. Let us consider ﬁ a (weak) solution of (4.5.4), with initial data ﬂg, Vhﬂg €
L (HY),0 > 0 and assume ul has zero horizontal average, then

u" €L’ (Ry; LY (HY)) forq € [1,00], p € [2,00],
V" €Lt (Ry; LP (HY)) , forq € [1,00], p

Moreover the decay rate of the LY (Hf) norms is exponential-in-time, in particular the fol-
lowing bounds hold

17 Ol 2 (17
<c eXp{K ( ) 9, )}e . 4.5.11)
|Vna" (t) HLg(HZ) < CKCI)(UO) e*%tthaQHLg(Hg), (4.5.12)
where ® (Uy) is defined in (4.5.3).
Proof. We prove at first (4.5.11).
Let us recall the bound
(a" (-, 23) - Vit (-, 23)] h(7$3))
<0 (14 o ¢ 25)]) ) v )| o 17" o) e [V ()]
<O (1]l () [25) 119" G2 1 Gl + 2 9 o)
=C f (t20) Hawg I + 5 198" ol

(4.5.13)

Performing an [} energy estimate onto (4.5.4) with the bound (4.5.13) we deduce that

1d

Sz v ||a (-

@ o)l + 5 V0" o)l + v |5 (o) ] [

= C f (t,3) [|a" (-, s)] [, < 0.

By use of Lemma 4.5.6 and the fact that v ||95u" ( ,335)”; > 0 we deduce
h
1d, o )
5T |@" ('»$3)”12H;; + (? —vd2-C f (t,x3)> |a" (.7x3)Hi{g <o. (4.5.14)
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domains.
t 1'3 / f t ZL‘3

The function F' is bounded in L;° thanks to the results in Lemma 4.5.7, in particular

() 1938}

hence again as it was done in equation (4.5.9) we multiply (4.5.14) for

el = ([ - 807 nzan )

h

Let us define

Il < exp{K <1 T lat

where p > 2, 0 > 0 and we integrate in z3 to deduce

la" (2)

o) < € o0 {2 (L 1) 190y % 1 Oy

in the same fashion as it was done in (4.5.10) for any p € [2, oo]. The bound (4.5.11) is then
proved.

For the inequality (4.5.12) the procedure is the same but slightly more involved. We
recall that the following bound holds true for zero-horizontal average vector fields:

(ﬂh (,7:1;3) . Vhwh (.,x3)| Wl ('7I3))H" < = thw ,:L‘g)HiIg

+C K2 |Ja"( o .,xg)}}ii ||wh('a$3>HZg- (4.5.15)

3 HH,C;
We postpone the proof of (4.5.15).
We set

g(t,as) = [[" (1, 23) | [l (0, )]

t
Gt 23) = OK? / g (¢t z3) dt,
0

where K denotes again the norm of w" — V4" as a Calderon-Zygmung application in L?.

Performing an HY energy estimate onto the equation satisfied by w” with the bound
(4.5.15) we deduce the inequality

1d
5 | @) + (5 = C K2 g(t,2) = k) o (a3)| [, <O

Net, we multiply the above inequality for Hw T3 H Hy p = 2 in order to deduce as it was

done for @" that

el lles]

||wh (t)HLﬁ(Hg) <Cez Lﬁ H") :
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4.5. Global existence of the limit system.

The function e“ € L*° (T!) thanks to the results in Lemma 4.5.7 and the estimate (4.5.11),
hence we deduce the bound
e

CK?||wh 2

Lo (L2 K
ez < Clexp - () exp {5 (1 + } Uy

)

which lead to the final bound

" Ol
2
e CK? Huf);HLgo(Li) eXp{K ( ) ) )}
xe ? Hy)
forp € [2, 00].

Since the application w" — V,u" is a Calderon-Zygmung application we can conclude with
the following estimate

V"]

LE(HE)

) thuo

< CK exp

cv cv

OR? | Vot 1) {K (i
exp

)

xe 2t thﬂg”L{,’(Hg) R

which proves (4.5.12).
[

Proof of Proposition 4.5.5 At this point the proof of Proposition 4.5.5 is direct corollary of
Lemma 4.5.8. Since the vector field %" has zero horizontal average the following equivalence
of norms hold true

thﬁh (',333)HH,3 ~ Hah ("373>HH;1+1

It is sufficient in fact to remark now that, for vector fields with zero horizontal average, the
embedding H'*7 (R?) — L> (R?), o > 0 holds true. Le.

2" G o) o < [l@" Coa) [ g
These considerations together with the inequality (4.5.12) (setting p = o0) lead us to the
following estimate

|2

hHLOO(T3 CK @ (Up)e %! ||VhagHL§,’(HZ) :

An integration-in-time completes hence the proof of Proposition 4.5.5. U
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Proof of (4.5.15). This is the only part of the present paper in which we use the anisotropic
(horizontal) paradifferential calculus introduced at Section 4.1.5. We recall that, given two
functions f,g € Hf

(f\g 222q0 Ah |Ah
qE€Z

This deduction is a consequence of the almost-orthogonality property of dyadic blocks.
Whence it is sufficient to prove bounds for terms of the form

Ag = (D0 (@ (s) - Vi (29)) | Al (,3)) o

= (A" (@ (- w3) W (-, 23)) | APV " ("xS))LZ _

Using the (horizontal) Bony decomposition (4.1.10) we decompose A, into the following
infinite sum

A, = (AZ (ﬁh (v, z3) Wwh (-, :(:3))‘ Agvhwh (~,x3))L% ,
= Z (Ah (S, (-, x3) Af}wh (,xs)ﬂ Agvhwh (',373))1%,
lg—q'|<4

+ Z (AY (A" (- 235) S 0" ’>x3))|Athwh("m3)>Li’
q'>q—4

_ 71 2
—AL + A2,

We start bounding the term A;. We recall that thanks to the Bernstein inequality the operator
AZ maps continuously any f space to itself.
Using Holder inequality (twice)

Al < 2 Ml Gl g [4w" Coms)l y 125V ()l

lg—q'|<4

Thanks to the Remark 4.5.3 we know that %" and w” are vector fields with zero horizontal
average for each z3. Hence we can use the Gagliardo-Nirenberg-type inequality (4.1.13), to
deduce

||ﬂ’h ('7x3)HL‘}1L <C Hﬂ x3 H1/2 thah ('>x3)H1L/22’
85" (o)l < C (| ahe” ()l | A% Vae ¢l

Since the application w” — V,u" is a Calderon-Zygmung application we can say that, there
exists a K constant independent of any parameter of the problem such that

/2 1/2

IVna" (sl < K2 [l ()

Moreover for vector fields whose horizontal average is zero the embedding H{ < L? 0 > 0

holds true, hence
1 /2 1/2

la" Gzl < Ol o)l -
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4.5. Global existence of the limit system.

Since there exists a ¢ (Z) sequence such that

b o)l 185 Vet (o)l < Cep 2777 [ (sl gy | Vo (o) [
12GVh" (- 2s)] 1y <Ceg27 |[Vaw” (o)
we formally deduced the bound
1/2 1/2 1/2 3/2

|Ag] < CEMe 2727 || (-, )[4 |lw" Coaa)|| o (| Coms) | e (Va0 ()|
It remains to prove the same kind of bound for the term Ag. Again, using Holder inequal-

ity
451 < Y 1aGa" (sl 180" (o)l s 25 VA" (- 25)]| -
q'>q—4

Since the vector fields have zero horizontal average we can apply (4.1.13), the fact that
wh + V,u" is a Calderon-Zygmund operator and (4.1.12) to deduce

|Aga" ()| s < Cl|Aga" (- 23) H”2 |2 Vha’%-,xs)Hi/;a
CK'2 | Apa" (- x3) HWHN " (o a3) IIi/f’
< OKY? ¢, 2777 ||a" (-, z3) Hl/QHw . 23) HW.

Using (4.1.13) and the embedding H{ < L? which hods for vector fields with zero horizon-
tal average

o (5 23)]| 4 S O | (- 23) H1/2thwh (- 3) Hl/f,
I3 ot B
<Ol Ca) [ 9 G
Hence with the aid of (4.1.12)
| AR ™ ( xg)HL% < Ceg279 ||V ( x?’)”HZ'
We hence deduced that
47| < ORM a2 |[a ()| g [l o)l (" ) g ([ ) g
With these bounds we hence proved that
(ﬂh (-, 3) - Vhwh(',x3)|wh . Q?g))HU
< ORM2 [ ()| g (| o) [l G g (9" ) e

To deduce the estimate (4.5.15) it is sufficient hence to apply the convexity inequality ab <
4
Cat+ b*/3 to the above estimate. O

404/3
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Propagation of isotropic Sobolev regularity.

We apply in this Section the result proved in the previous one in order to conclude the proof
of Proposition 4.5.4.

Proof of Proposition 4.5.4. Let us apply the operator A\, to both sides of (4.5.5) and let
us multiply what we obtain with A, 4" and let us take scalar product in L? (T?), we obtain
in particular

1d

2dt HAqahH;(T% +v HAqvahH;(m) S ‘(A (@" - Vyu )| AT )L2 (T3)

. (4.5.16)

whence to obtain the claim everything reduces to bound the term ) (A (@t - Vyu")| A", |

By Bony decomposition (4.1.11) we know that

’(Aq (@" - V)| &)

< ’(Sq_lfahAqvhah] A"

L2(T3) L2(T3)

x> ’( [Dgy Sypat"] Dy V| Dgtl”)

lg—q’|<4

+ Z ’((Sq — Sg—1) @hAqu’vhﬁh‘ Aqah)m(ﬂr?»)

lg—q'|<4

-y

Since div ,a" = 0 we immediately obtain that /; = 0, whence if we consider the second
term, thanks to Holder inequality and Lemma 4.1.10 we can argue that

<C D> 27||SyVa

lg—q'|<4

+ Z ’ q+2thA/u |Au L2(T%)

q'>q—4

|80 Vra | 848" | 2

Mooy | "Nz |

Accordingly to Bernstein inequality we have that

[Sg—1Va"| . (T3) <c HSq/*lﬂhHLw(TS)’

and hence, since || A f | 2 (g < Ccq (£) 279 || f|| 75 (ys) We obtain that

I, < ch2’2qs Hu

V']

] ey Nl
Loo(m3) 11U

Hs(T3) Hs(T3)
Similar calculations lead to the same bound for I3, i.e.
—2qgs h = —h
I; < Ce,27 ||a HLoo(1r3 @ H(T3) [Vha"| Hs(T3) *

Finally form the reminder term /, the following computations hold

L= ‘(Aq (Sy2 V" D) | A"

L2(T3)
q'>q—4
< D 1802Vt | e oy 1008 | oy 1298 | oy
q'>q—4
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but, since we are dealing with localized functions

HSq +2vhuhHL°°(T3) <2’ q’+2ﬂhHLw (T3)

HA IUhHLQ(’JI‘3 <cey2” q's—q HVuhHHS(T3).

287 Ly < 027 5
whence we obtain

I < Ccg27* ||a H3(T3) [va"| H3(T3)
which in particular implies that
(80 (7 90 80 ]| < O [y 17 [
(4 5 17)

Whence inserting (4.5.17) into (4.5.16), multiplying both sides for 22%° and summing over ¢
we obtain that

1d

2dt | h‘ mersy TV |a" ‘ Hs+1(R3) <0 ”uhHLOO(TS) [ Hs(T3) [ pori(ray s (43.18)
whence by Young inequality

1 ooy 1 Loy 1T oy < 5 1 Uiy + € N ey 1 ey

which, together with (4.5.18) and a Gronwall argument lead to the following estimate

t
He(T3) +V/ [a" (7 ZS(W)GXP{/O ||ah<7)||ioo(1r3)d7}'

We can hence apply on the above inequality Proposition 4.5.5 to deduce the bound (4.5.6).
O

2" @]

7 < O]

Hs+1 TS)

4.5.2 The oscillating part: propagation of H* (T?), s > 1/2 data.

In this section we consider the propagation of Sobolev regularity for the equation (4.1.6)
satisfied (distributionally) by the function U,.. We proved in Section 4.4.2 that for almost
all three-dimensional tori T? the equation for U, is linear. The result claimed is hence the
following:

Proposition 4.5.9. Let Uy.o € H*(T?), s > 1/2, suppose U = (ah,0,0) solution of
(4.5.4) is globally defined and u" € L* (R, ; H**'), hence the solution U of the system
(4.1.6) satisfies

Uose € C (Ry; H* (T?)) N L* (Ry; H*H' (T%)),
and the following estimates hold for each t > 0

2 v+ V/ t 2
Ho(T3) T T /0 [Uose (7)1 zs1¢psy 7

2y 50 { OV e o} 45.19)

1Uose ()]

< O HUosc70|

For a proof for Proposition 4.5.9 we refer to [72, Appendix B].
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4.6 Convergence for ¢ — 0 and proof of Theorem 4.1.7

Remark 4.6.1. Given an NV € N (generally large) in the present section we denote with K
and ky two constant such that Ky — oo and ky — 0 respectively as N — oo. These
constant depend on /N only, and their value may vary from line to line.

In the present proof for the convergence we shall reduce ourselves to the simplified case
v = V. Itis a simple procedure to lift such result when the diffusivity is different. We
chose to make such simplification in order not to make an already very complex notation
even heavier. ¢

The previous section has been devoted to the study of the global-well-posedness of the
limit system (Sp) in some sub-critical H* (T?), s > 1/2 Sobolev space. The present section
shall use this result to prove that, for 0 < ¢ < g sufficiently small the (local, strong)
solutions of (PBS.) converge (globally) in the space

C (Ry; H* (T?)) A L2 (Ry; H (T%)) |

to the now global and strong solution U of (Sp). This shall imply that as long as ¢ is suffi-
ciently close to zero the strong solutions of (PBS.) are in fact global.

The method we are going to explain reduces to a smart choice of variable substitution
that cancels some problematic term appearing in the equations. This technique has been
introduced by S. Schochet in [133] in the context of hyperbolic systems with singular per-
turbation. I. Gallagher in [72] adapted the method to parabolic systems. We mention as well
the work of M. Paicu [123] and E. Grenier [79].

Let us subtract (Sp) from (S.), and we denote the difference unknown by W¢ = U¢ — U.
After some basic algebra we reduced hence ourselves to the following difference system

QWS+ Q° (W#,W* +2U) — vAW* = — (Q° (U, U) = Q (U, 1)),

diviWe =0, (4.6.1)
Wel,_, = 0.
We define R, = Q° (U, U) — Q (U,U). We remark that RS, — 0 only in 7, since it is

defined as R;,, = Ri.1 + R p Where

osc osc, osc, [

. ¢ .a,b,c

Rower = F L[ Y e (U™ (k) (ny — k) U (n = k)| e (n)) e (n) | |

a,b,c
wk:,n—k’,n7é0
Jj=123

4.6.2)

e = E YD ey (U (k) U (m),0,0)7 | (4.6.3)
k+m=(0,n3)
o®® 20

k,m
where @me = w" (k)+w’ (m). The term RE,. || represents the high-frequency vertical pertur-

bations induced by the horizontal average < Jp2 (Q° (U=, U N day, 0, O) which converges to
h
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zero only weakly as explained in Lemma 4.3.3. Hence we divide it in high-low frequencies
in the following way, for the low-frequency part

ssern = F 1 (Lgnievyngei<nyF Riser) »
RE sc,]LN — Jr_l (1{|n3|<N}ﬁ{|k|<N}F 7?'(E)sc,ll) 9

> —
osc, N — ’"“osc,I,N + 7?’osc IL,N>»

while the high-frequency part is defined as
RE N — RE

osc osc ~ "Vosc,N-*

(4.6.4)

Lemma 4.6.2. Let RZY be defined as in (4.6.4). RN N2 i 12 (Ry; H*™Y) uniformly

0sc 0osc

in €, and the following bound holds

N—oo

|REY < ky X7,

AP

0. (4.6.5)

The proof of Lemma 4.6.2 is postponed to the end of the present section, at Subsection
4.6.1.

Let us now perform the following change of unknown
Yy =W+ 6ROSC N (4.6.6)

where, in particular, ROSC ~ 1s defined as ROSC N = Resern + Rosen v Where

-t a,b,c
- - e Ewk n—k,n a.i c c
ROSC,I,N =F ! Z 1{|n|,|k|§N}T (U 7 (k) (nj - k]) Ub (n - k)’ € (Tl)) € (n) )
Labe -0 Zwk,nfk,n
kon—k,n
j=1,2,3
R, b
Roen =F0 ' | Lnatsvy D Lgreny——g— 3 (U2 (6, K) U (t,m),0,0)"
k+m=(0,n3) t wkam
@ #0
in particular we remark that
a (5Rosc N) = Rosc N + gRosc N> (467)

with ROSC ~ 1s defined as ROSC N=R N T ”Rm v Where

t .a,b,c
~ ¢ o elswk n—k,n @i c ¢
Roein =F ' Z Lijn, \k|<N}1aTa(U Tt k) (nj — k) U (t,n — k)| e (n)) e (n) |,
w: Zrk L#0 kn—k,n
j=1,2,3

iia}a.b

e “k,m
Rebun =F [ Limieny 2 Lkienwy o Omg (U (4, R) UM (£,m) ,0,0)"

k4+m=(0,n3) v wk,m
Dy #0
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We underline the fact that the term R y in (4.6.7) is what we require in order to cancel
the low frequencies of R . which otherwise converge to zero only weakly due to stationary
phase theorem. This here is the key observation and most important idea on which Schochet
method is based: despite the fact that the difference system presents nonlinearities which
does not converge strongly to zero we can define an alternative unknown 5, which is an
O (e)-corrector of the difference ¢ which solves an equation in which this problematic

nonlinear interaction vanishes.

Tanks to definition (4.6.6) and system (4.6.1) we can deduce the equation satisfied by 15,
after some elementary algebraic manipulation, which is

Oy + QF (5, Uy — 2R +2U ) — vy = —REY — T,
div 45, = 0, (4.6.8)

,lvb]g\/|t:0 = ¢§V,O = gRisc,N

3
t=0

with I'S, defined as
F?\/ :VA,]?’isc,N + QE < ~isc,N’ gﬁisc,N + 2U> + 7§’?s]::,N‘

We outline that 15, is divergence-free since it is a linear combination of the eigenvectors
Y, e* defined in (4.2.4) which are all divergence-free.

Now we claim that

Lemma 4.6.3. 1'%, is bounded in L*> (R, ; H*™') by a constant Ky which depends on N
solely.

This is usually referred as small divisor estimate in the literature. The proof is due to
the fact that all the elements composing 'S, = 'y, (U) are localized in the frequency space,
hence they have all the regularity we want them to have at the cost of some power of N.
We omit a detailed proof only for the sake of brevity, but this can be deduced thanks to the
energy estimates performed on U in the previous section.

Let us, at this point, perform an H* (T?) energy estimate on equation (4.6.8), we obtain
that

1d

2 2
5& ”wJEVHHg(’]I‘?’) +v HwJEVHHsJ,-l(R?))

< ’ (Ra 215y + @ (U, v — 2Repe +20) | 45 (4.6.9)

HS(’]I‘3)‘ ’

Now, if we consider two four component vector fields A, B such that their first three com-
ponents are divergence-free it is indeed true that || Q° (A, B)|| ys(psy < C' A ® B

Hs+1(R3)>
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we shall use repeatedly this property in what follows. We shall use as well the fact that
H*™' (R3), s > 1/2 is a Banach algebra. Whence

(Q° (V8 YRR s sy < COllvy @ 9xll gorigsy 19w

X HS(T3) )
€ e 112
< Ol s rsy 108 e ey »
(Q° (U8, 2U)| ) s s < Ol s sy 198 o @y 1U o sy »
(QE (¢z€v7 28R250,N> ‘ 7\p]€V>H5(,]I,3) < Ce ||¢]EV| Hs(T3) Hl/};:\f’ Hst1(R3) ‘RESC,N‘ He+1(R3) :
(4.6.10)

Using the estimates in (4.6.10) into (4.6.9) and using repeatedly Young inequality ab <
2a® + 5.0% we obtain

1d

v € g
—— = = C el ecrsy ) 15

+
2 Se 2
<O (01 ensay + € | Rosen|

[ ]

2 2
HS(']T?’) Hs+1(R3)

2
)) -

o (R
+C||REY + e[y . (46.11)
Whence let us define
lo.viy=cC (HUI 2 gy € HRN‘ S ) , (4.6.12)
2 N | o1 gy

by variation of constant method we transform (4.6.11) into

1d/, .
5o (sl

2 _rt s)ds 1% 9 o ) e
H3(T3) € Jo Oen()d ) + <§ -C Hw]EVHHS(’]I‘3)> [ s sy € Jo ©=n(s)d

S C|REY + eTy |5,y e o OnE)d (46,13

Now we claim the following

Lemma 4.6.4. The function O, y defined in (4.6.12) is an L' (R.) function uniformly in ¢,
moreover we can write the L' (R, )-bound as

1©enll 1,y < C + & K. (4.6.14)

We do not give a detailed proof of Lemma 4.6.4. What it has to be retained is that it is
possible to bound the term R¢. y since it is localized on the low frequencies, at the cost of
making appear a (large in V) constant Ky depending on N only.

Lemma 4.6.4 in particular asserts, that fixing an (eventually large) N > 0 there exists an
e = ey > 0 such that there exist two constants 0 < ¢; (¢, N) < ¢g (€, N) such that

¢ (g,N) < ‘e’fgeg”v(s)ds < e (e, N),

independently of ¢t € R, .
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We fix now an 1 > 0 (which we can suppose to be small) and we select two quantities
N = N, and ¢ = ey = €y, such that

v CteK
[ ] AR ({19

N
H(T3) < 8¢’

H*(T3) g 5, C Co (6, N) (k’N —|—€KN) < -
(4.6.15)

The first and second inequality in (4.6.15) holds true thanks to the following procedure:

we consider the definition of 15, given in equation (4.6.6) we immediately deduce that

< Ky thanks to an argument

Yo = € RE, N’ " , but in particular || RS v

t= o’ H3(T3)

similar to the one which proves Lemma 4.6.3, i.e. we exploit the fact that ’ROSC N 18 sup-
ported in a ball of radius NV in the frequency space and hence we can gain all the 1ntegrab111ty
we want at the price of some power of N. The constants C' and Ky in particular are consid-
ered to be the ones appearing in (4.6.14).

We integrate now (4.6.13) in time, using the above consideration combined with Lemma
4.6.3 and (4.6.5) we transform (4.6.13) into

f @81\{ )ds/ds

e [ (2= 20005 Ol 195 )
CCQ (]CN +€KN + HwNO}

I ()17

Herl(R?:)

elo ©en ()5 (4.6.16)

Hs(T3)

where we used the following notation ¥%, , = ¥5|,_,. Whence considering the hypothesis
(4.6.15) that we set for the bootstrap procedure we deduce

950l

t s)as T] T]
5 (T9) efo O () <§7 Ccey (kn + eKn) <§- (4.6.17)

Thanks to the existence theorem given in Theorem 4.1.3 we can assert that the application
t = [[¢§ ()] s sy is continuous, hence, since we considered 5ol small in (4.6.15)
it makes sense to define the time

T;:sup{Ogth*

Hs(T3)

e 1%
65 Oll ey < 35 } (4.6.18)

The definition of T* implies that v — 2C' |15 (s)|

since
et O n(s)ds’

Ha(T3) S < v/2in [O T*} and moreover,

> 1 and estimates (4.6.17) transform (4.6.16) in the following differential

9% Ol + 5 [ 05 5

Now the bound on the rlght hand side of (4.6.19) is independent of ¢ and arbitrary small,
whence selecting 17 < {555 the condition (4.6.18) defining T* is always satisfied, whence we

can assert that Ta* = o0 (bootstrap) and hence we obtained the following result

inequality

H9+1 ]R3) dS (4.6.19)

Proposition 4.6.5. Let be n > 0, there exists an €, > 0 and N,, € N* such that for each
e € (0,e,), N > N, the function {5, defined as in (4.6.6) solves globally (4.6.8) and for
each t > 0 the following bound holds true

b+ [ 190G

I ()17

[ (13y ds < .
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4.6. Convergence for ¢ — 0 and proof of Theorem 4.1.7

To prove the end of Theorem 4.1.7 is now a corollary pf Proposition 4.6.5. Let us set
£ =L> (Ry; H* (T°)) N L* (Ry; H°FH (T%))

Thanks to the same procedure as always (7~2§SC7 ~ 1s localized in the frequency set) we can
safely assert that
Welge < 9Nl + KN < oo, (4.6.20)

which accidentally implied that /¢ belongs to £°. Let us remind that W* = U® — U, and that
U belongs to £° thanks to the results proved in Proposition 4.5.4 and 4.5.9, hence U*® € & if
¢ 1s sufficiently small.

From (4.6.20) we deduce that

limsup ||[W¢]| ¢ < 2,
e—0

e—0

for any > 0, whence we finally deduced that U®* —— U in £°. U

4.6.1 Proofs of technical lemmas.

Proof of Lemma 4.6.2 : The proof of Lemma 4.6.2 consists in an application of Lebesgue
dominated convergence theorem. Since every time that Schochet method is applied (notably
we refer to [72]) an estimate of this form on the high frequencies has to be performed we
shall outline the proof of Lemma 4.6.2.

The element REY converges point-wise (in the frequency space) to zero when N — oo

0sC

(computations omitted), and it is indeed true that

S— € 2 S 2
[In" ™ |FREY (4| < | In"IF @@ ) (1)l | = G (tm)
By Plancherel theorem the L' (R, x Z3 dt x d#) norm of G, is indeed the square of the
L? (R, ; H®) norm of U ® U (here we denote with # the discrete homogeneous measure on
Z3). The function G, will be the dominating function. We apply the following product rule
(for a proof of which we refer to [10, Corollary 2.86, p. 104])

\U®U|

o2y S U poogrsy 10 grs sy »

while thanks to the embedding H*™! (T?) < L (T?) for s > 1/2 we can finally state that

1U@ Ul o msy S WU 2y smsvr sy NU N poo ey s sy < 00

Since RSN converges point-wise to zero in the Fourier space as N — oo we can hence

deduce (4.6.5). ]
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Chapter 5

Low Froude number dynamic in the
whole space.

Mathematics knows no races or
geographic boundaries; for
mathematics, the cultural world is one
country.

David Hilbert

5.1 Introduction.

In the present article we study the behavior of strong solutions of the following modified
Boussinesq system

( 1 1
ot +ut - Vu® — vAu® — —pe?g =—-Vo°,
€ €
1 .
Op® +us-Vp° — VAP + Eu“ =0, (PBS.)
divu® = 0,
\ (UE, p€>|t:0 = (Uo, pO) ’

where the functions (u¢, p°) = U® depend on the variables (¢, ) € R, x R3, in the regime
e — 0. The space variable = shall be many times considered separately with respect to the
horizontal and vertical components, i.e. © = (z3,23) = (21, Z2,x3). In the present paper
we denote A = 07 + 03 + 0% the standard laplacian, A, = 9? + 03 is the laplacian in
the horizontal directions, as well as V;, = (91,05)", Vit = (=05,0;)". In the same way
the symbol V represents the gradient in all space directions V = (J;, 05, 03). Considered a

This chapter in available as a preprint, see [136].
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Chapter 5. Low Froude number dynamic in the whole space.

vector field w we denote divw = d;w! 4+ dw? + w3, Given two three-components vector
fields w, z the notation w - V z indicates the operator

3
w-Vz = g w'0;z.
i=1

Generally for any two-components vector field u = (u',u?) we shall denote as ut =

(—u?,u'). The viscosity v, v’ above are strictly positive constants v, ' > ¢ > 0 We give in
what follows a short physical justification of the system (PBS.). The system describing the
motion of a fluid with variable density under the effects of (external) gravitational force is
(see [50]):

( 1
Opu' +u - Vu' = ——dip + vAu',
Po
1
o’ + u - Vu? = ——0yp + vAu,
Po
1
B +u - Vb + &P _ oA, (5.1.1)
Po Po
N2
atp+U'VP—pO u = KAp,
divu = 0.

The system (5.1.1) already presents many physical simplifications which were made implic-
itly, such as the incompressibility condition divu = 0 and the Boussinesq approximation:

For the sake of simplicity we renormalize the constants pg, g to one. The system (PBS.) de-
scribes how a stratified fluid reacts in a long time-scale 7" to big perturbations around a state
of dynamical equilibrium. To understand in what consist such perturbation let us consider a
fluid which is perfectly stratified: gravity tends to minimize the gravitational potential and
hence to dispose heavier layers under lighter ones. An equilibrium state is hence a config-
uration in which the fluid density is a function depending on the vertical variable x5 only
and it is decreasing in x3. Let us suppose now to displace a certain volume of fluid with
high density in a higher region with lower density (perturbation of equilibrium). Gravity will
induce downward motion and Archimede’s principle will provide upward buoyancy. This
process induces a periodic motion of frequency N appearing in the third equation of (5.1.1).
The value N appearing in the equation for p is called Brunt-Viisila frequency, and describes
the oscillatory behavior induced by the buoyancy which is caused by the stratification in
decreasing-density stacks. We suppose N to be constant, and indeed N = Tjgl where Ty is
the characteristic time of stratification. We define the Froude number as

T
Fr=—<1.
T
The Froude number Fr quantifies the stratification effects on the dynamics of the fluid; the
smaller it is the more relevant such effects are. In fact Fr = Ty /T is a ratio which involves
time-scales only; the characteristic time of stratification 7'y is an intrinsic magnitude of the
system which is determinate by the stratification frequency only, while 7" can be chosen as
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5.1. Introduction.

large as the observer desires. It is reasonable hence to think that in very large time-scales 7’
the periodic motion caused by an induced equilibrium disturbance will somehow disperse,
and the fluid will once again recover a configuration of equilibrium.

Defining the following change of reference scale

1 t T t T, t
(o) = () o =T (). o w0 =T (1),
the system (5.1.1) becomes
( Fr Fr Fr Fr 1 Fr—> 1 Fr
ou"+u'-Vu' —vAu" — —pTles = —=—Vp,
Fr Fr
1
Fr Fr Fr Fr 3,Fr __
Ohp " +ut-Vp =1V Ap +ﬁu =0, (5.1.2)
divu'™ =0,

U (@ 7)1y = (o, po).

Setting Fr = ¢ we deduce hence the system (PBS.). Let us rewrite the system (PBS.) into
the following more compact form

1 1 .
8tUE+uE-VUE—DUE+gAU5:——(vq) )

A (PBS.)
U€ = (u67 p€> Y :
divu® =0,
where U¢ = (u®, p°) and
00 0 O vA 0 0 0
00 0 O 0 vA 0 0
A= 00 0 1 | D= 0 0 vA 0 (.13)
00 —-10 o 0 0 VA

The above form for the system is the one we shall always adopt. We shall use as well the
following differential operator

. A"19.9.
P= ( 0ij — A7 0:0; ‘ (1) ) . (5.1.4)
0 ‘ i,j=1,2,3

The operator P acts in the following way: given a four component vector field V =V (z) =
(VL V2 V3 V3) = (V/, V) it maps V' onto a divergence-free vector field and leaves un-
touched V4, i.e.

PV = ( V' — AT'Vdivy’, v* ) .

We underline that P and D commute. We shall use this property (even implicitly) repeatedly
all along the present work.

The system (PBS.) falls into a wider category of mathematical problems known as sin-
gular perturbation problems. The idea behind this kind of problems is that, once we have an
external, linear, force acting on a system such as in (PBS,), such force with great magnitude

197



Chapter 5. Low Froude number dynamic in the whole space.

will constraint the motion of the system described. This kind of rigidity can hence be used in
order to prove that suitable three-dimensional hydrodynamical flows are globally well-posed
without any smallness assumption on the initial data.

Another system which falls in the category of singular perturbation problems is the sys-
tem describing the motion of a flow under the effect of a strong horizontal rotation, namely
what is known as the Navier-Stokes-Coriolis equations:

atvlail: + /UlElF ’ V,UIEQF - VA,UIEQF + (NSCe)

3 _
URF|t:0 = URF,0-

In the case in which the spatial domain is the full three-dimensional space R?, if the initial
data is of the form

_ zh -
URF,0 = Usp o + U3D,0;

where H}QZD’O is a two-dimensional vector field it is proved in [42] that
VEp — wk — il = 0, inL”(Rﬁ[ﬁ(Rﬂ),
V (g — w° — ) — 0, in L2 (Ry; 1 (RY)),

where w*® is the global solution of the linear homogeneous equation associated to (NSC,)
and 1!, is the global solution of the two-dimensional Navier-Stokes equations.

Many more are the works on global existence and convergence for the equation (NSC.):
in the whole space it was proved in [38] a result of global existence and convergence in
Sobolev spaces of anisotropic type in the case in which the vertical diffusivity is null. Such
result is physically significant since experimental proof suggests that for fluids at a planetary
scale the vertical diffusivity (Ekman number) tends to be very small, see [50] and [126].
We mention as well [80], [114] and [41] for works describing rotating fluids between two
parallel rigid layers with Dirichelet boundary conditions, [119] for rotating fluids with zero
vertical diffusivity and vanishing horizontal diffusivity and [59] for propagation of tangential
regularity in rotating inviscid fluids.

To the best of our knowledge there are not many works concerning the system (PBS.).
In [63] P. Embid and A. Majda study the distributional limit of the primitive equations

( atuRo,Fr 4 uRo,Fr . VURO’Fr . VAURO,Fr

+ RiuRo,Fr A 6—3> - F_]:pRo,Fre—g _ —VPRO’Fr,
(o) T

atpRo,Fr + uRo,Fr . VpRo,Fr . V/ApRo,Fr + Fi u3,R0,Fr _ 0’ (PE)
T
div uRo™ = 0,

Ro,Fr Ro,Fr
\ (u P )

‘t:O — (U07p0> :

In the regimes Ro,Fr = O (¢) and Ro > Fr = O (¢) in the case in which the domain is
periodic-in-space. The value Ro is called the Rossby number and quantifies the influence
of the rotation on the motion of a fluid in the same way as the Froude number quantifies
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5.1. Introduction.

the stratification effects. The systems (PE) and (PBS.) are intimately related, for a formal
derivation of (PE) in the case Ro, Fr = O (¢) we refer to the beautiful introduction of [27].
Concerning always the equations (PE) in the regime Ro, Fr = O (¢) in the whole space we
refer to the pioneering work [36] in which J.-Y. Chemin proves that (PE) is globally well
posed in the case in which Fr = Ro = ¢, only a certain part of the initial datum is small and
the difference | — /| is small. Moreover in [28] and [29] F. Charve uses dispersive tools
(Strichartz estimates) proves that (PE) in the regime Ro, Fr = O (), Ro # Fr are globally
well posed and converge to a suitable limit system known as the quasi-geostrophic system
without any smallness assumption on the initial data.

The system (PBS.) is very close to the system (PE) in the regime Ro > Fr = O (¢), we
refer to [63] and references therein for a justification of such fact. Recently K. Widmayer
proved in [144] that the inviscid counterpart of (PBS.) converges locally in L? (R?) to a
stratified two-dimensional Euler system. In Chapter 4 it is proved that, in a domain which
is three-dimensional, periodic-in-space and non-resonant, the solutions of (PBS.) converge
globally and strongly to the global solutions of a suitable limit system.

5.1.1 The functional setting.

In this section we introduce the functional spaces we shall adopt all along the paper. We
define the homogeneous Sobolev spaces H* (]Rd) , s € R as the space of tempered distribu-

tions v on R? whose Fourier transform 4 € Lj., (]Rd) and such that

[l

2
2 o . s/2 o 25 | ~ 2
oy = 2170 0 = [ el 0 < o0

Since we intend to study the behavior of solutions of nonlinear partial differential equations
we are interested to understand the regularity of a product of distributions. Generally a
product of distributions is not well defined as it was first proved in [134]. This is no longer
true if the distributions considered belong to some suitable homogeneous Sobolev space;

Lemma 5.1.1. Let u € H* (RY), ve H*2 (R?) where s, s5 < d/2 and s; + sy > 0. Then

[ v] < Coys 1]

H31+82—%(Rd) Hs1 (Rd) ||U‘ Hs2 (Rd) )

or, equivalently, the point-wise multiplication maps continuously H# (Rd) x H*2 (Rd) to
Hotsem3 (RY).

Homogeneous Sobolev are Hilbert spaces if and only if s < d /2, in this case the scalar
product of two elements of H* (Rd) is defined as

(ulv) grorsy = /Rd [(_A)sﬂu(x)} : |:<—A)S/2’U<ﬂj‘> dz,

(5.1.5)
= [ Gerate- (e o) as
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Chapter 5. Low Froude number dynamic in the whole space.

We refer to [10, p. 26] for a counterexample in the case in which s > d/2.
The norm of H* (R?) does not take in account the behavior of u in a frequency set close to
zero, the non-homogeneous Sobolev space H* (R?) defined as

H* (RY) = {u e S (RY (e < oo} ,

gives a deeper description of the tempered distribution » and a mean to control the low-
frequencies as well. Nonetheless we shall work constantly with homogeneous Sobolev
spaces since the propagation of a critical homogeneous Sobolev regularity suffices to de-
duce smoothness of solutions, we shall briefly explain such fact. It is moreover interesting
to notice that

fo-ay=

o° (R%) = L* (R*) n H° (R®), if s > 0.

We shall see that the solutions of (PBS,), if ¢ is sufficiently close to zero, develop a
behavior which is radically different along the horizontal direction x;, and the vertical xs.
This motivates the introduction of the following anisotropic Lebesgue spaces, which are
spaces of function whose integrability differs along horizontal and vertical directions. The
anisotropic Lebesgue spaces L} (L) with p, ¢ > 1 are defined as

L, (L3(R?)) = LP(R}; L'(R,))

R},

Here, the order of integration is important. Indeed, if 1 < p < gandifu: X; x Xy - R
is a function in LP(Xy; LY(X5)), where (X1, duy), (Xo,dus) are measurable spaces, then
u € Lq(Xg; Lp(Xl)) and

1

P

q
|u(xp, 23)|Ydes| dxp| < +oo

Ry

HUHLQ(XQ;LP(Xl)) < HuHLP(Xl;LQ(Xz))' (5.1.6)

Obviously we can define in a symmetric way the space Lf (LY) = L? (R,; L7 (R3)). We
shall be interested to study spaces of the kind L° (L}), ¢ € [1, o], they are indeed defined
as the tempered distributions such that

HUHLgo(LZ) = ejfesﬂip Hu ('7x3)||Lf1(R,2L) < Q.

In a similar way we can define L} (L°) spaces via the norm

1

P

HUHLI;’L(Lgo) = (/ eSSSUP\U(th??,)’deBh) .
R2 zz€R,

h
Parabolic equations such as Navier-Stokes equations develop a classical integrability regu-
larity of the form L> (R ; L?) N L? <R+; H 1). It is well known (see [35], for instance)

that as long as Navier-Stokes equations can propagate H 2 (R3) data the solutions are in fact
regular, for this reason it makes sense to define the following space for s > 0:

& (RY) =c (10,7); 1 (RY) ) 0 L2 ([0,7); F°1 (RY)).
and since we are interested in global-in-time regularity we define hence the space
£ (RY) = &2 (RY).
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5.2. Statement of the main result and preliminaries.

5.2 Statement of the main result and preliminaries.

Before stating the main result let us mention that, as A defined in (5.1.3) appear in (PBS,) is
skew-symmetric it does not bring any energy in suitable energy spaces which are calibrated
on L?, such as homogeneous and non-homogeneous Sobolev spaces H H*, s € R and
Besov spaces B; ., s € R, > 1. We refer to [10] for a detailed definition and a deep de-
scription of Besov spaces in the whole space. This implies in particular that Fujita-Kato and
Leray theorem [10], [104] can be applied on system (PBS.). At first we state the following
theorem a la Leray:

Theorem 5.2.1. Let Uy be in L* (R?), for each € > 0 there exist a sequence (U*)_., such
that, for each € > 0, the function U® is a distributional solution of (PBS.) with initial data
Us. Moreover the sequence (U*)_. is uniformly bounded in E° (R?).

Let us now state a result of existence in the homogeneous Sobolev setting, for a proof we
refer to [10],

Theorem 5.2.2. Let us suppose Uy € H2 (R3), then there exists a time T = Ty, independent
of € such that there exists a unique solution U¢ of (PBS.) in L* <[O, T); H' (R3)> which also

belongs to the space 5%/ % (R3).

o If the initial data is small in the space 2 (R?), i.e. if ||Uy|
then Iy, = oo.

ik me) < émin{v, V'},
e If Iy, is finite then
Ty, \
L 107 @l a7 = o 2.1

Theorem 5.2.2 states that there exist always local, strong solutions for the system (PBS.),
moreover if the [/'/? initial data is small with respect to the viscosities characterizing the sys-
tem (namely if the constant ¢ in Theorem 5.2.2 is small) the solution is global.

The blow-up condition (5.2.1) gives already an insight on how to connect the critical
. o1 . .
homogeneous Sobolev regularity H?2 (R?®) with its non-homogeneous counterpart. Indeed
by interpolation of Sobolev spaces we can argue that

1U= ()l sy < 0% (O3 gy 190 () g

whence to control the £'/2 (R?) norm impose a control on the blow-up condition (5.2.1). The
following result stems in a relatively simple way from Theorem 5.2.2:

Corollary 5.2.3. Let Uy € H*(R3), s > 1/2, then the unique solution U*® identified by
Theorem 5.2.2 satisfies the following inequality, for each t € (0, Ty, ):

1= (2)]

t
2 + € / IVU* (7)]

2
Hs(R3) dr

t
< C||Uoll s sy exp {/ 10 (7l o dT} '
0
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Chapter 5. Low Froude number dynamic in the whole space.

The proof of Corollary 5.2.3 is rather simple, but it involves the tools of paradifferential
calculus and Bony decomposition, for this reason is postponed to Section 5.2.2.

Whence the blow-up condition (5.2.1) which is calibrated in the critical homogeneous
Soboleyv setting suffices to determinate non-homogeneous subcritical regularity, and the max-
imal lifespan in Corollary 5.2.3 is hence the same one as in Theorem 5.2.2. In what follows it
suffices hence that we focus on the propagation of homogeneous critical Sobolev regularity.

A question of great importance in the study of hydro-dynamical systems is whether
three-dimensional hydro-dynamical flows admit classical solutions which are globally well-
defined. For two-dimensional systems the answer is affirmative and it is known since the
classical works [100] and [106]. In dimension three the question of global solvability for
generic large data remain unsolved. Nonetheless there exist many three-dimensional sys-
tems which admit global-in-time solution of strong type for arbitrary data, notably geophys-
ical fluids [42] belong to such category due to the constraining effects of the rotation of
the Earth. The system (PBS.) can be studied with the methodologies characterizing such
discipline and we prove the following result:

Theorem 5.2.4. Let Uy € Hz (R3), such that w" = —0hup + O1ug € L* (R?), there exists a
g0 > 0 such that for each ¢ € (0, gy) the unique local solution U¢ of (PBS,) is in fact global
and belongs to the space

Ut e L (Ry; 3 (RY)) N L2 (R 13 (RY)) = €12 (R?).
Moreover as € — ( the following convergence takes place,
Us—we— (ﬁh,O,O)T ﬂo, in the space £'/* (]RS),

where U® is the strong solution identified by Theorem 5.2.2 and W*, u" are respectively the
unique global solutions (in the space £Y/* (R?)) of
( 0
owe —DW*e + 1IP>AW6 = 0
' e T 05 (A Hdivy, (ah - Vipah) | (5.2.2)
0

Wg‘t:[) = (vag —|— I['D+7E) UO7

\

and (5.4.3). The operators Py . are defined in (5.3.7).

Remark 5.2.5. We point out that Theorem 5.2.4 is composed of two main statements:

1. global well-posedness in the energy space E1? (R3) for positive, small ¢,

2. convergence as € — ( in the space E1? (R3) to the solutions of a suitable limit system,

we prove at first the global well-posedness, and subsequently, thanks to the theory developed
in order to prove such result, we prove the convergence result. ¢

To prove Theorem 5.2.4 we shall proceed as follows:
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* In Section 5.3 we perform a careful spectral analysis of the linear operator L. = P.A —
eD, where P is the Leray projector onto the first three-components and the identity on
the fourth and A, ID are defined in (5.1.3). Such analysis will be of great relevance in
the Sections 5.5 and 5.4.

« In Section 5.4 we prove that the system (5.4.3) is globally well posed in £° (R3), s>
0. The system (5.4.3) is the system to whom (PBS.) approaches as ¢ — 0.

* In Section 5.5 we study the linear system (5.5.3). The initial data of (5.5.3) is consid-
ered to be in what we denote as the oscillating subspace of L., which is introduced
at the end of Section 5.3, and moreover is localized in a a set C, r (see (5.3.4)) of the
frequency space which makes his evolution to be described by an oscillating integral
with no stationary phase. This observation is hence the key observation which allows
us to prove some adapted dispersive estimates on the solutions of (5.5.3).

* In Section 5.6 we prove the global well-posedness part of Theorem 5.2.4, i.e. we prove
that for ¢ sufficiently small the solution U¢ of (PBS,) belongs to the space £/2 (R?).

To do so we perform a bootstrap argument on the function o7 , = U® — Wi, — U
which requires the use of the dispersive estimates performed in Section 5.5.

* Finally in Section 5.7 we prove the convergence part of the statement of Theorem
5.24.

Remark 5.2.6. All along the paper we shall denote with C' a generic positive constant,
independent by any parameter. Such value may differ from line to line. The positive constant
C'. r depends instead from the parameter 0 < r < R, and

RN
OT,R<0(1+—N),
r

for some positive and finite N € N. ¢

5.2.1 Dyadic decomposition
We recall that in R¢, with d € N*, for R > 0, the ball B4(0, R) is the set
B0, R) = {€ € R : €| < R}.
For 0 < r; < ry, we defined the annulus
Aa(r1,72) = {€eR? . ry <€ <o}
Next, we recall the following Bernstein-type lemma, which states that Fourier multipliers act
almost as homotheties on distributions whose Fourier transforms are supported in a ball or

an annulus. We refer the reader to [37, Lemma 2.1.1] or [10, Lemma 2.1] for a proof of this
lemma.
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Chapter 5. Low Froude number dynamic in the whole space.

Lemma 5.2.7. Let k € N, d € N* and R,r1,75 € R satisfy 0 < ry < ry and R > 0. There
exists a constant C' > 0 such that, for any a,b € R, 1 < a < b < +o0, for any A > 0 and
for any u € L*(RY), we have

supp (@) C Ba(0,AR) = sup [|0%ull,» < C*NFE2) ul] ., (5.2.3)

|laf=Fk

supp (T@) C Ag(Mry, Are) = C7FM ||u| 0 < sup |0%u]|0 < CFAF ||ull . - (5.2.4)
|a|=k

In order to define the (non-homogeneous) dyadic partition of unity, we also recall the
following proposition, the proof of which can be found in [37, Proposition 2.1.1] or [10,
Proposition 2.10].

Proposition 5.2.8. Let d € N*. There exist smooth radial function x and ¢ from R? to [0, 1],

such that
4 3 8
suppx € By | 0, 3) supy e Ay 173 (5.2.5)
VEER, X+ e =1, (5.2.6)
Jj=0
j—i122 = suppp(27) Nsuppp(27) = 2, (52.7)
i>1 = suppxNsuppp(27)=0a. (5.2.8)
Moreover, for any ¢ € RY, we have
1 .
- <) 2(279¢) < 1. 5.2.9
. x(€)+;sﬁ( §) (5.2.9)

The dyadic blocks are defined as follows
Definition 5.2.9. For any d € N* and for any tempered distribution u € S'(R?), we set

Aqu=F " (p(2771€])u(€)) , Vg >0,

Aoqu=F (x(27'gDuce))

Aqu = 0, VCI < _27

Squ = Z Agu, Vq € Z.
q¢'<q—-1

Using the properties of 1 and ¢, for any tempered distribution u € S’(R?), one can formally
write
u = Z Agu in,
q

and the homogeneous Sobolev spaces H S(Rd), with s € R, can be characterized as follows
Proposition 5.2.10. Let d € N*, s € R and u € H*(R?). Then,

1
2
e (Z 2 quuHiz) = || 18w o
q

Moreover, there exists a square-summable sequence of positive numbers (cq)q with ), cg =
1, such that

[l

e’

[Aqull s < eq(u)27% ul

e - (5.2.10)
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5.2. Statement of the main result and preliminaries.

5.2.2 Paradifferential calculus.

The decomposition into dyadic blocks allows, at least formally, to write, for any tempered
distributions « and v,

uv :ZAqu Agv (5.2.11)

qEL
qEL

The Bony decomposition (see for instance [14], [37] or [10] for more details) consists in
splitting the above sum in three parts. The first corresponds to the low frequencies of u
multiplied by the high frequencies of v, the second is the symmetric counterpart of the first,
and the third part concerns the indices ¢ and ¢ which are comparable. Then,

wo =Tyw+ Tyu+ R(u,v),
where

T, = Z Se—1ulgv,  Tyu = Z Sy—1vDgu,  R(u,v) = Z A gulgv.
q qa lg—q'I<1
Using the quasi-orthogonality given in (5.2.7) and (5.2.8), we get the following relations.
Lemma 5.2.11. For any tempered distributions u and v, we have
Ny (Sy—1ulgv) =0 if lg—d'| =5
Aq (Sq/_HUAq/U) =0 l'fq, < q— 4.

Lemma 5.2.11 implies the following decomposition, which we will widely use in this paper

ANg(uwv) = Z Dy (Sy—1vligpu) + Z Ay (Sypauldgv) . (5.2.12)

l’—ql<4 q¢'>q—4

Proof of Corollary 5.2.3 : Let us consider the three dimensional Navier-Stokes equations
ou+u-Vu—vAu = —Vp,
divu =0,
ul—g = o-

Let us apply the dyadic block on such equation and lat us multiply the resulting equation
for A,u and let us integrate in space; we deduce the following differential inequality:

1d
2 dt

With Bony decomposition we deduce

1Al 7s + v |2 Vaull7. < [(Lq (u@ )| AVY) ). (5.2.13)

|(Aq (u®u)| Aun)Lz‘
< Z ‘(Sq’—lu ® Agul Aqvu)L2| + Z ‘(Sq’+2u ® Agul AqVU)LZ"
lg—q’'|<4 q'>q—4

— Il,q —|— 127(].
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Chapter 5. Low Froude number dynamic in the whole space.

Since I, , and I, , are symmetric we bound the term I, , which involves an infinite sum and
it is hence more difficult. Applying Holder inequality we deduce

Ihq = Z |(Syr2u ® Dgu| £gVu) |

q'>q—4
< ullgo 184V ull 2 D 18qulgs -
qg'>q—4

We use now the embedding H' < LS and H'/? — L? and the property

[Bqull g2 ~ 27%¢q (u) [|ul

. (5.2.14)

where (c,), € ¢? to deduce that

Irg S 27%%¢q |l g ||ul

s+l Z Q(q_q)scq/'

q'>q—4

Fs+1/2 ||U/|

‘We notice that

( > 2<q—Q’>ch,> = ((2 Lpes) * ), € L1,

! —
q'>q—4 q

whence the sequence (b,), defined as

b, = ¢, Z 2(q—q’)scq, c /'

q'>q—4

Sobolev interpolation, Young inequality, a multiplication for 22%%, the use of (5.2.14), a
parabolic absorption and Gronwall inequality transform (5.2.13) into

t C t
i +V/ | Vul o exp{;/ [k dT} : (5.2.15)
0 0

A standard L? estimate on the Navier-Stokes equations gives us the bound

i+ 47 S [Juol

[[ul

t
lullZe + v / IVl dr < [Juo] - (52.16)

Summing (5.2.15) and (5.2.16) and since for s > 0 the non-homogeneous Sobolev space is
continuously embedded in both ¢ and L?, we deduce hence the inequality

2 O ! 4
e [0 g [l ar f 1]

concluding. 0

t
ule + v / IVul. dr < C flug|
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5.3. Spectral analysis of the linear operator.

5.3 Spectral analysis of the linear operator.

In the context of singular perturbation problem a important role is determined by the dy-
namical effects induced by the singular operator IP.A, where P is defined in (5.1.4) and A in
(5.1.3). In particular we are interested to study the effects of the perturbation induced by such
operator. This is generally done with tools of Fourier analysis such as dispersive estimates
on highly oscillating integrals ( [138]). To perform such analysis is hence very important to
understand the explicit structure of the eigenvalues of the linear operator e ~'P.A — I, this is
the scope of the present section.

We consider the linear operator

L.=PA—eD, (5.3.1)
whose Fourier symbol is
ev €] 0 0 —%
2 &8
i - 0 evl 0 T
0 0 evl¢) %
0 0 -1 e/ |¢f

We study the parabolic operator L. instead of the hyperbolic P.A since we want to take
in account the regularizing effects induced by the second-order elliptic operator —ID. This
choice will become clear in Section 5.5.

The characteristic polynomial associated to L.is

2
P (\) = (ev]é)? - /\)2 (v — el v+ + % + 2/ |§|4> .

which admits four roots,
Xy (&) =ev €, (5.3.2)

which has multiplicity two and

50 = 50l i 50, 533

=P kP
S. =4 /1l—2 7 >
) ¢ TN

Let us restrict ourselves on the localization

where

Crr =16 € RS : [&n] > 1, €] < R}, (5.3.4)

we choose such localization since in C,  the eigenvalues A\§, A% are well-defined. Moreover
|/\€i (& )‘ > 55 (if € is sufficiently small) for any € C, r, hence the oscillating eigenvalues
are never null in such set. It is clear that, for ¢ sufficiently small, on C,

5. (&) = 1| < Crre,
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Chapter 5. Low Froude number dynamic in the whole space.

hence from now on we shall consider implicitly S, ~ 1.

Let us evaluate the eigenvectors related to the eigenvalues A5, relatively to the eigenvalue
Ag» which has multiplicity two, we have two eigenvectors

er=(1000)", ea=(010 0)".

These eigenvectors are not divergence-free, hence, a priori, they do not describe the evolution
of solutions to equation (PBS.). In any case there is a subspace of the space Ce; & Cey which
is composed by divergence-free vector fields, namely the space spanned by the vector

Eo(f):ﬁ(—fz & 0 0)'. (5.3.5)

Relatively to the eigenvalues A% the following eigenvectors can be computed

i 52 (0
+i2882. S+ ()
3 — HIE
EZ (§) :Fi%l Sgi () ) (5.3.6)
1

where ( ) |3

+ _ i (V= V') €

86 (5)_Sa<€)j:2€ ‘gh’ )

hence if £ € C, r and € small ST ~ 1.

An important feature of the spectral analysis of the operator L. is that the eigenvectors
are not orthogonal. We will in Section 5.5 require to analyze the regularity of the propagation
of some vector field along the eigendirections spanned by £ . this cannot hence be done by
a standard application of the triangular inequality since, as we will see below, the projections
onto the eigenspaces are defined by suitable Fourier multipliers, hence a more thorough
analysis is required.

Let us now consider a solenoidal vector field V' = (V! V2 V3 V1) which belongs to the
space

indeed
v=Ft ( S ke (V) E) ,
i=0,%
where the elements £; ., ¢ = 0, & are suitable forms which act on the space of solenoidal
vector fields and they describe the magnitude of the projection of V' onto the eigenspace

C E:. We can hence define the projections of a divergence-free vector field in X" onto the
eigenspace spanned by E? as

Pi. (V) =F (k. (V) ES), i=0,%. (5.3.7)
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5.3. Spectral analysis of the linear operator.

The definition of P; . does not give any insight of the regularity of the element P; . (V) w.r.t.
the regularity of V. We expect that the form k; acts as a Fourier multiplier of a suitable
degree. We prove in fact that, as long as we restrict ourselves in the set C, r, the map
Vi ki (V') Ef acts as a multiplication for a constant in terms of L? regularity:

Lemma 5.3.1. Let V € X a solenoidal vector field such that supp (‘7) C C, r, then for
1=0,%
HPZ}& (V)HL?(RS) < OT,R HVHLQ(RB) :

Proof. This is a problem of linear algebra. Let us consider the following basis of C* (in the
Fourier space)

B = {61, Ey, EY, Ei} ,
and the canonical basis
Bean = {ej}jzl :
The matrix L. is indeed diagonalizable, hence there exists an invertible matrix () such that

QL. () Q" = diag {75 (6) . A5 (), A7 (), A2 ()},

the matrix () is the change of base matrix from the base B.,, to the base B and, given the
explicit expression of the eigenvectors in (5.3.5), (5.3.6) it assumes the form

L g ifﬂghssi(@ éﬁgiw 52 (€)

o= |0 @1 ¢ ‘2 SE() —igrey SE(©)
0 0 —ilslsEe) iSlsE(
0 0 1 1

Let us note that the first column of @ is (1,0,0,0), this is motivated by the fact that we
completed the basis B with the vector e; in order to obtain a complete basis of C*.
The matrix () performs the following transformation,

0 V!
koo | | V2
Q k—i—,& - V3 )
k_ . V4
we deduce hence that the element
0 V!
koo %
ki =Q! s | (5.3.8)
k_ . 4

gives the expression of the £;’s in terms of the variables Vi’s multiplied by suitable Fourier
multipliers determined by the inverse matrix ()—!. Whence it suffices to compute the explicit
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Chapter 5. Low Froude number dynamic in the whole space.

expression of the matrix Q! to solve the linear system above. The matrix Q~! assumes the

form ‘ ¢
& &
: Gl e ;
h 263
Q—l _ 0 gl |§h‘§1 0
= 0 0 —;—k 1 )
25E () 2
: 1
0 0 +ZT286 © )
whence it is clear that, since V is supported in C, g:
0
k IR
A I gk
+.e
k_ .
< C’F,R V9.

The claim follows applying Plancherel theorem.

(5.3.9)

]

Lemma 5.3.1 gives hence a complete answer regarding the regularity of the projectors
IP; ., nonetheless we did not compute explicitly their form. Regarding the first two equations
of the system (5.3.8) we can deduce the following explicit equations thanks to the explicit

expression of Q! given in (5.3.9):

0=6V"+ &V + &V,
_ 1 71 72
b= (-6 +ar?),

hence we can compute explicit expression of the projector PoV = F~! (ko (V) Ey), which

in particular assumes the form (in the Fourier variables):

F (PoV) =kor (V) Eb,

£
:ﬁ ol (ev v ar?).

Whence we can define the projector [Py (which does not depend any more on the parameter
) which maps a solenoidal vector field V' onto CEj via the following pseudo-differential

operator of order zero

— (—Ah)f1 0y curl,V
+ (—Ah)_l 0, curl,V

IP)()V: 0
0
92 =00, 0 0
At e 92 000
= (=An) 0 0 00 v,
0 0 00

(5.3.10)
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5.4. Global well posedness of the limit system.

where the operator curl;, is defined as curl, V = -9,V + 9, V2

The space CE), shall be denoted as non-oscillating subspace, whereas the space CES @
CE~= shall be denoted as oscillating subspace. This choice of lexicon can easily be justified:
let us consider the following linear system,

WL + éLa WL =0,
Wil—o = Wio.
The unique solution of such system can be written as
WL (t) = eﬁLEWL,O.
Respectively hence the projection of 17/}, onto the subspaces CLj, CEY is
PoW (t) = F* (e S BgWio (¢))
Pu Wi (1) = F' (e FOPLIL ()

We can immediately see hence that the elements P11/, and P, .11}, have two qualitatively
very different behaviors: the former has a purely parabolic decay-in-time, while the latter is
described by an oscillating integral.

5.4 Global well posedness of the limit system.

A consistent part of Theorem 5.2.4 deals with the convergence of solutions of (PBS.) in the
regime € — 0 to a certain limit function.

We expect hence that once we restrict ourselves on CE?, no dispersive effect occur due to
the absence of the singular perturbation, determining hence a candidate for the limit model
we look for.

5.4.1 Formal derivation of the limit system.

An important step as long as concerns singular perturbation problems is to deduce for-
mally a limit system to whom (PBS.) converges. Several works on geophysical fluids such
as [42], [28] or [68] suggest that the solutions of (PBS.) converge (in a sense which we do
not specify at the moment) to an element belonging to the nonoscillatory space CE®.

The next result is a direct deduction of Theorem 5.2.1 (see for instance [77, Corollary
2.1]):

Lemma 5.4.1. Let Uy be in L* (R?), and let U be a weak solution of (PBS.), there exists a
U* e L™ (R,; L? (R®)) N L? <R+; H' (R3)> and a subsequence €; 2> 0 such that

U% — U* weakly in Lj,, (Ry; Ly, (R?)) as j — oc.
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Chapter 5. Low Froude number dynamic in the whole space.

Taking a formal limit for ¢ — 0 in (PBS.) and supposing that (U<, ) — (U*, ®*) the
following balance
ub* =0,
p* — 83@*7
has to take place by simple comparison of magnitude in (PBS.) in the limit ¢ — 0.

Le us consider now the subsequence (5j)j identified in Lemma 5.4.1. With a standard argu-
ment of cancellation of the pressure on (PBS.) we can deduce that

(5.4.1)

—ADPY = —03p% 4 ¢;divdiv (u¥ ®@ u).
Since
[divdiv (u° ® u6)||LE)C(R+;H*3) < ||“E||L;;;(R+;L2) ||u6||L120C(R+;H1) <00, Ve>0,

we deduce that ediv div (v ® u®) is an O () function in the L2 (R, ; H?) topology, hence
since p% — p* in L2

2 (Ry; L?) for the same subsequence (¢;); we deduce
—AP — —AP* = —03p%,

in the sense of distributions. The above relation together with (5.4.1) imply that

~Ap* = —02p" = —App* =0.

But —A,p* = 0 in the whole space implies that p* = p* (x3), and hence Lemma 5.4.1 allows
us to state that p* = 0 in L2
We hence deduced (formally) until now that

(uh,67 u3,€’ pa7 (De) N (uh,*7 07 O, cI)*) ’

we want to understand (heuristically) which equation is satisfied by the limit function u"*.

Next let us consider some very specific test functions ¢ € D (R, x R?) such that ¢ =
(¢17 ¢27 Oa O) and

o1 = —82A;1\Il, 2 = 31A;1\I’;

for some potential W. This in particular implies that div,, ¢, = 0, these hypothesis have been
imposed so that R

¢(t)€(CEO, Vit>0.
Let us suppose moreover that the weak convergence sated in Lemma 5.4.1 is strong enough
so that

u @uT — ut @ u. (5.4.2)

Obviously this is not the case, but an educated guess which motivated the development of
the present work.

Testing the equation (PBS.) against functions of such form we deduce that (here we
denote as u/¢ the horizontal components of U¢)

(5| D) — b 4 (0))+ (1<) @ w5 | Wy )+ (PS5 | Dyn) + (i Agy) = 0,
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5.4. Global well posedness of the limit system.

Let us take now formally the limit as ; — 0, justified by Lemma 5.4.1. First of all we
remark, thanks to the balance deduced in (5.4.1), and the hypothesis (5.4.2):

u =0 = (uPuM| O3¢,) — Oase — 0.

Whence we deduce that, at least in this restricted distributional sense, the limit function
describing the evolution of the horizontal components shall satisfy the system

O + M Vit — vAU = -V, ®F
t h h 9

divy, u* = 0.

5.4.2 Detailed study of the limit system.

Section 5.4.1 motivates hence the study of the 2-dimensional, incompressible, stratified
Navier-Stokes system

" (xp, m3) + " (w0, w3) - Vut" (v, w3) — vAT" (24, 23) = =V (T4, 73)
div,, @" (x5, x3) = 0, (5.4.3)

a" (xp, Ig)‘tzo =Py Uy (21, 23) = 0l (21, T3) .

The operator P is defined in (5.3.10). The velocity field @ is endowed with a 2d-like
vorticity
wh (IL’h, IL’3) = —agﬂh’l (ZL’h, ZL’3) + alﬂh’Q (fL‘h, fL‘3) s

which, as well as for the two-dimensional Navier-Stokes equation satisfies the transport-
diffusion equation

0, h ) +_h ) -V " ) —vA " ’ =0
{ i (2h, 23) + U (Th, 23) - V" (2, 3) — vAW" (2, 73) (5.4.4)

Wwh (xp, l’g)‘tzo = wg (xp, x3) .

h

We can recover " from w” via a 2D-like Biot-Savart law

a” (xph, x3) = ( _8?2 ) A,;lwh (xp, x3),

as it was already outlined and justified in the previous section deducing the explicit expres-
sion of the projector Py in (5.3.10).

Let us make a couple of remarks on the system (5.4.3), the unknown u" of (5.4.3) de-
pends on all three space variables and is time-dependent, i.e. 4" = @" (t,z) = u" (¢, 3, 13).
The equations (5.4.3) represents hence a Navier-Stokes system in the horizontal directions
xn, while it is a diffusive equation along the vertical direction 3.

The results stated in the following lemmas are classical, hence the proof is omitted.
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Chapter 5. Low Froude number dynamic in the whole space.

Lemma 5.4.2. Let ul' € L? (R3) and w} € L? (R®). Then there exists respectively a weak
solution u",wW" of (5.4.3) and (5.4.4) such that

i Wt e I Ry L* () N L2 (Ry; B (RY)),

and, for each t > 0, the following bounds hold
t
_ 2 _ 2
R A O P ] e

t
" )| + 20 / [V Oy 4 < M [
Lemma 5.4.3. Let U = U (z) be in L? (R) N H* (R), then U € L™ (R) and

1/2 1/2
U] ey < C Ut 1071155

The results in Lemma 5.4.2 and 5.4.3 are classical results hence we do not prove them
here. This is all we require in order to prove the following lemma, which is the main
result which will allows us subsequently to prove that (5.4.3) is globally well posed in
H* (R?), s > 0:

Lemma 5.4.4. Let ull, wl satisfy the hypotheses of Lemma 5.4.2, then
u" e L* (Ry; L* (R; L (R,))) = L* (Ry; L7 (L))
u" € L* (Ry; L™ (Ry; L* (R7))) = L* (Ry; L (Ly))

and for each t > 0 the following bounds hold
b 4 b 4 CK? 7, 4 4
L Mgy < 17 Oy ar < S (18 ey + st

S 4
Proof. Let us start considering the value HuhH 4
h

(L)’ applying Lemma 5.4.3 we deduce

[ [zl oy o2l s
U < Cllu 05 .
H Li(Lge) L2y 1735 1ot r2)

By use of (5.1.6) and a Gagliardo—Nirenberg interpolation inequality we deduce

h
Hu HL4 (L2)

(L“)

) thﬂhHﬂ(ﬂ@)’
53| 1 < llasﬂhHig(Lg)
< C |05 sy 195V n0" | s

whence we deduce

HuhHL;ﬁ(Loo S C||uhHL2(R3 thahHLQ(]W) Hai‘ah”m(n@) ||83VhﬂhHL2(R3),
< OK? (@] gy 19" | 2oy 195" | 2 gy 1950 | gy (5.4.5)
< OK? [[a"] ooy 19" | ooy 1V 2 R3>HW|1L2(R3>
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5.4. Global well posedness of the limit system.

where in the second inequality we used the fact that the map w” — V,@" is a Calderon-

Zygmund application of norm K in L? (R?). Integrating in time (5.4.5) using Young in-
equality and the results of Lemma 5.4.2 we deduce the inequality

t CK2
P (s ]

v

To complete the proof it suffices hence to apply (5.1.6). [

Lemma 5.4.4 is the cornerstone of the proof of the propagation of the isotropic Sobolev
regularity, which is formalized in the following proposition

Proposition 5.4.5. Let u!! € H* (R3), s > 0 and w} € L? (R3), then the weak solution ii"
of (5.4.3) which exists thanks to Lemma 5.4.2 belongs to the space

u" e L™ (Ry; H® (RY)), Vi € L* (Ry; H (RY)),
and for each t > 0 the following bound holds
t
[ Oy + v [ 1937

CK?
<C HUO‘ s (r3) P {T (HUOHL2(R3 + HWO HL2(R3)>} . (5.4.6)

2
(R dr

Proof. Let us apply the operator A, to the equation (5.4.3) and multiply it by A,u" and
integrate in space, we deduce

1d

Py + 2 20T gy < [ (8 90 8g) | 647
Indeed, since div;, 4" = 0 and integrating by parts,
‘(Aq (" Vhit) | 27") o :’(A (" @ @) | £gVii") 1o )|
Applying Bony decomposition we deduce
(25 (8" @) 293") e
<Y (B0 (St @ )| 8,90 1y
la—q'|<4
+ Y ‘(Aq (A" @ Syi2t)| DgVaT") s | = g + Lo
q'>q—4

Since the operators A\, S, map continuously any L? (R?) space to itself and by Holder in-
equality we deduce

Iig < CH” Z ”Aq_ 2(11) HA vhuh||L2(R3 )
lg—q'|<4
<Clla S At o 10T [y 648
lg—q'|<4
< Cb 27" [|a oy 17 sy 19 [
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Chapter 5. Low Froude number dynamic in the whole space.

In the second inequality we used a Gagliardo-Nirenberg inequality and in the third one the
regularity properties of dyadic blocks. The sequence (b,), € (' (Z). For the term I, , we can
apply the very same procedure to deduce the same bound

1/2 3/2

L, < Cb27%" ||a ||ﬂh} o) || VT ||e ) (5.4.9)
but in this case the sequence (bq)q, which is ¢!, assumes the convolution form
by = ¢4 Z 9—(d'—a)s .
qg'>q—4
Thanks to (5.4.8), (5.4.9) we hence deduced that
(25 (@ F0") | 8g") oy | < CB272 || oy 17 [y 19 [

(5.4.10)

With the bound (5.4.10) applied to (5.4.7) we deduce

s / _h3/

2 @ 0 gy 0 20V [y < 272 [ oy 18 sy 1908 e -

(5.4.11)

hence, multiplying (5.4.11) by 22%°, summing on ¢ € Z and using the convexity inequality
ab < Ca* + §b4/ 3 we deduce the bound

(5.4.12)

[

®) +v|vat |

< e gy |

Hu | Hs He(R3) H*(R3) "

it suffices hence to apply Gronwall inequality on (5.4.12) and consider the result of Lemma
5.4.4 to deduce the bound (5.4.6). ]

The following result is a direct deduction of the above proposition:

Corollary 5.4.6. The solutions of (5.4.3) are H 2 (R3)-stable if the initial data belong to the
space L2 (R®) N Hz (R3).

Proof. Let us consider @ o, a5, € L? (R*) N H 2 (R?), and let us set ", @ respectively the
solutions of
(Ou} + U - Vyul — vAW = —Vupr,
div, a" = 0,
_ _h
. U }t 0o~ U100
( Oyl + ul - Vypulh — vAul = —V,po,

o =h
divy 4y = 0,

Let us set now

6ah:u1_u27 5]5:]51_]327
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5.5. Dispersive properties.

the function 6@” solves the equation

Oyou" — vAST" = —V,,0p — 2div, (6u" @ (a} +ah)),
div, 0a" = 0, (5.4.13)

_h _ h K
u ‘t:o = Uy — Ugp-

Performing a H: (R3) estimate on the system (5.4.13) we deduce the following differential
inequality:

2 108 (0153 g + 1998 (0]

<C ] (divy (53" () ® (@ (t) + @b (1)) | 0" (1)

2dt

)H%(RS) ‘

Applying an integration by parts, Holder inequality, Sobolev product rules an a interpolation
of Sobolev norms we can deduce:

’(divh (5ah ® (uf + ujy))| 6u")

1% (R3)
/ / / —nl/
< C (11317 gy 9T 73 gy + 1003 e IV )
08 13 g 90833 -
(R?) HZ(R3)
whence applying the convexity inequality ab < %a‘“ 3+ 1%64’ a parabolic absorption and a

Gronwall inequality we deduce

t
||(5ﬂh (t)HZ%(RB)—{-y/O ||V(5ﬂh <T)Hi'{%(R3) dr
< H(SUSHE%(R% eXP{;/O ||u’f (T)HZ%(R?’) Hv“}ll <7_)H;’%(H@) dT}
C t
xexp{;/ 17 ()[4 oy V23 (T)”iar%(R%dT}’
0

concluding. 0

5.5 Dispersive properties.

We recall that, for 0 < » < R, in (5.3.4), we defined

Crp={E €ERE: |G| >, €| < R}.

Let ) a C*°-function from R3 to R such that

1 o<l
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Chapter 5. Low Froude number dynamic in the whole space.

and ¥, i : R® — R the following frequency cut-off function

vl =x () |11 ()] (551

Then, we have ¥, z € D(R?), supp ¥, g C C%,g rand ¥, p = 1 on C, . Indeed the operator
U, r maps any tempered distribution f to

W n(D)f = F 7 (0,9 F(9)). (552)

with this in mind we want to study the following linear system

1
Wi+ = LWig = =0 (D) (e + B_ ) A ().

divw, p =0, (5.5.3)

nyth:O = \IjrvR (D) <P+75 + ]P)*,E) U07

where P, . is the projection respectively onto the space CES defined in (5.3.7) and L. is
defined in (5.3.1). We stress out the fact that Lemma 5.3.1 implies that the maps P; . are
bounded operators onto L? as long as we consider functions localized on the set C,. g.

The forcing term A appearing on the right-hand-side of (5.5.3) is defined as

A(a") = 01, (5.5.4)

where the scalar function p the limit pressure of the limit system (5.4.3). We expressed
the nonlinearity A as depending on the velocity flow ", but in the above definition the
dependence on p is made explicit. Indeed we can express p it in term of @ as

p= (=Ap) Hdivy (@ Vyat),

555
(—Ay) " divy, divy, (0" ® at) (>

and this justifies the above observation.

Let us remark that the operator (—A h)_l divy, div;, is a Fourier multiplier of degree zero. It is
known hence that such operators map continuously L? (R?) onto itself if p € (1, 00). Some-
times hence we shall implicitly simplify p ~ 4" @ 4" when we perform energy estimates in
some L? (R?), p € (1, 00) norm.

The forcing term A presents an interesting property

Lemma 5.5.1. Let Py be the projector onto the non-oscillating subspace defined in (5.3.10),
then
]P()A - O

Proof. It suffices to remark that the only non-zero component of A is the third one and that
the projector Py defined in (5.3.10) maps the third component to zero. [

218
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Lemma 5.5.1 implies in particular that
A=Pr.+P_,)A, (5.5.6)

and hence we shall use (5.5.6) repeatedly along this work.

The presence of the external forcing term —W, p (D) A is motivated by technical needs
which will be explained in detail in Section 5.6.

5.5.1 Study of the linear system (5.5.3).

In this small section we prove some existence and regularity result concerning the free-wave
system (5.5.3). Let us define the space

1 ={g|9=vr(D)f, f e *(®) N i} @)},

it is indeed trivial to deduce that Hj/}_.f C H2 (R®) = L*(R®) N Hz (R?). The space H;/Rz
endowed with the /2 (R?) norm is a Banach space.

Lemma 5.5.2. Let Uy € Hz (R?) such that wh € L*(R3), for eache > 0and 0 < r < R
there exist a solution W of (5.5.3) in the space

Wipec! (RJr? H1/2) ;

moreover the sequence (I/V,,E R) , I8 bounded in the space £/ (R3) and for each t > 0 and
e>0,0<7r< Rthe followzng bound holds true:

t
72 Ol + / 997 5) oy 8 < Crn 1Vl
CK
- ||U0H eXp {T (HUOHL2(R3 + HWOHLQ(R?’ )} ’ (557)

where ¢ = min {v,v'}.

In order to prove Lemma 5.5.2 it suffices apply Cauchy-Lipschitz theorem (which was
already implicitly used in the proof of Corollary 5.2.3).

Lemma 5.5.3. Let us consider the ordinary differential equation

{ i=F(u,t) (ODE)

Ul,_g=up Ew’

where w is an open subset of a Banach space X. Let

F: oxR, — X
(w,t) = Flut)
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be such that, for each uy,uy € w there exists a function L € L. (R,) such that
£ (s #) = F (ug, )| x < L () [Jun — uz|x - (5.5.8)

Let us suppose moreover that

IE (u, D) < B@) M (JJullx)
where M € L (R,), [ € L. (Ry). Then there exists a unique maximal solution u in the
space C* ([0,t*); X) of (ODE), such that, if t* < oo,

limsup [Ju (t)]|x = oo.
t Str

Proof. See [10, Proposition 3.11, p. 131]. [

Proof of Lemma 5.5.2 : 1t suffices to consider (5.5.3) in the form
OWip=F.(t, Weg),
where (using as well (5.5.6)):

1
F.(t,Wig) = ——LWig = ¥rr (D) A (a" (1)) -

It is easy to prove that F. satisfies (5.5.8) with a locally L' function which depends on ¢, r
and R. We aim to prove that, for each r, R, > 0 the function Wy belongs to the space

Ct (R+; H: (R3)) : accordingly to Lemma 5.5.3 it suffices hence to prove that

sup HWTR < 00.
t=>0

HH% (R3)

Let us now multiply (5.5.3) for Wy, and let us take the He> (R3) scalar product of it, we
deduce hence that

th HWTgR“H? (R3) +CHVW RHH? (R3)

< |(Wen (D) 0y (~20) " dividivy, (" @ a") | W)

2R3’
where ¢ = min {v,v'}. Integration by parts, Cauchy-Schwartz inequality, and the fact that
the operator W, i (D) (—Ah)_l divy, div;, maps continuously any H* (R?) space to itself with
norm independent of r and R allow us to deduce

’(\IJT,R (D) 95 (—Ay) " divy, divy, (a" ®u )‘ R)H?(R?’)
<O 8|3 oy V2Rl 4 sy
and since
" ® 8] 13 oy < C 8 sy
SONE 3 oy 1V 13 sy

whence applying Young inequality we obtain the estimate

1d

th H R”HQ (R3) ”V R||H2 (R3) <0 HuhHHz(W HVuhHHg (R3) "

Integrating in-time the above equatlon and to using the estimate (5.4.6) we hence conclude
the proof. 0
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5.5.2 Dispersive properties of (5.5.3).

In the previous section we made sure that (5.5.3) is solvable (locally) in the classical sense
and that the solutions of (5.5.3) belong to the space £'/2 (R3) uniformly w.r.t. the parameters
e, r, R. In the present section we are hence interested to study the perturbation induced by
the operator ¢ L., and to prove that such perturbations induce some dispersive effect on
Wi R

The result we want to prove in this section is the following one

Theorem 5.5.4. Let Uy € H> (R, 0 <r < Rande > 0. Then W g solution of (5.5.3)
belongs to the space L* (R, ; L (R?)) ,p € [1,00) and if € > 0 is sufficiently small

1\ o 2
H RHLP (Ry;Lo° (R3)) < CT,R (1 + ;) g maX{||UU||L2(R3) ) ||U0||L2(R3)} ) (5.5.9)
forp € [1,00).

Some preparation is indeed required in order to prove Theorem 5.5.4.

By use of Duhamel formula we can write (at least formally) the solution of (5.5.3) as

t
Wip(t) = e : LEW’I“E,R,O - / e LW, p (D) (Pye+P_.) A (ah (s)) ds,
0

whence along the eigendirection £ the evolution of (5.5.3) assumes the value

]P):I:,a ( ) (ta l’)
:.7-" ! (ki (WTER( )) Ei) (),
_ /R . OHEE—v, o (&) Py (U) (y) dy dé

t
- / / FHIENOTE DY () PaoA (@ (s,y)) dy dE ds,
R3 xR3

t (5.5.10)
=Kir (t, o ) * P (Uo) (2)
¢ t—s
- / Ki,r,R (t - S, c ) ) *Pi,EA (ah (87 )) dS,
0
€ t ! € t—s —h
= gi,r,R — | U (7) — gi,r,R A (u (3)) (z)ds.
€ 0 €
where A% is defined in (5.3.3). The convolution kernels K,  assume the form
ir Lénl — L) |EPtrie
Kirp(t.2) = /3 HTTE SOOI b (6) de. (5.5.11)
R

The convolution kernel K. , r is hence a highly oscillating integral. It is well known that
integrals with such a behavior are L> (R?) functions whose L> (R3) norm decays in time
(see [3], [10], [42], [138]...), we shall apply the methodology of [42] in order to prove the
following result
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Lemma 5.5.5. For any r, R such that 0 < r < R there exists a constant C,. g such that for
each z € R3

KCamr (t,7,2)] < Cpg min {1,772} e a0, (5.5.12)

Proof. Taking the modulus of both sides of (5.5.11) and integrating, considering that ¥, p is
supported in C, g, it is sufficient to prove that

|’C:E,T,R (t, T, Z)| < CT,R 6_%(V+V/)T2t’

foreacht,7 € R, and z € R3. This holds hence in particular if 7 € [0, 1].

The rest of the proof is devoted to improve the above estimate in the case 7 > 1.

Let us fix some notation first, we denote as ¢ (§) = @ Se (€) and thanks to Fubini’s

£
theorem

Kipr (t,7,2)] = / eFTHOS e NEiERy, (¢ dg

R?
— / eﬁh-zh (/ 6:&ir¢>(5)*%(u+y/)t |£\2+i£3-zsq]r’R (5) d€3> d&“
Rgh Re,
= Sz T t d
) € +,7R ( » T gthB) fh'
R
33

Indeed since Z. is supported, relatively to the variable &, in the set {&), : r < [&,| < R}, we
deduce

|Ki,T,R (ta T, Z)| < Cr,R ‘Ii,r,R (t7 T, fha Z3)| )

hence it shall suffices to prove an L° bound for the function Z... Let us remark that 7, are
even functions w.r.t. the variable z3, hence we can restrict ourselves to the case z3 > 0.

We are interested to study the L°° norm of the elements Z_, these norms are invariant under
dilation, in particular hence we consider the transformation 23 + 723, 7 > 1, with these

; 323)— = (v+1/ 2
Ii,nR (t,T, Sh,mg) :/ eI (EH(E)+Es23) =5 (vt [¢] \prﬁ (5) dé;.
Re,

Let us fix some notation, we define

P (§) = 0e, 0 (§)
_ (&l 2y o LG
- (Fo-2e-ngg)e
0+ (€, 23) = £ (&) + 323,
O (€, 23) = 0,0+ (€, 23)

_ (1%l —(v—=7
_(mss@ (v — )

€1 1€5]
S (€)

>53+23-
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With this notation indeed

. 1 / 2
I:i:,r,R (hT’ §h,TZ3) _ / e’LT@j:();:,ZS)*E(l/+V )t €] ‘I’r,R (5) d£3.

Re,
Let us define the differential operator

1

L=
* 1+T@3|:(£7Z3)

(1 +1 @i (f, 2’3) (953) s
in particular there exists a positive constant C' independent by any parameter of the problem
such that, being £ € C, i defined in (5.3.4),

2 2

.
ﬁﬁa + 23 < [0+ (€, 23)| <

3 + 23. (5.5.13)

r

Indeed £ (¢'7+) = €'+, hence integration by parts yields

Ty (t,7, &, 72) = / LT (W (§) e B dg, (5.5.14)

1
R§3

where
L (W () e sl

1 . 1-— 7'@2 Liya 2
i <1+—@ ~ (00 m) W (€) A0 1
+

Z@ 1 / 2
__" 5 (q, —Sw+)t le] ) .
Since £ € C, g and thanks to the estimate (5.5.13) we can deduce easily that (here we use the
177'61 1
fact that (161 )’ < ) 767 )
1 < Crr ‘
14+70%1 ~ 1472
Moreover
© 14z
|—i|2 < Cr,R 3 55
147 |04| 147 |23 + &
1
<Cpp o
Tl 4T + TS
1+ zZ3 1 1
x Yr,R

< Crp——n
(1+/723)° 1+78 T147g

The last inequality is true since 7 > 1. As is § localized in C, p it is a matter of straightfor-
ward computations to prove that
|0¢,0+| < Cr. g,
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moreover, being ¥, p € D,
‘653 (‘I’m-z (&) e 2! '5‘2> ’ < G pe it

whence we finally deduced that

/ C R 1 1,2
Lo (qu L+t |§|2) ‘ < i g )it
’ + 7R(§)6 1+7‘£§€

With the above bound and (5.5.14) we deduce hence

L) d&s
Tyrr(t, 1€, 723) < C)Re 4(”+”)rt/ ;
| Zs i (8,7, 60y 723)| < O o 1478
3

<C.p U2 i)t
which concludes the proof. 0

Proposition 5.5.6. Let us consider a vector field Uy € L* (R?) and the functions G=., p Uy
of the variables (t, x) defined in (5.5.10). Then

1
ngﬁﬂ“:RUO||LP(R+;L°°(R3)) < Crpew HUOHLZ(R‘"’) ’ (5.5.15)
foreach p € [1,00).

Proof. Indeed GZ | pUpy can be written as a convolution operator as explained in equation
(5.5.10), in particular

t t
9irr (g) Up () = Kirr (72 e ) *x Py (Up) (),

where [P, . are the projections onto the eigenspaces generated by £ defined in (5.3.7), and
the convolution kernels K. , r are defined in (5.5.11). Considering the dispersive estimate
(5.5.12) given in Lemma 5.5.5 we can apply what is known as 77 argument (see [10,
Chapter 8]) in the exact same way as it is done in [42], [40], [38], [28], [34] to deduce that

H]Ci,r,R * ]Pi,a (UO) ”Ll(R+;Loc(R3)) < Cr,R51/4 ”]P)i,a (UO)”Lz(Rg) .

We can hence apply Lemma 5.3.1 obtaining
195,800 || 1 g ety < Crre™ 100l 2o - (5.5.16)
The element G, , (%) Uy has the following properties:

* Gi.r (é) Uy 1s localized in the frequency space,

|gi,T,RUO||Loo(R+;L2(R3)) < ||U0||L2(R3)’
whence an application of Bernstein inequality allow us to deduce that
Hg:EE,T',RUOHLOO(R+;LOC(]R3)) < CT,R ||U0||L2(R3) : (5.5.17)

An interpolation between (5.5.16) and (5.5.17) gives finally (5.5.15). ]

224



5.5. Dispersive properties.

The oscillating behavior of the propagator allow us to deduce the following dispersive
result on the external forcing —W,. (D) A as it is done, for instance, in [78], [56] or [28].

Proposition 5.5.7. There exists a constant C,. p depending on the localization (5.3.4) such
that, for ¢ small

‘ /Otgi,r,g ( — S) U, » (D) A (s)ds

1
. < Gy getr ||\Ifr,R (D)A“Ll(
for each real p > 1.

R;L2(R3))

(5.5.18)

LP(R43Lo°(R3))

Proof. For this proof only we write G . , = G, W, g = V¥ in order to simplify the notation,

t o o0 t
/g(' S)\P(D)A(s)ds g/ /
0 c LiRL=®3)  Joo Jo

pplying Fubini theorem and performing the change of variable 7 = ¢ — s we deduce

/Otg ( ; S) U (D) A (s)ds O < /OOO /Ooo Hg (g) ¥ (D) A(s)

— /0 ||g\:[/ (D)A(S)”LI(R+7TLOO(R3)) dS,

ds dt,

3 oo

6 (“=) e

o

dr ds,

Lo (R3)

whence applying (5.5.15) we deduce that
1G (D) A (3| 1 g, Loy < Crore IV (D) A ()] s -

which in turn implies the claim for p = 1.

To lift up the argument to a generic p it suffices to notice that, being ¥ (D) A localized in
C, g, there exist a constant C'r depending on the magnitude of the localization C,  such that

’ /Otgi,r,R ( — S) U, 5 (D) A (s)ds

€
hence (5.5.18) follows by interpolation. [

< Cr H‘Ij (D) A"Ll(R+;L2(R3)) J
Lo (R5L>°(R3))

Proof of Theorem 5.5.4: to prove Theorem 5.5.4 it suffices to collect all the results proved
in the present section. By superposition we obviously have that

WTE’R - ]P)*,EWT‘E,R + IP)JF’EWTE’R,
and applying (5.5.10)
t .— g
Pt =Gt~ [ G (20) Ben(D)A (" (5) 05
0
whence it suffices to apply (5.5.15) and (5.5.18) to deduce

W2 Rl ooy < Cre & (100l sy + ([ 2 (DY A (@) 11,y )
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hence since

H‘I’r,R (D) A (ﬂh) ||L1(R+;L2(R3)) S R'? ||ﬂhHi2(R+;H1(R3)) ’

and thanks to the results of Lemma (5.4.2) we can hence argue that

! ,
”\IJT:R (D) A (uh) HLI(R+;L2(R3)) S

R 2
2 U3 s
which implies in turn that

1y o 2
1928l oy < Come (145 ) % max {100l 1alen )

concluding. O

5.6 Long time behavior: the bootstrap procedure.

This section is devoted to deduce the maximal lifespan of the function
Op=U" =W p—U, (5.6.1)

where U is the local solution of (PBS.) identified in the Theorem 5.2.2, W is the global
solution of the free-wave system (5.5.3) and U is the global solution of the limit system iden-
tified in Section 5.4.1 , i.e. the system (5.4.3). By the definition itself of d; ; we understand
that, being U and W¢ i globally well-posed, U* and 0;, ; have the same lifespan in the space

EV2 (R?).

This first regularity result is a very rough bound on the £° norm of o5 g

Lemma 5.6.1. Let Uy € Hz (R?) such that wiy € L* (R?), the function 0: , defined as in
(5.6.1) belongs uniformly in ¢ > 0 to the space E° (R?) and

1
102 e < Com (14 7 ) WalEgen

1 CK?
+c(1 >HU0HL2 oy 10012 exp{T (1002 + [l 32 Rs>)}7

where ¢ = min {v, V'}.

Proof. Theorem 5.2.1 implies that U¢ € £° as well as Lemma 5.4.2 implies that U € £° and
moreover

L L (R

where ¢ = min {v, v'}. For Wy , the procedure is 51m11ar let us multiply (5.5.3) for W and

let us integrate in space. Recalling that p = (—A,) " divdiv (a" @ @) = po (D) (a" @ @")
it suffices to prove a suitable energy bound on the element

(0 (a" @ )| W)

nR)L2(R3)|
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Integration by parts and Young inequality allow us to deduce that

(0 (" @ a")| W)

L2(R3) < g ||VW7:€,RHiQ +C Hah ® ahHiQ(R?’) )

Product rules in Sobolev spaces imply
l* ® 8 [ gaqeny < 18 sy 18 s sy

whence an integration in time

t
W2 O+ [ Wi Ol 0
<Chr ||U0||i2(]R3) + HahHZLm(R+;H%(Rfﬂ)) ||ﬁhHi2(R+;H1(R3)) :

it suffices hence to use the bounds in Lemma 5.4.2 and Proposition 5.4.5 to deduce the
claim. 0

Lemma 5.6.1 provides a first rough bound on 0;  under some rather strong regularity
assumptions on the initial data (Uy € H'/? and curl,, Uy € L? (R?)). Nonetheless such bound
shall be required in the proof of Lemma 5.6.6 (see function g5%), which is an important step
in the proof of Proposition 5.6.4, the main result of the present section. Let us remark
moreover that the hypothesis on the initial data of Lemma 5.6.1 are the same as the ones of
Proposition 5.6.4.

The following procedure is standard in singular perturbation problems (see [38], [42]
and [28]). In particular, being the diffusion isotropic we shall follow closely the method-
ology in [42], proving that J;  is globally well posed in E1/2 (R3). If we prove this, as
mentioned above, we prove as well that U® is globally well-posed in the space E1? (R3),
and hence we prove the global-well-posedness part in Theorem 5.2.4.

Let us at first deduce the equation satisfied by the function d; p. This is a matter of careful
algebraic computations, which lead us to deduce the following equations

1 1

Oo; p — Doy g + EPA57€«,R = —gvﬁg — (Fip+Grg) = (1= U, g (D)) A (a"),

divo, r =0,

O rl,_g =1 = Vg (D) (P +P_.) — P Up.

(5.6.2)

Where the modified pressure p° = ®° — ep and the nonlinearity is defined as

Grr = a - Viws g +wip - V" + Wy g - VWi g
We can now explain why in the equation (5.5.3) we introduced artificially the external forc-

ing =¥, g (D) A where A is defined in (5.5.4). The pressure p appears with an horizontal
gradient only in the equation (5.4.3), whence the difference

Vo© —eVyp,
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arising when we compute the difference equation of U® — U 1is not the gradient of a scalar
function, being p dependent on the variable z3 as it is clear from its expression in terms of
the velocity flow @” given in (5.5.5).

The forcing term —V,. g (D) A = =¥, g (D) (P4 . + P_.) A on the right-hand-side of (5.5.3)
is hence a corrector term: it adds the intermediate frequencies of J5p in order to later obtain
a full gradient function in the system (5.6.2) describing the evolution of 4; ;. Obviously we
require an additional corrector which covers the very low and very high frequencies of A, for
this reason it is present in equation (5.6.2) the term — (1 — W, (D)) A. We had as well to
use the property (5.5.6) in such process.

Let us define 7 = 7, p any positive function depending on the parameters r, 2 which
determinate the localization C, i defined in (5.3.4) such that

lim 0, g = 0. (5.6.3)
r—0

R—o0

We shall in fact require more than one 7 function. Let us point out that, given two functions
1, N2 wWhich satisfy the above hypothesis if we define 77 = max {n;, 7.} it still satisfy (5.6.3),
hence from now on we shall write simply 7, r knowing that this process can be applied when
required.

Lemma 5.6.2. Let Uy € H? (R3) and Py be a Fourier multiplier of order 0, then the follow-
ing bound holds true

1= @ (D) Py (D) (8 @ )| o) < 50

Proof. The proof is an application of Lebesgue dominated convergence theorem. Indeed the
function

11— 0,5 () 1] |Po (O |F (@ @ a") ()",

converges point-wise to zero when r — 0, R — oo, hence it suffices to prove that
_ _ 2
€1Py ()| F (@ @ @) (€)]" € L' (Ry; LY.

By Plancherel theorem and product rules in Sobolev spaces we deduce

| Lemers @ o) o <l o[ i)

_h1l2 2
<c|la 3 )
SO b ) 197 2 o)
< 00,
thanks to the results in Proposition 5.4.5, concluding. [
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Let us analyze now the initial data of the system (5.6.2), it is defined as
Srro= 1=V, (D) (Pyc+P_.)— Py Uy, (5.6.4)

where the projectors IP; . defined in (5.3.7), are the projections onto the eigendirections
E?f, i = 0,+ defined in (5.3.5) and (5.3.6). The initial data is localized onto the very hi
and low frequencies along the eigendirections of the eigenvectors £~ defined in (5.3.6). Un-
fortunately the projectors P, . are not bounded on such set of frequencies, hence we cannot
deduce directly the regularity of 6, g in terms of the regularity of U;. Nonetheless we can
prove the following result

Lemma 5.6.3. Let 0, r o be the initial data of (5.6.2) be defined as in (5.6.4). For any s € R
if Uy € H® (R?) there exists a constant C which does not depend on the parameters r, R of
the localization C, r such that

16, R.0ll grs ey < C'[|Uo

Hs(R3) -
Proof. We can prove Lemma 5.6.3 in a simple way. Let us remark that 1 = Py +P, . +P_ ,
this in turn implies that
1= W, (D) (P + P_.) — By = (1 W, (D)) (1~ Py),
whence
57”,R,0 = (1 - ‘IIT,R (D)) (1 - ]P)O) UO‘

The projector Py has been evaluated in detail in (5.3.10), and in particular it is a Fourier
multiplier of order zero. This implies that the operator (1 — W, g (D)) (1 — Py) is as well
a Fourier multiplier of order zero, such operators map continuously any H? (R}, s € R
space to itself, whence we deduce the claim. O

Given Uy € M2 (R*) Lemma 5.6.3 and a dominated convergence argument allow us
hence to choose some 0 < r < 2 such that

r.R
10 r0ll 3 sy < 367 (5.6.5)

with 7, r real and sufficiently small such that

o
nT‘,R 4 C?
where ¢, C' are fixed positive constant.

The result we prove in this section is the following one:
Proposition 5.6.4. Let the initial data Uy € Hz (R3) such that wl = —d,Ul + &,U2 €
L* (R?). Let us set 0 < r < 1 < R such that 6, ro defined in (5.6.4) satisfies (5.6.5). Let
(55, R)€> 0 be a sequence indexed by ¢ of solutions of (5.6.2), there exists acy = &¢ (r, R) > 0
such that for each € € (0,e0) and t > 0

16 7 (01153 sy + / 1V & (D)4 gy 97 < e (5.6.6)

where ¢ = min{v, '} and n, g satisfies (5.6.3) and it is independent of the time-variable.
In particular hence for each ¢ € (0, ¢,), being 0y p defined as in (5.6.1), the solution U® of

(PBS.) is in fact global and belongs to the space £'/% (R?).

229



Chapter 5. Low Froude number dynamic in the whole space.

The proof of the above proposition consists in a bootstrap argument as it is done in
[42]. The main step in order to prove such bootstrap argument is an energy bound on the
nonlinearity Fp + G . This is formalized in the following lemma:

Lemma 5.6.5. The following bounds hold true

(52 V05 ] 828) 1 | < C 1020 gy 1785l oy
[(div (39 <u+waR>>>a:R>H%(R3)< (11573 o 1781373
Wl oy 1992k )
< 167 8ll 1 oy 1902005
(& VAW R] 82 1) b o | < O [0l ey Il ey [
(win - V) 528) gt o | <O NWE RN ey 1103 o IV 1
< 1165 13 o, 90511
‘(wi,R'VWiR}éiR)H%(Rg) < Cor W Rl oo sy W5k oo 197, 173 ) -

Thanks to the above bounds we can deduce the following bounds for the nonlinearity
F? r + G7. g, which shall be the ones that we will use in the proof of the bootstrap argument

Lemma 5.6.6. The following bounds hold true

< (55 + Cl Rl o) 1992 8l ey + Fre 195815 ey

‘( R|57‘R>H2(R3)

(5.6.7)
€ € c € 2 rR 2
‘(Gr,R} 5r,R)H%<Rs) < 16 HV(Sr,RHH%(Rs) +orz |0 RHH%(Rs)
(5.6.8)
+< + 95 > W] oo sy + 90 W Sl (R3)
where
Frn(®) = C (@ )53 oy V" O3 e
WER O oy [9WER O ey ) € L' (Ry),
gls (t) C(”V Hi{% ]R3 +C7”RH RHL2 RS H R”Loo R3)’ eLl (R-i-)a
(t) TR” RHL2 (R3) ° €L>” <R+)>
F ) = Con |8 a1V 2 e € L* (Ry),
g1 () = C[|a" )] 3 gy - € L™ (Ry).

Moreover if U, € H:z (R®) then f = f, r € L' (Ry) uniformly with respect to the variables
r, R and for 0 < € < g¢(r, R) the function g, = g{’f belongs to L' (R, ) uniformly with
respect to the variables r, R.
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5.6. Long time behavior: the bootstrap procedure.

The proofs of Lemmas 5.6.5 and 5.6.6 are postponed.

We can finally prove the convergence result.
- _
Proof of Proposition 5.6.4: Let us perform an H2 (R3) energy estimate onto the system
(5.6.2), we indeed deduce that

1d . .
2dt 107 <t)Hi'1%(R3) +¢||Var (t)HiI%(Rii)

< ‘ (FTE,R (ﬂ! 0r.R (t))H% (R3)

+

+ ’ (Gi,R (t)‘ Or R (t))g%(m@)

(1 =T g (D) A ()| 65 r) 43 @] 5:69)

Thanks to the explicit definition of A given in (5.5.4) an integration by parts and young
inequality we deduce

(1= 0 (D)) A (@] 5:0) 1

< (1= Wy (D)) (=) divdiv (" @ )] 405 )

HEE| (5 610)

<% HV(Si’RHiI%(W) + ”(1 —Vor) Py (ah ® ﬂh) ”2(%(}1%3) ;

where we denoted Py = (—Ay,) " divdiv.
With the bounds (5.6.7), (5.6.8) ans (5.6.10) the equation (5.6.9) becomes

1d . 3¢ . -
o 105 O e (55 = €102 Ol g3 ) 195 Ol

<O +0 ) 10ROl ey + (570 + 6570 (IWiR O gy

01 (@) [Wig (O[] + 957 (1), (56.11)

where
gg’R = H(l - ‘I/r,R) P (ﬂh ® ﬂh) HZI%(I{@) ) (5.6.12)

We omit the dependence of f and g; on the parameters 7, R, € in light of the results of Lemma
5.6.6.

Let us define at this point the time

T*:sup{0<t<T‘

c C
5T,R (t)HH%(Rg) < E } )

where 7' is the lifespan defined in Theorem 5.2.2.
For each t € [0, T*), thanks of the definition of 7%, we can deduce that

3c ,
5 ceq

Y

N o

. >
a2 (R3) ©
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Chapter 5. Low Froude number dynamic in the whole space.

from which, combined with (5.6.11) we can deduce:

53 1920 O + 5 1950 Ol
SO +900) 10 Ol gy + (570 + 657 0) [WiR O o
+ 4 (1) ||W§R(t)||Lw(R3)+ g (t). (5.6.13)
Let us set

==-2 [ G0 +aE)ar
and let us remark that since f, g; € L' (R,) then Z, e*= € L> (R, ), and moreover
e =0 > ¢TIl 0 L elFle(ay, (5.6.14)
Standard calculation on (5.6.13) and integration-in-time imply that

t
165 Ol + ¢ | 0= 98 () sy 8
t
< e =015 moll% g oy + C / e EO=D ((g5™ (1) + g5 (7)) 1WR (D] o
94 (7) [IWiR (D) sy + 657 (7))

whence by the use of (5.6.14) we deduce

t
107 % (t)qu%(Rs) - C/o |VO; 5 (ﬂqu%mg) dr

t
< Clonrallyy o + € [ (") +65™ ) 1Wen )] e

+4 (1) [[WR ( )Him(Rg)+g;’R(7))dT. (5.6.15)

Moreover since gy, g5 € L™ (R,), g5™ € L*(R.) and thanks to the estimates (5.5.9) we
deduce

C/Ot((gg’ (7) + g5 " ) [hass )HLOO(R5 +91(7) [0 )Hi“ R3)> dr

+H + [

RHL2(]R+ ;L (R3))

< (Wil ooy amR@me76ﬁm>

<O (M +),

for ¢ < g¢ positive and sufficiently small. In light of the definition of gg’R given in (5.6.12)
and Lemma 5.6.2 we deduce

[e'e) 2
C / gy (1) dr < 77237 (5.6.17)
0
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5.6. Long time behavior: the bootstrap procedure.

The bound (5.6.16), (5.6.17) and (5.6.5) transform (5.6.15) into

¢
2
165 5 (t)HiI%(R:j) + c/o N (T){’il%(R:j) dr < 3 g+ Crr (81/4 + 51/8) :

Moreover if ¢ is sufficiently small

2
3 i r+Crr (51/4 + 51/8) < MR

and hence the bound is independent from the time variable. Applying Lemma 5.5.3 we
deduce that 7" = co. Moreover, thanks to (5.6.3) and the above results:

t
li lim sup (||5 Gl HWZMT)HZ;(Ra)dT)IOa

R—o0

for each ¢t > 0. ]

5.6.1 Proof of Lemma 5.6.5

The first bound is a simple application of the definition (5.1.5) and of Lemma 5.1.1

‘(553 VoE | 0% 1)

= /072 ® o7 g
<o|ls:

H%(R:f HV(STRH
V07 k| 3

rR H2(R3 H2 (R3)’

R”H? (R3) s (R3)

The estimate is derived by interpolation of Sobolev spaces.
For the second estimate

[(div (5@ (& + WiR))| ) i o
<O0:n® (@ + W)y
< CJ07 k| g sy | (" + WR)

IV%kll

s (R3)’

V%l 3

(RQS) HHl ]Rd } Hf ]Rd )

an interpolation of Sobolev spaces and triangular inequality conclude the second estimate.
For the next term

< |la" - vwg I

RHL2 R3)

(GG

%(RS) RHLQ (R3) *

< TRH“hHB R3) H R||L°° RS)HV(SiRHLQ (R3)
where in the last inequality we applied Holder inequality and Bernstein inequality. For the

last term it suffices to remark that the function wy, p- VW[  is well-defined and still localized
in the Fourier space, hence apply Holder and Bernstein 1nequa11tles
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Chapter 5. Low Froude number dynamic in the whole space.

5.6.2 Proof of Lemma 5.6.6

To deduce the bound (5.6.7) and (5.6.8) it suffices to apply repeatedly Young inequality to
the bounds of Lemma 5.6.5, in detail:
applying the convexity inequality o 5 < 1% a3 4+ C B* we deduce

[(div (550 (2" + Wig))| 02)

R H2(R3)
1/2 _nl/2 / /
<O (181573 sy 1V 1 sy + I 2RI 3 oy VWS )
1/2 3/2
X107l 3 sy VORI 8 oy
16 1702l o
+O(I|u*‘IIH2 oy I ity 1Vl o [V ) 1950 sy

and hence we set
Frr = C (18153 gy 19 b ey + 15l oy 19l )

obtaining the bound (5.6.7).

Next we prove (5.6.8). In the third inequality of Lemma 5.6.6 we proceed as follows

‘( vhng}(SrR 3 (R3) < Grr HV(SiRHIﬂ (R3) HuhHL2 (R3) H RHLoo (R3)
= 95 (Wl ey

Next, in the fourth inequality of Lemma 5.6.6 we apply the inequality

aﬁ’y<6—4a +C B+ C A

in order to deduce the following inequality

’ (wi,R ’ Vﬂh‘ 6§,R>H%(R3)

< C Wl g 17142 o 19712 o W02l o I8
198l + €I s o 15l e
4] oy IV
hence we set
g1 = C ]3
91,1 _C’||VuhHH2(R3).
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5.7. Proof of the main result.

For the last inequality it suffices to remark that

’(wi,R'V R|5rR 3 (R3) < TRH RHLoo (R3) H RHL2 R3) H RHZ% (R3)
+Crr ||W, R||LooR3)HW7"€RHL2(R3
whence we set
gine = Crr |[Wegll - e Wl 2y
92’ = TRH RHL2 (R3) "

Lastly we finally define
rR rR rR
91 =911 + 9ines
and we deduce the bound (5.6.8).

The function f, r belongs indeed to L' (R, ) uniformly with respect to r, R thanks to the
result in Proposition 5.4.5 and Lemma 5.5.2.
For the function gif it suffices to integrate in time and to use the result in Proposition 5.4.5
and (5.5.9) to obtain

R
gl,s

<OV a it o) + Cor Wil o mqaoy IVl oo ooy

< C+Cppe'?,

< 00,

LY (Ry)

if € is sufficiently small.

5.7 Proof of the main result.

Section 5.6 gives us all the ingredients required in order to prove the main result of the
present paper, namely Theorem 5.2.4. Remarkably the statement in Theormem 5.2.4 and
Proposition 5.6.4 are very similar: the difference is that /¢ solution of (5.2.2) does not
depends on the parameters r, R as W, solution of (5.5.3). Let us hence define

F=U"-We-U.

In Section 5.5 we focused on existence, regularity and dispersive results for W7 5, but no
result was proved for I/7¢. Remarkably the initial data of the system (5.2.2), which is solved
by W¥¢, is not any more localized in the frequency space. The estimate (5.5.7) hence does
not hold true any more, in particular the bound

[l < ot

is false for initial data which are not localized as for W¢. Fortunately we can extend the
result of Lemma 5.5.2 to the system (5.2.2) with an argument very similar to the one given
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Chapter 5. Low Froude number dynamic in the whole space.

in the proof of Lemma 5.6.3. We omit a detailed proof here, but it suffices to remark yhat the
operator P, . + P_ . = 1 — I, and that the operator 1 — Py is continuous in any H* (R?)
space. We hence showed that, if Uy € H2 (R3),

We e £12 (RY),
and we shall use this property continuously in what follows
Letus fix 0 < r < 1 <« R such that (5.6.3) is satisfied, indeed we have that
0" =0, p— (WE — ;fR) :

In the last equation we hence introduce artificially a dependence on r, R. From this we derive
that

hr?j(l)lp H55H51/2(R3) < hr?j‘élp <H57€7RH$1/2(R3) + ||WE - WZRHSI/Q(H@)) )

< 7p,r + lim sup HWE - WiRHgl/z(Rs) ’
e—0

where we used (5.6.6). The left-hand-side of the above equation is independent from the
parameters r, R, hence

. el . < : ] € _ € .
lim sup 0% g1/2s) < g{i (m,RHnggpllW WT,Rngz(Rs))

=0,

where in the last equality we used (5.6.3) and a dominated convergence argument to deduce
that lin% ||W‘E — WfRHg.UQ(Rg) = 0 for each ¢ > 0.
r— ’

R—o00
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Chapter 6

Weakly compressible and fast rotating
fluids.

Life stands before me like an eternal
spring with new and brilliant clothes.

Carl Friederich Gauss

The present chapter is a joint work with V.-S. Ngo, maitre de conférences at the Labora-
toire de Mathématiques Raphaél Salem, departement of the Université de Rouen.

6.1 Introduction

In this paper, we consider the following system of weakly compressible, fast rotating fluids
in the whole space R?

a(p69u59)+div(89 £9®u )+92vp( ) i (pEGuEG) 0
Op™? + div (p7'u’) =0 (CRE. )

(07 0") |y = (45705

Here, the Rossby number ¢ represents the ratio of the displacement due to inertia to the
displacement due to Coriolis force. On a planetary scale, the displacement due by inertial
forces, i.e. the collision of air molecules (in the case of the atmosphere) or water molecules
(in the case of oceans) is generally much smaller than the relative displacement due to the
rotation of the Earth around his own axis. Away from persistent streams such as the Gulf
stream, the value of Rossby number is around 1073, On the other hand, the Mach number is a
dimensionless number representing the ration between the local flow velocity and the speed

The present chapter was submitted for publication under the name Dispersive effects of weakly compress-
ible and fast rotating inviscid fluids, see [120].
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Chapter 6. Weakly compressible and fast rotating fluids.

of sound in the medium. For geophysical fluids appearing in meteorology for exemple, the
Mach number € is also very small.

We want to have a few words about the low Mach-number regime and the fast rotation
limit. For the weak compressible limit, the fluid is expected to have an incompressible be-
haviour. In the fast rotation limit, the Coriolis force becomes dominant and plays a very
important role. Indeed, the fast rotating fluid have tendency to stabilize and to move in verti-
cal columns (the so-called “Taylor-Proudman” columns). This phenomenon can be observed
in many geophysical fluids (such as oceanic currents in the western North Atlantic) and is
well known in fluid mechanics as the Taylor-Proudman theorem (see [126] for more details).

We remark that if ¢ < 0 or € >> 0, then either the high rotation or the weak compress-
ibility dominates the other, and one can separately take the high rotation limit and the weak
compressible limit. In this paper, we are interested in the case where these two numbers are
very small and where the high rotation and weak compressibility limits occur at the same
scale, i.e. §# = ¢ — 0. Moreover, in our study, we suppose that the fluid is inviscid and
isentropic, which means that it has no viscosity and the pressure satisfies

P=P(p) =Ap",

where A > 0 and v > 1 are given. We refer the reader to [126] and the references therein
for further physical explanations, and to [42] for a brief physical introduction of fast rotating
hydrodynamic systems with strong emphasis on the problem under the mathematical point
of view.

6.1.1 Formulation of the system

Let us give a brief explanation of the formulation of our system. In general, the motion
of a compressible fluid with a homogeneous temperature can be derived from the laws of
conservation of mass and of linear momentum (see [11], [101] or [109] for instance), and is
described by the following system

O (pu) +div (pu @ u) —div (o) = pf
Op + div (pu) = 0.

Here, o is the stress tensor and f represents the external body forces acting on the fluid
(gravity, Coriolis, electromagnetic forces, etc. .. ). For an isotropic newtonian fluid, the stress
tensor is supposed to be linearly dependent on the strain rate tensor D = % (Vu + TVu),
and writes

o=—pl+ Mdivu+ i (Vu+TVu) ,

where the scalar function p stands for the pressure, 1 is the identity matrix (tensor) and
w, A = 0 are the Lamé viscosity coefficients (which may depend on the density p). In fluid
mechanics, y is referred to as the dynamic viscosity of the fluid and in a case of a barotropic
fluid, p is a function of the density p only. These considerations lead to the following system
describing the motion of a compressible newtonian barotropic fluid

. . . . T —
{ Oy (pu) + div (pu ® u) — div (Adivu + p (Vu+"Vu)) + Vp = pf (CNS)

Op + div (pu) = 0.
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6.1. Introduction

In the case of low Mach-number flow, the Mach number 6 is suppose to be very small (the
fluid is pseudo-incompressible), we perform the rescaling

t 1 t
p9 (t,.ﬁ(]) :p(§7x> and u9 (t,x):5u<5,x> ’
and the system (CNS), endowed with some initial data, becomes

0, (p"u’) +div (e’ ® u’) — pAu’ — (A + p) Vdiv’ + %Vp(pe) =p'f

O’ +div (p'u’) =0 (CNSy)
(0", u")|,_y = (P up) -

In physical experiments and observations, A and p are usually very small. For this reason,
it makes sense to study the case of inviscid compressible fluids where A = p = 0 and we
obtain the following system

1
O (peue) + div (peue ® ue) + §VP(,09) = pef

O’ +div (p"u’) =0 (CEg)
(" )|z = (96, u5)

Now, for geophysical fluids such as the oceans or the atmosphere, effects of the rotation
of the Earth can not be neglected. Rewriting the systems (CNSy) or (CEy) in a rotating
frame of reference tied to the Earth, we have to take into accounts two factors, the Coriolis
acceleration and the centrifugal acceleration. We assume that the centrifugal force is in
equilibium with the stratification due to the gravity of the Earth, and so can be neglected. We
also suppose that the rotation axis is parallel to the x3-axis, and that the speed of rotation is
constant, which is often considered in the study of geophysical fluids in mid-latitude regions.
Then, the system (CNSy) writes

(0, (pe’eus’g) + div (p5’9u€’9 ® ua’e) — pAu®? — (N + p) Vdivus?

+ %VP (ps’e) + ée?’ A (pg’eus’a) =0
0™ + div (p7u) =0
(070 | g = (155"

In the case where there is no viscosity, we obtain the system (CRE. ).

\

(CRNS. )

6.1.2 Brief recall of known results

For non-rotating fluids, many results have been obtained concerning the systems (CNSy) and
(CEy) in the case of well prepared initial data, i.e.

po=1+0(6*) and divuj=0(0),
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for which, we refer to the works [95], [99], [105] or [82]. In the case of ill prepared initial
data, it is only assumed that
ph =1+ 00}

and (bg, ug) are only bounded in some suitable spaces which does not necessarily belong to
the kernel of the penalized operator. If Puj — v, when 6 goes to zero!, one expects that
u’ — v where v is the solution of the incompressible Navier-Stokes equations

o +v-Vu—pAv+ VIL =0,
divo =0 (INS)
vli—o = 0.

The expected convergence is however not easy to be rigorously justified. The main difficulty
lies in the fact that one has to deal with the propagation of acoustic waves with speed of order
6~1, a phenomenon which does not occur in the case of well prepared data.

In [110], P.-L- Lions proved the existence of global weak solutions of (CNSy) for initial
data with minimal regularity assumptions. The fluid is supposed to be isentropic and the
pressure is of the form P (p) = ap”, with certain restrictions on 7 depending on the space
dimension d. In the same setting P.-L.. Lions and N. Masmoudi in [111] proved that weak
solutions of (CNSy) converges weakly to weak solutions of (INS) in various boundary set-
tings. This result is proved via some weak compactness methods (see also [77] and [66]).
In the work of B. Desjardins, E. Grenier, P.-L. Lions and N. Masmoudi [57], considering
(CNSy) with f = 0, in a bounded domain () with Dirichlet boundary conditions, the au-
thors proved that as § — 0, the global weak solutions of (CNSy) converge weakly in L? to
a global weak solution of the incompressible Navier-Stokes equations (INS). In [56], using
dispersive Strichartz-type estimates, Desjardins and Grenier proved that the gradient part of
the velocity field (i.e. the gradient of the acoustic potential) of the system (CNSy) converges
strongly to zero. Finally, we want to mention the works of R. Danchin [52] and [54]. In [52],
the author proved global existence of strong solutions for the system (CNSy) for small initial
data in some suitable, critical, scale-invariant (Besov) spaces, in the same spirit as in the
work of Cannone, Planchon and Meyer [18] or the work of Fujita-Kato [70] for the incom-
pressible model. In [54], the author addressed to the convergence of (CNSy) to (INS) for
ill-prepared initial data when the Mach number 6 tends to zero. When the initial data are
small, the author obtains global convergence and existence, while for large initial data with
some further regularity assumptions, it is shown that the solution of (CNSy) exists and con-
verges to the solution of (INS) in the same time interval of existence of the solution of (INS).
For compressible inviscid fluids in the non-rotating case, in [60], A. Dutrifoy and T. Hmidi
considered the system (CEy) in R? with initial data not uniformly smooth (i.e. the C! norm is
of order O (=), > 0). The convergence to strong, global solutions of 2D Euler equation
is proved by mean of Strichartz estimates and the propagation of the minimal regularity.

In the case of incompressible fast rotating fluids, we first recall the works of J.-Y. Chemin,
B. Desjardins, I. Gallagher and E. Grenier [40] and [38] for incompressible viscous rotating
fluids, with initial data of the form

Uo :ﬂo+ﬂg,

"Here P is the Leray projector on the space of solenoidal vector fields defined as P = I — A~'Vdiv
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where the 2D part u, only depends on (1, z5) and the 3D part @, belongs to the anisotropic
Sobolev spaces H*, with s > % It is proved that the 2D part is governed by a 2D incom-
pressible Navier-Stokes system, while the 3D part converges to zero as the Rossby number
e — 0, using Strichartz estimates obtained for the associated linear free-wave system. As
a consequence, if the rotation is fast enough, the solution of the 3D incompressible viscous
rotating fluids exists globally in time and converges to the solution of the 2D incompressible
Navier-Stokes system. In the case of incompressible, inviscid fluids, however, we cannot get
the global existence of strong solutions when the rotation is fast, due to the lack of smoothing
effect given by the viscous term. It is proved in A. Dutrifoy [59] that if the rotation is fast
enough (¢ — 0), the solution of a incompressible inviscid rotating fluids exists almost global
in time, with the lifespan is at least equivalent to Inlne~!. However, in the case where the
viscosity is not zero, but very small (of order £%, for a in some interval [0, ag[), when the
rotation is fast enough, the global existence on strong solutions can still be proven in the case
of pure 3D initial data (see [119]).

Let us now focus on fast rotating, compressible fluids. To the best of our knowledge,
there is no result yet concerning the the inviscid system (CRE; p). In the viscous fast rotating
case, in [68], E. Fereisl, I. Gallagher and A. Novotny studied the dynamics, when § = ¢ — 0,
of weaks solutions of the system (CRNS, y) in R? x T, with non-slip boundary conditions

u€,3

=0 and (Sy3,—S13,0) 0,

|m3:O,1 x3=0,1 —

where S is the stress viscous tensor
T 2.
S(Vu) =pu | Vu+"Vu— gdlvuI :

Their result relies on the spectral analysis of the singular perturbation operator. Using RAGE
theorem (see [132]), the authors proved the dispersion due to fast rotation and that weak
solutions of (CRNS, y) converges to a 2D viscous quasi-geostrophic equation for the limit
density. We refer to [68] for a detailed description of the limit system. In [67], Feireisl,
Gallagher, Gérard-Varet and Novotny studied the system (CRNS, y) in the case where the
effect of the centrifugal force was taken into account. Noticing that this term scales as €2,
they studied both the isotropic limit and the multi-scale limit: namely, they supposed the
Mach-number to be proportional to €™, for m > 1. We want to point out that, in the analysis
of the isotropic scaling (m = 1), the authors had to resort to compensated compactness
arguments in order to pass to the limit: as a matter of fact, the singular perturbation operator
had variable coefficients, and spectral analysis tools were no more available. Recently in
[65], F. Fanelli proved a similar result as the one proved in [68] and [93], by adding to
the system (CRNS. y) a capillarity term and studying various regimes depending on some
positive parameter.

To complete our brief survey of known results, we want to remark that all the compress-
ible systems previously mentionned are isothermal. In the case of variable temperature, the
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Chapter 6. Weakly compressible and fast rotating fluids.

generic system governing a heat conductive, compressible fluid is the following
(Oip + div (pu) =0,
0; (pu) + div (pu ® u) — div (1) + VP = pf,

() e )

=div (7-u) —divg+ pf - u,
which can be derived from the conservation of mass, linear momentum and energy. We refer
the reader to [ 109] and references therein for more details. Here, the fluid is always supposed
to be newtonian and e = e (¢, x) is the internal (thermal) energy per unit mass. The heat
conduction ¢ is given by ¢ = —kV'T, where k is positive and 7 stands for the temperature.
If e obeys Joule rule (i.e. e is a function of 7 only), the initial data is smooth and the
initial density is bounded and bounded away from zero, the existence and uniqueness of a
local classical solution has already been known for a long time (see [117] or [90]). In [53],
R. Danchin proved that (HCCNS) is locally well posed in the critical scale-invariant space

B (RY 1
p,1 ( )’p € [ 700['

(HCCNS)

6.1.3 Main result and structure of the paper.

The aim of this paper is to study the behavior of strong solutions of the system (CRE, y) in
the limit § = ¢ — 0 and in the case of ill-prepared initial data in the whole space R?, say

po =1+ €by.
Let¥ = (v — 1)/2. We consider the substitution
A2
Loy = BA T 3_)1 (p°)

and (CRE; y) becomes (after a few algebraic calculations)
Opu + % (FV6* +€* Au) +u' - V' +7 bV =0
O0ib° + zdiv u® +uVH +7b°divu® =0 (6.1.1)
(6%, u%)];—o = (bo, o) -

From now on we shall always consider the system (CRE. y) in the form (6.1.1) or in a more

compact form
uf 1 us ut - Vus +70°VoE |
815 ( be ) - EB ( be ) + (ug - Vb +7b€dlvu5) o 07 (612)
(u,0%) g = (to, bo) .

where B is the following operator

e}
—_

0 —750
0 70,
0 0 0 -0 |
50, =70y —7N03 0

|
—_
e}

(6.1.3)
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6.1. Introduction

and where 0;, for any ¢ € {1,2,3} stands for the derivative with respect to z; variable.
Moreover we can write the nonlinearity as follows

u® - Vus +5b6°VH
(u*E - Vb* + 7 b°div ua) =AUD)U
B 0 w-V 0 760, ue
| o 0 u-V b0y o)

7()661 7b€ 82 7b€ 83 u® -V

)

where U stays for ( Y

b ) With all the above considerations, the system (6.1.2) can be

rewritten as ]
o,U — EBU + AU, D)U =0,

U’t:O = UO = (UO, bo) .

(6.1.5)

Remark 6.1.1. We would like to underline that, given a > (Rg) vector field ', we have

(BF| F) g = (BF‘ F) T

In order to state our result, we recall the definitions of the functional spaces we will use
in our paper. We use the index “h” to refer to the horizontal variable, and the index “v” or “3”
to refer to the vertical one. Thus, z;, = (x1, 22) and &, = (&1, &2). The anisotropic Lebesgue
spaces LY L7 with p, ¢ > 1 are defined as

Ly LY(R?) = LP(Ry; LY (R))

—dues fuly = [ /
R,

Here, the order of integration is important. Indeed, if 1 < p < gandifu : X; X Xo - R
is a function in L?(X7; LY(X3)), where (X1, du1), (X, dus) are measurable spaces, then
u € Lq(Xg, Lp(Xl)) and

1

P

D
q
drp| < 4o

/ \u(xp, v3)|* dos
Ry

HUHLG(XQ;LP(Xl)) < HUHLT’(Xl;Lq(Xz))'

We recall that the non-homogeneous Sobolev spaces H* (R?), with s € R, are defined as the
closure of the set of smooth functions under the norm

ol = ([ (416 @)

For any s > 5/2, 5o > 0, 1 < p < 2, we define the spaces

Yewp = H (RO N L2127 (RP) N L2 L2 (R?)*, (6.1.6)
endowed with the norm
el ey = a0 el e sl g el s} (6.1.7)
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Chapter 6. Weakly compressible and fast rotating fluids.

From now on, for any initial data U, € Y 5, ,,, we set
C(Un) = max {|Uoll - 100112 - (6.1.8)

The main result of this paper is the following theorem.

Theorem 6.1.2. Let s > 5/2, sy > 0 be fixed constants, 1 < p < 2 and the initial data

Uy € Yss,p There exists a time T > 0 and a unique solution U¢ = (u®,b%) of system
(6.1.1) satisfying

U® e L= ([0,72); H* (R?)) N C ([0, T2]; H* (R?)).

where the maximal time T tends to infinity as € tends to zero, more precisely, there exist
positive constants C > 0 and o > 0 such that

C
17 > o,
€ C(Uo) o

WV

where C(Uy) is defined in (6.1.8).
Remark 6.1.3.

1. The estimate of the lifespan 77 of U* is much better than in [59] (for incompressible
fast rotating fluids). The reason is that we only consider 3D initial data, which is of
finite energy in R3. As a consequence, the limit system is zero, since the only vector
field of finite energy in R which belongs to the kernel of the penalized operator B is
zero. In the more general case where the initial data is the sum of a 2D part (which
belongs to the kernel of the penalization operator 1) and a 3D part (of finite energy
in R3), the limit system is not zero but some 2D nonlinear hyperbolic system. Thus,
in the case of general data, we can only hope for a similar lifespan as in [59]. This
general case will be dealt in a forthcoming paper.

2. If Uy is small, then the lifespan is inversely proportionnal to the Y , ,-norm of U,
which is somehow expected for this type of hyperbolic system with small initial data.

3. The initial data can be chosen not only to be large but to blow up as ¢ — 0. Indeed,
for data Uy ~ ¢7*, with 0 < w < ¢, the maximal lifetime of the solution still goes to
00 as

T > (@72 5 o0,

Throughout this paper, we set

Con={SeRE| [E| <R |G| =7 & =7} (6.1.9)
Our strategy to study the system (6.1.1) consists in finding a solution of to (6.1.2) of the form

Ue = (u€7b€) _ Us + 05
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where U® = (Ha, l_f) and U°® = (ﬂa,fl}) are respectively solutions to the following systems

- 1 -
0,0 — 1B0° =0 00" — ~BU" + A(U, D)U =0
£

= (1= W, 1 (D)) (g, bo)

t=0

Y

U%|,_y = Vr.r (D) (uo, bo) Ue

Here, the frequency cut-off radii 0 < r < R will be precisely chosen, depending on ¢
and VU, p is a radial function supported in C%,QR and is identically equal to 1 in C, . The
precise definition of W, p will be given in (6.3.1) in Section 6.3. We will also prove in
Section 6.3 that, if R is sufficiently large, the system describing U¢ can be considered as a
3D hydrodynamical system with small initial data, which is known to be globally well posed
in critical spaces ( [70], [18], [97], [52]). For the linear part U¢ which describes the evolution
of 3D free waves, we will prove that it goes to zero in some appropriate topology using
similar Strichartz-type estimates as in [40], [38], [59] or [119]. We want to emphasize that,
unlike the RAGE theorem using in [68], Strichartz estimates give very precise quantitative
estimates of the rate of decay to zero of U¢, as ¢ — 0.

This paper will be organized as follows. In Section 6.2 we introduce the notation and a
detailed description of the critical spaces that we are going to use all along the work. More-
over, we introduce some elements of the Littlewood-Paley and the paradifferential calculus,
which is primodial to the study of critical behavior of nonlinearities. In Section 6.3, we
study a specific decomposition of the initial data in two parts, one only containing medium
Fourier frequencies and the other very high or very low frequencies and we provide a pre-
cise control of the latter. Section 6.4 is devoted to the study of the cut-off linear free-wave
system associate to (6.1.1). Using the spectral properties of the penalized operator B defined
in (6.1.3), we prove some Strichartz-type estimates for this system, which show that its solu-
tions vanish in some appropriate L? (R ; L7 (R?)) spaces as ¢ — 0. The nonlinear problem
is finally dealt in Section 6.5, where, combining with the results of Section 6.4, we prove an
existence result for the system (6.1.1). Performing a bootstrap procedure, we also prove that
the solution of (6.1.1) is almost global when the rotation is fast enough.

6.2 Preliminary

The aim of this section is to briefly recall some elements of the Littlewood-Paley theory,

which are the main technique used all along the paper.

6.2.1 Dyadic decomposition

We recall that in R¢, with d € N*, for R > 0, the ball B4(0, R) is the set
Ba(0,R) = {¢ € R’ : |¢] < R}

For 0 < r; < 79, we defined the annulus

Aq(ry,rs) = {5 eR? . r < €] < 7‘2}.
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Chapter 6. Weakly compressible and fast rotating fluids.

Next, we recall the following Bernstein-type lemma, which states that Fourier multipliers act
almost as homotheties on distributions whose Fourier transforms are supported in a ball or
an annulus. We refer the reader to [37, Lemma 2.1.1] or [10, Lemma 2.1] for a proof of this
lemma.

Lemma 6.2.1. Let k € N, d € N* and R,r1,75 € R satisfy 0 < ry < roand R > 0. There
exists a constant C' > 0 such that, for any a,b € R, 1 < a < b < o0, for any A > 0 and
for any u € L*(R?), we have

supp (@) C Ba(0,AR) = sup [|0%ull,» < CENFGE2) ul] ., (6.2.1)

|a|=k

supp (W) C Aa(Mry, Ary) = C7FN|u| o < sup [|0%ul| o < CFNF|Jul|,. - (6.2.2)

|a|=k

In order to define the dyadic partition of unity, we also recall the following proposition,
the proof of which can be found in [37, Proposition 2.1.1] or [10, Proposition 2.10].

Proposition 6.2.2. Let d € N*. There exist smooth radial function x and o from R? to [0, 1],
such that

4 38
supp x € By (O, §> . suppp € Ay (4 3) (6.2.3)
V¢ e R?, )+ e(27¢) =1, (6.2.4)
j=0
J—=J1>22 = suppp27)Nsuppp(27) = @, (6.2.5)
i>1 = suppxNsuppp(27)=0. (6.2.6)

Moreover, for any & € R?, we have

2O+ PR <L (6.2.7)

Jj=0
The dyadic blocks are defined as follows

Definition 6.2.3. For any d € N* and for any tempered distribution u € S'(R?), we set

Agu=F ( (27]¢Du(e)), Vg €N,

A_yu = FH((IEN)a(g)),

Aqu =0, Vg < =2,

Squ = Z Agu, Vg > 1.
¢'<q—1

Using the properties of ¢ and ¢, for any tempered distribution u € S’(R?), one can formally
write
u = Z Agu in,
g=>—1

and the non-homogeneous Sobolev spaces H S(Rd), with s € R, can be characterized as
follows

246
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Proposition 6.2.4. Let d € N*, s € Rand u € H*(R?). Then,

[NIES

fully: = [ a+16Py mm%)é ~ (Z 2 ||Aqu||i2>

q>—1

Moreover; there exists a square-summable sequence of positive numbers {c,(u) }q with Y~ cq(u)?* =
1, such that

1D qull 2 < ¢q(u)27% [Ju|

e (6.2.8)

6.2.2 Paradifferential calculus.

The decomposition into dyadic blocks allows, at least formally, to write, for any tempered
distributions v and v,

uo =Y AguAgv (6.2.9)
qEZ
q €L

The Bony decomposition (see for instance [14], [37] or [10] for more details) consists in
splitting the above sum in three parts. The first corresponds to the low frequencies of
multiplied by the high frequencies of v, the second is the symmetric counterpart of the first,
and the third part concerns the indices ¢ and ¢’ which are comparable. Then,

w = T,v+ Tyu+ R(u,v),
where

T, = Z Sq—1u v

q

T,u = Z Sq-1vAgu

q
R (u,v) = Z A uA g v.

lg—q'I<1
Using the quasi-orthogonality given in (6.2.5) and (6.2.6), we get the following relations.

Lemma 6.2.5. For any tempered distributions u and v, we have

Ay (Sy—1ulgv) =0 iflg—¢1>5
DNy (Sy1uldgv) =0 ifq <q—4.

Lemma 6.2.5 implies the following decomposition, which we will widely use in this paper

D) = > A (SyvAgu) + > Dy (Sypaulgv). (6.2.10)

lg’—ql<4 q¢'>q—4
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Chapter 6. Weakly compressible and fast rotating fluids.

As in J.-Y. Chemin and N. Lerner [43] we will also use the following decomposition of the
first term on the right hand side of (6.2.10)

Z Dg (Sq-10Aqu)

g’ —al<4 g’ —ql<4
where the commutator [A\,, a] b is defined as
[Ag,a]lb= Ay (ab) — al\,b.

We also recall the following lemma concerning the commutators. One can find a proof of
this lemma in [10, p. 110].

1 1 1 .
Lemma 6.2.6. Let be p,q,r € [1,00] such that — + — = — and f € WP (R3), g € L (R?).
p

q T
Then
1&g flgllr < C27UNV Il o |9l pa - (6.2.12)

6.2.3 Auxiliary estimates

We first recall the following classical product rule in H* (R?) spaces.

Lemma 6.2.7. For any s > 0, there exists a constant C such that, for any u, v in H* (R?) N
L™= (R?), we have

Cs+1

vl < (lall g [0lge + N0l lull)- (6:2.13)

To prove Lemma 6.2.7 it suffice to decompose the data uv using the decomposition (6.2.10)
and apply repeatedly Holder inequality.

In this paper, in order to perform a bootstrap argument in Section 6.5, for ¢ > 0, we define
the spaces L” ([0,t], H* (R?)), with p > 2, as the closure of the set of smooth vector-fields
under the norms

1
s 2 2
el Zoo,.,80) = <222q ||Aq“”m({o,ﬂ,L2>> :

q

From the above definition, it is easy to see that, for any p > 2, P ([0,¢], H* (R?)) is smoother
than L? ([0,t], H* (R®)). From the above definition, we can prove the following lemma
which gives similar estimates as (6.2.8).

Lemma 6.2.8. Suppose that u belongs to L? ([0, 1], H* (R?)), with s > 0, then there exists a
square-summable sequence of positive numbers {c,(u)} . _,, with Z co(u)? = 1, such that
q

||Aqu||Lp([o7t},L2) < cg(u)27% ||U||Zp([o,t],Hs) .
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For functions in L? ([0, ], H* (R?)), we can prove similar estimates as in (6.2.13).

Lemma 6.2.9. Let 1;> 0. For any s > 0, there exists a constant C(s) depending on s such
that, for any u, v in L>=([0,T], H* (R3)) N L>=([0, T], L> (R3)), we have

||UU||Eoo([o,T],Hs)

< C(s) (HUHLOO([O,T},LOO) HUHZoo([o,T],Hs) + HUHEOO([O,T],HS) ‘UHLOO([O,T],L‘”)) :

Finally, we recall the definition of the weak-L” spaces and a refined version of Young’s
inequality that we need in Section 6.4 (see [10] for a proof, for instance).

Definition 6.2.10. For 1 < p < oo and for any measurable function f : R? — R, we define
the space
LP(RY Z { f: RY — R measurable : ||f|| e < +00},

where the quasinorm

S =

[P dzdiglgku ({z eR? ¢ |f(z)| > A})P,

and where jui is the usual Lebesgue measure on RY.

Theorem 6.2.11. Let p, q,r €]1, oo satisfying

Then, a constant C' > 0 exists such that, for any f € LP®(R%) and g € LI(R?), the
convolution product f x g belongs to L"(R?) and we have

1 gl < Clflloee gl (6.2.14)

6.3 Decomposition of the initial data

We recall that, for 0 < r < R, in (6.1.9), we defined

Crn={SeRE| || <R |G| =7 & =7}

Let ¢ a C*°-function from R3 to R such that

1 o<t

and ¥, i : R® — R the following frequency cut-off function

oo (- (][ (5)]
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Then, we have ¥, € D(R?), supp ¥,.p C Crorand ¥, g = 1 on C, p. We will decompose
Uy in the following way L
Uyp=Uy+ Uy,

where - .
To = Peally = Wrn(D)Uo = F~* (W, n(©)T0(6) ).

Our goal is to get precise controls of the H* (R3)-norms of Uy with respect to the fre-
quency cut-off radii » and R.

Lemma 6.3.1. Let s > g so > 0, p €|1,2[ and the initial data Uy € Y, , where Y g, ,, is
defined as in (6.1.6) and (6.1.7). There exists 0 > 0 such that, for R > 0 large enough and
r=RY,

Proof. By the definition of H*® (R3)-norm, we have

Us

< CC(U)R™,

HS

where C(Uy) is defined in (6.1.8).

8]}, < [, @168 [0 @) deadns [, (116 [Do )] dtact

HS

[€n|<R |€nl<r
s~ 2
s arie]oee)
I€1>R
:Il+[2+13.

In what follows, we denote as F;, and F, respectively the horizontal and vertical Fourier
transforms. Let ¢, p’ be positive numbers such that ¢ = I%, ¢ =%andp = ﬁ. Thus
1<p<2<gqandp € [1,00] and the following relations hold

1 1 1 1

N

p q P

For the first integral, we write

_ L+ el +&Y) :
h= /53|<r (T?%?) (1+&)

[Enl<R

<CR25/ / (1+&)°
lgsl<r JIEnI<R
—~ 2
<cre [ [ gy [tu©) dods.
|&3]<r Rgh

Plancherel theorem in the horizontal variable yields

I <0R25/ / (1+&)°
|€s]<r Réh

—CRQS/ / (1+&)°|FUp (wh, &) dapdés.
|§3|<7’ R%h

[70(5) i d&sdg,

Oo(6)| dend

0o (©)| derdes
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Applying Fubini theorem and Holder inequality in the vertical direction, we get
1

h < OR? </ (1+ £?2>)pls) p / / | FUo (e, &) &5 | day,
|€s|<r R, Res

< CR®rv /2 (/ | FoUo (wh, &3)|" §3> dzp,
R2, \JRe

Finally, we use Hausdorff-Young inequality in the vertical direction, taking into account the
relation 7 ~ R, to obtain

h= /53|<T (1+ 16l + &)’

[En|<R

~ 2 o5
Uo (E)) désdg), < OR™ ™V ||Uo|!iiLg. (6.3.2)

Similar calculations lead to the following estimate for the second integral

b= /5:;|<R (1 + |5h|2 + 53)8

[Enl<r

. 2 s
Uo (f)’ désdé, < CR™ W HUOHQLgLZ. (6.3.3)

The third term contains only the very high frequencies, hence is much simpler to control

Iy —/ (L4167 (14 1gP)" 2 (63.4)
>R

Oo()] ac < R0 |y

We choose the free parameter ¢ such that

J
— =2(s+ sp).

/

Combining the estimates (6.3.2) to (6.3.4), we can conclude the proof. ]

6.4 Strichartz-type estimates for the linear system

We recall that the projector P, r associates any tempered distribution f to

Prnf = r(D)f = F7 (1,2(©) () (64.1)

where the function W, p is defined in (6.3.1). In this section, we consider the following
frequency cut-off free-wave system

_ 1
8tU€ - gBUE
U€|t:0 :PT,RUO-

(6.4.2)

where the linear hyperbolic operator B is defined in (6.1.3). Since the system (6.4.2) is linear
and the Fourier transform of the initial data are supported in Cz o, the Fourier transform of
the solution U* (¢) is also supported in C: op for any ¢ > (0. The aim of the present section
is to analyze the dispersive properties of system (6.4.2) as € — 0, i..e to prove the following
theorem
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Theorem 6.4.1. Let g € [2,+o0] and p > qTqQ. For any Uy € L* (R3), the system (6.4.2) has
a global solution U¢ such that,

||(7EHLP(]R+;LQ(R3 < CR* o rey HU0”L2 R3)

(6.4.3)

Writing this system in Fourier frequency variable, we get

e 1 ~—
8tU5 = —BUE
3

- (6.4.4)
Utli—o = ¥, r(D) Uy,
where
0 1 0 —1v&
Sy -1 0 0 —17&s
B(&) = 0 0 0 —i7&s

-6 —& —7gs 0
The characteristic polynomial of B(¢) writes

Ppie) (A) = det (5(5) - A]Iw) =N+ (L+72€%) A2 + 722 (6.4.5)

So, straightforward calculations shows that the eigenvalues of B (&) are

Aerer () = eli\/% ((1 +PIEP) + e/ (L P IP)’ - 472&%)-

where €1, €, € {—1,1}. We recall that, for any A, B € R, we have

Then, setting

A=1+7 ¢
_ 2 _
B=(1+7|¢)" — 47%¢,

we can rewrite the eigenvalues as

)\61762(5 = €3 (\/1 +7 ’5‘ + 2'}/63 + 62\/1 + "}/ ‘5’ - 2763) . (646)

We remark that a similar spectral analysis has already been performed in the work [68] with
the difference that the domain considered in [68] was of the form R? x T! instead of R?

ing operators

Gr (01 (0) =71 (POF () (2) = [

3
Rngg

Now, in order to understand the behavior of the solutions to (6.4.2) we define the follow-

f (y) e Oy,
where the eigenvalues A (§) are given in (6.4.6)

MO =5 (VI 7+ 76+ 214 P 1P - 276 )
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Lemma 6.4.2. For any f € L' (R?) and for any t > 0, we have

1
v 57 _ - EN 2
| DAL (1) ]| o gy < € max {2575, 2975 (5) 17122 ey (6.4.7)

Remark 6.4.3. The estimates in Lemma 6.4.2 are not optimal for ¢ < €. Indeed, fort < ¢
using Bernstein lemma 6.2.1, we can simply bound

I AS LGN || sy < C22% (| AFALEN)f| s (6.4.8)
ePIER VNVAVE ] .

C2925 (| AFAL || o g

C252 | fl| e

INININ

To prove Lemma 6.4.2, we write

MM 1) = [ 1) [ PO (27 ) (27 )iy

€

= K;:k (57 ) * f(:)j),

Ky (1,2) = /R MO (27 ) 0 (27" [ésl) de. (6.4.9)
3

where

The key point to prove Lemma 6.4.2 is to estimate the kernel function K jk using the method
of [40] and [38]. For that purpose, we perform the change of variables

z2=2x and (=27¢.
Then, we have o
K;:k(7—7 x) = 23]K;:k(7-7 Z)?

where

Riulrz) = [ P0G g (27 ) de (64.10)

<

We remark that the invariance of K ]’\ . by rotation in the plane Rgh allows to restrict the study
to the case z, = 0. Indeed, if z; # 0, we can perform a rotation of angle ¢, with cot § = i—;
to suppress the second component of z. Following the ideas of [40] and [38], we will apply
an integration by parts to K& ]’-\7k(7', z). Let

A5(0) = 1+ 272 [ + 217G,
By(Q) = /1427 |([* — 2+45¢,
A0 = A (270) = %1 (4(0) + By(<)
12272, 1 1
() =00 =+ (st g )
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We consider the operator
1

1+Taj2-

def
L=

(Id — ia;d;,) - (6.4.11)

Direct calculations give
E)\ (67)\]'((:)+i2'<¢ (2j—k |<3|)) _ er)\j(C)—i-iz(SO (2j—k |C3’) 7

thus,

Riulrz) = [ e@m=5o (2r7¥ ) T (p (16) de.

where

1—r7a?

Lx (e (1Ga]) =  (ICal) + 3@ (ICu]) - (6:4.12)

1+

+1 (a@aj) (

1+ 7a3 1+ Tajz.)

Lemma 6.4.4. There exists a constant C > 0 such that

C(1+27)
1+ min {1,2%} 7¢3¢3

"Lx (¢ (1G]] <

Proof. By definition of ¢, to estimate K jA,k, we can consider

8

3
- < 1G] < 5.
2 <16l 16l < 5

Then, there exist constants C';, C'y > 0 such that

012j < A] \/22] ‘<h| + 1+2]’7C3> C’Qmax{l,Zj}

C12) < B;(¢ \/22J 1Gl? + (1 = 209¢3)? < Comax {1,27}
and

_ A2 = Bi(©? 2 G
A;(¢) + B;(€) A;(¢) + B;(Q)

> Cymin {1,27} [].

As a consequence, we have
Cimin {1,2% } |G| < |a;(¢)] < Co27. (6.4.13)

Now, differentiating a; with respect to (3, we get

| 1 1 - 1 1
9 a0 = io2i-1=2  odj—1=4 2
Q) =427 (315% 5 ) =27 (e )

Then, we can choose C such that

|0c,0;(C)] < Co27. (6.4.14)
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6.4. Strichartz-type estimates for the linear system

Using Estimates (6.4.13) and (6.4.14), we obtain

¢ (I¢n]) ¢

1+7a?| = 1+min{1,2%} r(3¢3

< C2

S 1+min{1,2%} 733
_ 2

S 1+ min{1,2%} 7¢3¢3

1—17a

i(a@aj) 290<|Ch|)

(17

— 0, (1G]

which imply O 429
_l’_
1 +min{1,2%} (3¢}

Zx (e (16D <

Lemma 6.4.5. Forany T > 0, j,k € N,
| < 0@+ 2)max {127} o (274¢) G e

Proof. We recall that

Rulr0) = [ @0 (07 Gl) T (o (1) de.
R¢

Then, using Lemma 6.4.4 and the definition of ¢, there exist positive constants cy,co > 0
such that

||

J
L?<O(1+2)

j—k
‘SO (2 Cs) /cl ]- + IIlin {]" 23]} TC22€32 Lz
<3

<C(1+2)max {1,27% } 73 || (276 ol

From Lemma 6.4.5, we deduce the following immediate corollary

Corollary 6.4.6. Forany ™ > 0, j,k € N,
K3 (7,- <O (29 F 425 M) max {1,2°% L 73,
H J,k( ’ )HLoo = ( s

Proof of Lemma 6.4.2. We recall that

DAL (t) f(x) = K, (3 ) # f().

€

Using Young’s inequality, we obtain

HA?AZGA (t)fHLgo <C HKJ):k (é’ )

Y

Lge

1
J_ o E\ 2
11y < Cmax {255,257 L (237 1],
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Chapter 6. Weakly compressible and fast rotating fluids

Lemma 6.4.7. Let 0 < r € 1 < R and recall that
Corn={6 R | |&],]&| = r, [€] < R}.

Let U, p:R* > R, supp U, p C C: op and W, g, =1L Then,
™R

0 DY |y < Cr R (2) 1o

Proof. We choose my € Z_ and my € Z, such that

3 8 3 8
—<r27™m g - d -<R2T™ -,
i 3 1 3
Then,
DATIINOTIED Sl S VX TSTENCY: e
Jj=m1 k=mq
It remains to apply Lemma 6.4.2 to obtain Lemma 6.4.7 [
Lemma 6.4.8. Fort < ¢, we have
1 (D)GA@f | oo sy < CRP (1 fll 1 sy -
Proof. We use the same estimates as in Remark 6.4.3 [
+ = =1, we have

Lemma 6.4.9. For any q € [2,+00] and § € R such that *

%0 D)GO ey < € |Bmin {122 (5) 1] e

Proof. We already proved that
19, R(DIA O ey < P min {1225 (£ e

The definition of U, z(D)G\(¢) implies that

W r(D)GA 2 gsy < C IS 2oy

Since the point % %) belongs to the line segment [(O, 1), (%, %)] , the Riesz-Thorin theorem

_2

yields
1/ | sy -

1
||\I/rR(D)GA(t)f||Lq(R3) <C {R3 min {1’R2T_1 <§> }}
L]

The following theorem gives Strichartz estimates of U* in the direction of each eigenvec-

tor of the operator 5.
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6.4. Strichartz-type estimates for the linear system

Theorem 6.4.10. Let g € [2,+00] and p > —%. Then,

3_344 2 1
”\IJT,R(D)GA@)f||Lf(Lq(R3)) S CR2 o Tor ey ||f||L2(]R3) :

Proof. Following the ideas of [40] and [38], we will apply the so-called 7"7™ method, which
consist in an argument of duality. Let p and g such that

and

B= {%0 €D (Ry xR’) | [lollp(sq) < 1}-

Then, considering ® = VU, r(D)y and using Plancherel theorem and Cauchy-Schwarz in-
equality, we have

H\IIT,R<D)G)\<t)fHLf(Lq(]Rd)) - SEE/R <\Ijr,R<D>G)\(t)f ’ 90>L§ dt
—(n)tsp [ F.9® (PO
R4 xR}

peB
[ dgeno
Ry

< (2m) P sup || £ 2
peB Lg

It remains to estimate

I =

| B9

Recalling that \(€) is an imaginary number, using several times Fubini’s theorem, Plancherel
theorem and Holder’s inequality, we have

o < /R B9 /R k= f)e?(f)ds>L2
:/ </ @(t,g)eD(@dt) (/ D(s, e —2“%3) d¢
R? \JRy Ry
- / (/ (1.5, et

/]R / o(t, —w)) (\DT,R(D)G)\(t — 8)l(t, :I:))dx dt ds

<O [ 1ol 19(DIGt = )l s
(Ry)?

2
Lé
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Chapter 6. Weakly compressible and fast rotating fluids.

Next, using Lemma 6.4.9, Holder’s inequality, we get

2

1 1-
2,.—1.—1 q
R® min 1,RT—612 ds dt
|t — sl

_2
R3min{ 1 w 1 qu
-2 .

L

r<c ()l .z @)l 2
(Ry)?

<Clleluguy | [ Tl

Ry

< Clielpren) B kel M|

Y

Ly

2 1 -1 1_3
M(t) = |min 1,RT—162 :
1>

If (p, q) = (400, 2), Theorem 6.4.10 is obvious from the definition of ¥,. x(D)G(t). In
the case where ¢ > 2, we study two different cases

where

. pr>%thenM€Ltg.Foranyq>2,

Rir—2¢ 400 4,.—2 %(%—%) p
[ M P=</ dt+/ (RT 6) dt)
L¢ 0 Rir—2¢ t

_ (pA—2.\i et iG=) \* 4.-2_\ 3
—(Rr 5) 1+ dr <C’(Rr 5) .
1

Thus, using the classical Young’s inequality, we obtain

2 < or-?) ||90”i?(ﬂ) [M]| 5 < oRr3(1-%) (R'r2)» ||<p||i?(£> . (6.4.15)

Ly

ya
e If p = qA‘TqQ then Young’s inequality does not work anymore because M ¢ L?. Since

M belong to the space Ltg’OO and
2
4..—2_\p

M| 5 ~ (R 2)7

applying Theorem 6.2.11, we also get
_2 _2 9 2
< ori=?) ||(p”i?(Lg> HM”L?“ < cRr(-3) (R'r2) 7 ||<p||i?(Lg>. (6.4.16)
Since,
2y (RY\? o
2 < cpi-2) (§> v H@Hi?(@,

we immediately deduce that,

4 2

19 /(D)GA() 5 (12) < C (2m) " RE55070e |1

258



6.4. Strichartz-type estimates for the linear system

Remark 6.4.11. We want to make some remarks about the dispersive result in Theorem
6.4.10.

1. Unlike the case of viscous fluids (see for instance [40], [38] or [119]), we cannot obtain
dispersive estimates for ¥, g(D)G\(t) f in an L} (L4)-norm, due to the fact that we do
not have damping effect given by the viscosity terms. This is one of the main reasons
why we can only obtain an almost global existence result.

2. The result of Theorem 6.4.10 is slightly better than the dispersive estimates obtained
in [59] in the sense where we can treat the limit case p = ;‘_—q2, using Theorem 6.2.11
to get (6.4.16). In general cases, (6.4.16) is known as the Hardy-Littlewood-Sobolev
inequality, where one uses the fact that the function |x|_% belongs to LP*° (Rd) but
not to LP (Rd).

Proof of Theorem 6.4.1. We recall that in the Fourier variable, the system (6.4.2) writes as

e 1 ~A—
@UE - —B (]8
NG (6.4.4)
Ue|i—o = ¥, r(D)Uy,

where
0 1 0 —1v&,
0 0 0 —17E3

-1y —1y§  —iYEs 0

We also recall that the eigenvalues of B are

Actea(€) = 61% (\/1 + 7 I + 23 + a1+ 7 L€ - 2753) :

with €1, 6, € {—1,1}. Since B is a skew-Hermitian matrix, the unit eigenvectors 761762 &)
corresponding to the eigenvalues A, ., (£) form an orthonormal basis of R*. Decomposing

/U\0<§> = Z 061,62 (5) 7e1,62 (5)7

€1,e26{—1,1}

the solution of the system (6.4.4) write

Ut = > Ua(@ea2® 0, () V..

61,626{—1,1}
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Chapter 6. Weakly compressible and fast rotating fluids.

Using the orthogonality of {761152 (€ )} and applying Theorem 6.4.10 and Plancherel theo-
rem, we have

10 gy < 20 |7 (Trn@e42© G (©) Ve ()|

51,626{—1,1}

<RV Y Cn© Vawl©)

e1,e26{—1,1} 3

LP(Ry;L(R?))

< OR%7§+%T7%5% Z 061762(5) 761762(5)

€1,e2€{—1,1} 72

< ORI 5 |Upl s -

Theorem 6.4.1 is then proved. U

6.5 The nonlinear part

£

In this section, we decompose the local solution U® = ( ) of (6.1.1) into two parts

U

bE
Ue = 0° + U,

where U* is the global solution of (6.4.2) and U* solves (locally) the system

~ 1  ~ €. e _ =€ &
8tU5+gBU5:< w - Vu 75%)

—utVb* — yb°div u®
U| =Uy=(1—P.r) U

t=0

(6.5.1)

As proven in Section 6.4, the linear system (6.4.2) is globally well-posed in L>* (R, H* (R3)4)
and its solution goes to zero as ¢ — 0 in some L? (R, ; L?)-norm. On the contrary, the sys-
tem (6.5.1) is a nonlinear hyperbolic system, the solutions of which can only be expected
to exist almost globally in time, in the sense that, there exist 7° — +o0 as € — 0, such

that, U¢ € L <[O, T¢|, H® (R3)4). The main goal of this section is to prove the following
theorem.

Theorem 6.5.1. Let s > 2, so > 0, 1 < p < 2 and the initial data Uy € Y, ,, where Y 5,
is defined in (6.1.6) and (6.1.7). Then, for any 0 < & < 1, there exist 17 > 0 and a unique
solution U* to the system (6.5.1) satisfying

U° e L™ <[O,T;},H5 (R3)4) ne ([O,Tg],Hs (R3)4) .

Moreover, the lifespan T of Ue goes to oo as € — 0 and there exists constant C > 0 and
a > 0 such that

C
> —)
€ C(Uo) e«

Vv
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6.5. The nonlinear part

where C(Ug)js defined in (6.1.8). In addition, we can choose 3 > 0 such that the asymptotic
behavior of U when ¢ — 0 is determined as follows

=0 (7).

Le([0,T2],H?)

o

The proof of Theorem 6.5.1 will be divided into two parts

Part 1 In the first part, using an iterative scheme, we prove that, for £y small enough (which
will be precised later), and for any € €]0, €¢[, there exists a unique strong solution U*®
of (6.5.1)in L*> ([0, T, H* (R?)), with the lifespan 7' > 0 independent of .

Part 2 In the second part, we prove more refined estimates which, combining with a bootstrap
argument, allow to prove that the maximal lifespan 77* goes to co as ¢ — 0, despite
the fact that (6.1.1) is a 3D nonlinear hyperbolic system.

6.5.1 Local-in-time existence result for the nonlinear part.

Throughout this part, we will always fix constants 3,9 > 0 and the Rossby number ¢ > 0.
We also set the radii of the frequency cut-off to be

R=cP r=R79=¢%, (6.5.2)

Our choice of these parameters will be explained and precised during the proof, at the place
where we need to ajust their values. The setting of  and R in (6.5.2) is to prepare for the
bootstrap argument in the second part.

Our goal is to prove the existence of a unique, local strong solution of the system (6.5.1).
To simplify the notations and the calculations, we rewrite (6.5.1) as follows
~ 1 =~ € (5
oU® + -BU® = —u° - VU —% S.Vbs
€ brdivu (6.5.3)
Ul =01-"Pr) U
=0
where we set U¢ = U¢ + U< and where U is the solution of (6.4.2) . Our approach can be
resumed in the following steps

1. We introduce a sequence of linear systems, indexed by n € N, starting from (6.5.3)
and by induction with respect to n, we construct a solution of the n-th system defined

in L ([0, T.),H® (R3)4>, for some given o €|s, s + so[ and for some 7}, > 0.

2. We prove that we can choose 5 > 0 small enough such that, for any ¢ €]0, g¢],
the sequence of solutions of the previously introduced linear systems are uniformly
bounded in L*> ([0, %] ; H? (R3)*), for some 7. > 0 independent of n.
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Chapter 6. Weakly compressible and fast rotating fluids.

3. We prove that the sequence of solutions is a Cauchy sequence in L™ ([0, T.]; H¢(R3)%).

4. We check that the limit U satisfies (6.5.1).

The main technique result needed for our approach consists in the control of the bilinear
terms. This control is given in the following lemma, which will be proven in the appendix.

Lemma 6.5.2. The following estimates hold

/;KAQ( (1) - VUS(7)) | A0 )> dr

< C C(Up)b2 2P R+ tici

L2

- 2
4O C(Up)b,2 % (R Ptet +tHU€ ) HU } . (6.5.4)
Loo ([0,¢],H?) L= ([0,t],H*)
t o~
/0 [(Dg G (OVE () | A (1)) o + (B (05 ()dive (7)) | AbY(7))| dr
< C C(Up)b2 2P R+ tici
~ 2
4O C(Up)b,2 % (R Bytet +tHU€ ) HU _ . (65.5)
Loo ([0,¢],H?) L>([0,t],H?)

where b, is a summable sequence such that Zq b, =1

Step 1. We fix 0 €]s, s + 5o, say 0 = (s + ). For any n € N*, we define the operator

Juf =F~! (1{\5|<n}m{\sh|>1/n}ﬂ{\£sl>1/"}f )

which is continuous from L? (R3) to L2 (R?). Setting U° = 0, by induction, we define the
following family of linear systems, related to (6.5.3)

~ 1 ~
a Un+1 + EBUYH_I = T Yn+l (A (Un7 D) Jn+1Un+1)
Ut = U = F7 (Lpmen F (1= Prg) Uo) (6.5.3,)

Un+1 UE [771+1

A is defined in (6.1.4). We remark that since U0 = 0, U' is solution to the following linear
system

a0 + 36(71 + 0 (A (0%, D) BT') = ~Ji (A (0%, D) 1 T)
U, =Us=F ' (LponF (1 - Prr) Uo)

(6.5.30)

We have Us € L= (R, H*(R?)*), for any a > 0, because of its frequency localization
property and Lemma 6.3.1 implies that U} € H°(R*)?. Then, we can easily construct U,
with the Fourier transform of which localized in B (0, 1) using Hahn-Banach theorem.
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6.5. The nonlinear part

Now, for any n € N*, let L2 (R?) be the space

L2 (R%) = {f € I* (®%) | Suppf € ({Ié] < n} N {I&a] > 1/n} 1 {J&] > 1/n}) } .

Let n > 0 be a fix positive constant and we suppose that, for any 0 < & < n — 1, we can
construct a unique maximal solution U**! of (6.5.3;) in

cl <[O,Tk+1],Li+1 (R3)4) nL> ([O,Tkﬂ] H® (R3)4>
such that
|7+ <
([0, 1 ):H?)

Thanks to the embedding H°(R?) < L*(R?), we have U" € L ([O,Tn],L‘X’ (R3)4>,
which implies that

Joir (AU (), D) JuU™L(1)) € L? (R?)",
and we can rewrite (6.5.3,,) as an ODE
ann#»l — £n+1[7n+1’

where the linear operator £,,; maps continuously L2 (R3)* to L2 (R?)*. The Cauchy-
Lipschitz theorem ensure the existence of a unique maximal solution to the system (6.5.3,,)

0+t e et ([0, Tl s 22 (RY)).
Moreover, since J2, | = J,41, applying J,,11 to (6.5.3,,), we obtain, by uniqueness, that

Jn+1U7’L+1 — Un+1 )

Hence, U™ belongs not only to L? (R?)" but to L2, (R?)", which conclude the first step
by induction.

Step 2. We recall that throughout this paper, we use C' to denote a generic positive constant
which can change from line to line. In this step, we want to prove that, for previously chosen
e > 0 small enough, the sequence {7}, } is bounded from below from zero, which means that
there exists 7. > 0 such that, for any n € N,

<7 (6.5.6)

Loo([0,T:];H)

o

We will prove (6.5.6) by induction. For n = 0, we have nothing to do. So we suppose
that, for fix 7. > 0 which will be precised later, (6.5.6) is true for any 0 < k& < n. Now, we
want to estimate U™ in 1> ([0, 7], H° (R?))-norm. Applying A, to (6.5.3,,), taking the
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Chapter 6. Weakly compressible and fast rotating fluids.

L?-scalar product of the obtained equation with Aqﬁ "1 and then integrating with respect to
the time variable on [0, ¢], we get

2 t
+2/
L2 0

t
e / [ (Foaa 3 (795) | 57, +
0

+ <Jn+1Aq (b”div u"+1) ’ Aq5"+1> ‘(7’) dr

(Jur1Doq (u™ - VU™ | AT (1) dr

(6.5.7)

~ 2 ~
|t < 4

Using the same method as in the proof of Lemma 6.5.2, we decompose the bilinear term on
the right hand side of (6.5.7) into the following sums

t

J
and

t

J

where, applying Lemmas 6.6.1, 6.6.2 and 6.6.3 in the appendix, we have
t
Byt = / <Aq (UE . VU5)> | AqU"H‘ (1)dr (6.5.8)
0
746 3 1

< C||Uollyo R ticib, 27207 ||U°

<Jn+1Aq (un . VUn+1)> ’ Aq[jnﬂ (1) dr < B?H + B;H—l + Bgﬂ + Bz—i-l’

(Fa g (0"VH) | D0 L+ (T g (9diva*?) | A+
< COPtt 4 optt 4 optt 4 optt.

(1)dr

|

HZoo([o,t],H“) Lo ([0,t],H)

2
ZOO([O,t],HU)> ’

t
s~ [ 50 | o
0

B(7+9)

< CC(Uy) thet 5y, 020 <1+H(7"+1

< CC(Uy) R% tietb,27% || U™

‘ ﬁn—i—l

Lo ([0,t],H)

2
ZOO([O,t},HU)> ’

(r)dr (6.5.10)

Lo ([0,t],H)

3 1 B(7+9)

< CC(Up)ytiet—"5"p 020 (1+Hl7"+1

2

(8, (3 9T | 2,57
R

3 1 _
S tieip,2 2

ﬁn—i—lH

L= ([0,t],H)

HZOO([O,t],HU) ’
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6.5. The nonlinear part

Bt = / ‘ . Un+1>> | AT (7) dr 6.5.11)
~ 2
< qu272qo Un ~ ’UnJrl ~
L= (][0, t] Ho) L2([0,t],H®)
C??tb 2~ 2qo Un+1
Eo=((0..H7)
and
t
ot = / <A (b VB”“) \Aqa”+1> (r)dr

/ ‘ b dwu”“) A, b"+1>’( )dr

7+6 3

< C||Uoll o R= tieTby2™ QQUHUeHEw(oﬂ He)

‘ rrn41
L= ([0,t],H)

< CC(Up) tiet™"

(&
e

—2qo 1 4 HUn+1 7
L= ([0,t],H?)

Cptt = ) [t (r) dr

(1)dr

3 1
s 5 —2qo
tie 4bq

1C
( "dlvu”+1> 1A, b”+1>
R

U’I’L

[
“f
< CC(Uy)

< CC(Up)ntiet="5" p 22 (” o).

’[771+1

Loo([0,t]),H) Loo([0,t],H)

oo ([0,4], Hv)) ’

ontl = /0 t)<A (E”vw“) yaqa"+1> (r) dr

b [ (Favir) a )
0

< CC(Uy) RTt%giqu?q”

(1)dr

Zoo([o,t],Ho)

b 92— 2q0 Un+1

L°°([0 t], HU)

dr

ot = / (g (Br91) | At

+ <Aq (b”div ﬁ"“) | Aqg”+1>‘ (1)dr

< Cb,22e ||

)ﬁn-ﬁ-l‘ 2
L2([0,t],H)

Lo=([0,1],H)

O?’]tb 9~ 2qo Un-i—l”

L°°([0 t], H”)

where C(Up) is defined in (6.1.8).
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Chapter 6. Weakly compressible and fast rotating fluids.

Inserting Estimates (6.5.8) to (6.5.12) into (6.5.7), multiplying the obtained inquality by
22499 then summing with respect to ¢ > —1 and applying Lemma 6.3.1 leads to

2

HfjnJrl

< C C(Up) e 4 Ont H(?‘"“

2
Loo([0,4],H) Lo ([0,4),H)

~ 2
+C C(Up) thet"5" (1+ HU"“H )

Lo=([0,t],H)

We recall that o €]s, s + so[ and n > 0 are fixed positive constants and § > 0 is given in
Lemma 6.3.1. We choose 5 > 0,7, > 0 and S > 0 such that

, 1
6(74—5)<:§
OnT. + C C(Uy) Thcd™ 2 <

(6.5.12)

CC(Uy) e 4 CC(Uy) Tiel™ * <

Then, for any ¢ € [0, £¢], we deduce that,

=

)EOO([O,TE],H(’)
and Step 2 is concluded.

Remark 6.5.3. In fact, the time of existence 7. = T" > 0 depends only on £y > 0 and thus
is independent of ¢, for € €]0, g¢|.

Step 3. At first, we will prove that {17 ”}

n

We define the auxiliary sequence {\N/"} by

vl = gt g, W e N,
For any n € N, V" is solution of the system
- 1 ~ _ - - -
OV + BV 4 A <U", D> vty A (V", D) 0"
+ A (VD) U° + A (0%, D) V™! = 0 (6.5.13)
‘771—1—1

= Uyttt - Uy
t=0

We will need the following estimates, the proof of which is simple and direct.

Lemma 6.5.4. The following estimates hold
2

(A (@ p)vmet |7 [ <ofer] 7],
(o) o | v | <elwon| 7], 7.,
[(a(vmp)oe | vty [<evoe|,. |7, |7+,
(@ D)7t [y <o |lvoe,. v
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6.5. The nonlinear part

~ -1~
Taking the L? scalar product of the first equation of (6.5.13) with HV”“ H ) V™t and us-
L

ing Bernstein Lemma 6.2.1, Lemma 6.5.4 and the Sobolev inclusion H? (R?) — W™ (R3),
we obtain

"771+1‘

< (Jjor
L2

e+ EI00) (7

o7

d

— ) 6.5.14
dt ’ L2> ( )
We recall that, for any n € N,

‘ ‘ !

<
Lo°([0,T);H7) 1

and that Holder inequality and Strichartz-type estimates (6.4.3) in Section 6.4 give, pour tout
0<t<T,

5496

3
t t b
rre rre 3 1
Awwm®<(4%>HUMWWMMSCQ%W%2N7
where C(Up) is defined in (6.1.8). Using Bernstein Lemma 6.2.1, we also have

2 ‘

L2

2

Hf}nﬂ(o) fngJrl _ [7(?

< [ e (e le)[Tf ae < c e

L2
Integrating (6.5.14) with respect to the time variable and taking into account all the above
inequalities and remarking that we already choose R = ¢~°, 3 > 0, we obtain

B(7+38)

U1 < C C(Ug)n™° + (nT +CC(Uy)TTet™ 2 ) (Un41 + 0n)

where for any n € N, we set

Up = HV" :
Le=([0,7],L2)
If we choose the parameters such that
1
(6.5.15)

B(7+6)

0T+ CCU)Tied 2 <

Y

Wl =

then, for any ¢ €]0, o[, we have

1
U1 S CC(Up)n™° + 5 Un:

Since s > 2, the series >, _yn™* is convergent, which implies that the sequence {v"}, is

summable, which in turn implies that {17 ”} is a Cauchy sequence in L> <[O, T), L* (R? )4> .

Since {ﬁ”}

interpolation, we deduce that {17 ”} is a Cauchy sequence in L <[O, T), H? (]R3)4> , and

n

s0, there exists U in L> <[O, T|, H? (R3)4) such that

n

is a bounded sequence in L ([O, T, H® (R3)4> , for some o €]s, s + sg[, by

n

U¢ = lim U™

n—+400
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Remark 6.5.5. Fixing s > 3, so > 0, 0 €]s, s+ so[, 7 > 0, 6 > 0, the conditions (6.5.12)
and (6.5.15) can easily be satisfied by choosing 5 > 0, 7" > 0 and ¢, > 0 sufficiently small.

Step 4. Tt remains to verify if U¢ is a solution of (6.5.1). In fact, we only have to check if
we can pass to the limit in the bilinear term. Since s > g, classical product laws in Sobolev
spaces yield

HA (UE, D) 0° — A (ﬁn, D) T

Hs—1

< HA (o -7, p) Ot

+|la (o= p) (0 - )

Hs—1 Hs—1
< “ﬁn . Us Vﬁn—i—l” + ﬁn . Us Hﬁn-{-l
Hs—1 Lo Lo Hs
+ HU& \V4 (fjn—&-l _ U&) ‘ + HU& ﬁn-i-l _ U'E
Hs—=1 Lee Lo He
<cllee| o -] +cljo, o - o0
H.s Hs Hs H.s

We recall that U™ and so U* are bounded in L* ([O, T), H? (R3)4> by > 0. Besides, we
also prove in Step 3 that

lim Hfj" —Us

n—-+00

= 0.
Lo ([0,7],H¢)

Thus, we obtain

lim HA (U D) 0 — A ([7", D) s

n—+00

= O’
Leo([0,T],Hs—1)

which allows to pass to the limit and conclude Step 4.
We remark that the continuity in L*(R*)* and the boundedness in H7(R?)* implies the
continuity of U® with respect to the time variable. To finish this part, we study the uniqueness

and the continuity with respect to the initial data of the previously contructed solution. More
precisely, we prove the following lemma.

Lemma 6.5.6. Let Uy € H*™*0 s > 5/2 sy > 0. There exists a unique solution of the
system (6.1.5) in L> ([0, T); H® (R? )4>. Moreover, if ® is the function which associates to
Uy € H*%0 the unique solution U of (6.1.5), then

oec(m ®)1=(j0,7); 1 (R)')),

Proof. Let us consider two initial data U; g € H*™*°, s > 5/2,59 > 0,7 = 1,2. These data
generate two solutions U;, 1 = 1, 2, to the system

1
Ui‘t:() = Ui,O'
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6.5. The nonlinear part

We remark that 60U = U; — Us solves the system

1
{ 86U + =B6U = — A (6U, D) Uy — A (Uy, D) U (6.5.16)

g
5U|t:0 == Ul’() — UQ,O-

Taking L? (R?) scalar product of (6.5.16) with §U, and considering the following inequali-
ties,

(5U> g HVUQHL‘X’(R?)) H(SUHiQ

L2(R3)

‘ <A (6U, D) U

(A Dy o), < 190 10U

L2(R3)

we deduce via Gronwall inequality, and the embedding H* (R3) — W1 (R3) that
d ¢ T T T
dt 16U (t)||i2(]R3) < ||5Uo||i2(R3) ¢*Jo (I3l ) H 102 s ) ) :

From the construction of the solution, we have

’|UiHZ°°([O7T];HS(R3)4) < HUZ,()’ Hs(R3) +1,

hence

2o (102 s ) 12 Lo ) (41420080 22) + 21000 s a3 ) T

9

which implies the uniqueness and the continuity of the solution in the space L> ([O, T]; L? (R3)4) .

The uniqueness and the continuity in L> ([0, T|;H*® (R3)4) follows by interpolation. [

6.5.2 Lifespan of the nonlinear part.
In this part, we will provide a control of the maximal lifespan 77" of the solution previously

constructed using a bootstrap argument. Applying A, to (6.5.1), taking the L2-scalar product
of the obtained equation with A,U* and then integrating with respect to the time variable on

0, 1], we get
; +2/Ot (8w (7) - VUS(r)) | 50%(7))| dr

w2 [ (a0 (e ) 0 1 857(0))

We recall that R = ¢ #, 5 > 0. Then, Lemma 6.3.1 implies, for € > 0 small enough,

oo, <

dr. (6.5.17)

L2

Bsg

Hﬁo( L SCCUy) R = CCU)e™ <

where C(Uy) is defined in (6.1.8). Let

T = sup {T >0 : Hﬁa(t)HZoo([o < 2: % i e [O,T]} . (6.5.18)
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The continuity of U¢ with respect to the time variable implies that T* > 0. Multiplying
(6.5.17) by 2%¢% and summing with respect to ¢ > —1, then using Lemma 6.5.2, for any
t € [0, T*[, we obtain

~ 2 .
T g <L, et
Leo([0,1],H*) Hs
- -2
+CC(U0)<31 B<7§6)+tHU5~ > e||”
Le=([0,1],H*) Le=([0,1],H*)
which implies, for 0 < € < 1 small enough, and for any ¢ € [0, 7],
HUE <0 4 O C(Uy) tieh =25
Leo([0,1],H*)
O C(Uy) (tisi = +t€6‘9°> HU .
Le=([0,1],H*)
If
B (14+25+4sp) <1 (6.5.19)
and if )
7+46
C C(Uy) ((T;)%e%—ﬁ‘ St T;5ﬁ50> <3 (6.5.20)

then for ¢ > 0 small enough, for any 0 < ¢t < T, we have

~ 2
1 £ B < <,5680 + C C(Uo) % % 5(7;(” < 25/3807
2 Les([0,¢],H?)
and so, forany 0 < ¢t < T,
HU‘E < 25B§0.
Loo([0,t],H?)

Thus, the solution U¢ exists at least up to a time 777 > 0 satisfies (6.5.20). From (6.5.19), if

we set 1 _—
a:min{z——ﬁ(; ),B;O}>0 and 625,
then we have B
T > CC(Uy) '™
Theorem 6.5.1 is proved. O

6.6 Estimates on the bilinear terms

In this appendix, we prove important estimates on the bilinear term, which allow to prove
Lemma 6.5.2. First of all, we prove the following lemma

Lemma 6.6.1. Leti € {1,2,3} and 0; = %. For any s > g and for any functions u, v and
w in H® (R3), we have

[ 12w 0atr)) | 2yt ]

< Cbe27% [[w]| zoo 0.4.1%)

ull ooy (66.1)
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[ () 0t | By0() s+ (Bl 20 | Byl ] e

< Cb272% [l zoe 0,0, 159 V| z2 0.5y » (6:6:2)

|UHZ2([O,t]7HS)

where b, is a summable sequence such that ) b, = 1.

Proof. We will only prove Estimate (6.6.2). Estimate (6.6.1) can be obtained from (6.6.2)
by choosing © = v. Applying the Bony decomposition as in (6.2.10) and (6.2.11) to the
products wo;u and wd;v, we can write

/0 (A w(r) () | Ag(r)) o+ (Dglwo(r) Buo(r)) | Agu(r)) | dr < I+ I,

(6.6.3)
where
Iy = / ‘ Z Sy+2 (0u) Agyw ‘ A v> <Aq Z Sq+2 (0v) Agw ’ Aqu>‘(7) dr
¢ >q—4
Ip = < Z Sy—1w ;Ayu ‘ Aqv> <Aq Z Sq—1w 0;Ayv ‘ Aqu>)(7') dr.
0 la’—ql<4 la'—ql<4

Since S,/ continuously maps L (R?) to L> (R?), using Lemma 6.2.8, Holder inequal-
ity and the Sobolev inclusion H* (R3) — W1>(R?), we get

Z ||Sq’+2aiu||L2([o,t],Loo) ||Aq’w||Loo([o,t],L2) ||AqU||L2([O,t},L2) (6.6.4)

qg'>q—4
+ Z HSquQaiUHB([o,tLLoo) HAq/wHLoo([QtLL?) HAquHm([Qt},LZ)
q'>q—4

< Cbg 277 || W] oo 0,415

2
) 1l 2o .
where
ba}, = { Y 2Dy (w) (eq(u) + cq<v>>} el
q'>q—4
using Young convolution inequality and the fact that {c,(u)},, {c,(v)}, and {cy(w)},, are
square-summable sequences.

To estimate the second term /5 of (6.6.3), we decompose it as follows
Ip < Ip1 + Ip2 + IBs,

where

I = / SwA8u|Aqv>+<SwA8v‘Au>‘

IBQ / — Sq’—l) w Aq/@u | Aq’U> + <(Sq — Sq’—l) w Aq/@-v ‘ Aqu>‘ (7') dT

lg—q \<4

Ips = / [([Dg, Sy—1w] Agdu | Agv) + ([Ag, Sy—1w] Ay | Agu)| (1) dr

lg—q'|<4
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Recalling that S, continuously maps L™ (R?) to L> (R?), an integration by parts, Holder
inequality, Lemma 6.2.8 and the Sobolev inclusion H* (R3) — W1>(R3) give

Ip = /0 1Sq(O5w(T)) Dgu(T) Agu(T)| dT (6.6.5)

< ||Sqaiw”Loo([o7t},Loo) HAquHm([Qt],p) HAqU”Lz([o,tLLz)
<

C'by 272 HwHLOO([O,t},HS) |U||Z2([o,t],Hs) HUHZ2([0,t],HS) )

where {b,}, = {c,(u)cq(v)}, is a summable sequence. For Ip,, we remark that S; — Sy
does not contains low frequencies and continuously maps L (R?) to L> (R?). Then, using
Bernstein lemma 6.2.1 and Holder inequality, we obtain the same estimates as in (6.6.5)

t
Ips < C/O > 168y = Sy—)w(m)ll e 27 1A ul()l| 2 1Au(T) | 2 dr - (6.6.6)

lg’—ql<4

t
+ C/ Y 10 = Sg—1)w(m)l oo 27 18g 0 () 2 | AqulT)]l 2 dT

O 1 —qgl<a

<C Z 1084 — Sq’—l)ainLoo([o,tLLoo) ||Aq’uHL2([o,t],L2) ||AqUHL2([o¢},L2)

la’—ql<4
o Z IS, — Sqr,1)3¢w|’Loo([o,t},L°°) \|Aq,v||L2([07t]7L2) HAquHLz([O,t],Lz)

g’ —ql<4
< Cbg 27 [|w] poo 0,19, 199

’uHE2([0,t],H5) |U||E2([07t]7HS)

where
fod, =4 D 27 )y (W) + ew)eg (v) p € L
lg'—ql<4
Finally, for the term /g3, Holder inequality and Lemma 6.2.6 yield
Ips < C Z 271 HSq’*lvaLoo([Qt],Loo) HAq’aiuHB([o,t},m) HAqUHLZ([o,tLB)
lg—q'|<4

+C D 27 Sy Vll e o g2y 18900l 20,22y |1 200l 2 g0,,12) -

lg—q'|<4

Using the fact that S, continuously maps L™ (R?) to L> (R?), Bernstein lemma 6.2.1 and
Estimate (6.2.8), we have

Ips < C Z 2174 ||Sq’—lvw”Loo([o,t],Loo) ||Aq’UHL2([o,t],L2) ”AqUHLz([thm) (6.6.7)
lg—q'[<4
+C Z 217 ”Sq’flvaLoo([o,ﬂ,Loo) HAq’UHm([o,t],m) HAquHm([o,ﬂ,Lz)
lg—q'|<4
< b, 2% ||w||L°°([07t},HS)

|U||Z2([o,t],Hs) |U||ZQ([O,t],H5)7

where

{bq}q = Z 27 (@00 (cq (u)cq(v) + ¢ (v)eg(u)) p € 0.

lg’—ql<4
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6.6. Estimates on the bilinear terms

Inserting (6.6.4)—(6.6.7) into (6.6.3), we deduce Estimate (6.6.2). [

In order to prove Lemma 6.5.2, we also need the following estimates when the bilinear
term contains functions whose Fourier transform is localized in C, g (see (6.1.9) for the
definition of C, g).

Lemma 6.6.2. Ler T' > 0, i € {1,2,3}, 9; = 5> and U* be the solution of the cut-off linear

system (6.4.2). For any s > 5. for any functzons v and w in L™ ([0,T], H® (R?)), for any
component W of U¢, j € {1,2, 3,4}, and for any 0 < t < T, we have

/} ) 00 (7)) ‘Aqw(T)>L2}dT

7+6 3

< C C(Up) R+ tie5b, 272 v (6.6.8)

A,H*)
where C(Uy) is defined in (6.1.8) and b, is a summable sequence such that Zq b, = 1.

Lemma 6.6.3. LetT > 0, i € {1 2,3}, 0; = 5= and U* be the solution of the cut-off linear

system (6.4.2). For any s > 5. for any functzons v and w in L® ([0,T], H® (R?)), for any
component W of U¢, j € {1,2, 3,4}, and for any 0 < t < T, we have

[ 1 @@ o) | ) ol

T+ ; 1. o _9gs
< CC(Uy) R ticib, 2% 017 (0.7 (6:69)

and

[ 1A @0 00(0) | g+ (2 @) 00() | Al dr

745 3 1 o
< CC(UO)R 2 t4€4b 2 2q ||U||E°°([O,t],HS) |w||E°°([0,t],HS)7 (6.6.10)

where C(Uy) is defined in (6.1.8) and b, is a summable sequence such that ) b, = 1.

Proof of Lemma 6.6.2. We apply the same Bony decomposition into paraproducts and re-
mainders as in (6.6.3) and we have

/ (&g (v(7) 00 (7)) | Aqu(7)) | dT < Ja+ Js, (6.6.11)
where
Ja = < Z Sy+2 (0 (7)) Agrv(7) ‘ Aqw(7)> | dr
q'>q—4 L
Jp = < Z Sy_1v(T) Ay 0w (1) ‘ Aqw(T)>L2 dr.

lg’—ql<4
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For the term J4, Lemma 6.2.8 and similar estimates as in (6.6.4) imply

Z HSq’+2 8iﬂj||L1([0,t],L°°) HAQ’”“L%([O,tLLQ) HA‘J“”L@([O,tLLQ)

q'>q—4

< CRti HU£HL4([O,t],LOO 27 2‘15( Z 270D, (v)cy(w )) [0/l Zoo 0,6, 159

q'>q—4

|l Zoe 0,59

Using Strichartz-type estimates (6.4.3) and fixing 0 < 7 = R%, § > 0, we have
THS 3 1. oo
4 < CCUy)R = t1e1h,2 2 HUHZOO([O,t],HS) ‘wHZOO([O,t],HS)v (6.6.12)

where

by}, = { Z 2_(q,_Q)ch/(U)cq(w)} €t

! _
q'>q—4 q

The term Jp is a little more difficult to estimate. Using Holder inequality and the fact
that S, _; continuously maps H* (R?) into L? (R?), we have

JB < Z HS‘I'—1U||L°°([O¢],L2) HA‘I'aiﬂj||L1([0,t],L°° 1A w”Loc [0,¢],L2)

lg’—ql<4

3 —
< CRts Z HAq’UsHsz([O,t]’Lw) HUHLOO([O,t],Hs) HAquLOO([O,t],Lz) :

lg’—q|<4

Strichartz-type estimates (6.4.3) imply
3 1
Jp < CRF tiei Z [1AgPrrUoll 2 01| oo (0,01, 11) HAquLOO([O,t],L2) (6.6.13)
lg'—ql<4
< CR® ticib, 2—2qs ||U0|

7+6 3

Hs U||Loo([o,t],Hs) |w||Zoo([o,t],Hs)

where
{b}, =4 D 2P (U)ey(w) § € L
la'—aql<4 q
Putting (6.6.12) and (6.6.13) into (6.6.11), we deduce Estimate (6.6.8). U

Proof of Lemma 6.6.3. As in the proof of Lemma 6.6.1, we will only prove Estimate (6.6.10).
Estimate (6.6.9) will follow if we choose v = w. Applying the Bony decomposition into
paraproducts and remainders, we have

t

[(Dg (@ (1) O0(T)) | Dqw(T )) o+ (Dg (W (7) Diw(r ) | Agu(r ), o|dT < Ka+Kp,
' (6.6.14)

)dr

< Z Sy 2 (9iv) Ay W ‘A w> <Aq Z Sg42 (Ow) Ay ’ Aqv> (1

q'>q—4 q'>q—4

(80 Y Sya@agow | Agw) + (8, 3 Sq/_lﬂqu/&»w‘Aqv> (r

lg’ —ql<4 lg’—ql<4

)dr.
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The term K 4 can be bounded by similar estimates as we did for Jz in (6.6.13)

Ka< D 120l poo o o 1800 || 11 10,41,y 12401 oo 0.,22) (6.6.15)

q'>q—4

+ Z HSq'+2wHLoo([o,t],L2) ||Aq'aiﬂjHL1([0,t],L°°) HAqUHLw([O,tLLz)
q¢'>q—4
7+6 3 1

S CR™> tiegs Z 1A¢Pr,rUol| 2 10 oo (0,07, 1%)
q'>q—4
746 3 1
+CR7 ties Z [1AgPrrUoll 2 1wl Lo 0,0, 129
q'>q—4

7+6 3

< C C(U) R 350,272 |[0]| 7o 0.1

| Aqw”Loo([o,t],L2)

‘ AqUHLoo([o,t],Lz)

|w||Zoo([o7t],Hs)>

where

{ba}, = { > 27y (Up) (e4v) + Cq(w))} el

/ —_
q’'>q—4 q

The term K g is more difficult to estimate because we can not simply commute S, _; and
0;. So, we use the same method as for the term /g of (6.6.3) and we decompose

Kp < Kp1 + Kps + Kps,

where

t
Kp1 = / [(Sq@ Dg0 | Dgw) + (S0 Dghv | Aqw)| (7) dr
0
¢
Kpy = / Z |<(Sq - Sq’—l)ﬂj Aydiv ’ Aqw> + <(Sq - Sq’—1>aj Ay diw ‘ A‘1U>| (r)dr
O jg—q|<4

t
KBg = / Z |<[Aq, Sq/,lﬂj] Aq/@-v ’ Aqw> + <[Aq, Sqlflﬂj] Aq/aiw ’ Aq'U>| (T) dr.
0

lg—q'|<4

For K g1, performing an integration by parts, we have

Kp = /O t |5,(00 (7)) Agu(7) Dqw(T)| dr (6.6.16)

< H‘SqailjaHLl([OVtLLoo) ||AQUHL00([0¢]7L2) ||Aqw||L°°([0,t],L2)

7+6 3 1

< C C(U)R = t3e7b,27% ||0]| feo (0..115)

|w||ioo([o,t],Hs)>
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where {b,}, = {cq(v)cq(w)}, is a summable sequence. For K p,, we have

Ko < / S 08y Sy)@ ()| o 27 1A G0l [ D07 2 dr (6:6.17)

lg’—q|<4

+0/ S 1108y = Se- )@ ) 27 18wl z2 1800 ()2

la’—ql<4
<C Z H T Pg-1 VUEHLl([O,t],LOO) ”Aq’UHLoo [0,¢],1.2) 14, w”Loo [0,¢],12)
lg’ —q|<4
+C Z H(Sq - Sq’*l)VUEHLl([o,t],Lw) HAq’wHLOO(Ot L2?) 14 UHLOO(Ot 1,L2)
la’—ql<4

7+6

) § 1 _2gs
< C C(Uo)R™= 13e7b,27 |[0]| oo 0,11

y Nl g o,g,15) »

where

{bq}q = Z 2~ (@-o (cq (V)cq(w) + cq(w)eq(v)) o € .

lg’—ql<4

Finally, for K33 we can write

Kps <C Y 270 |[Sya Vo | 1oy oy 1800 | e 0.0 1860l e 0,12 (6:6:18)

lg—q'|<4

+C D 2 Sya VT | s .y 100 e o..22) 1200 o o .22

lg—q'|<4
7+6 3

< C C(Ug) R t1e7b,27 2 [0l 7 (0.1

y 0l zoe 0,7, 599

where

{bq}q = Z 2~ (@D (e (V)cg(w) + cg (w)eg(v)) p € .

lg’—q|<4 q

Summing Estimates (6.6.15) to (6.6.18) and putting the obtained result into (6.6.14), we
deduce Inequality (6.6.10) of Lemma 6.6.3. U

Proof of Lemma 6.5.2 We recall the decomposition of U¢ as the sum
U = 0% 4 07,

then, we can write

/

<Aq( (1) - VU(r ‘AUE > ]dT Ap+ Ay + As + Ay,
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6.6. Estimates on the bilinear terms

where
t —
4 = / (8 (@ () VO(r)) | £,0%)) | dr
0
t —
A= [ (0 @) vO0) | 2,07(0) | ar
0
t
A= | [{a, (@) -vie ’A 0 d
o= [ [ (@0 vor) | agew) | ar
t
Ay = Ny (W (1) - VU* NGU* dr.
o= [ (o (@0 vor) [agee) | i
Using Lemma 6.6.2, we have
AL < CC(Up) b2 2 RS tiek || U]
Lo=([0,¢],H?)
3 1 ~ 2
Ay < C C(Ug) b2 2P R et ||U° || .
L=([0,¢],H?)
For Aj, using Lemma 6.6.3, we have
3 1 ~ 2
A3 < C C(Up) b2 2R tien ||U°|| .
L ([0,t],H?)

Finally, for A4, Lemma 6.6.1 and the Sobolev embedding H* (R?) < W1 (R3), with
5> g simply yield
2 2

< Cb,2 %5t

Ay < Chy27% 3
L2([0,t],H*)

’~€

-

‘Ns

Loo([0,],H?) Loo([0,],H?) oo([0,4],H®)

Now, we can prove (6.5.5) exactly in the same way as we do to prove (6.5.4). We can
decompose the term on the right hand side of (6.5.5) as

/

where

(Bg BRIV (D)) | 28 (1) 1+ (D0 GVl () | A1) | dr
AL+ A+ A+ A,

+

LS
I

dr

2
I

&2
I

dr

+

22
I

dr.

) 180+ {8 ) 185 0)
(VB (1) | 85 (0) |+ (8 (Fava () | ab° () | dr
o) )it () )

) 18 0) ,+{ ) 185 0)

S— S S
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Using Lemma 6.6.2, we have

7+5 3
2t

Al < CC(Up) b2 R

Loo([0,2],H®)
2

Loo([0,4],H®)
Next, Lemma 6.6.3 yields

2

Al < CC(Up) b2 2 RS tick ||U°

Loo([0,t],Hs)

Finally, Lemma 6.6.1 and the Sobolev embedding H* (R?*) — W' (R?), with s > 3,
imply

~ 2
Ay < O027 [ | oo [P < Cb27t

o

o

L2([0,4],H*) Lo0([0,t], H) Loo([0,4],H")

Lemma 6.5.2 is then proved. 0

278



Bibliography

[1] Robert A. Adams and John J. F. Fournier, Sobolev spaces, second ed., Pure and
Applied Mathematics (Amsterdam), vol. 140, Elsevier/Academic Press, Amsterdam,
2003.

[2] Thomas Alazard, Low Mach number limit of the full Navier-Stokes equations, Arch.
Ration. Mech. Anal. 180 (2006), no. 1, 1-73.

[3] Serge Alinhac and Patrick Gérard, Opérateurs pseudo-différentiels et théoréeme de
Nash-Moser, Savoirs Actuels. [Current Scholarship], InterEditions, Paris; Editions du
Centre National de la Recherche Scientifique (CNRS), Meudon, 1991.

[4] Jean-Pierre Aubin, Un théoreme de compacité, C. R. Acad. Sci. Paris 256 (1963),
5042-5044.

[5] Anatoli Babin, Alex Mahalov, and Basil Nicolaenko, Global splitting, integrability
and regularity of 3D Euler and Navier-Stokes equations for uniformly rotating fluids,
European J. Mech. B Fluids 15 (1996), no. 3, 291-300.

(6]

, On the regularity of three-dimensional rotating Euler-Boussinesq equations,
Math. Models Methods Appl. Sci. 9 (1999), no. 7, 1089-1121. MR 1710277

[7] , Fast singular oscillating limits and global regularity for the 3D primitive
equations of geophysics, M2AN Math. Model. Numer. Anal. 34 (2000), no. 2, 201-

222, Special issue for R. Temam’s 60th birthday.

(8]

, Global regularity of 3D rotating Navier-Stokes equations for resonant do-
mains, Appl. Math. Lett. 13 (2000), no. 4, 51-57.

[9] , Strongly stratified limit of 3D primitive equations in an infinite layer, Ad-
vances in wave interaction and turbulence (South Hadley, MA, 2000), Contemp.

Math., vol. 283, Amer. Math. Soc., Providence, RI, 2001, pp. 1-11. MR 1861817

[10] Hajer Bahouri, Jean-Yves Chemin, and Raphaél Danchin, Fourier analysis and
nonlinear partial differential equations, Grundlehren der Mathematischen Wis-
senschaften [Fundamental Principles of Mathematical Sciences], vol. 343, Springer,
Heidelberg, 2011.

[11] G. K. Batchelor, An introduction to fluid dynamics, paperback ed., Cambridge Math-
ematical Library, Cambridge University Press, Cambridge, 1999.

279



Bibliography

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

J. T. Beale, T. Kato, and A. Majda, Remarks on the breakdown of smooth solutions for
the 3-D Euler equations, Comm. Math. Phys. 94 (1984), no. 1, 61-66.

J. Benameur, M. Ghazel, and M. Majdoub, About MHD system with small parameter,
Asymptot. Anal. 41 (2005), no. 1, 1-21.

Jean-Michel Bony, Calcul symbolique et propagation des singularités pour les équa-
tions aux dérivées partielles non linéaires, Annales scientifiques de I’Ecole Normale
Supérieure 14 (1981), no. 2, 209-246 (fre).

Alfred J. Bourgeois and J. Thomas Beale, Validity of the quasigeostrophic model for
large-scale flow in the atmosphere and ocean, SIAM J. Math. Anal. 25 (1994), no. 4,
1023-1068.

D. Bresch, B. Desjardins, and D. Gérard-Varet, Rotating fluids in a cylinder, Discrete
Contin. Dyn. Syst. 11 (2004), no. 1, 47-82.

Didier Bresch, David Gérard-Varet, and Emmanuel Grenier, Derivation of the plane-
tary geostrophic equations, Arch. Ration. Mech. Anal. 182 (2006), no. 3, 387—413.

Marco Cannone, Yves Meyer, and Fabrice Planchon, Solutions auto-similaires des
équations de Navier-Stokes, Séminaire sur les Equations aux Dérivées Partielles,
1993-1994, Ecole Polytech., Palaiseau, 1994, pp. Exp. No. VIIL, 12.

Chongsheng Cao, Jinkai Li, and Edriss S. Titi, Global well-posedness of strong so-
lutions to the 3D primitive equations with horizontal eddy diffusivity, J. Differential
Equations 257 (2014), no. 11, 4108—4132.

, Local and global well-posedness of strong solutions to the 3D primitive
equations with vertical eddy diffusivity, Arch. Ration. Mech. Anal. 214 (2014), no. 1,
35-76. MR 3237881

, Global well-posedness of the three-dimensional primitive equations with
only horizontal viscosity and diffusion, Comm. Pure Appl. Math. 69 (2016), no. 8,
1492-1531.

, Strong solutions to the 3D primitive equations with only horizontal dissipa-
tion: near H' initial data, J. Funct. Anal. 272 (2017), no. 11, 4606-4641.

Chongsheng Cao and Edriss S. Titi, Global well-posedness and finite-dimensional

global attractor for a 3-D planetary geostrophic viscous model, Comm. Pure Appl.
Math. 56 (2003), no. 2, 198-233.

, Global well-posedness of the three-dimensional viscous primitive equations
of large scale ocean and atmosphere dynamics, Ann. of Math. (2) 166 (2007), no. 1,
245-267.

, Global well-posedness of the 3D primitive equations with partial vertical
turbulence mixing heat diffusion, Comm. Math. Phys. 310 (2012), no. 2, 537-568.

280



Bibliography

[26] Frédéric Charve, Asymptotics and lower bound for the lifespan of solutions to the
Primitive Equations, https://arxiv.org/abs/1411.68509.

[27] , Etude de phénomenes dispersifs en mécanique des fluides géophysiques,

Ph.D. thesis, Ecole ploytechnique, 2004.

[28] , Global well-posedness and asymptotics for a geophysical fluid system,

Comm. Partial Differential Equations 29 (2004), no. 11-12, 1919-1940.

[29]

, Convergence of weak solutions for the primitive system of the quasi-
geostrophic equations, Asymptot. Anal. 42 (2005), no. 3-4, 173-2009.

[30] , Estimations de Strichartz pour les équations primitives et convergence
quasigéostrophique, Séminaire: Equations aux Dérivées Partielles. 2004—2005, Ecole

Polytech., Palaiseau, 2005, pp. Exp. No. XVIII, 17.

[31] , Asymptotics and vortex patches for the quasigeostrophic approximation, J.

Math. Pures Appl. (9) 85 (2006), no. 4, 493-539.

[32]

, Global well-posedness for the primitive equations with less regular initial
data, Ann. Fac. Sci. Toulouse Math. (6) 17 (2008), no. 2, 221-238.

[33] __ |, A priori estimates for the 3D quasi-geostrophic system, J. Math. Anal. Appl.
444 (2016), no. 2, 911-946.

[34] Frédéric Charve and Van-Sang Ngo, Global existence for the primitive equations with
small anisotropic viscosity, Rev. Mat. Iberoam. 27 (2011), no. 1, 1-38.

[35] Jean-Yves Chemin, Remarques sur l’existence globale pour le systeme de Navier-
Stokes incompressible, SIAM J. Math. Anal. 23 (1992), no. 1, 20-28.

[36] , A propos d’un probléme de pénalisation de type antisymétrique, J. Math.

Pures Appl. (9) 76 (1997), no. 9, 739-755.

[37] ——, Perfect incompressible fluids, Oxford Lecture Series in Mathematics and its
Applications, vol. 14, The Clarendon Press, Oxford University Press, New York, 1998,
Translated from the 1995 French original by Isabelle Gallagher and Dragos Iftimie.

[38] Jean-Yves Chemin, Benoit Desjardins, Isabelle Gallagher, and Emmanuel Grenier,
Fluids with anisotropic viscosity, M2AN Math. Model. Numer. Anal. 34 (2000), no. 2,
315-335, Special issue for R. Temam’s 60th birthday.

[39] , Fluids with anisotropic viscosity, M2AN Math. Model. Numer. Anal. 34

(2000), no. 2, 315-335, Special issue for R. Temam’s 60th birthday.

[40] , Anisotropy and dispersion in rotating fluids, Nonlinear partial differen-
tial equations and their applications. College de France Seminar, Vol. XIV (Paris,
1997/1998), Stud. Math. Appl., vol. 31, North-Holland, Amsterdam, 2002, pp. 171—

192.

[41] , Ekman boundary layers in rotating fluids, ESAIM Control Optim. Calc. Var.

8 (2002), 441-466 (electronic), A tribute to J. L. Lions.

281


https://arxiv.org/abs/1411.6859

Bibliography

[42] , Mathematical geophysics, Oxford Lecture Series in Mathematics and its Ap-
plications, vol. 32, The Clarendon Press, Oxford University Press, Oxford, 2006, An

introduction to rotating fluids and the Navier-Stokes equations.

[43] Jean-Yves Chemin and Nicolas Lerner, Flot de champs de vecteurs non lipschitziens
et équations de Navier-Stokes, J. Differential Equations 121 (1995), no. 2, 314-328.

[44] Lin-Yuan Chen, Nigel Goldenfeld, and Y. Oono, Renormalization group theory and
variational calculations for propagating fronts, Phys. Rev. E (3) 49 (1994), no. 5, part
B, 4502-4511.

[45] , Renormalization group theory for global asymptotic analysis, Phys. Rev.

Lett. 73 (1994), no. 10, 1311-1315.

[46] Christophe Cheverry, Isabelle Gallagher, Thierry Paul, and Laure Saint-Raymond,
Trapping Rossby waves, C. R. Math. Acad. Sci. Paris 347 (2009), no. 15-16, 879—
884.

[47]

, Semiclassical and spectral analysis of oceanic waves, Duke Math. J. 161

(2012), no. 5, 845-892.

[48] Thierry Colin and Pierre Fabrie, Equations de Navier-Stokes 3-D avec force de Cori-
olis et viscosité verticale évanescente, C. R. Acad. Sci. Paris Sér. I Math. 324 (1997),
no. 3, 275-280.

[49] , Rotating fluid at high Rossby number driven by a surface stress: existence

and convergence, Adv. Differential Equations 2 (1997), no. 5, 715-751.

[50] Benoit Cushman-Roisin and Jean-Marie Beckers, Introduction to geophysical fluid
dynamics: physical and numerical aspects, vol. 101, Academic Press, 2011.

[51] Anne-Laure Dalibard and David Gérard-Varet, Nonlinear boundary layers for rotating
fluids, Anal. PDE 10 (2017), no. 1, 1-42.

[52] Raphaél Danchin, Global existence in critical spaces for compressible Navier-Stokes
equations, Invent. Math. 141 (2000), no. 3, 579-614.

[53] , Local theory in critical spaces for compressible viscous and heat-conductive
gases, Comm. Partial Differential Equations 26 (2001), no. 7-8, 1183—-1233.
[54] , Zero Mach number limit in critical spaces for compressible Navier-Stokes

equations, Ann. Sci. Ecole Norm. Sup. (4) 35 (2002), no. 1, 27-75.

[55] Benoit Desjardins and Emmanuel Grenier, Derivation of quasi-geostrophic potential
vorticity equations, Adv. Differential Equations 3 (1998), no. 5, 715-752.

[56] , Low Mach number limit of viscous compressible flows in the whole space, R.

Soc. Lond. Proc. Ser. A Math. Phys. Eng. Sci. 455 (1999), no. 1986, 2271-2279.

[57] Benoit Desjardins, Emmanuel Grenier, Pierre-Louis Lions, and Nader Masmoudi, In-
compressible limit for solutions of the isentropic Navier-Stokes equations with Dirich-
let boundary conditions, J. Math. Pures Appl. (9) 78 (1999), no. 5, 461-471.

282



Bibliography

[58] Alexandre Dutrifoy, Slow convergence to vortex patches in quasigeostrophic balance,
Arch. Ration. Mech. Anal. 171 (2004), no. 3, 417-449.

[59] _ | Examples of dispersive effects in non-viscous rotating fluids, J. Math. Pures
Appl. (9) 84 (2005), no. 3, 331-356.

[60] Alexandre Dutrifoy and Taoufik Hmidi, The incompressible limit of solutions of the
two-dimensional compressible Euler system with degenerating initial data, C. R.
Math. Acad. Sci. Paris 336 (2003), no. 6, 471-474.

[61] Vagn W. Ekman, On the influence of the earth’s rotation on ocean currents, Ark. Mat.
Astron. Fys. 2 (1905), no. 2, 1-52.

[62] Pedro F. Embid and Andrew J. Majda, Averaging over fast gravity waves for geophys-
ical flows with arbitrary potential vorticity, Comm. Partial Differential Equations 21
(1996), no. 3-4, 619-658.

[63] —, Low Froude number limiting dynamics for stably stratified flow with small or
finite Rossby numbers, Geophys. Astrophys. Fluid Dynam. 87 (1998), no. 1-2, 1-50.

[64] Leonard Euler, Principes généraux du mouvement des fluides, Mémoires de 1’ Acad.
des Sciences de Berlin 11 (1755), 274-315.

[65] Francesco Fanelli, Highly rotating viscous compressible fluids in presence of capillar-
ity effects, Math. Ann. 366 (2016), no. 3-4, 981-1033.

[66] , A Singular Limit Problem for Rotating Capillary Fluids with Variable Rota-

tion Axis, J. Math. Fluid Mech. 18 (2016), no. 4, 625-658.

[67] Eduard Feireisl, Isabelle Gallagher, David Gerard-Varet, and Antonin Novotny, Multi-
scale analysis of compressible viscous and rotating fluids, Comm. Math. Phys. 314
(2012), no. 3, 641-670.

[68] Eduard Feireisl, Isabelle Gallagher, and Antonin Novotny, A singular limit for com-
pressible rotating fluids, SIAM J. Math. Anal. 44 (2012), no. 1, 192-205.

[69] Hiroshi Fujita and Tosio Kato, On the nonstationary Navier-Stokes system, Rend.
Sem. Mat. Univ. Padova 32 (1962), 243-260.

[70] , On the Navier-Stokes initial value problem. I, Arch. Rational Mech. Anal.

16 (1964), 269-315.

[71] , On the Navier-Stokes initial value problem. I, Arch. Rational Mech. Anal.

16 (1964), 269-315.

[72] Isabelle Gallagher, Applications of Schochet’s methods to parabolic equations, J.
Math. Pures Appl. (9) 77 (1998), no. 10, 989-1054.

[73] , A remark on smooth solutions of the weakly compressible periodic Navier-

Stokes equations, J. Math. Kyoto Univ. 40 (2000), no. 3, 525-540.

283



Bibliography

[74] Isabelle Gallagher, Thierry Paul, and Laure Saint-Raymond, On the propagation of
oceanic waves driven by a strong macroscopic flow, Nonlinear partial differential
equations, Abel Symp., vol. 7, Springer, Heidelberg, 2012, pp. 231-254.

[75] Isabelle Gallagher and Laure Saint-Raymond, Résultats asymptotiques pour des flu-
ides en rotation inhomogéne, Séminaire: Equations aux Dérivées Partielles. 2003—
2004, Sémin. Equ. Dériv. Partielles, Ecole Polytech., Palaiseau, 2004, pp. Exp. No.

I, 12.

[76] , Mathematical study of the betaplane model: equatorial waves and conver-
gence results, Mém. Soc. Math. Fr. (N.S.) (2006), no. 107, v+116 pp. (2007).

[77] , Weak convergence results for inhomogeneous rotating fluid equations, J.

Anal. Math. 99 (2006), 1-34.

[78] Jean Ginibre and G. Velo, Generalized Strichartz inequalities for the wave equation,
J. Funct. Anal. 133 (1995), no. 1, 50-68.

[79] Emmanuel Grenier, Oscillatory perturbations of the Navier-Stokes equations, J. Math.
Pures Appl. (9) 76 (1997), no. 6, 477-498.

[80] Emmanuel Grenier and Nader Masmoudi, Ekman layers of rotating fluids, the case of
well prepared initial data, Comm. Partial Differential Equations 22 (1997), no. 5-6,

953-975.
[81] Morton E. Gurtin, An introduction to continuum mechanics, 1981.

[82] David Hoff, The zero-Mach limit of compressible flows, Comm. Math. Phys. 192
(1998), no. 3, 543-554.

[83] S.S.Hough, On the Application of Harmonic Analysis to the Dynamical Theory of the
Tides. Part 1. On Laplace’s ”Oscillations of the First Species,” and on the Dynamics
of Ocean Currents, Philosophical Transactions of the Royal Society of London Series
A 189 (1897), 201-257.

[84] Slim Ibrahim and Tsuyoshi Yoneda, Long-time solvability of the Navier-Stokes-
Boussinesq equations with almost periodic initial large data, J. Math. Sci. Univ. Tokyo
20 (2013), no. 1, 1-25. MR 3112085

[85] Dragos Iftimie, Equations de Navier-Stokes sur des domaines minces tridimensionnels
et espaces anisotropes, Séminaire sur les Equations aux Dérivées Partielles, 1997—
1998, Ecole Polytech., Palaiseau, 1998, pp. Exp. No. VI, 15.

[86] Dragos Iftimie, The 3D Navier-Stokes equations seen as a perturbation of the 2D
Navier-Stokes equations, Bull. Soc. Math. France 127 (1999), no. 4, 473-517.

[87] , Approximation of the quasigeostrophic system with the primitive systems,

Asymptot. Anal. 21 (1999), no. 2, 89-97.

, The resolution of the Navier-Stokes equations in anisotropic spaces, Rev.
Mat. Iberoamericana 15 (1999), no. 1, 1-36.

[88]

284



Bibliography

[89] , A uniqueness result for the Navier-Stokes equations with vanishing vertical

viscosity, STAM J. Math. Anal. 33 (2002), no. 6, 14831493 (electronic).

[90] Nobutoshi Itaya, The existence and uniqueness of the solution of the equations de-
scribing compressible viscous fluid flow, Proc. Japan Acad. 46 (1970), 379-382.

[91] Tsukasa Iwabuchi, Alex Mahalov, and Ryo Takada, Stability of time periodic solutions
for the rotating Navier-Stokes equations, Recent developments of mathematical fluid
mechanics, Adv. Math. Fluid Mech., Birkhduser/Springer, Basel, 2016, pp. 321-335.
MR 3524192

[92] Chang-Yeol Jung, Madalina Petcu, and Roger Temam, Singular perturbation analysis
on a homogeneous ocean circulation model, Anal. Appl. (Singap.) 9 (2011), no. 3,
275-313. MR 2823876

[93] Ansgar Jiingel, Chi-Kun Lin, and Kung-Chien Wu, An asymptotic limit of a Navier-
Stokes system with capillary effects, Comm. Math. Phys. 329 (2014), no. 2, 725-744.
MR 3210149

[94] Tosio Kato, Strong LP-solutions of the Navier-Stokes equation in R™, with applica-
tions to weak solutions, Math. Z. 187 (1984), no. 4, 471-480.

[95] Sergiu Klainerman and Andrew Majda, Singular limits of quasilinear hyperbolic
systems with large parameters and the incompressible limit of compressible fluids,

Comm. Pure Appl. Math. 34 (1981), no. 4, 481-524.

[96] , Singular limits of quasilinear hyperbolic systems with large parameters and
the incompressible limit of compressible fluids, Comm. Pure Appl. Math. 34 (1981),

no. 4, 481-524.

[97] Herbert Koch and Daniel Tataru, Well-posedness for the Navier-Stokes equations,
Adv. Math. 157 (2001), no. 1, 22-35.

[98] PawetKonieczny and Tsuyoshi Yoneda, On dispersive effect of the Coriolis force for
the stationary Navier-Stokes equations, J. Differential Equations 250 (2011), no. 10,
3859-3873.

[99] H.-O. Kreiss, J. Lorenz, and M. J. Naughton, Convergence of the solutions of the
compressible to the solutions of the incompressible Navier-Stokes equations, Adv. in
Appl. Math. 12 (1991), no. 2, 187-214.

[100] Olga A. LadyZenskaja, Solution “in the large” to the boundary-value problem for the
Navier-Stokes equations in two space variables, Soviet Physics. Dokl. 123 (3) (1958),
1128-1131 (427429 Dokl. Akad. Nauk SSSR).

[101] L. D. Landau and E. M. Lifschitz, Lehrbuch der theoretischen Physik (“Landau-
Lifschitz”). Band VI, fifth ed., Akademie-Verlag, Berlin, 1991, Hydrodynamik. [Hy-
drodynamics], Translated from the Russian by Wolfgang Weller and Adolf Kiihnel,
Translation edited by Weller and with a foreword by Weller and P. Ziesche.

285



Bibliography

[102] Pierre Gilles Lemarié-Rieusset, Recent developments in the Navier-Stokes prob-
lem, Chapman & Hall/CRC Research Notes in Mathematics, vol. 431, Chapman &
Hall/CRC, Boca Raton, FL, 2002.

[103] Pierre Gilles Lemarié-Rieusset, The Navier-Stokes problem in the 21st century, CRC
Press, Boca Raton, FL, 2016.

[104] Jean Leray, Etude de diverses équations intégrales non linéaires et de quelques prob-
lemes que pose I’hydrodynamique, NUMDAM, [place of publication not identified],
1933.

[105] Chi-Kun Lin, On the incompressible limit of the compressible Navier-Stokes equa-
tions, ProQuest LLC, Ann Arbor, MI, 1992, Thesis (Ph.D.)-The University of Ari-
zona.

[106] Jacques-Louis Lions and Giovanni Prodi, Un théoreme d’existence et unicité dans
les équations de Navier-Stokes en dimension 2, C. R. Acad. Sci. Paris 248 (1959),
3519-3521.

[107] Jaques-Louis Lions, Roger Temam, and Shouhong Wang, New formulations of the
primitive equations of atmosphere and applications, Nonlinearity § (1992), no. 2,
237-288.

[108] , Geostrophic asymptotics of the primitive equations of the atmosphere, Topol.

Methods Nonlinear Anal. 4 (1994), no. 2, 253-287.

[109] Pierre-Louis Lions, Mathematical topics in fluid mechanics. Vol. 1, Oxford Lecture
Series in Mathematics and its Applications, vol. 3, The Clarendon Press, Oxford Uni-
versity Press, New York, 1996, Incompressible models, Oxford Science Publications.

[110] , Mathematical topics in fluid mechanics. Vol. 2, Oxford Lecture Series in
Mathematics and its Applications, vol. 10, The Clarendon Press, Oxford University

Press, New York, 1998, Compressible models, Oxford Science Publications.

[111] Pierre-Louis Lions and Nader Masmoudi, Incompressible limit for a viscous com-
pressible fluid, J. Math. Pures Appl. (9) 77 (1998), no. 6, 585-627.

[112] Fujiwara M, Uber die obere schranke des absoluten betrages der wurzeln einer alge-
braischen gleichung, Tohoku Math J (1916).

[113] Nader Masmoudi, The Euler limit of the Navier-Stokes equations, and rotating fluids
with boundary, Arch. Rational Mech. Anal. 142 (1998), no. 4, 375-394.

[114] , Ekman layers of rotating fluids: the case of general initial data, Comm. Pure

Appl. Math. 53 (2000), no. 4, 432-483.

[115] G. Métivier and S. Schochet, The incompressible limit of the non-isentropic Euler
equations, Arch. Ration. Mech. Anal. 158 (2001), no. 1, 61-90.

[116] I. Moise and M. Ziane, Renormalization group method. Applications to partial differ-
ential equations, J. Dynam. Differential Equations 13 (2001), no. 2, 275-321.

286



Bibliography

[117] John Nash, Le probleme de Cauchy pour les équations différentielles d’un fluide
général, Bull. Soc. Math. France 90 (1962), 487-497.

[118] Calude-Louis Navier, Mémoire sur les lois du mouvement des fluides, Mémoires de
I’ Acad. des Sciences de I'Institut de France 6 (1827), 389-440.

[119] Van-Sang Ngo, Rotating fluids with small viscosity, Int. Math. Res. Not. IMRN
(2009), no. 10, 1860-1890.

[120] Van-Sang Ngo and Stefano Scrobogna, Dispersive effects of weakly compressible and
fast rotating inviscid fluids, https://arxiv.org/abs/1611.06112.

[121] Dongjuan Niu, Coupled boundary layers for the primitive equations of atmosphere,
Nonlinearity 23 (2010), no. 4, 883-908.

[122] Carl Wilhelm Oseen, Methoden und ergebnisse in der hydrodynamik, Akademische
Verlags—gesellschaft, Leipzig (1927).

[123] Marius Paicu, Etude asymptotique pour les fluides anisotropes en rotation rapide dans
le cas périodique, J. Math. Pures Appl. (9) 83 (2004), no. 2, 163-242.

[124] , Equation anisotrope de Navier-Stokes dans des espaces critiques, Rev. Mat.

Iberoamericana 21 (2005), no. 1, 179-235.

[125]

, Equation periodique de Navier-Stokes sans viscosité dans une direction,
Comm. Partial Differential Equations 30 (2005), no. 7-9, 1107-1140.

[126] Joseph Pedlosky, Geophysical Fluid Dynamics, Springer-Verlag, 1987.

[127] M. Petcu, R. Temam, and D. Wirosoetisno, Renormalization group method applied to
the primitive equations, J. Differential Equations 208 (2005), no. 1, 215-257.

[128] Madalina Petcu, Roger Temam, and Djoko Wirosoetisno, Averaging method applied
to the three-dimensional primitive equations, Discrete Contin. Dyn. Syst. 36 (2016),
no. 10, 5681-5707.

[129] H. Poincaré, Sur la précession des corps déformables, Bulletin Astronomique, Serie [
27 (1910), 321-356.

[130] Joseph Proudman, On the Motion of Solids in a Liquid Possessing Vorticity, Proceed-
ings of the Royal Society of London Series A 92 (1916), 408—424.

[131] Marjolaine Puel and Alexis F. Vasseur, Global weak solutions to the inviscid 3D quasi-
geostrophic equation, Comm. Math. Phys. 339 (2015), no. 3, 1063-1082.

[132] Michael Reed and Barry Simon, Methods of modern mathematical physics. 111, Aca-
demic Press [Harcourt Brace Jovanovich, Publishers], New York-London, 1979, Scat-
tering theory.

[133] Steven Schochet, Fast singular limits of hyperbolic PDEs, J. Differential Equations
114 (1994), no. 2, 476-512.

287


https://arxiv.org/abs/1611.06112

Bibliography

[134] Laurent Schwartz, Sur l'impossibilité de la multiplication des distributions, C. R.
Acad. Sci. Paris 239 (1954), 847-848.

[135] Stefano Scrobogna, Derivation of limit equation for a perturbed 3d periodic Boussi-
nesq system, https://arxiv.org/abs/1602.08259.

[136]

, Global existence and convergence for non-dimensionalized incompressible
Navier-Stokes equations in low Froude number regime, https://arxiv.org/
abs/1702.07564.

[137] , Highly rotating fluids with vertical stratification for periodic data and

anisotropic diffusion, submitted.

[138] Elias M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscil-
latory integrals, Princeton Mathematical Series, vol. 43, Princeton University Press,
Princeton, NJ, 1993, With the assistance of Timothy S. Murphy, Monographs in Har-
monic Analysis, III.

[139] George Gabriel Stokes, On the theory of the internal friction of fluids in motion, and
of the equilibrium and motion of elastic solids, Trans. Cambridge Phl. Soc. 8 (1849),
287-319.

[140] Stommel, Henry M. and Moore, Dennis W. , An Introduction to the Coriolis Force,
Cambridge University Press, 1989.

[141] Geoffrey I. Taylor, Motion of Solids in Fluids When the Flow is Not Irrotational,
Proceedings of the Royal Society of London Series A 93 (1917), 99-113.

[142] R. M. Temam and D. Wirosoetisno, Averaging of differential equations generating
oscillations and an application to control, Appl. Math. Optim. 46 (2002), no. 2-3,
313-330, Special issue dedicated to the memory of Jacques-Louis Lions.

[143] , On the solutions of the renormalized equations at all orders, Adv. Differen-

tial Equations 8 (2003), no. 8, 1005-1024.

[144] Klaus Widmayer, Convergence to stratified flow for an inviscid 3d boussinesq system,
http://arxiv.org/abs/1509.09216.

[145] M. Ziane, On a certain renormalization group method, J. Math. Phys. 41 (2000), no. 5,
3290-3299.

288


https://arxiv.org/abs/1602.08259
https://arxiv.org/abs/1702.07564
https://arxiv.org/abs/1702.07564
http://arxiv.org/abs/1509.09216

Bibliography

289



Résumé

Dans cette these nous étudions trois modeles décrivant la dynamique de I’écoulement d’un fluide a
densité variable, dans des échelles spatio-temporelles grandes. Dans ce cadre, le mouvement relatif
induit par des forces extérieures, comme la force de Coriolis ou la poussée hydrostatique, s’aveére
étre beaucoup plus important que le mouvement intrinséque du fluide induit par le transport des
particules. Une tel déséquilibre contraint ainsi le mouvement, induisant des structures persistantes
dans I’écoulement du fluide.

D’un point de vue mathématique, 1’une des difficultés consiste en I’étude des perturbations induites
par les forces extérieures, qui se propagent a grande vitesse. Ce type d’analyse peut étre effectué au
moyen de plusieurs outils mathématiques ; on choisit ici d’employer des techniques caractéristiques
de I’analyse de Fourier, comme I’analyse des propriétés dispersives des intégrales oscillantes.

Tout au long de cette theése, on se restreint a considérer des domaines spatiaux sans frontiére : c’est le
cas de I’espace entier R?, ou encore de ’espace périodique T>. Les modeles considérés sont donc les
suivants:

« Equations primitives dont les nombres de Froude et de Rossby sont comparables, et pour
lesquelles la diffusion verticale est nulle,

* fluides stratifiés dans un régime a faible nombre de Froude,

* fluides faiblement compressibles et tournants dans un régime ou les nombres de Mach et de
Rossby sont comparables.

On prouve que ces systemes propagent globalement dans le temps des donnés peu régulieres. Nous
n’imposons jamais de condition de petitesse sur les données initiales. Toutefois, on prendra en compte
certaines hypotheses spécifiques de régularité, lorsque des raisons techniques I’imposent.

Abstract

In this thesis we discuss three models describing the dynamics of density-dependent fluids in long
lifespans and on a planetary scale. In such setting the relative displacement induced by various ex-
ternal physical forces, such as the Coriolis force and the stratification buoyancy, is far more relevant
than the intrinsic motion generated by the collision of particles of the fluid itself. Such disproportion
of balance limits hence the motion, inducing persistent structures in the velocity flow.

On a mathematical level one of the main difficulties relies in giving a full description of the perturba-
tions induced by the external forces, which propagate at high speed. This analysis can be performed
by the aid of several tools, we chose here to adopt techniques characteristic of harmonic analysis,
such as the analysis of the dispersive properties of highly oscillating integrals.

All along the thesis we consider boundary-free, three-dimensional domains, and in specific we study
only the case in which the domain in either the whole space R? or the periodic space T3. The models
we consider are the following ones:

* Primitive equations with comparable Froude and Rossby number and zero vertical diffusivity,
* density-dependent stratified fluids in low Froude number regime,

* Weakly compressible and fast rotating fluid in a regime in which Mach and Rossby number are
comparable.

We prove that these systems propagate globally-in-time data with low-regularity. No smallness as-
sumption is ever made, specific constructive hypothesis are assumed on the initial data when required.
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