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Abstract

The recent limitations imposed by ICAO-CAEP, regulating NO, emis-
sions, are leading to the implementation of lean burn concept in the
aero-engine framework. From a design perspective, a depth insight on
lean burn combustion is required and Computational Fluid Dynamics
(CFD) can be a useful tool for this purpose. Several interacting phenom-
ena are involved and various modelling strategies, with huge differences in
terms of computational costs, are available. Nevertheless, up to now few
numerical tools are able to account for the effects of liquid fuel preparation
inside reactive computations. Spray boundary conditions are normally
determined thanks to correlative approaches that are not able to cover
the wide range of operating conditions and geometrical characteristics of
aero-engine burners. However, as highlighted in the first part of the disser-
tation, where several literature test cases are analysed through numerical
calculations, the impact of liquid preparation can be extremely important.
Considerations based on correlative approaches may be therefore unreli-
able. More trustworthy predictive methods focused on fuel atomization
are required.

This research activity is therefore aimed at developing a general numerical
tool, to be used in an industrial design process, capable of modelling the
liquid phase from its injection till the generation of a dispersed spray sub-
ject to evaporation. The ELSA (Eulerian Lagrangian Spray Atomization)
model, which is based on an Eulerian approach in the dense region and
a Lagrangian one in the dilute zone, has been chosen to this end. The
solver is able to deal with pure liquid up to the generation of a dispersed
phase and to account for the breakup process through the introduction of
the liquid-gas interface density.

However, several limitations of such method arise considering its applica-
tion in a highly swirled reactive environment like an aero-engine burner.
Therefore, particular attention has been here devoted first to the study of
the turbulent liquid flux term, inside the liquid volume fraction equation.



w

This quantity is of paramount importance for a swirled flow-field, with
high slip velocities between phases. A completely innovative modelling
framework together with a new second order closure for this variable is
proposed and validated on a literature jet in crossflow test case. Then, to
handle a reactive environment, a novel evaporation model is integrated in
the code and assessed against experimental results. Finally, an alternative
way to derive the Drop Size Distribution (DSD) in ELSA context for
the lagrangian injection is presented and assessed by means of Direct
Numerical Simulations.

Ultimately, this work introduces an innovative framework towards a uni-
fied description of spray combustion in CFD investigations. The proposed
approach should lead to a comprehensive description of fuel evolution in
the injector region and to a proper characterization of the subsequent re-
acting flow-field. Several improvable aspects are also highlighted, pointing
the way for further enhancements.
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Introduction

The increasing demand of aeronautic transportation for civil purpose
led over the last years to several research efforts devoted to the reduction
of the environmental effects of aviation. The global jet fleet is projected
to double in size within 2036 [I] and strong attention has to be focused
to the request of a greener transportation. This is confirmed by the most
recent ICAO-CAEP standards and ACARE 2050 objectives, which set a
reduction of 75% of CO2 and 90% of NO, per passenger kilometre as a
challenging goal for 2050.

Up to now, the Rich Quench Lean (RQL) technology represents the state
of the art in aero-engines (see Figure . In this concept, a rich burning
primary region is generated to ensure the flame stability. Then, a rapid
mixing takes place and finally a lean zone is created to burn out smoke.
In this way, NO, levels are controlled. Clearly, the mixing region is
essential from a design perspective since stoichiometric conditions can
locally appear with a huge production of pollutants. The transition of
the equivalence ratio towards the dilution zone has to be carefully chosen
in order to reduce CO, UHC and soot levels, which can be very high in
the primary region. Starting from this concept, several advanced RQL
configurations have been designed. A reduction of the residence time
inside the combustor, the use of more advanced injection strategies to-
gether with a more rapid air-jet mixing have been realized to achieve a
drastic reduction of NO,, without compromising the operability and the
manufacturing technology. In this manner, the Pratt & Whitney TALON
X (Technology for Advanced Low NO,) combustor is able to cut down
emission levels below 55% with respect to CAEP /6 standards.

Nevertheless, even if some potential improvements should be still expected
from the RQL technology, the more and more stringent regulations pushed
towards the development of alternative burning concepts, such as lean
combustion. Here, the burner operates with an excess of air to significantly
lower the flame temperature (e.g. up to 70% of total combustor air flow
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Figure 1: RQL concept together with NO, formation rate as a function
of the equivalence ratio (adapted from http://www.newac.eu and [2]).

has to be premixed with the fuel). An explicative comparison between
RQL and lean combustor in terms of air splitting, as well as generated
flow field, is shown in Figure The burner equivalence ratio is controlled
all along the reacting flow-field to ensure low levels of CO and NO,.
The development of lean combustion in the aero-engine framework is a
long-time history started with fuel-staging. Dual Annular Combustors
(DAC) employed this strategy and were designed with a pilot stage in
the outer annulus and a main stage in the inner one. However, several
issues related to the uniformity of the exit temperature profile during
staging conditions, as well as CO and U HC emission levels, limited the
application of this kind of technology.

Therefore, all the engine manufacturers focused the attention on Single
Staged Combustors. One of the most relevant examples in this context is
surely the GE-TAPS (Twin Annular Premixing Swirler), which currently
represents the only lean burn combustion system employed on a certified

RQL combustor Lean combustor
Airgo

" g -~
Air Airggicn 2™ Main flame
60 - 70%

—

=, Pilot flame

Airggicn !

Figure 2: Comparison between Rich Quench Lean (RQL) design and a
lean combustor (adapted from [J]).
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Figure 3: TAPS internally staged fuel injector concept [4)].

aircraft engine (GEnx family). Figure |3|shows a schematic representation
of this configuration, which is based on an internally staged pilot injector
with a lean direct multi-point injection for the main stage operation.
The pilot is a pressure atomizer surrounded by two co-rotating swirlers,
whereas the main mixer consists of a radial inflow swirler (cyclone) and a
cavity where the fuel is injected through a series of transverse jets [4] [5].
At low power conditions, a rich burn configuration takes place, whereas
at higher power almost the 70% of air passes through the swirler leading
to a lean burning mode [4] 5]. Recently, the TAPS II configuration has
been developed leading to an additional reduction of emission levels (see
[6] for further information). The improvements achieved in terms of NO,
using this technology with respect to RQL are clearly shown in Figure [

M FE Takeoff

- e —
N

Pilot 1 Pilot + Main

Traditional Rich
Burn (RQL)
e
-
. A
“? e
U~

Lean Burn

== RQL

— GETAPS | Cruise "

Approach

NOx emitted per amt of fuel

Engine thrust

Figure 4: NOy emission levels between conventional RQL and TAPS
combustor[{)]).
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Primary swirler Secondary swirler
Air Air

Pressure Atomiser

Figure 5: PERM functioning concept [9].

Several other interesting injector configurations have been as well proposed
in the lean combustion framework. As an alternative to the mentioned
discrete jets atomization process, a common approach is to adopt liquid
film breakup by means of prefilming airblast atomizers. An interesting
solution, which employs this concept, is the so-called PERM (Partially
Evaporating and Rapid Mizing) injection system developed by GE Avio
Aero [T, [8]. The injector is a double swirler airblast atomizer designed
in order to achieve partial evaporation inside the inner duct and rapid
mixing within the combustor. In this manner, the location and the sta-
bility of the flame is optimized as sketched in Figure[5] A film of fuel is
generated over the inner surface of the lip that separates the two swirled
flows. As the film reaches the edge of the lip, through the action of the
gas flow, primary atomization occurs: fine droplets and rapid mixing are
promoted by the two co-rotating swirled flows generated by the double
swirler configuration. Furthermore, in order to ensure a stable operation
of the flame, especially at low power conditions, the airblast injector is
coupled with a hollow cone pressure atomizer. It is located at the centre of
the primary swirler and generates a pilot flame in a configuration similar
to a piloted airblast atomizer.

Nonetheless, beyond the specific adopted solution, from these observations
it should be clear that one of the biggest challenges in lean devices is
surely represented by the design of the injection system and how it affects
the reacting flow-field.

In order to integrate information obtained by experimental campaigns in
highly pressurized two-phase reactive environments, Computational Fluid
Dynamics (CFD) has continuously gained importance for design scopes
over the last years. It is worth mentioning that lean systems strongly
suffer from the generation of large pressure fluctuations and thermoacustic
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phenomena, so that numerical modelling is becoming a fundamental task
to better understand these aspects. Typical industrial calculations are
normally performed employing a RANS (Reynolds-Average Navier Stokes)
approach, where only the mean flow is solved and turbulence effects are
introduced by means of ad hoc models. However, considering the high
level of unsteadiness and turbulence that normally characterize lean burn
devices, they are not able or insufficient to represent the complexity under
investigation. Therefore, computational techniques have been rapidly
evolving towards scale resolving approaches, such as Large Eddy Simula-
tion (LES) or hybrid RANS-LES models (i.e. Detached Eddy Simulation
or Scale Adaptive Simulation), where the unsteady characteristics of spray
flames can be clearly appreciated.

Nevertheless, albeit several works in technical literature are focused on
detail investigations on lean spray flames, because of the lack of experi-
mental data and of a comprehensive theory on liquid atomization, spray
boundary conditions are normally determined by means of trial & error
procedures or by using experimental correlations with a narrow range of
application. This is normally not at all satisfactory in a design process
since the uncertainty ascribed in this way in the prediction of the burner
emissions is normally of the same order of magnitude of the expected
improvements.

In this scenario, it looks quite evident that one major issues in the nu-
merical simulation of lean-aero engine combustors is surely associated to
the description of liquid fuel preparation and to the phenomena related
to primary breakup. The development of advanced combustion models is
clearly another essential research branch in this framework, but the spray,
as shown in this dissertation, can deeply affect the reacting flow-field and
strongly modify the whole combustion process.

Aim of the work

The main aim of the present research work has been the development
of a unified computational framework for LES simulation of spray flames
for lean burn aero-engine combustors. In particular, the attention here
has been mainly focused on the modelling of liquid atomization, which
represents a key aspect in the design of lean aero-engines. As will be
clearer during the dissertation, standard Eulerian-Lagrangian or Eulerian-
Eulerian models are not able to describe all the complexity associated with
fuel atomization and therefore hybrid strategies have to be considered.
The Eulerian-Lagrangian Spray Atomization (ELSA) model has been
chosen in the present research work. The solver, which analyses the two
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phases as a single phase flow with huge density variations, beyond the
equation for mixture momentum conservation, is essentially led by an
equation for the liquid volume fraction and one for the liquid/gas interface
density. In this way, the model is able to predict the liquid evolution
and to evaluate the characteristic droplet diameter distribution without
a priori assigning the carrier and the dispersed phase. In particular, the
approach is based on an Eulerian technique in the dense spray region
coupled with a Lagrangian tracking in the dispersed one.

The goal of the present study has been therefore the extension of the
ELSA capabilities to the aeronautical context. The efforts have been
mainly focused on the addition inside the solver of the most important
interactions between liquid and gas, which can have a huge impact on
fuel distribution inside the combustion chamber. A general tool capable
of modelling the liquid phase from its injection up to the generation of
a dispersed spray, subjected to evaporation, will be finally proposed as
numerical method towards a unified analysis of spray combustion.

The work leading to the results presented in this dissertation was carried
out in collaboration with the group “Atomisation et sprays” of the CO-
RIA (COmplexe de Recherche Interprofessionnel en Aérothermochimie)
research center, led by Prof. F.X. Demoulin, whose research activity is
mainly devoted to the development of numerical models for the analysis
of advanced injection systems. The proposal and validation of several
advanced strategies to be included in the ELSA framework have been
developed thanks to this tight collaboration.

Thesis outline

During this research activity, several aspects related to spray flames
have been analysed through numerical calculations. The most important
achievements shown in the following chapters are surely represented by the
proposal of several novel closures in the ELSA context for its application
in the aero-engine framework together with its validation on different
literature test cases.

However, strong efforts have been as well devoted to deepen the knowl-
edge on spray combustion and in particular on the impact of liquid phase
modelling. Therefore, a detailed description of the state of the art in
the analysis of spray flames is provided in the first part of the thesis
through both a review of approaches already available in technical litera-
ture and a discussion of numerical results obtained by the author on a set
of literature test cases. Such detailed introduction clearly highlights the
limitations of actual numerical strategies for liquid phase modelling to
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define spray boundary conditions (BCs). A huge dependency on liquid
BCs, which can deeply affect the reliability of scale resolving techniques in
an industrial framework, is pointed out. The lack of a general method to
deal with atomization modelling is shown, justifying the research efforts
then devoted to the development of ELSA.

The dissertation will be organized as described below.

Chapter The most important aspects of the physics of spray combus-
tion are here reviewed to better clarify the complexity that characterizes
spray flames. An overview about numerical methods employed in this
framework is as well reported in order to explain the background and the
context in which this research activity has been performed.

Chapter Several activities have been carried out in this study with
the aim of enhancing the knowledge about the impact of liquid phase
modelling on the reacting flow-field. In this chapter, three literature test
cases in an increasing order of complexity are analysed to review the state
of the art in the numerical analysis of spray combustion.

Different aspects in the study of liquid fuelled flames are investigated. The
importance of a reliable method to determine spray boundary conditions
with respect to the actual state of the art is highlighted. Such dependency
justifies the research effort then focused on liquid atomization and on the
development of the ELSA model that is proposed in the following chapters.

Chapter This chapter is focused on a detailed introduction to the
ELSA approach. The solver is thoroughly described both in its Eulerian-
Eulerian and Eulerian-Lagrangian regions. The main limitations of the
approach for its application in the aero-engine context are as well high-
lighted in order to justify the modelling efforts proposed in the present
work.

Chapter The development of an innovative second order closure
for the turbulent liquid flux term inside the liquid volume fraction equa-
tion in ELSA is the main subject of this chapter. Such contribution is
directly linked to the slip velocity between phases and it can have a huge
impact in the aero-engine context. After a detailed overview about the
limitations of gradient-based closures and a review of the state of the art
on this topic, an innovative modelling framework and a novel transport
equation are introduced and validated on a jet in crossflow test case.

Chapter This chapter is devoted to the presentation of the approach



8 Introduction

proposed to include evaporation in ELSA. The limitations of explicit meth-
ods are first shown. Then, an innovative model, based on the calculation
of phase equilibrium, is proposed and validated using the experimental
data from the Engine Combustion Network (ECN) database. This is a
key step in the development of an approach able to account for all the
phenomena going from the near injection region up to a dispersed spray
since it represents the link between the liquid phase and the reacting
flow-field.

Chapter @ The proposition of a general framework to deal with the
switching between the Eulerian region of ELSA with the Lagrangian one
is the main goal of the present chapter. The innovative concept of surface
curvatures to extract the Drop Size Distribution (DSD) is here introduced.
The reliability of such proposal is then assessed on two numerical test
cases thanks to data available from a set of two-phase Direct Numerical
Simulations (DNS). A detailed analysis of the link between the curvatures
evolution and the turbulence field is as well reported to justify the proposal
of two completely novel transport equations for such geometrical variables.

In the last chapter, a summary of the main achievements of this re-
search is given together with conclusions and recommendations for future
works.



Chapter 1

Turbulent spray flames

The analysis of turbulent spray flames in the aero-engine context

still represents one of the most challenging problems to be faced from a
computational point of view. Several phenomena, normally characterized
by different time and spatial scales, have to be accounted to achieve a
correct prediction of the engine performances. Furthermore, beyond the
aeronautical framework, a deep understanding in the evolution of spray
flames is crucial in many other engineering applications such as internal
combustion engines or marine motors.
After a brief introduction about the physics of spray combustion and the
main interactions occurring in liquid fuelled flames, this chapter provides
an overview about computational techniques employed in this context.
Methods normally used to account for the presence of a liquid fuel in
reactive computations are described with a particular focus on atomization
and breakup.
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1.1 Physics of turbulent spray flames

A very useful sketch to clearly appreciate the complexity of the physics
involved in a turbulent spray flame is shown in Figure
As explained in [10], single-phase combustion regime is represented by the
first column of the picture (i.e. from gas turbulence up to combustion)
since the mixing processes at macro and micro levels determine species
mass fraction and combustion. As a feedback, the obtained reacting flow
field affects the velocity distribution and enhances the micro mixing[10].
The remaining interactions shown in the figure are completely determined
by the presence of a spray. For instance, gas phase turbulence defines
the spray dispersion and therefore its evaporation, since the vaporization
rate is directly influenced by the local temperature and vapour gradients,
which are in turn function of the gas dispersion and micro-mixing. Evap-
oration can be further enhanced by radiative heat transfer and dispersed
and continuous phases interact between each other with a fully two-way
coupling[10]. This scenario is further complicated if liquid injection and
atomization are included since additional physical scales have to be ac-
counted.
Fuel injection aims at initiating spray formation and propagation to de-
velop an air-fuel mixture to optimize engine performances under several
operating conditions. In Figure[l.2] a simplified scheme of a spray plume

gas turbulence (—@—} droplet térbulence
{ gas dispersion droplet gersion
micro- mlxmg (—/g/—} evaporation

combustlon

Figure 1.1: Sketch of different physical phenomena involved in spray
combustion. Taken from [10].

is reported. In the near injection region, the liquid phase completely
dominates over the air and it is progressively disintegrated into ligaments
and droplets. Non-spherical liquid sheets are firstly generated and, at the
end of such process, interactions previously shown in Figure [[I] are recov-
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ered. A detailed overview about the atomization process and numerical
strategies employed for its modelling is provided in Chapter [3}
Nonetheless, it is clear that a broad range of time and length scales is
involved in spray flames and, to accurately predict the performances of
actual aero-engine combustors, all these phenomena should be taken into
account.

Blobs/Ligaments/ Ligaments/Droplets  Droplets
Droplets

Injection
Nozzle

Atomisation Dense Spray Dilute Spray
Region Region Region

Figure 1.2: Scheme of a liquid spray. Taken from [11]].

However, beyond atomization and injection steps, another important
characteristic of spray flames is that evaporation and diffusion of fuel
vapour into the surrounding phase precede chemical reactions between fuel
and oxidizer. Therefore, characteristics of both premixed and diffusive
burning modes can be observed [I0]. As a matter of fact, the equivalence
ratio varies continuously in space and time. The flame stabilization is
led by both the generation of stoichiometric zones (i.e. diffusion like
behaviour) and the heat exchange with flames already established in
the neighbourhood (i.e. premixed like behaviour)[I0]. The interactions
between such complex chemical processes and the flow-field govern some
local features of the flame such as the burning velocity in premixed zones
and the extinction with the scalar dissipation rate in non-premixed regions
[10].

Based on these observations, several classifications of spray combustion
regimes have been proposed over the last years. A very crude distinc-
tion is the one originally introduced in [I2] between homogeneous and
heterogeneous combustion. In the first case, it is assumed that the spray
completely evaporates before entering in the combustion chamber, where
the flame is then generated. The fuel vapour mixes rapidly with the
air and the liquid evaporation is not affected by the reacting flow field.
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Figure 1.3: Laminar flame structures: prevaporized spray flame (a), thick
flame (b) and back flame zone (c¢). Taken from [17].

In the latter case, droplet evaporation feeds a diffusion flame (namely
envelope flame) around the particle. As discussed in [13], the presence of
an envelope flame determines an enhancement of heat and mass transfer.
Drops here act as a source of combustion products, while in the homo-
geneous asymptotic case they represent sources of fuel vapour. Chiu et
al. [14} 15], considering a spherical domain filled with a hot oxidizer and
fuel particles, developed group combustion models studying the position
of the flame region with respect to each droplet and to the whole spray.
Several combustion modes have been identified going from single droplet
combustion (i.e. all droplets burn individually with a surrounding flame)
to external sheath combustion, when clusters of drops are considered (i.e.
all the spray is enclosed by the flame with a non-evaporating existing
core). A group combustion number (G), depending on the total number of
droplets as well as on their diameter and separation distance, is introduced
to distinguish between these regimes.

Starting from this classification, in [16] further controlling parameters have
been introduced such as the characteristic flame time and its thickness
as well as the drops evaporation time ( see Figure . If evaporation is
extremely fast, a premixed flame develops, whereas in the opposite case
a thickening of the flame takes place. Beyond these extreme situations,
a partially premixed front is normally generated with a secondary back-
flame reaction zone [I7]. In [I7], where spray flame structure is analysed
through DNS analysis, the local equivalence ratio is introduced as addi-
tional parameter. More details and explanations about spray combustion
regimes and their classification can be found in [I5, [I7] and references
therein. Furthermore, the relative velocity between the spray and the
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air can strongly affect the stability and the shape of the envelope flames.
In presence of high slip velocities between phases, which is normally the
case of actual aero-engine combustors, side or wake flames can appear
with a transition that is also affected by hysteresis. All these combustion
regimes can be clearly identified in laboratory test cases that are nor-
mally far from the real application. However, for instance in [I§] single
droplet-burning mode was also experimentally found and investigated in
a partially pre-vaporized swirl-stabilized flame. It was shown that the
droplet burning mode is completely determined by the instantaneous slip
velocity, in particular as far as the transition to wake flames is concerned.
Several numerical studies employing Direct Numerical Simulation also
clearly prove the coexistence in spray combustion of premixed and dif-
fusion flames [I7]. A recent study from Luo et al. [19], where DNS is
applied on a n-heptane spray flame in a model swirl combustor, shows
that composite premixed-diffusive structures can be identified at the same
time, as shown in Figure [1.4] Several interesting flame characteristics

pocket diffusion flame enclosed
by pocket premixed flame

isolated pocket diffusion flame

premixed flame band
connecting diffusion flames

) pocket premixed flame enclosed
by diffusion flame sheet

premixed flame sheet embeded %
in diffusion flame sheet

Figure 1.4: Spray flame structures in a model swirl combustor (purple:
stoichiometric mizture fraction iso-line; green: diffusion flames; red:
premized flames). Taken from [19].
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can be pointed out such as pockets of non-premixed flames enclosed by
premixed envelopes and vice-versa. In a similar manner, non-burning
pockets within burning regions can be determined. A part of the spray
starts to evaporate immediately after the injection before reaching the
stoichiometric line. The generated fuel-vapour mixes with the air and
burns in rich conditions. Bigger droplets instead have a longer life and
enter in the high temperature zones crossing the flame front. Then, they
fully evaporate with a diffusive burning mode[T19].

Another interesting and peculiar aspect of turbulent spray flames, which
clearly points out the strong coupling between the liquid phase and the
reacting flow-field, is the flame ignition. From a physical point of view,
ignition in spray flames follows a different evolution with respect to the
single-phase case, since a part of the energy is required to firstly evaporate
the liquid. For a detailed review about ignition phenomena, the reader is
addressed to the work of Mastorakos et al. [20]. Nonetheless, one of most
remarkable characteristics of spray flame ignition is related to the different
behaviour of small and larger droplets [10]. For instance, in [21] it was
observed experimentally a primary ignition region, related to particles on
the spray edges that have a low Stokes number and rapidly evaporate,
together with a second flame where the remaining part of the spray burns.
The same findings were reported also by Marley et al. [22], where for an
ethanol spray flame, they observed a premixed reaction zone, determined
by a partial evaporation of the spray after the injection, followed by a
non-premixed region.

1.2 Review of spray flames analyses

A large amount of studies, both on a numerical and experimental
point of view, has been dedicated to the analysis of spray flames over the
past 30 years. Considering the complexity of the physics under investiga-
tion and the different interactions involved, studies have been performed
from a wide range of perspectives. A complete overview goes beyond
the goal of the present work and the interested reader is addressed to
[10] 23] 24] among others, where several references on this topic are re-
ported. Nonetheless, some interesting numerical modelling approaches
are summarized below since they represent the theoretical background of
the present research activity. Clearly, a large amount of works has been
focused as well on experimental studies and in particular on the develop-
ment of test articles to obtain a detailed insight in spray combustion and
to validate numerical tools. The reader interested in an overview about it
can refer to [10] 24].
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From a numerical perspective, several works have been focused on liquid
fuelled combustors from laboratory test conditions to real aero-engines.
Over the last years, thanks to the increasing availability of computational
power, applications of scale resolving techniques, such as Large Eddy
Simulation (LES), have been becoming more widespread. In fact, it has
been already widely demonstrated that classical steady state tools in
RANS context are not able to represent the complex nature of turbulent
spray flames, mainly in terms of flame shape and pollutant emissions.
For LES, a broad range of models is still under development to properly
describe the unresolved turbulence-chemistry interactions and to account
for the presence of a spray [25} [26].

Thickened flame (TFM) or Artificially Thickened Flame (ATF) models
for LES [27] are for instance one of the most applied group of approaches
in this context. They are based on an artificial thickening of the front
in order to directly solve the flame structure. The approach has been
already widely validated on a broad range of applications going from
partially premixed swirl burners to real aero-engine combustors (see [2§]
among others). One of the most important shortcomings associated with
the ATF model is the exploitation of one or two steps reaction mech-
anisms to reduce the impact of small-scale inner flame layers. In this
way, the turbulence-chemistry interactions are not properly predicted
[29]. It should be pointed out that models to account for more detailed
reaction mechanisms have been recently developed in the ATF context.
For instance, Kuenne et al. [30] coupled the ATF model together with
the Flamelet Generated Manifold (FGM), which will be introduced later,
for the investigation of a premixed swirl flame, whereas Fiorina et al.
[31] proposed the F-TACLES (Filtered TAbulated Chemistry for LES)
combustion model. It includes a filtered chemical database in turbulent
combustion and it is based on an a priori filtering of flamelets using the
FPI (Flame Prolongation of ILDM) tabulation technique to account for a
detailed chemistry [31].

Another important group of approaches widely employed in spray combus-
tion is surely the flamelet based models. The turbulent flame is described
here as an ensemble of one-dimensional flames, called flamelets, embed-
ded within the turbulent flow field. In the steady flamelet model, the
chemistry is therefore represented by separately solving the set of equa-
tions for premixed or diffusive flamelets and then mapping it into the 3D
field. As an alternative to simplify combustion chemistry, historically the
Intrinsic-Low Dimensional Manifold (ILDM) has been proposed, where
tools for dynamic systems are used to reduce complex kinetic mechanisms.
Several numerical methods have been then developed combining ILDM
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with flamelet models to improve the chemical description reducing the
number of parameters retained. In this context, Phase-Space ILDM and
Flamelet Prolongation of ILDM (FPI) have been for instance proposed.
A detailed overview about flamelet based models can be found in [32] and
references therein.

Among others flamelet-based numerical methods, the Flamelet Generated
Manifold (FGM) [33] and the Flamelet/Progress Variable (FPV) [34]
approaches have been widely applied ranging from laminar cases to pre-
mixed and non-premixed turbulent flames [32]. Both models assume that
the evolution of a general scalar, which represents a realized trajectory in
the thermochemical manifold, is represented by the corresponding change
in the laminar flame.

FGM has been initially developed for premixed flames and then it has
been extended to the diffusive regime, while FPV was developed in the
context of non-premixed combustion. In FPV, the chemical kinetic is
described through one reaction progress variable (c), whereas the FGM
has been in general designed to deal with multiple variables [32]. Moreover,
the two approaches differ also for the employed method for the flamelet
generation: considering a non-premixed case and in particular, varying
the scalar dissipation rate, the region between the extinction reaction
progress and c=0, in the FPV context, is resolved in the unstable middle
and lower branches of the S-shaped curve [35]. It has been shown that the
FPV model is able to correctly account for local extinction and re-ignition
phenomena as well as for flame lift-off. Examples of the applications
of the FPV in spray combustion can be found for instance in [36] and
references therein, whereas for the FGM a detailed assessment has been
recently performed in [37, [38].

One of the most important advantages of such group of flamelet based
models is surely the opportunity to consider an arbitrary detailed reaction
mechanism with a reduced computational cost. However, considering that
normally both premixed and non-premixed combustion modes can be
found in spray flames (see Figure , extensions of such approach are still
under investigation. Multi-regime flamelet (MRF) combustion models for
instance have been proposed in this scenario, where, based on the value
locally assumed by a flame index [39], the premixed or diffusive solution
is retrieved. Several multi-regime approaches have been proposed lately
and in [40] the model has been extended to the multiphase context. It is
worth pointing out also that several formulations of the regime indicator
have been as well proposed (see [29] for a detailed overview).

In the context of advanced tabulated chemistry models, it is worth citing
also the work of Franzelli et al. [41], where a multi-regime combustion
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model combining partially-premixed and diffusive laminar solutions is
proposed.

Furthermore, another interesting and recognized group of works in spray
combustion area is based on the Conditional Moment Closure (CMC)
[42]. Here, the chemistry is solved through values of chemical species
that have been conditioned on a particular scalar, which is normally the
mixture fraction. Such model has been widely employed in particular for
Lean Blow Out (LBO) studies in single phase context [43] and recently
it has been applied to investigate the ignition of spray flames [44]. One
of the major issues related to the CMC is surely the computational cost:
as noticed by Knudsen and Pitsch [29] in single regime combustion the
mixture fraction is treated as an independent variable and it means that
a standard three dimensional problem is solved in a 4-D space (i.e. Carte-
sian space plus 1 additional scalar). In the context of multiple regime
combustion, a double conditional dependency on mixture fraction and
progress variable would rise the dimension of the problem to 5-D [29].
Finally, in this brief review about combustion models it is worth men-
tioning the growing interest in technical literature towards Transported
Probability Density Function (TPDF) methods, where the modelled
equation for the one-point, one-time Fulerian joint PDF of variables,
which characterizes the thermochemical state of a reacting medium, is
transported. Several numerical approaches, ranging from Lagrangian to
Eulerian realizations, have been proposed over the last years to solve such
equation. One of the most important challenges in TPDF framework is
the closure of the conditioned diffusive term that appears in the PDF
transport equation [29]. If such term is correctly characterized, the TPDF
approach should be able to fully describe the partially premixed nature of
a spray flame without an a priori assumption about the asymptotic flame
behaviour. TPDF methods represent a valuable and general framework
for combustion modelling since several complex interactions among tur-
bulence, chemistry, soot, radiation and spray can be directly accounted.
In fact, combinations between TPDF and CMC methods (e.g. Multiple
Mapping Conditioning (MMC)), including a generalisation of mapping
closures, have been for instance proposed [45]. Nonetheless, they have to
be considered as a tool for research and their technological readiness level
is still low.

Although these works clearly represents a very small subset of turbulent
combustion models available, the variety of modelling assumptions that
can be performed to account for turbulence-chemistry interactions is
clearly pointed out. A brief summary with particular attention on the
target application is proposed in Table



18 1. Turbulent spray flames

Reference | Combustion Model Target Application
27 28] ATF From lab-scale burner up to real aero-engine burner
341 136] FPV From lab-scale burner up to real aero-engine burner
371 138] FGM Lab-scale burner
40] 146} MRF Lab-scale burner
43]144] CMC Lab-scale burner
25] [26] TPDF Lab-scale burner up to real aero-engine burner

Table 1.1: Tentative survey of a subset of approaches for turbulent
combustion modelling.

Another peculiar aspect of numerical calculations of spray flames is surely
represented by the different assumptions made on the liquid phase to
include the effects of the dense region of the spray (see Figure .
Menon et al. [47] performed LES calculations of a Lean Direct Injection
(LDI) burner, making a comparison between simulations including or
not the secondary breakup. Different spray boundary conditions, using
a Eulerian-Lagrangian (E-L) approach for liquid phase tracking, were
tested. It was shown that the major impact of the breakup is on fuel
evaporation in the near injector region that has a direct effect on the
flame stabilization process (see Section |1)).

FPV was employed, in conjunction with a standard E-L approach for
liquid phase, by Moin and Apte [48] on different test cases arriving finally
to a Pratt & Whitney combustor. Even if an overall good prediction of
both spray and gas phase characteristics is determined, few details have
been reported on the spray injection parameters and how they have been
determined.

Boileau et al. [28] used instead the ATF model to simulate the igni-
tion process in an aero-engine combustor. A mono-dispersed spray was
employed within an Eulerian-Eulerian (E-E) framework and they were
able to achieve an overall good qualitative representation of the ignition
sequence.

In [49], a TPDF approach based on Eulerian stochastic fields was applied
on the numerical simulation of a lab-scale combustor: thanks to a very de-
tailed experimental database, it was possible to characterize the injection
of the liquid phase determining a satisfactory agreement with experiments
using a E-L spray tracking. The same test article for acetone flames was
also studied by Chrigui et al. [37] using the FGM combustion model.
Again, directly injecting a spray population derived from experimental
results, calculations proved to be able to represent the investigated spray
flame.

Jones and co-workers performed a wide range of LES-pdf simulations based
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on the stochastics field method going from piloted flames, approaching to
extinction, up to more representative liquid-fuelled aero-engines burners
[25] 26]. All these studies have been realized with a standard Eulerian-
Lagrangian approach and neglecting the primary breakup process: a trial
& error procedure to determine spray boundary conditions was employed
until a satisfactory agreement with experimental data concerning the
liquid phase was achieved.

Even if just a small group of studies has been here cited for the sake of
brevity, it should be sufficient to show the lack of a deep understanding
on how the dense region of the spray affects the reacting flow-field. Cited
research works normally rely on experimental data or on trial & error
procedures, but important issues may arise when for instance the operat-
ing conditions or the injector characteristics have to be modified. Such
limitations can be particularly important in the aero-engine context for
lean-burn devices, where the atomization process is completely controlled
by these parameters.

Very few works deal in literature with the development of numerical
methods to define the liquid characteristics in a spray flame computation.
A LES model to account for the evolution of the liquid film for an air-
blast atomizer has been developed for instance by Chaussonnet et al.
[50], where the Primary Atomization Model for prEfilming airbLAst in-
jectors (PAMELA) was proposed and assessed using the experimental
data provided in [51]. However, up to now such model has been always
applied on the geometrical configuration proposed in [51], that is much
more simplified than the actual aero-engine burners. Its validity on other
geometrical configurations, as well as in reactive test conditions, has still
to be addressed.

In [52] the FIM-UR (Fuel Injection Method by Upstream Reconstruction)
methodology was instead proposed to determine spray boundary con-
ditions for reactive calculations for simplex atomizers: based on some
geometrical characteristics and on the assumption of the quantity of air
entrained by the spray, injection parameters for monodispersed Eulerian
and Lagrangian calculations were determined. A validation was performed
in isothermal test conditions and the same set-up was then applied on
a multi-point injection burner using the ATF model for turbulent com-
bustion. Nonetheless, just simplex atomizers were investigated and the
model cannot be directly employed for an injection configuration based
on a liquid film or discrete jets.

In Table a brief survey of the cited approaches to account for the
presence of the liquid phase in spray flames calculations is reported.
Conversely, from a numerical perspective, several studies in literature have
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Reference | Combustion Model BCs spray Dense spray region
47) FPV Trial & Error Neglected
48] FPV Experiments Neglected
28] ATF Mono-disperse Neglected
49 TPDF Experiments Neglected
[37) FGM Experiments Neglected
[25] 26] TPDF Trial & Error Neglected
50] No combustion PAMELA Modelled
52] ATF FIM-UR Modelled

Table 1.2: Tentative survey of a subset of approaches for liquid
characterization in spray flame computations.

been focused just on the atomization process in the dense spray region.
Several examples of DNS calculations of breakup events [53], [54] can be
found, but they are limited by the CPU cost in terms of domain extension
and characteristic velocities. Moreover, no combustion phenomena are
clearly accounted for.

Eulerian-Eulerian methods have been as well applied in LES context to
include the evolution of the liquid phase mainly in the near injection
region [55], even if a Lagrangian approach is then more suitable in the
dilute zone. Actually, several studies have been therefore performed for
the coupling of Eulerian and Lagrangian methods in LES. The interested
reader on such hybrid strategies is addressed to the review of Gorokhovski
and Herrmann [56].

Among others the Eulerian Lagrangian Spray Atomization (ELSA) ap-
proach [57, B8] belongs to this class of numerical methods and it has
been already employed to account at the same time for atomization and
combustion [59, [60} [6T] even if in RANS context.

1.3 Concluding remarks and present contribution

From the given brief presentation of phenomena and modelling ap-
proaches, it should be clear that spray combustion is a problem that can
be faced from different perspectives. Several physical phenomena with
different spatial and time scales interact between each other and, from
a numerical point of view, the level of detail is very dependent on the
specific application.

The following remarks can be stated from this preliminary review:

e Significant efforts have been focused so far on the development
of advanced combustion models to deal with turbulence-chemistry
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interactions (see Table|1.1)).

e Minor attention has been diverted on the impact of the dense spray
region, in particular as long as the flame shape and the subsequent
reacting flow-field are concerned (see Table [1.2)).

e Several contributions have been instead aimed at developing ad-
vanced atomization models to account for both the dense and dis-
persed spray regions, mainly in non-reacting test conditions.

The development and application of advanced turbulent combustion mod-
els is surely an important issue. However, the spray can completely modify
the flame stabilization process and the understanding of atomization phe-
nomena has surely to be improved in LES with respect to the actual state
of the art (see Table [1.2).

This research work is introduced in this scenario and it had a twofold
goal:

e To deepen the knowledge about the impact of liquid modelling in
reactive calculations in order to show that without a detailed under-
standing of the breakup process, the flame shape can be completely
misled. Considering the overview about turbulent combustion mod-
els reported so far and keeping in mind also that, in an industrial
context, the computational cost is an aspect of paramount im-
portance, the FGM model has been chosen to describe the flame
dynamics. In fact, it can be considered from a theoretical point
of view as a good compromise since, being based on a flamelet
assumption, it is possible to consider a detailed reaction mechanism
without increasing the CPU effort.

To the best of the author’s knowledge, the present work represents
one of the first attempts in technical literature to analyse spray
flames in LES from a lab-scale test article up to a simulacrum of
an aero-engine combustor using the FGM model. This part of the
study has been carried out with the aim of assessing several aspects
of the proposed LES-FGM setup, which has been then applied by
the candidate in the numerical simulation of the full annular rig
studied within the EU-project LEMCOTEC (Low Emissions Core-
Engine Technologies). These latter calculations are not reported in
the dissertation for the sake of clarity and the interested reader is
addressed to [62] [63] to find out more.

From these set of analyses, the importance of primary breakup mod-
elling in spray combustion and the limitations of standard numerical
techniques for liquid phase will be clarified. The development of a
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unified approach from atomization up to evaporation will be iden-
tified as an essential effort to enhance the reliability of numerical
methods in this context.

To develop a unified approach in LES, able to account for the
evolution of the liquid phase from its injection up to evaporation in
order to overcome the problems of standard lagrangian techniques.
The ELSA model will be presented as possible solution in this
scenario. Several novel closures for its application in the aero-engine
context will be proposed and validated both on experimental and
numerical test cases. To the best of the author’s knowledge, the
present work represents also one of the first efforts in technical
literature focused on the extension of ELSA to the aeronautical
framework in LES.



Chapter 2

State of the art for scale resolving
modelling of spray flames

In Chapter [I] some basic concepts of spray combustion have been
introduced together with an overview about computational techniques
used in this context. From the given presentation, the lack of a deep
understanding about how the atomization process affects the reacting
flow field has been pointed out. It has been noticed that the major part
of contributions in technical literature regarding spray flames deals with
laboratory test conditions employing simplified boundaries for the spray.
In this chapter, a state of the art about the analysis of spray combustion
is proposed through the discussion of numerical results obtained on three
different literature liquid fuelled flames.

The goal of this part of the work is twofold: first, the impact of a correct
spray characterization in reactive calculations is pointed out. In this
manner, the need of more advanced strategies to deal with the atomization
process with respect to the actual state of the art is justified. Secondly,
the capabilities of the FGM model in dealing with spray combustion are
assessed on different configurations in order to propose it as a robust and
reliable tool for spray combustion mainly from an industrial perspective.

23
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2.1 Introduction

In this chapter, the main findings achieved in this research activity,
aimed at deepening the knowledge concerning the numerical simulation of
turbulent lean spray flames, are described. Particular attention is devoted
to the interactions between the liquid phase and the reacting flow-field. A
state of the art in the scale-resolving analysis of spray flames is reported
in order to clearly point out the limits of actual techniques for liquid
phase modelling. The research efforts proposed in the next chapters are
finally introduced to fill this gap.

At this purpose, three test cases at increasing level of complexity and repre-
sentativeness of actual lean aero-engines combustors have been considered
employing a LES-FGM approach:

e Sydney Spray Burner: it represents one of most detailed experi-
mental database both in reactive and non-reactive test conditions
available for partially premixed turbulent spray flames. In the
present work, such test case has been used to show the benefits of
LES in the prediction of spray evolution and to assess the capabili-
ties of FGM in reactive test conditions. Here, the liquid phase BCs
are well defined thanks to the availability of a detailed experimental
dataset.

e Sheen Spray Burner: the assessment of the LES-FGM numerical
set-up to investigate a swirled spray flame, with several data both
in terms of flow-field and pollutant emissions, has been the main
aim of such second test case. As reported later, a pressure swirl
atomizer is here employed involving a more difficult characterization
of spray injection parameters.

e Generic Single Sector (GSS) Combustor: the validation of
the proposed approach on a test article where both the geometry
and the operating conditions are fully representative of a typical
aero-engine combustor has been the goal of this part of the study.
A wide range of experimental measurements is available both for
flame and spray characteristics. It has been used to clearly show
the link between the modelling strategy for the liquid phase and
the obtained reacting flow-field.

The chapter is structured as follows: the first part is devoted to the
characterization of the common mathematical models used to address the
physical phenomena involved in the analysed cases. Then, the experimen-
tal test articles are described and the main results summarized.
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2.2 General aspects of numerical modelling

Numerical calculations presented in the following sections have been
carried out with the finite volume solver ANSYS® Fluent using a 3D
unsteady LES approach. The density-weighted Navier-Stokes system of
equations for the gas phase, which takes into account also the effects
of the liquid phase, arising from the filtering procedure, can be written
as shown below. The reader interested in a detailed derivation of such
system of equations is addressed to Sagaut et al. [64] among others.

% +9 - (50) = S (2.1)
ol

LAV (ﬁfj@fj) = VP +V - 6+V Tuget Smom  (22)

where &, p, Uand P represent the viscous stresses, density, velocity and
pressure of the gas mixture. Over-bars and tildes represent respectively
spatially filtered and density weighted filtered quantities based on a filter
width A, evaluated as the cube root of the local grid cell volume.

The unclosed sub-grid stress tensor T.4s, which appears in Equation
has been closed in all the analysed cases through a dynamic Smagorinsky-
Lilly model [65].

The filtered sources terms S’mass and Smom account for the contributions
of the liquid phase. As detailed in Chapter [} several numerical strategies
can be employed to consider the presence of a spray.

In this first part of the work, an Eulerian-Lagrangian approach has been
used [66], [67]. Such strategy is valid when the spray is highly diluted and
therefore downstream of the primary break-up process. Regions in the
proximity of the injector do not satisfy this assumption. Since the primary
break-up is not modelled, the definition of appropriate initial conditions
for the spray is required. The reader is addressed to sections devoted to
the single test cases for the derivation of spray boundary conditions.
Models for droplet motion, evaporation and heat transfer have to be spec-
ified to determine the source terms for the gas phase. Drag effects have
been taken into account for the liquid momentum equation, where the
drag coefficient has been computed through the hypothesis of spherical not
deformable droplets [68]. Concerning evaporation, a uniform temperature
assumption has been adopted [69], where the integration of convection
contribution on the mass transfer is included through the formulation
derived by Sazhin [70]. The impact of the sub-grid temperature fluctua-
tions on the evaporation process has been neglected. The interactions of
droplets with fluid turbulent structures (i.e. turbulent dispersion effects)
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have been instead included through the stochastic Discrete Random Walk
(DRW) model, where sub-grid contributions are used to calculate velocity
fluctuations. The reader interested in this topic is addressed to reference
[71], where such model is presented in detail.
Properties for liquid phase have been carefully chosen based on the test
case under investigation. In a similar fashion, remaining aspects of spray
modelling, such as secondary breakup, are case-dependent and detailed
in the following sections.
Clearly, in Equations 2.1 and [2:2] the effects of reacting phenomena are
not directly included. As stated in the previous chapter, in this work the
FGM model has been chosen to describe the reacting flow-field.
In FGM a two-dimensional manifold ¢ (Z, ¢) is created through the solution
of a set of laminar adiabatic one-dimensional flamelets and parametrizing
the chemical state only as function of two key variables, i.e. the mixture
fraction Z and the normalized progress variable ¢ = Y./ Ye eq, where Ye cq
represents the species mass fraction at equilibrium conditions. In the
present work, the un-normalized reaction progress variable (Y:), which
characterizes the transition from fresh to burnt gases, has been generally
defined as:

Y. =Yco + Yco, (2.3)

However, this general definition has not been always reliable for the test
articles here investigated. Modifications to this formulation have been
therefore considered and are specified in the following sections. Flamelet
equations have been solved using the dedicated tool integrated in ANSYS®
Fluent, creating a set of flamelets for several values of equivalence ratio
and scalar dissipation rate. This last quantity is modelled by means
of an algebraic function of progress variable and mixture fraction and
it is not considered as an independent variable of the manifold. Both
premixed and non-premixed flamelets can be generated and, considering
the different topology of the spray flames under investigation, the flamelet
set-up is individually specified in the next sections. A database of all
species, temperature and progress variable source term as a function of
mean values of Z and ¢ and their variances is generated, as shown in
Figure

In order to include the turbulence-chemistry interactions, laminar quan-
tities of the manifold are integrated in a pre-processing step using a
presumed [-Probability Density Function (S-PDF) for both mixture
fraction and progress variable, as in [73]. Hence, considering a laminar
quantity (¢, Z) and assuming that Z and c are statistically independent
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Figure 2.1: Progress variable reaction rate as a function of Z and c
obtained by Ramacekers et al. [72] applying FGM on a premized methane
flame.

in the flame, its integrated value has been calculated as:
)= //w(c, Z2)P(c,é,c2)P(Z,Z,2°2) dedZ (2.4)

where P is the S-function, while ¢, Z and ¢’2, Z’2 are respectively the
mean values and the variances of mixture fraction and progress variable.
Thus, such convolution procedure adds two additional variables to the
manifold, which arrives to its final four-dimension configuration. In the
present study, 21 points have been used in the manifold generation for
both variances.

During the solution processing, the manifold data are recalled solving the
following conservation equations for the un-normalized progress variable
and the mixture fraction and performing an interpolation on tabulated
values.

opZ

LAV pUZ=V. (ngffvz) +Q. (2.5)
82? +V.-pUY.=V- (ﬁDeffo/C) + @ (2.6)

In Equations Q. represents the source term due to spray evapora-
tion, whereas . is the source term of progress variable that is directly
taken from the flamelet tabulation as shown in Figure[2.1] D.ss repre-
sents instead the sum of molecular and turbulent diffusion coefficients.
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Concerning variances modelling, the following transport equations have
been solved in RANS calculations:

371;;/”2 ~ v 5 ~
e £V U2 = V- (5D VY. ?) + 5Cs Doy |V Yo+
ot o (2.7)
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where Cy, Cy and Cy are model constants and 7iyrp is a turbulence time
scale. The following algebraic gradient based closure has been instead
exploited for Z, in LES according to Donini et al. [73], whereas a transport

equation has been retained for Y ,:
— 9 N2
Zy = Cuparlys (|VZ|) (2.9)

where Cyqr is a model constant and ls4s is the sub-grid length scale.
Finally, considering that flamelets have been considered as adiabatic
during their solution, an enthalpy defect or heat loss/gain is added to
the manifold. In this fashion, heat losses due to liquid evaporation
are introduced. A detailed description of the enthalpy defect and its
implementation in ANSYS® Fluent can be found in [74].
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2.3 Sydney Spray Burner

In the first part of this section, the experimental test case is briefly
described. Then, an overview of the numerical set-up is reported both for
LES and RANS calculations. Finally, the obtained results in reacting test
conditions are shown with a comparison against experimental data.

2.3.1 Experimental test case

The burner is composed by a round central jet surrounded by a pilot
and an annular primary co-flow,, as shown in Figure The diameter of
the central jet (D) is 10.5 mm, whereas the pilot, whose outer diameter is
25.0 mm, holds 72 holes and is fixed 7.0 mm upstream of the nozzle exit
plane. The co-flow has an outer diameter of 104 mm. The co flow/burner
assembly is enclosed in a vertical wind tunnel with an air velocity of 4.5
m/s. The flame is fuelled with ethanol or acetone, which, compared to
heavier fuels, do not require a preheating of the carrier phase to evaporate.
The liquid fuel is released upstream of the jet exit plane by an ultrasonic
nebulizer generator. Its position, shown in frame B of Figure has
been optimized to reduce asymmetries in the spray distribution at the jet
exit plane [75]. The nebulizer creates a cloud of droplets in a diameter
range 0<d<100 pm with a Sauter Mean Diameter (SMD) of 40 pm and
approximately a log-normal distribution. The air carries droplets all along
the feeding pipe and an air/fuel mixture is generated at the jet exit plane
because of the evaporation within the feeding pipe.

In reacting test conditions, a pilot flame, fed by a stoichiometric mixture
of acetylene, hydrogen and air, is created in order to guarantee the same
C/H ratio of the main jet fuel. In isothermal conditions, this flame is
replaced by air with velocity of 1.5 m/s to match the pilot unburnt velocity
in reactive cases. For a detailed description of the burner assembly the
reader is addressed to Gounder et al. [76] and references therein.

The experimental apparatus has been operated at several operating points.
Isothermal and reactive conditions have been considered for acetone,
whereas ethanol has been used only in reactive configurations. For this
reason, acetone has been chosen in the present work.

Different data at atmospheric pressure have been experimentally collected
varying the fuel loading and air mass flow with a resulting different flame
behaviour. Nevertheless, just one non-reactive (SP2) and the correspond-
ing reactive (AcF2) test points have been here selected and the main
operating conditions are summarized in Table 2]

Two sets of experiments are reported in [76] for each operating con-
dition, i.e. “Experiment A” and “Experiment B”. In “Experiment A”
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Figure 2.2: Geometric details of the experimental apparatus [75]
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Acetone cases SP2 AcF2
Bulk jet velocity (m/s) 36 36
Carrier mass flow rate (g/min) 225 225
Liquid fuel injection rate (g/min) 75 75
Temperature at jet exit plane (°C) -5.0 -5.0
Overall equivalence ratio - 3.2
Flame length (cm) - 53
Experimental set A
Measured lig. flow at exit (g/min) 28.8 23.9
Vapor fuel flow rate at jet exit (g/min) 46.2 51.1
Equivalence ratio at jet exit - 2.2
Jet Reynolds number 31,900 32,100
Experimental set B
Measured lig. flow at exit (g/min) 33.9 38.2
Vapor fuel flow rate at jet exit (g/min) 41.0 36.9
Equivalence ratio at jet exit - 1.5
Jet Reynolds number 31,800 31,700

Table 2.1: Initial conditions of the simulated configurations [76]

the gas temperature is measured, whereas in set-B the droplet radial
velocity component is also reported. LDV /PDA system (Laser Doppler
Velocimeter /Phase-Doppler Anemometer) has been employed to measure
several spray quantities such as axial and radial velocities, shear stresses,
diameter, droplet number density and liquid volume flux. All the mea-
surements have been performed at different axial locations, i.e. x/D =
0.3, 5, 10, 15, 20, 25 and 30.

2.3.2 Review of previous numerical works

Considering the wide and detailed dataset available on this spray flame,

such test case has been widely used for the assessment of LES in spray
combustion in technical literature. An Eulerian-Lagrangian approach is
normally employed so that comparisons with the experimental database
can be directly performed.
LES calculations of different acetone spray flames (i.e. from AcF3 to
AcF8), using a two-dimensional FGM approach for turbulent combustion
modelling, have been carried out by Chrigui et al. [37]. A non-equilibrium
evaporation model was employed, assuming that it may have a strong
impact in reacting test conditions. Subgrid scales effects on droplet
dispersion and vaporization were neglected and the feeding pipe was
included in the computational domain in order to ease boundary conditions.
An overall reliable prediction of temperature levels and liquid phase
characteristics was pointed out. Some remarkable discrepancies, mainly
in the near axis region, were as well determined.
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Ukai et al. [77)] instead coupled LES with CMC for the computation of
a set of acetone flames. The results showed a fair agreement of mean
temperature especially along the centerline, which positively influences
the accuracy in the prediction of droplet statistics.

LES calculations of the set of spray flames fuelled with ethanol have
been instead performed by Rittler et al. [78], using a premixed FGM
combined with the ATF model. A fair agreement with the experimental
data has been again achieved. The attention has been mainly focused on
the impact of sub-grid variances modelling both for mixture fraction and
for progress variable.

In Figure 2:3] a brief summary of such works for test conditions similar to
the test point AcF2 here investigated is reported in terms of temperature
radial profiles. The data obtained on test conditions 6 (EtF6 and AcF6
respectively) have been considered for Rittler et al. [78] and Chrigui et al.
[37] since representative of AcF2 in terms of Reynolds jet number and air
mass-flow rate.
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Figure 2.3: Comparison of numerical results obtained on the Sydney
spray burner taken from Rittler et al. [78] for EtF6(top), from Chrigui
et al. [37] for AcF6 (middle) and from Ukai et al. [T7] for AcF2 (bottom,).

Therefore, this test case has been here employed since detailed information
of both liquid and gas phases are experimentally available. Several
numerical studies have been already performed using different modelling
strategies for turbulent combustion. This should lead to a comprehensive
assessment of the proposed LES-FGM approach on a basic geometrical
configuration. The accuracy of the obtained results is indeed strongly
determined by each numerical model (i.e. evaporation model, combustion
model, spray tracking) and in the next section the most important features
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of RANS and LES calculations are briefly resumed.

2.3.3 Main features of the numerical set-up

In this section, the main aspects of the numerical setup are summarized.
The reader interested in the different sensitivies carried out on this test
case is addressed to [79, [80] to find out more.

As far as spray boundary conditions are concerned, the wide experimental
dataset at x/D=0.3 has been used to derive the characteristics of the
injection. In this manner, droplets properties, such as diameter, velocity
and mass flux have been extrapolated and imposed at the domain inlet.
Therefore, for each position, ten parcels, corresponding to ten equispaced
diameter classes ranging from 0 ym to 100 um, have been injected at
several radial and tangential locations (see Figure [2.4)[79, [80]. In order

Figure 2.4: Sketch of the chosen injection setup on a 15 degrees sector of
the jet inlet [79, [80].

to reduce the impact of the discrete injection, a radial and temporal
staggering [74], which consists in a time-dependent random variation of
the injection location around mean positions, has been included.
Acetone liquid properties have been derived from Reid et al. [81] and
NIST database as a function of temperature. As reported by Chrigui
et al. [37], the values of Weber and Ohnesorge numbers are very low
(We < 0.3,0h < 0.006 ) in the entire domain, so that secondary break-up
effects can be safely neglected.

Regarding the carrier phase boundary conditions, the velocity at jet inlet
has been derived starting from experimental data on axial velocity for the
0-10 pm class, i.e. particles that follow the carrier phase [75]. A scaling
has been then carried out in order to retrieve the experimental mass flow
rate (see Table . The velocity profile provided by Masri and Gounder
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[75] has been instead employed to calculate the coflow velocity, obtaining
a value of 5.9 m/s with a turbulence intensity of 9%. A fixed ambient
pressure has been finally imposed at the domain outlet.

In LES calculations, a turbulence generator has been employed at the
inlet patch to promote the generation of turbulent eddies and a spectral
synthesizer method has been employed to this end [82].

Comparisons with a reference RANS solution will be also shown for this
spray flame to better appreciate the impact of LES. Following De et al.
[83], a standard k-e model with the correction Ce; = 1.6 has been used.
For FGM, the detailed chemical mechanism for acetone provided by Pichon
et al. [84] has been employed to generate the flamelet solution and the
PDF table. A set of 64 opposed-jet non-premixed flamelets have been
therefore used for the FGM database. As already mentioned in Section[2:2]
a different definition of the un-normalized progress variable with respect
to Equation has been here adopted. The following expression suitable
in the frame of spray combustion, has been used. A similar expression
was suggested also in [37] to correctly represent the reacting flow-field.
Here, the C'O-mass fraction has been also included.

_ Y002 YCO YH2 + YHQO

+ +

Y. =
Mco, Mco Mn, Mnu,o

(2.10)

where My are the molar mass, used as weighting factor for the species
mass fraction.

The chosen computational domain takes the region downstream of the
exit plane and the feeding pipe has not been included.

In RANS simulations, a prismatic mesh of a 15 degrees sector has been
simulated to reduce the CPU cost and to ease the convergence. Instead,
a 360° domain, composed by hexahedral elements, has been used for LES
(see Figure . The mesh quality has been verified thanks to the Pope’s
criterion [85] in non-reacting test conditions [79, [80] and it is shown in
Figure The sub-grid component of the turbulent kinetic energy (ksgs)
has been here calculated through the formulation suggested by Yoshizawa
[86], where the characteristic constant has been approximated using the
dynamic viscosity constant. The criterion is verified in all the region
of interest and a further assessment has been also carried out using the
method of Knaepen et al. [87] to calculate ksqs[79, [80]. Further details
of the employed computational domains are summarized in Table [2.2]
Second-order schemes have been employed both for spatial and time
integration. A PISO algorithm with 12 iterations per time step completed
the numerical set-up.

For the sake of clarity, in the following section only the results achieved
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Figure 2.5: Mesh adopted in RANS (top) and LES (bottom) simulations
(taken from [80]). Pope’s criterion for LES is also shown on the bottom
figure.
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Case Angle ['] | Extension [mm] (ax-rad) | Cells (10°) | Nodes (10°)
RANS 15 900x140 2.98 1.87
LES 360 900x100 21.35 22.18

Table 2.2: Mesh details

in reacting test conditions (i.e. ACF2) are resumed. The numerical data
obtained for the test point SP2, which show a great agreement, can be
instead found in Puggelli et al. [79].

2.3.4 Reactive analysis

The main aim of this section is to carry out a first assessment of the
proposed LES-FGM set-up in reacting test conditions. The significant
amount of experimental data on this fundamental geometrical configu-
ration leads to a detailed validation of the proposed methodology. The
presence of a combustion process introduces complex interactions between
the different phenomena, as explained in Chapter (1| requiring particular
attention on the choice of numerical parameters.

Further details on numerical set-up Considering the overall good
agreement obtained in non-reacting test conditions with LES in terms
of discrete phase variables [79], the computational domain described in
the previous section has been retained also for the reacting test point.
For gas-phase solution, a time step of 1 x 107> s has been used in LES
and considering a flow-through time around 0.1s, nearly 20000 time steps
were performed to flush out boundary conditions and allow the flow-field
to develop. Statistics were then gathered over nearly two FTT.
Considering the reacting test point, boundary conditions for the mixture
fraction and progress variable have to be carefully chosen. The mixture
fraction at the jet inlet has been calculated based on the experimental
mass fraction of acetone vapour at the pipe exit (i.e. Z=0.141), whereas
7Z=0 has been imposed at the co-flow inlet. Considering that at these inlets
the mixture is unburned, the progress variable has been set ¢=0. Instead,
the pilot has been modelled as a burnt mixture (c=1) with Z=0.095, i.e.
the stoichiometric value.

In reacting test conditions, boundary conditions for the gas-phase temper-
ature are not experimentally available and therefore T=293 K has been
assumed both for the co-flow and jet inlets. At the pilot exit instead,
temperature (Tpi0t) has been imposed equal to the adiabatic flame tem-
perature corresponding to pilot mixture fraction. As reported by De et al.
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Figure 2.6: Instantaneous temperature (left) and velocity (right) contours
obtained in LES.

m, Tpitot=2493 K. The rise in temperature augments the pilot velocity
and, in order to respect the flow-rate shown in Table 2.1} a value of 12.76
m/s with no turbulence has been imposed.

Results and discussion As already said in Chapter [I] in reacting
conditions the adoption of a scale resolving approach, such as LES, leads
to strongly improve the spray flame solution. This is mainly related to a
better resolution of turbulent mixing that is a key process in flame devel-
opment. In Figure 2.6 the LES instantaneous temperature and velocity
contour plots are shown. The spray evolution is also super-imposed on
the temperature field.

The liquid enters in the combustion chamber with a high momentum with
respect to the air and in the near injection region it is nearly unaffected
by the carrier phase. Further downstream, the spray evaporates and grad-
ually feeds the flame with new reactants. The spray tends progressively
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Figure 2.7: Instantaneous liquid volume fraction (left) and liquid velocity
(right) contours obtained in LES.

to be relaxed to the gas phase velocity by the drag force and the turbu-
lent fluctuations determine the dispersion of the liquid. This is clearly
shown in Figure where the discrete phase liquid volume fraction (o)
together with its axial velocity is reported. The reduction of «; all along
the domain due to evaporation and radial dispersion is associated to a
lower slip velocity between phases that tends to disappear at the end of
the domain.

A non-uniform mixture fraction field is therefore produced leading to a
partially premixed flame behaviour. Shears generated in the first part
of the combustion chamber are essential to correctly characterize the
dispersion of parcels and the vapour release in the carrier phase. Such a
process is reproduced in LES and RANS in a very different manner as can
be pointed out in Figure 2:8 In RANS, the Z field is narrower in radial
direction because the reduced spray mixing tends to keep the droplets
closer to the centreline. Less fuel vapour is produced and this moves the
position of the Z peak downstream with respect to LES.

Moreover, the progress variable field shows that in LES the gas mixture



2.8 Sydney Spray Burner 39

RANS LES LES

Temperature
2600.00
I 247753

O=2WHAONOONWIIOPWO-=N

OO0000000000OO000OC
coooooOnLLLLLIN

[K]

Figure 2.8: Comparisons between RANS and time-averaged LES
temperature fields (left), mizture fraction (center) and reaction progress
variable (left) in reactive cases [80)].

in the near injection region is not completely burnt. The increased turbu-
lence levels cause a slight flame lift-off. This is also confirmed in Figure
[2-9] where both time averaged velocity field and OH mass fraction are
shown. In RANS context, the pilot directly stabilizes the flame and the
simulation is not able to properly reproduce the local quenching related
to the interactions with the fresh carrier phase. Moreover, with respect
to LES, the axial extension of the high velocity region is higher since
the turbulent dispersion model is not properly reproducing the radial
spreading of the liquid phase [80].

Considering these observations, evaporation and mixing in the analysed
test conditions are completely controlling the flame stabilization and
topology. Based on the local vapour release rate, the spray combustion
tends towards a premixed or diffusive combustion regime [37]. In the
analysed test point, the evaporation rate is progressive and the modelling
assumption of an asymptotic non-premixed flame behaviour is respected.
This is verified in Figure[2.10] which shows contour plots of source terms of
discrete phase in terms of mass, axial and radial velocity. They represents
the two-way coupling of a standard Eulerian-Lagrangian calculation.
Clearly, source terms depend both on the grid sizing and on the number
of parcels in each cell. It should be pointed out that all these contribu-
tions, in particular the mass source term, are nearly negligible in the near
injection region. In fact, immediately after the injection, the liquid is
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Figure 2.9: Comparisons between RANS and averaged LES velocity
magnitude (left) and OH mass fraction (right) fields in reactive cases [80)].

cooled down due to the initial evaporation and this limits the heat up of
the fuel. Then, going further downstream, the influence of the pilot is
increasingly important leading to higher mass sources in the combustion
zone. In terms of momentum, the evolution is quite similar. In particular,
in the reacting region, the gas phase is probably accelerating and the
droplets see a high slip velocity. The radial contribution is here much
lower since, considering the co-flow configuration, the radial component
of the gas phase velocity is nearly zero. The resulting acetone distribution
is shown in Figure [2.11] to further justify the non-premixed assumption
here employed.

The evolution of the evaporation process described so far is deeply affected
also by the high level of temperature and velocity fluctuations reproduced
by LES (see Figure . Liquid parcels are subjected locally to high
temperature variations (up to 700 K), which can completely modify the
stabilization of the flame. Clearly, in RANS context this effect is not
captured.

The impact of the LES modelling on the temperature field is quantita-
tively plotted in Figure[2.I3] A substantial improvement is evident and a
more physical representation of the radial temperature evolution is surely
achieved. This is due to a better prediction of the turbulent dispersion
and evaporation of the spray and of the resulting flame shape. The
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Figure 2.10: Liquid phase instantaneous mass source term (left), azial
momentum (center) and radial momentum (right) source terms in LES.

3]

GGG
Figure 2.11: Instantaneous (left) and time-averaged (right) acetone
contour plots.

obtained flame brush is in a satisfactory agreement with experiments and,
in particular at higher radii, the effect of a more physical representation of
the liquid-gas interactions is evident. It is worth pointing out that locally
the overestimation of temperature obtained with a steady-state approach
is around 300-500 K with respect to experiments, mainly at higher radii.
This can have a huge impact for instance on the prediction of pollutant
emission or wall temperature.

Furthermore, comparing the obtained results with Figure[2.3] the reported
agreement is in line with the data achieved with further advanced com-
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Figure 2.12: Temperature (left) and velocity (right) fluctuations provided
by LES.
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Figure 2.13: Radial profiles of the gas phase temperature field for the
LES reactive case against RANS [79, [80)].

bustion models leading to a further assessment of the proposed set-up on
this geometrical configuration.

The spray evolution obtained in this way is clearly related to the tempera-
ture and velocity fields analysed so far. In Figure [2.14] the axial velocity at
three different axial positions is plotted. Also in reacting test conditions,
a good agreement with experimental results is achieved. Profiles of axial
velocity are also representative of the spray-opening angle, which seems
to be well reproduced.

It is interesting to point out that also in terms of axial velocity fluctuations,
experimental data agree well with numerical calculations (see Figure [2.15)).
The presence of the flame enhances the turbulence and the droplet rms
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Figure 2.14: Radial profiles of the droplet axial velocity at three azial
distances from the jet exit plane [79, [80].
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Figure 2.15: Radial profiles of the droplet rms axial velocity at three axial
distances from the jet exit plane [79, [80].

velocity profile becomes monotone increasing because close to the flame
front velocity fluctuations are higher. The rms values are well reproduced
also increasing the axial distance, suggesting that the sub-grid scale model
is properly reproducing the physics under investigation. As long as the
spray evaporates and droplet diameter is reduced, liquid particles become
a seeding and their evolution perfectly represents the gas phase.
Furthermore, the agreement obtained in terms of rms suggests that cal-
culations are reproducing also the bimodality of the spray at the edge
of the fuel nozzle that propagates downstream and determines the spray
fluctuations [37, [76]. In fact, experimentally a wide range of droplets
with different Stokes numbers is generated inside the feeding pipe and
small particles follow the carrier phase in terms of fluctuations, whereas
bigger ones yield to generate high slip velocity and locally lower rms.
Such evolution seems to be here correctly reproduced.

In Figure 216 volume flux profiles are also shown. Again, an enhance-
ment with respect to RANS is obtained thanks to a realistic resolution of
the spray turbulent dispersion. Some discrepancies may be still detected
since the spray seems to be gathered from a computational point of view
in the near axis region. At the last experimental section (z/D=30) the
disagreement is not much significant since the major part of the spray is
already evaporated. It should be pointed out that similar results have
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Figure 2.16: Radial profiles of the droplet volume flux at three axial
distances from the jet exit plane [79, [80].
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Figure 2.17: Radial profiles of the droplet mean diameter at three axial
distances from the jet exit plane [79, [80].

been obtained also in [37], where a non-equilibrium evaporation model
was also employed. Furthermore, as suggested by Chrigui et al. [37], on
an experimental point of view, volume flux measurements can present
strong under-predictions since some parcels may be not detected by the
PDA. Finally, in Figure radial profiles of mean droplet diameter are
shown. The agreement is again reasonable. Going downstream, even if
the evaporation is acting, the diameter remains nearly constant since
just the small classes are evaporating. Only the bigger particles survive
and arrive until the last experimental section. Calculations are able to
reproduce such experimental trends.

2.3.5 Concluding remarks on Sydney Spray Burner

A turbulent lean spray flames belonging to the database of the Univer-
sity of Sydney has been investigated in both RANS and LES frameworks.
A standard Eulerian-Lagrangian approach coupled with the FGM com-
bustion model has been employed from a numerical point of view.

The non-reactive case, which was not reported here for the sake of brevity,
showed a substantial improvement in the prediction of spray evolution
when a scale-resolving technique was employed thanks to a more accurate
representation of turbulent dispersion. The interested reader is addressed
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to Puggelli et al. [79] for further details.

In reacting test conditions, the different interactions between spray, com-
bustion and turbulence lead to much more complex physical phenomena.
Especially in terms of temperature field, LES provides a general good fit
with experiments. Several characteristics of both liquid and gas phases
have been analysed in order to show the impact of liquid phase modelling
on the resulting reacting flow-field.

On a test case where the liquid boundary conditions are clearly defined,
the proposed LES-FGM set-up leads to a satisfactory agreement with the
experimental data, consistently with previous numerical works realized
on the same test case.
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2.4 Sheen Spray Burner

The capabilities of the LES-FGM set-up in correctly representing
the interactions between turbulence, spray and reacting flow field were
highlighted in the previous section. However, a more representative case
for aero-engine applications, with measurements of typical gas-phase
quantities (i.e. flow-field, temperature, and pollutant emissions), has to
be as well considered. Therefore, the experimental set-up studied by
Sheen [88] has been chosen as a second test article. In this section, the
main results are summarized and the interested reader is addressed to the
works of Puggelli et al. [89, 90] for further details and investigations on
this spray flame. The author would like to express his gratitude to ASME
(American Society of Mechanical Engineers) society for the permission to
use parts and figures of his papers.

2.4.1 Experimental test case

The Sheen burner consists of a cylindrical combustion chamber fed
by a swirled air jet flowing through an annular duct. A sketch of the
experimental domain is shown in Figure [2.18] where the main geometrical
features are also reported. The combustor chamber is 500 mm long with
a diameter Do of 200 mm. The annular duct has an inner diameter
D;, of 21 mm and an outer D,y: of 42 mm. The outer radius of the
annulus (R=21mm) is used in the following as reference length. The
swirler is composed by 20 equally spaced vanes with a discharge angle
of 30° with respect to the axis. The fuel injector is located at the center
of the combustor (x=0 mm) and it injects Jet A-1 through a pressure
swirl atomizer generating a hollow spray cone. Air and fuel enter into the
combustion chamber at ambient temperature and all tests were carried out
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Figure 2.18: Sketch of the geometry experimentally studied and of the
spray flame under investigation (adapted from [88]).
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Inlet pressure [bar] 1
Inlet temperature [K] 300
Burner AFR [-] 27.88
Burner airflow rate [g/s] 26.1
Burner fuel flow rate [g/s] | 0.951

Table 2.3: Operating conditions for Sheen burner [88].

at atmospheric pressure. Experimental data in terms of gas phase velocity,
temperature and species (O2, CO2, CO and H3) concentration in reacting
test conditions are available at several axial positions downstream the
swirler exit. In Table[2:3] the operating conditions are briefly summarized.
It should be pointed out that, here, no experimental information on the
generated spray is available.

With respect to the previous test case, a swirled flow field is under
investigation and both the chosen liquid fuel and the injection strategy
are almost consistent with a real aero-engine application.

2.4.2 Review of previous numerical works

Considering the characteristics of the swirled reactive flow-field anal-
ysed in this section, numerical studies can be challenging. In literature,
significant results in predicting the flow behaviour and the flame topology
on this test article have been achieved for instance by Jones and co-workers
[91]. Here, the BOFFIN-LES code has been employed to realize a set of
LES simulations both in isothermal and reacting test conditions. Consid-
ering the lack of geometrical details for the swirler, it was not included
in the computational domain. As shown in [91]], a reliable representation
of the swirling flow-field can be even obtained locating the inlet 50 mm
upstream of the jet exit and accounting for the swirler effects by imposing
a swirling velocity component. Jones et al. [92] carried out a very detailed
analysis in non-reacting test conditions to determine the value of the
swirler number (S,) to be used at the inlet. Finally, S, equal to 1.22
was suggested to match the experimental velocity profiles at the first
measurement section [91] 02].

Instead, for the burning test point, the evolution of the Ny scalar quanti-
ties, which determine the thermo-chemical state of the multicomponent
reacting mixture (i.e. N species mass fraction and the enthalpy), was
described by Jones and coworkers [91] thanks to the TPDF approach
developed by O’Brien [93]. All the terms related to liquid evaporation or
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reactions are directly closed and the modelling acts just at sub-grid scale
(sgs) and micro-mixing levels [25] [9T] 94]. A dynamic Smagorinsky model
[65] was employed for sgs terms and a Linear Mean Square estimation
closure for the latter one. The reader interested in this topic is addressed
to references [25] [04], where it is discussed in detail. A stochastic Eulerian
field method is then employed to solve the resulting transport equation for
the PDF [25] [9T] 95]. A four step global reaction mechanism for Ci2Has
was employed to reduce the computational cost. Regarding the liquid
phase characterization, the state of the dispersed phase is characterized
in terms of droplet radius (R), velocity (V), temperature (7') and num-
ber (0) leading to the joined PDF P, (V,R,0, N, T, x,t) [94]. A set of
stochastic Lagrangian parcels, which are inertial particles and follow the
Stokes law [94], is then tracked in the phase space (V, R,0, N, T, z,t) to
determine the liquid evolution. Such stochastic approach leads to directly
account for the effects of small scales on the droplets motion, which can be
important mainly in zones where the mesh is not fine enough to minimize
the impact of sub-grid scales. As reported also in [96], in regions where
the sub-grid scale turbulent kinetic energy is about the 30% of the total
one, the effects of small scales on droplets evolution can be important
and cannot be neglected. To the best of the author’s knowledge, this
represents one of the few attempts in technical literature to consider the
sgs-droplet interactions. The major part of spray combustion studies (see
for instance [37, [97]) assumes that more than the 80% of the turbulent
kinetic energy is resolved in all the domain and therefore the effects of
sgs-droplet interactions are considered as negligible. The same approach
has been also employed in the present work.

As long as spray boundary conditions are concerned, a sensitivity analysis
was as well performed by Jones and co-workers in [95]: it was shown that
the spray distribution has here a huge impact since, using for instance
a mono-disperse spray of droplets smaller than 55 pum, the flame can
be shorter than the experimental one and it is characterized by high
temperature values. In a similar fashion, it was pointed out that if the
spray is composed by big droplets (i.e. d > 65 pm), the mixture becomes
very lean in the first region of the burner and temperature would be
under-estimated [95]. The resulting flow-field together with data obtained
on the first experimental section are reported in Figure A fair
agreement with respect to the experiments was pointed out both in terms
of flame shape and chemical species.

The same test article was also numerically investigated by Fossi et al. [98]
using a standard steady laminar flamelet model. A computational domain
similar to Jones et al. [91] was employed and the most interesting aspect
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Figure 2.19: Numerical results obtained by Jones et al. [91] in terms of
flow-field and temperature contour plots (top) and radial profiles at
z/R = 0.5 (bottom). Modified from Jones et al. [9]].

is surely the comparison between pure n-decane (i.e. 100% CioHa22) and
a mixture of n-decane and toluene (i.e. 60% C19H22 and 40% C7Hs) as
surrogates for liquid Jet A-1. No appreciable differences were observed
between the two cases and a good agreement in terms of flow-field charac-
teristics was obtained, even if major discrepancies were pointed out as far
as chemical species are concerned.

2.4.3 Main features of the numerical set-up

Calculations were carried out on the computational domain shown
in Figure A coarse grid (M1) consisting of 2.8x10° tetrahedral
elements and 0.59x10° nodes with 5 prism layers for near-wall modelling,
with a sizing of 2 mm at the annular duct exit, was firstly generated. A
further refined grid (M2), with a minimum size of 1 mm, was then created
counting 9.9x10° elements and 1.8x10° nodes. A cross-section of the two
generated meshes is shown in Figure[2.2I] As in the previous test case,
the quality of the mesh in LES has been verified using the well-known
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Figure 2.20: Computational domain and boundary conditions used for
Sheen Burner.

Figure 2.21: Computational grids M1 (top) and M2 (bottom) employed in
LES simulations. The Pope’s criterion is shown for M1 on the left side
of the figure.

Pope’s criterion [85], where kqgs has been again calculated through the
formulation of Yoshizawa [86]. It was verified in the entire region where
reactions take place for both the computational grids (see Figure for
the Pope’s criterion on mesh M1).

From the picture, it is possible to notice the inlet (on the left), located
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upstream the front plate of the combustor, and the outlet of the domain.
In the same figure, the axial position of first and last experimental sections,
using R as reference length, is also shown. As in Jones et al. [91], the
swirler was not included in the numerical domain and a S,, of 1.22 was
prescribed.

Resulting uniform top-hat profiles have been imposed at the inlet, con-
sidering an axial velocity component determined from the experimental
mass flow rate (see Table . From a theoretical point of view, this is
not an ideal approach for LES since turbulent inflow boundary conditions
are normally required. To verify this simplification, the effect of inflow
boundaries has been investigated in isothermal conditions where a good
capability of LES in describing the flow field was observed. This can be
explained considering that turbulence is mainly generated in the sudden
expansion of the swirling jet inside the combustion chamber. Such analysis
in non-reactive test conditions is not shown here for the sake of clarity.
The numerical set-up is completed by a uniform static pressure value
prescribed at the outlet of the domain, whereas all the other boundaries
have been considered as smooth, no slip and adiabatic walls.

Special attention has been also devoted to the liquid fuel modelling and
again from a numerical point of view a Lagrangian tracking has been here
employed. The injection consists in a hollow wide angle cone (70-80°)
for which experimental information of injection temperature and velocity
are available from Sheen [88]. Here, with respect to the Sydney Spray
Burner, the characterization of the spray BCs is much more challenging
since no experimental information is available on the generated drops
population. Nonetheless, several experimental works over the last years
have been focused on pressure and pressure-swirl atomizers (see [12] [99]
and references therein) and different experimental correlations have been
derived. Therefore, using an initial guess Sauter Mean Diameter (SMD)
determined from the experimental correlation for pressure atomizers re-
ported in [12] and assuming a Rosin-Rammler spray distribution [91], a
preliminary RANS sensitivity analysis on both SMD and injection angle
has been realized. Consistently with data reported by Jones et al. [91],
a mean diameter of 60 ym and a spread parameter for Rosin-Rammler
distribution of 3 have been determined as reliable spray boundary condi-
tions for this test case, together with an injection cone angle of 74°.

As far as combustion modelling is concerned, taking into account that
in the experimental work a non-premixed behaviour of the spray flame
is observed [88], 64 opposed-jet non-premixed flamelets have been used
for the FGM database. In all the reported simulations, fuel kerosene has
been modelled assuming C19H22 (n-decane) as single species surrogate
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and a detailed reaction mechanism taken from [I00] with 96 species and
856 reactions has been used for kinetics.

A time step of 5x107° s has been chosen for mesh M1 in order to properly
control the Courant number in the near injection region. Then, it has
been further reduced to 1x107° s with mesh M2 in order to accurately
reproduce the main unsteady features of the flow field.

Considering that the geometry under investigation is 0.55 m long and
that in reactive test conditions a bulk velocity of 26 m/s is determined
[91], a flow through time of 2.1x1072 s has been evaluated. Thus, after 2
flow through times required to flush out the initialization and to allow
the unsteady flow field to evolve, statistics were collected on 3 FTT in
order to achieve a statistically representative solution.

In terms of numerics, bounded central difference schemes for momentum
discretisation and a second order implicit formulation for time have been
employed. A PISO algorithm with at least 8 iterations per time step for
both M1 and M2 completed the numerical set-up.
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Figure 2.22: Instantaneous (for t51=3.5 for M1 75,=2.5 for M2) and
mean temperature and velocity distributions for Sheen Burner for M1 and

M2 [90].
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2.4.4 Reactive analysis

Instantaneous and time-averaged contour plots of velocity and temper-

ature obtained on the two grids are shown in Figure 222} The air stream,
due to its high tangential component, enters inside the combustion cham-
ber and expands radially creating through the vortex breakdown two main
flow structures, i.e. the inner recirculating zone (IRZ) and the outer one
(ORZ). Two mixing layers are therefore generated, i.e. one in the region
where the swirling jet mixes with the reacting gases and one between
the oxidizer and the corner recirculation region. Droplets are injected
with high velocity and some of them, characterized by smaller diameters,
tend to evaporate immediately after the injection as demonstrated by the
low temperature region near the injection location. Conversely, larger
droplets are able to pass through this zone and cross the air stream with a
reduction of the evaporation rate. Such droplets come up to the side-walls
where they complete their evaporation or are captured by the corner
recirculation zone. The refined mesh is capable of reproducing smaller
turbulent flow structures enhancing the mixing between kerosene vapour
and fresh gases.
In Figure [2:23] the resulting axial velocity and temperature profiles for M1
and M2 at several axial distances from the injector location are compared
with experimental data. The two series of symbols used for experiments
represent the left and right sides of radial profiles in order to provide
evidence of the experimental asymmetry.
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Figure 2.23: Azial velocity (left) and temperature (right) profiles at
several azxial positions [90)].

It should be pointed out that at the first section (z/R = 0.5) the experi-
mental velocity profiles show a non-physical double peak probably due to
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the liquid injection. In this zone, the spray is dense and it probably acts
as a noise source in the measured signal. With the exception of this region,
the agreement obtained with LES in terms of axial velocity profiles is
satisfactory, suggesting that the chosen numerical set-up is able to reliably
describe the topology of the flow field under investigation. A similar
agreement has been obtained also in terms of radial and circumferential
velocity components, which are not here reported for the sake of brevity
[89]. Some remarkable discrepancies can be still determined at z/R = 1.5,
where the extension of the recirculation region in radial direction is slightly
overestimated. A comparable behaviour is also shown by Jones et al. [91]
for such section and the authors argued that velocity measurements are
still significantly affected by the presence of droplets and that important
uncertainties in accuracy of experiments can be therefore inferred.
Regarding temperature profiles a good correspondence with experiments
in the outer recirculation region is obtained in all the analysed sections.
Performed simulations correctly catch the generation of the mixing layer
between fresh air and burnt gases leading to a consistent prediction of
temperature evolution at high radii. In particular, the agreement ob-
tained in the corner vortex region is due to the scale-resolving resolution
of the flow-field: the intensity of the recirculation is significant and some
droplets, which have still to be evaporated, are captured by the carrier
phase and burn in the ORZ.

However, a non-physical double-peaked evolution is recovered at z/R = 0.5
for grid M1, whereas the finer mesh, even if it avoids such discontinuous
evolution, shows a higher maximum value than the experimental data.
This is probably related to the spray evaporation that determines a strong
sink in the gas phase temperature that is not shown in the experiments.
In Figure the instantaneous mixture fraction distribution is analysed
in order to better understand such a behaviour. Once the spray is injected,
considering the high velocity difference between liquid and air in that
region, convective heat transfer is high and, because of it, the liquid
quickly heats up. Fuel parcels arrive soon to the wet-bulb temperature
and a relevant amount of decane vapour is generated. This occurs within
the zone identified through the blue line at Z=0.12 (i.e. roughly ¢=2).
This high value of the equivalence ratio leads locally to relatively low
temperatures, but immediately downstream, due to the mixing with the
swirled flow-field, a stoichiometric region is created that generates the
temperatures peaks pointed out in Figure [2.23] Then, the liquid spray,
which is not much affected by the carrier-phase interactions and tends to
follow nearly the injection angle, proceeds along the combustion chamber
arriving at the walls where it completely evaporates.
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Figure 2.24: Instantaneous mizture fraction contour plot (left) and
temperature distribution (right). The white line represents the iso-line at
=1e-05, the green line the stoichiometric Z and the blue one Z=0.012.

With respect to experiments, the evaporation rate is probably over-
estimated in the near injection region and the liquid is nearly immediately
saturated. This problem has been detected on both the analysed com-
putational domains. Non-equilibrium effects for instance (see [37] and
references therein), which are not here accounted, can be significant in this
region. As reported in [37], non-equilibrium conditions normally appear
if the evaporation rate is high or if a quick changing on the temperature
of the liquid interface takes place (i.e. the two phase flow is subjected to
a strong temperature gradient). This situation may occur when droplets
from the injection zone approach to the flame front: they have to face
high temperature gradients, and therefore the time to relax towards ther-
modynamic equilibrium is very short.

Another possible explanation of such problem is related to the chosen
value of the injection angle. As highlighted in [91], together with the
drop-size distribution, it completely controls the reacting flow field: if
the spray angle is too narrow, droplets are directly injected in the shear
region between the IRZ and the swirling flow field. This region is full
of hot gases and a high evaporation rate would be determined together
with an under-estimation of temperature in the far-field region since the
fuel has been nearly completely consumed. Instead, a too wide injection
angle would force the droplets to immediately cross the airflow and to
cool down the liquid, leading to the generation of a lean air-fuel mixture
with an under-estimation of temperatures in the whole burner. However,
results reported so far and in the following in terms of chemical species
show that, especially in the far-field, calculations seem able to correctly
reproduce the phenomena involved leading to a preliminary validation of
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the injection set-up.

It is worth pointing out also that a very similar evolution of temperature
on the first experimental section was also obtained by Jones et al. [91] with
a completely different computational set-up (see Figure , thereby
validating the approach here proposed.

Moreover, near the burner axis, temperatures are slightly overestimated.
Such discrepancy is probably related to the contribution of radiation,
which can have a strong impact in the core region of the burner. This
has been verified through a RANS sensitivity analysis, where the impact
of radiation has been introduced through the Discrete Ordinate Method
(DOM) and a weighted-sum-of-gray-gases approach for the calculation of
the total emissivity coefficient [I01]. RANS simulations highlight a strong
impact of radiative heat transfer, which lower the gas phase temperature
of the central recirculation zone of roughly 100 K. Therefore, an impact is
also expected in LES context and further investigations are surely required
on this point. However, models to account for the interactions between
turbulence, radiation and liquid phase in scale-resolving simulations are
currently under investigation in technical literature and it goes beyond
the scope of the present work.

Nonetheless, with the exception of the near-injection zone, calculations
agree reasonably well with temperature distributions and chemical species,
which are key parameters during the design of spray flame systems, have
been also investigated to thoroughly assess the numerical approach. Time-
averaged distributions of dry mole fraction (percent) of COz and Oz are
shown in Figure [2.25] for the two computational grids.
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Figure 2.25: Dry (percent) mole fractions of CO2 (left) and Oz (right)
profiles at several azial positions [90)].

The CO2 concentration levels are well reproduced by LES both in the
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main and corner recirculation regions. For instance, at the first experimen-
tal section, the C'O2 peak is physically captured as well as its evolution
along the radius, mainly with the finer mesh. Instead, the calculated
O> levels are underestimated mainly in the zone near the axis. In fact,
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Figure 2.26: Dry (percent) mole fractions of Ha (left) and CO (right)
profiles at several azial positions [90)].

experimental profiles are almost constant for r < 10 mm, whereas they
show a strong peak in correspondence of the fresh air stream entering
the combustor. In LES simulations such behaviour is not reproduced and
a higher O consumption is predicted. However, also for Oz at higher
radii, a reasonable agreement with experimental data has been achieved
consistently with previous numerical works [91], [08].

It is also interesting to understand the capabilities of FGM in terms of
intermediate species and in Figure [2:26] radial profiles of Hs and CO are
reported at the same axial distances. At the first experimental section,
where the flame takes place, H» levels are overestimated but, going down-
stream, a good agreement is again determined up to z/R = 5 where no
reactions occur. Results for CO are similar with an overestimation in the
near field and a closer agreement further downstream: the aforementioned
temperature peaks and locally the high values of mixture fraction lead to
a strong generation of C'O, that is quickly converted in CO> recovering
finally the experimental distribution. An evolution consistent with Jones
et al. [91] was again achieved (see Figure [2.19).

2.4.5 Concluding remarks on Sheen Spray Burner

A swirled spray flame, fuelled with Jet A-1, has been here used as
further test case to analyse the capabilities of the proposed LES-FGM
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approach. The proposed numerical set-up was able of reproducing the
main characteristics of such non-premixed flame in terms of burning and
mixing regions as well as species mass fraction.

A proper description of the flame evolution has been achieved and the
LES-FGM set-up, in a test case where a diffusive burning mode can be
stated, proves its potential in predicting pollutant emissions. It is worth
pointing out also that the obtained agreement is coherent with results
reported by Jones et al. [91] with a much more advanced combustion
model, which is also characterized by a higher computational cost with
respect to FGM.

Nonetheless, in regions where the effects of liquid fuel are still significant,
some discrepancies have been determined. They are probably related to
the performances of the employed evaporation model. Locally, an over-
estimation of the evaporation rate as well as of the temperature peaks have
been pointed out in the near-injection region. The subsequent mixing
with the carrier phase and the development of the reacting flow-field
are strongly affected by this non-physical vaporization. Then, once the
liquid is completely vanished and the decane vapour mixed with air, the
experimental evolution is again recovered. In a similar fashion, the chosen
spray BCs can have a significant impact on such discrepancies since they
completely control the evaporation and mixing of fuel vapour. Further
investigations are required on this point, even if these observations clearly
point out once again the impact of the liquid phase modelling and of the
spray boundary conditions on the obtained reacting flow-field.
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2.5 Generic Single Sector (GSS) Combustor

In the light of results shown so far, a preliminary validation of the
proposed LES-FGM set-up for spray flames analysis can be stated.
Now, the Generic Single Sector (GSS) combustor [102] [103], which rep-
resents a simulacrum of an actual lean aero-engine, is studied. This
test article is particularly interesting since a prefilmer atomizer is here
employed and a strong coupling between the atomization process and
the reacting flow field takes place requiring a more detailed modelling
strategy to account for the liquid film breakup. In this section, the main
findings are reported and part of these results has been already published
by the author in [62, [90) [104] [I05]. The author would like to express his
gratitude to ASME (American Society of Mechanical Engineers) society
for the permission to use parts and figures of his papers.

2.5.1 Experimental test case

Figure shows a schematic and a 3D view of the DLR Generic
Single Sector Combustor developed in the framework of the TIMECOP-
AE EU Project [102, [103]. The burner was operated in the Single Sector
Combustor (SSC), that consists of a combustion chamber with a square
cross section of 102 x 102 mm and a length of 264 mm.

sonic exit nozzle

sec. air supply

optical segment
burner
window film
cooling slit

Figure 2.27: Schematic and 38D views of the Single Sector Combustor

[103].

In the plenum upstream of the combustion chamber, electrically preheated
compressed primary air is introduced through a sonic nozzle, which is
used for metering the air mass flow. A quantity of air is diverted from
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1500 K 2200 K

Figure 2.28: Flame visualization and temperature map from OH-PLIF for
Test Point A. The white line indicates swirler exit plane [103)].

the primary air supply and used to cool the windows. The ratio between
the two airflows was always constant during measurements and related
to the absolute burner air mass flow. This in turns depends on the
main operating parameters such as the combustor pressure and the air
preheated temperature [103].

Two reacting (Test A and Test C) and one isothermal configurations (Test
E) have been investigated and the respective operating conditions are
reported in Table 2:4] The first reacting case A is characterized by low
pressure and air temperature, corresponding to the idle condition of an
aero-engine burner, whereas case C' is representative of a cruise operating
point (i.e. with higher pressure and temperature).

Case A B C

Inlet pressure [bar] 4 4 10
Inlet temperature [K] 295 | 550 | 650
Burner AFR [-] - 20 | 20
Burner Pressure loss [%] | 3.6 | 3.6 | 3.6

Table 2.4: Operating conditions analysed on the DLR Generic Single
Sector Combustor.

As in previous test cases, several experimental diagnostics were employed:
LDA for the measurement of the isothermal flow field, PDA for the
analysis of velocities and droplet size of the evaporating spray and Planar
Laser Induced Fluorescence (PLIF) of OH to determine the temperature
distribution. However, beyond the temperature map shown in Figure 2:2§]
for test point A, no further information for the gas-phase were available
in reacting conditions.
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Figure 2.29: Geometrical details of the prefilmer atomizer [103)].

Reactions occur especially along the inner shear layer of the spray cone,
where high temperatures, determined by the inner recirculation region,
and high mixing rates due to free stream turbulence support combustion.
The flame shows an evident lift-off and the peak of heat release, that is
represented by two distinct lobes at high temperature, is clearly located
downstream of the fuel injection with a strong separation that can be
justified considering the large pulse-to-pulse evolution of fuel inside the
combustion chamber [103].

All the experiments were performed using a prefilming air blast atomizer
for fuel injection within a dual co-rotating swirler as shown in Figure
2.29] Two opposite fuel lines supply kerosene (Jet A-1) to an annular fuel
channel and to a vertical slot through a circular array of 36 orifices. At
the lip, the interactions between the film and the swirled airflow lead to
the disruption of the liquid and the generation of droplets, in a process
typical of pre-filming air blast atomizers.

2.5.2 Review of previous numerical works

Considering the characteristics of the rig under investigation, numerical
studies can be very complex and, in literature, significant results in
predicting the flame shape and the spray evolution on this test article
have been achieved mainly by Jones and co-workers [25]. Here, the
BOFFIN-LES code has been employed to realize a set of LES simulations
both in isothermal and reacting test conditions (i.e. respectively Test E
and A). The same numerical set-up described in detail in Section
was also employed in the investigation of the present test case. Special
attention was devoted to the liquid boundary conditions, which have a
huge impact in this test case. As already said in the previous section, the
fuel creates a thin liquid film that, due to the interactions with the gas
phase, generates a cloud of droplets at the lip. The film breakup was not
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Experimental Picture PDF Simulation (1field) PDF Simulation (8 fields)

Figure 2.30: Comparison between the experimental temperature map (left)
and the contour-plot obtained with one (middle) and eight (right)
Eulerian fields obtained in [93)]. Adapted from [9F)].

modelled by Jones et al. [94], but the spray boundary conditions were
determined by means of a trial & error procedure in order to reproduce
the experimental data at the first measured plane (i.e. 7 mm from the
prefilmer lip). The authors suggested to use a droplet temperature of 295
K and an injection velocity of 50 m/s, estimated from the experimental
data at the first section (i.e. 7 mm downstream of the lip). A value of 160°
was provided for the injection angle and, for what concerns the droplet
size distribution, a Rosin-Rammler PDF was used with a mean droplet
size of 6 ym. The spread parameter (q) was not reported in [94] and
a value of q=2.5 was derived using further information found in [106].
However, strong uncertainties can be inferred on this parameter that can
be extremely important to determine the whole spray evolution.
Employing the above numerical framework, Jones et al. [94] focused the
attention firstly on non-reacting test conditions, where the LES set-up
proved a satisfactory agreement with experiments both in terms of mean
and rms velocity components. Then, the study was diverted on Test Point
A, where the temperature contour plot shown in Figure 2:30} together
with the experimental map, was obtained.

A reasonable consistency of numerical results was achieved even if an
overestimation of temperature was found in the center-line region [94].
The two distinct high temperature zones were fairly reproduced, although
the lift-off distance was not correctly matched since the distinct lobes are
located further upstream with respect to experiments. A detailed analysis
on the liquid phase characteristics has been also performed, obtaining
again a good agreement with experiments both in terms of liquid velocity
and SMD. In particular, one of the most interesting conclusion of the
paper is that even if the gas phase temperature basically is not affected
by the number of Eulerian stochastics field employed (see Figure ,
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spray statistics are considerably different. Remaining differences with
experiments are then justified by the authors considering the uncertainty
of the employed spray boundary conditions [94].

2.5.3 Main feature of the numerical set-up

As in Jones et al. [94], in this work simulations were firstly performed
in isothermal conditions (test point E), so as to make a comparison with
the measured velocity field. Then, test points A and C have been studied.
For the sake of brevity, the main results and conclusions obtained for
the non-reacting point are here just briefly summarized. The interested
reader is addressed to Puggelli et al. [104] for further details.
Considering that, a simulacrum of a real burner is here under investigation,
in [104] different approaches for two-phase flow turbulence modelling have
been compared in isothermal test conditions.

As industrial reference, RANS has been considered with standard k — €
and k—w SST models for the eddy-viscosity closure. However, considering
that such well-established methods do not include any term related to
curvature or rotation effects, it is expected that, in a highly swirled
environment, they would lead to a wrong prediction of the recirculation
zone.
Hence, a hybrid RANS-LES approach, such as SAS [I07], has been
evaluated to overcome these limitations. It represents a second generation
URANS formulation based on the introduction of the von Karman length
scale L,k (see Equations into the turbulence equations in order to
dynamically adjust the resolved structures and locally reduce the eddy
viscosity.
!
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The SAS model remains in RANS mode in zones characterized by low
instability, while it provides LES-like results in the unsteady regions of the
flow field. However, if spatial and temporal discretization is not adequate
to correctly solve the LES part, SAS simulation will permanently stay
in RANS mode due to an over prediction of turbulent viscosity. The
interested reader is addressed to [107] for a detailed description of such
numerical approach.

Clearly, to solve further smaller turbulent structures, LES has been
also evaluated. The unclosed sub-grid stress tensor, coherently with the
work shown in previous sections, has been closed through a dynamic
Smagorinsky-Lilly model [65].
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RANS | SAS LES
N° of cells (10°) | 1.00 | 3.28 | 3.28 (c) / 8.80 ()

Table 2.5: Mesh size for the different turbulence model (c=coarse, f=fine).

Computations were carried out on the computational grids depicted in
Figure 23] consisting of tetrahedrons with a layer of 5 prisms close to
the wall. A coarse mesh (M1) was created at first with a total amount of
3.28M elements and 0.76 M nodes, with a mesh size of 0.75 mm at the
swirler exit. A further refined grid (M2) with a minimum mesh size of 0.5
mm was then generated to be tested with LES, counting 8.80M elements
and 1.82M nodes. RANS simulations were on the contrary performed on
a 90° mesh, taking advantage of the geometric periodicity of the domain,
thus easing the convergence and reducing the computational effort. A
summary of the grids used in the present work is reported in Table

From Figure it is possible to notice the inlet (on the left) and the
converging outlet. Mass flow rates were prescribed at the inlets of both air
and coolant (where the slot was modelled by means of a patch), whereas
static pressure was imposed at the outlet, following the data previously
reported in Table[2:4]

Figure 2.31: Computational grids: coarse (top and bottom left) and fine
(bottom right).

No turbulence generator has been employed at the inlet boundaries, be-
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cause the main turbulent structures are generated when crossing the
swirler geometry. All the walls were treated as smooth, no slip and
adiabatic. In the same figure is also shown the position of first and
last experimental section, for which measurements of velocity and mean
diameter for the liquid phase are available.

The time step (d7) used for the calculations changes depending on the
mesh and the turbulence models considered. Scale Adaptive Simulations
were performed with 3e-6 s, whereas the time step was reduced for Large
Eddy Simulations (le-6 s and 8e-7 s for coarse and fine mesh), so as
to ensure a control on Courant number in the region of the swirler and
appropriately resolve the turbulent flow structures reproduced by the scale
resolving models. Moreover, considering that the geometry here studied
is 0.38 m long and that, in non-reactive test conditions, an average bulk
velocity of 8 m/s is predicted, a flow through time of 4.3 x 1072 s can
be evaluated. Hence, after an initialisation period of 2 flow through time
required to flush out the initial conditions and to allow the underlying
flow field to develop, the statistics were collected over 3.5 F'TT. In reactive
case, velocities are higher leading to a mean flow through time around
8.6 x 10~ s: 17200 time steps were initially required, followed by 30100
time steps for statistics calculation. In terms of numerics, bounded cen-
tral difference schemes for momentum discretisation and a second order
implicit formulation for time have been employed.

Employing such numerical framework, in Puggelli et al. [I04], it has
been shown that, in isothermal test conditions, RANS approaches are
completely unreliable. Steady state methods lead to significantly underes-
timate the rms values, which are essential for the reacting point. Instead,
profiles obtained with SAS and LES proved to fit well against experiments
and data previously achieved by Jones et al. [04]. In particular, it was
pointed out that SAS led to a resolution of the turbulent flow-field consis-
tent with LES with a lower CPU cost on this test case.

In order to integrate this last observation, in [I04], a comparison of compu-
tational costs between scale resolving (SAS, LES) and RANS calculations
has been carried out. Simulations were realized using 16 cores of a Linux
cluster comprising Intel Xeon E52665 2.40 GHz CPUs. For RANS simula-
tions, roughly 790 CPU hours were required, whereas for SAS and LES on
the same computational domain 6500 CPU hours and 13000 CPU hours
were respectively needed. It was pointed out that obviously RANS has
undeniable advantages in terms of computational costs, but it was not
able to correctly characterize the physics under investigation. Conversely,
SAS approach, required half of CPU cost compared to LES.

The achieved agreement in non-reacting test conditions led to validate
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the employed scale resolving techniques as well as the proposed numerical
set-up in terms of boundary conditions and mesh sizing. As in the previous
test cases, the quality of the mesh has been assessed both in SAS and LES
through the Pope’s criterion using the formulation of Yoshizawa [86] for
ksgs (see Figure. The Pope’s criterion is not satisfied for SAS within
the plenum and the vanes of the swirler, meaning that the solution tends
in these regions to stay in the URANS mode. The instabilities generated
by the swirling flow lead the model to switch to a LES-like behaviour,
with more and more resolved k in the regions where the combustion pro-
cess would take place. However, a reduction occurs moving towards the
combustor outlet, due to both flow stabilization and numerical dissipation
related to the mesh [I04]. When LES is considered, a sufficient amount
of k is resolved also within the swirler and the Pope’s criterion is satisfied
in the whole combustion chamber. Moreover, a further improvement is
provided with the mesh refinement.

As already mentioned, the reader interested in further data and details
on such isothermal validation is addressed to Puggelli et al. [104]. Con-
sidering this preliminary assessment, the attention is here diverted just
on the reacting test point.

LES coarse LES fine

O v O o N S o> o O
LIIFTLLSIITFEL.S

Figure 2.32: Contour of Pope’s criterion with SAS and LES with
different mesh sizes.
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2.5.4 Reactive analysis (Tp A)

Before going in detail with the main results obtained, some further
aspects of the computational set-up for reactive test conditions have to
be clarified.

First of all, using the same modelling assumptions reported in Jones
et al. [94], no effort has been prompted at the beginning of this study to
introduce liquid film breakup. Collisions, coalescence and agglomeration
effects have been therefore overlooked.

In Puggelli et al. [I04], where several scale resolving CFD models have
been applied for the simulation of the present test case in reacting test
conditions (see Figure for a comparison between SAS-EDM and
LES-FGM), a preliminary analysis on spray BCs was performed. A huge
dependence of results on spray BCs was first of all highlighted. In partic-
ular, it has been pointed out that the mean diameter of 6 pm reported by
Jones et al. [94] could be explained only under the hypothesis of a prompt
atomization regime, which can be normally observed in different physical
situations. In particular, it is effective if the air stream impinges on the
liquid film at an appreciable angle or at a velocity that precludes wave
formation. It does not seem the case of the present test case.

Therefore, Puggelli et al. [I04] proposed another set of liquid BCs, repre-
senting a combination of SMD, injection velocity and angle. The same
has been determined through a trial and error procedure relying on a
geometrical analysis and correlations available from literature. This set-up
of spray BCs is here used: employing a Rosin-Rammler PDF, a mean
diameter of 30 pum, a spread parameter of 2.5, an injection angle of 10° and
an axial velocity of 30 m/s have been employed to have a good agreement
with experiments.

Secondary breakup effects have been included through the well-known
Taylor Analogy Breakup (TAB) model [108] since the maximum Weber
number inside the numerical domain was found to be lower than 100 in all
the simulations realized. Coherently with the Sheen test case, properties
taken from [109] have been employed for the decane fuel (CoHz2) and
the same reaction mechanism from [I00] has been used for chemical reac-
tions. Regarding combustion modelling, 64 premixed flamelets have been
considered for the FGM database and, with respect to Section [2:2] an
algebraic closure both for mixture fraction and progress variable variances
has been chosen.

In this test article, in order to further assess the performances of FGM, a
comparison is carried out with results obtained using the same numerical
set-up with the Artificially Thickened Flame (ATF) model.

The ATF implementation available in ANSYS® Fluent is retained for
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Figure 2.33: Temperature contours obtained with FGM and EDM
combustion models with several resolutions of the turbulent field and mesh
sizes [107)].
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this study and a brief description of the model is reported hereinafter. It
is worth pointing out that, in technical literature, improved formulations
of ATF can be recovered, based on a dynamic formulation which are able
to avoid non-physical stretching of the flame [27] [110], but this is not the
main focus of the present analysis.

Hence, considering a constant thickening factor F' = Né— where A is
the grid size, d; is the laminar flame thickness and N is the number of
points inside the flame (i.e. equal to 5 in this work), the following filtered

transport equation for the generic species mass fraction Y}, is solved:
ot
where F is an efficiency function, introduced to increase the flame speed
and to compensate the reduction of flame surface determined by the
thickening procedure. In the present work, a formulation for E based on
the Zimont turbulent flame speed closure [111] is used where the efficiency

function becomes the ratio between the sub-grid turbulent flame speed at
length scale FA and at scale A as reported below [74].

LA (i) /4(‘”)1/4 (2.13)

() ()"

where A is a model constant, u’ represents sub-grid velocity fluctuations,
whereas U; and d; are the laminar flame speed and thickness. In Equation
the effective species diffusivity (Dg,ers) is also included and in the
ATF modelling it is computed as:

o - Ew
+ V. (ﬁUYk) —v. (ﬁDk,effVYk) + = (2.12)

Dieff = DijjamE (1 + (F — 1) Q) + Dp turd (]. - Q) (2.14)

where Dy jam is the laminar diffusion coefficient of Yy, whereas Q is a
flame sensor introduced to apply the thickening procedure just inside the
flame and to avoid non-physical behaviours in regions of pure mixing
or in burnout zones. In the present study, such flame sensor has been
calculated following the formulation reported below:

Q = tanh (ﬁmaf@> (2.15)

where R is the spatially filtered value of the reaction rate and 3 is a con-
stant with a value of 10. It should be also pointed out that for the energy
equation the effective thermal conductivity ke is calculated consistently
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Figure 2.34: Instantaneous (for Ts+=2) and mean azial velocity and
temperature distributions obtained with FGM and ATF [90)].

with Dy css by using Equation 2.14] As already explained in Chapter
[[ this model is really interesting in the context of partially premixed
combustion because it has been widely applied on several configurations
in technical literature showing significant capabilities |27, 28]. In the
ATF context, a two steps global mechanism from [I12] has been employed
and the laminar flame speed, which appears in Equation [2.13] has been
evaluated using the experimental correlation provided by Moghaddas et al.
[I13]. The time step used in calculations has been therefore raised accord-
ing to combustion modelling. For ATF calculation a value of 1x107° s
has been chosen, as suggested in [I04], in order to control the Courant
number and properly reproduce also the main characteristics of the liquid
phase. Then, it has been reduced to 810" s in FGM calculations since
higher velocity peaks in the swirling flow have been determined. Mesh
M1 has been used in this part of the work since, as reported in isothermal
test conditions [104], no appreciable improvements have been obtained
with mesh refinement. After an initialisation of 2 flow through times,
the statistics were gathered over 3 FTT. A PISO algorithm has been
employed requiring respectively 10 iterations per time step for ATF and
8 for FGM computations.

Below, a resume of the main results obtained with this numerical set-up
is reported and the interested reader is addressed to Puggelli et al. [90]
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for further details and data.

Figure [2:34] shows the resulting mean and instantaneous velocity and
temperature distributions obtained both with FGM and ATF. The co-
rotating double swirler provides to the incoming air a strong tangential
component. This leads to the generation of a swirling flow with a stable
pocket of hot gases located around the centerline. The flame shows a
standard V-shape with an appreciable lift-off. From a qualitative point
of view, the two combustion models show similar results in terms of
instantaneous and mean flow field, whereas the hot distinct lobe, which
in ATF computation is located in the shear layer between the outer and
the inner regions, is completely missed in FGM. To better describe this
point, the circumferentially averaged heat release rates obtained with
ATF and FGM are mapped in Figure [2:35] where the same contour from
experiments is also reported. The area of each image is the same specified
in [I03] (i.e. 105 mm x 80 mm) and pictures are scaled between local
minimum and maximum values since the contour range of experiments is
not declared in [102] [103]. In the same image, red colour lines indicate
the 10%, 20% and 50% of the maximum of the circumferentially averaged
fuel evolution, while red points represent the radial positions at z=7 mm
where particles were sampled to obtain PDF spray distributions.

In both simulations the peak of heat release is located along the inner
surface of the spray cone due to the high level of mixing and turbulence
generated by the two recirculation zones. The fuel vapour, produced after
the film breakup, mixes with the incoming swirling flow leading to the
generation of a lean mixture and of a stable flame that is sustained by
the high temperatures of the central recirculation bubble.

The ATF model seems to be able to reasonably reproduce such stabiliza-
tion process, whereas the peak of heat release in FGM is located further
downstream. This clearly has an impact on the resulting flame position
and temperature distributions, which are shown in Figure [2.36| on the
same experimental window. It can be clearly stated that the predicted
flame height is highly overestimated, especially in FGM context. In fact,
computing the flame position as the point of maximum gradient of OH
mass fraction, accordingly with [103], a flame lift-off around 34.8 mm
has been determined with FGM, which is significantly higher than the
experimental value (i.e. 17 mm).

This overestimation leads to determine a non-physical interaction between
the flame and the combustor walls. Such behaviour of FGM can be
theoretically related to the finite rate closure used in Equation for
the reaction progress equation. In fact, as already shown in [114], to
properly determine the flame position, a turbulent flame speed closure
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FGM ATF

Figure 2.35: Iso-contours of heat release rates obtained with FGM and

ATF against the experimental map (modified from [103)]). Red iso-lines
represent different levels of fuel distribution. The white line indicates the
burner exit plane. The red points A, B, C, and D on the experimental
map highlight the radial positions where spray PDF is evaluated (see Fig.

[240)[90].

for Yc-equation, based on the expression proposed by Zimont et al. [IT1],
would be preferred. However, the exploitation of such closure does not
lead to appreciable improvements as reported in Puggelli et al. [90].

In the light of these results, the issues detected with FGM could be
explained considering that probably the premixed asymptotic flame be-
haviour, supposed in flamelet generation, is not completely representative
for the flame under investigation. In order to verify this aspect, a regime
indicator has been introduced to highlight the regions where the flame
presents a premixed or diffusive burning mode. The flame index © has
been defined in the present work as proposed by Yamashita et al. [I15]:

) VYr VYo
O=(— .12 2.16
<|va| |wo\> (2.16)

where Yr and Yo are respectively the fuel and oxidizer mass fractions.
It must be stressed that the chosen definition of the flame index does
not examine the underlying physical processes that contribute to flame
structure in each regime and it is not able to take into account certain
conditions of counterflow partially premixed flames [29]. Yet, it can be
quickly evaluated for a preliminary assessment of flame evolution. It is



2.5 Generic Single Sector (GSS) Combustor 73

X D X2 DA DD DN L
SESELCLE S

N T .

Temperature K]

Figure 2.36: Temperature distributions obtained with FGM and ATF
against the experimental map (modified from [103]). The white line
indicates the burner exit plane [90].

typically argued that a positive value of © indicates a local premixed
combustion, whereas a negative one states a diffusive condition. In Figure
[2:37] the evolution of © obtained through LES-FGM is reported. The red
iso-line states a T=1800 K, while black iso-line characterizes ©=0. On
the left side of the figure the spray evolution is also super-imposed.

The flame index accurately predicts a leading premixed behaviour even if
non-premixed zones exist immediately after the liquid injection and where
temperatures higher than 1800 K have been detected. In particular, it is
interesting to point out that the spray is able to go beyond the red-isoline
and completely evaporate in the near-wall region with a diffusive burning
mode. The flame seems to be stabilized through the co-existence of a
premixed flame in the primary region of the burner and a diffusive one
in high temperature zones. These latter regions represent also the main
sources of heat release as further demonstrated in Figure 2:3§] by the
CO and OH mass fraction contour plots. It is worth pointing out also
the presence of a diffusive zone immediately after the injection that is
probably controlling the flame stabilization.

The premixed assumption is clearly not everywhere satisfied, leading
locally to a wrong prediction of temperature and spray distribution that
can preliminary justify the non-physical flame evolution obtained with
FGM.

Nevertheless, the ATF model, which is based on completely different
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Figure 2.37: Flame Index (FI) distribution obtained with LES-FGM
model on the fine mesh. See text for explanations.
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Figure 2.38: Time averaged contour plots of CO and OH mass fraction
obtained with LES-FGM.

modelling assumptions, shows globally a similar behaviour, even if it is
able to locate two lobes at higher temperature similarly to experiments.
The position of heat release peaks is quite reliably determined as well
as the hot zone close to 1800 K around them. It seems also to better
capture the flame lift-off, even if the improvements with respect to FGM
are limited to the downstream region of the burner. In Figure [2:39] the
radial temperature profiles obtained with FGM and ATF at several axial
distances are reported and compared with the results shown by Jones et
al. [94]. It should be stressed that experimental temperature profiles are
not available for this test case. Therefore, the author decided to take as
reference the only numerical data available in literature [94], which, as
already said, shows an overall good agreement with experiments.

Even if, mainly at z=30 mm, the temperature lobes obtained with ATF
are in line with those shown by Jones et al. [94], both the combustion
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Figure 2.39: Temperature profiles obtained with FGM and ATF at several
azial distances [90)].

models strongly underestimate temperature levels in the near injector
region, while they over predict the heat release in the outer recirculation
zones.

Hence, considering that all the analysed combustion closures lead to
similar results, such strong discrepancies cannot be just related to the
deficiencies of the adopted models.

On the contrary, they are probably related to the chosen spray boundary
conditions. This can be proved by analysing again Figure [2:35] where
contour lines of the liquid fuel distribution were also shown. It should
be pointed out that the iso-lines of 20% and 10% present a stronger
penetration with respect to experiments and this can be related also to
an incorrect injection set-up.

Hence, the author decided to focus the attention on the spray evolution
and how this is affecting the reacting flow field. Results obtained from
such spray analysis are reported in the following paragraph.

Spray analysis Figure 2.40] shows the evolution of the droplet size
Probability Density Function (PDF) at z=7 mm at four radial locations
for both ATF and FGM calculations. The numerical distributions were
obtained from a data sampling of the liquid phase over one flow-through
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Figure 2.40: PDF spray distributions obtained with FGM and ATF at
z=7 mm at four radial positions (see Figurefm“ details about the

four locations)[90)].

time in order to achieve a smoothed evolution. The experimental data
are characterized by a rather wide range of diameters (i.e. from 1 pm
to 20 pum) and the spreading of the distribution is nearly constant in
all the radial positions. The heat up and evaporation of the kerosene,
caused by the flame, lead to an experimental statistic mode value around
6 pm with a significant number of droplets with higher diameters that
have still to evaporate. This clearly shows the coexistence of a premixed
combustion occurring with vapour already generated by fuel vaporization
at z=7 mm and non-premixed combustion from liquid droplets that will
conclude their life further downstream. From a computational point of
view, the broadening of the probability distributions is much smaller
and, mainly at higher radii, the numerical PDFs are gathered in few
microns. A considerable amount of spray volume is clearly related to
diameters around 6 pm, whereas the bigger classes are characterized by
a negligible number of particles. Such evolution of the PDF's along the
radius is directly related to the distribution of the spray SMD and axial
velocity, that are shown in Figure 2:4] for several distances from the
swirler. The two considered combustion models work in a quite similar
way, even if an enhanced spray spreading has been recovered in FGM.
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Figure 2.41: Comparison of SMD (left) and azial velocity (right) obtained
with FGM and ATF against experimental data [90).

Such difference is probably related to the obtained different resolution of
the flow field since in the FGM context much more turbulent structures
are caught leading to a stronger interaction between spray and turbulence.
Furthermore, with FGM lower temperature peaks have been appreciated
and a slower evaporation process can be inferred. Nevertheless, a general
underestimation of SMD can be observed, which is directly related to an
overestimation of the axial velocity since the numerical parcels have a
low Stokes number and are easily carried by the gas phase: the numerical
spray population is therefore characterized by too low diameters.

In order to have a global overview of the spray distribution, map of
liquid volume flux for the 16 um class is shown in Figure 2:42] for ATF
model. FGM is not shown for the sake of clarity since the achieved
distribution is nearly the same. It should be pointed out that, in the
dense spray region where experimental data are not available, the mass
flow associated to 16um is really high and tends to quickly decrease further
downstream. The axial position of the volume flux peak is strongly under
predicted and therefore the contribution of this class at z=15 mm, where
the flame stabilization takes place in experiments, is nearly negligible. In
order to have a deeper insight on the spray dynamics of the remaining
spray population, an analysis of the axial velocity of four size classes
is shown in Figure The four classes are centered on 2 pym, 8 pum,
16 pm and 32 pum and the width of each one is + 10 % of the central
size. The 2 pm droplets can be used as a reasonable approximation of
the gas phase velocity and it should be pointed out that the numerical
calculations are rather in line with experiments even if higher peak values
are predicted. An equivalent agreement has been obtained also for the 8
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Figure 2.42: Comparison of liquid volume fluz for the 16 um class

obtained with ATF against experimental data (adapted from [103])[90)].

pm class whereas, considering bigger droplets, not enough particles have
been collected leading to a distribution characterized by a negligible radial
dispersion.

This comparison, together with the information obtained from the PDFs,
proves that the employed liquid boundary conditions, which play a key role
for the whole test article, are generating a spray with a mass distribution
centred on too small diameters with respect to experiments.

The following preliminary conclusions can be introduced:

e The injected spray population strongly interacts with the gas phase
and, at the first experimental section (i.e. z=7 mm), is composed
by a high number of particles centred in a narrow diameter range.
The two combustion models behave in a similar manner, suggesting
once again that the spray modelling is the key parameter of the
present test article.

e This phenomenon leads to completely mislead the flame stabiliza-
tion process further downstream. In fact, the generated droplet
population is largely neglecting the initial contribution of the small-
est classes in producing an homogeneous mixture able to ignite
the flame in the central part of the burner, and it is also strongly
overlooking the effect of bigger particles in creating the two high
temperature lobes.

e The proposed comparisons prove that a wider diameter distribution
is required at the injection location in order to appreciate all the
physical phenomena previously described. Ultimately, the liquid
BCs are completely controlling the subsequent reacting flow-field.
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Figure 2.43: Profiles of axial velocities at axial position 7 mm for
different size classes obtained with FGM and ATF[90].

In this work, to overcome this problem and to gain a more general resolu-
tion of spray boundary conditions, a multi-coupled approach, developed
in OpenFOAM® by a former PhD student [I16] and based on the inclu-
sion of the liquid breakup through a thin film approximation, has been
employed. It is worth stressing that this represents the first attempt
in literature of studying the test case under investigation focusing the
attention on the analysis of the film evolution coupled with the reacting
flow-field. For the sake of clarity, such analysis is here briefly summarized
and the interested reader can refer to Puggelli et al. [I05], where all the
results are presented in detail.

The solution of the liquid film evolution, shown in Figure [2.44] over the
pre-filming surface suggested that the interaction between the gas phase
and the liquid film is an important aspect to be considered for a reliable
simulation of this air-blast systems since it has a strong impact on both
velocity and fuel temperature at the atomizing edge.

The role of primary breakup has been investigated by performing a sensi-
tivity analysis to different theoretical and correlation-based models. The
impact of fuel heating-up all along the prefilmer surface has been as well
investigated. The results obtained from this analysis, performed using
RANS simulations, show that the various formulations predict a quite dif-
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Figure 2.44: Evolution of film thickness together with its azxial velocity

[105].

Quantity Value
SMD [pm)] 52.4
Uliquid ms-l] 1.5

0] 0
T [K] 295
q [+ 2

Table 2.6: Spray boundary conditions at injection location obtained from
the film sensitivity.

ferent diameter, affecting the mixing field in the downstream region. The
well-known Eddy Dissipation Model (EDM) has been employed [117 [118]
in this part of the study as far as turbulent combustion modelling is
concerned. Table 2.6 summarizes the resulting spray BCs derived from
this sensitivity analysis.

In [I05], such set of spray injection parameters was then applied in SAS
framework determining a fair agreement with experimental data both
in terms of PDF and spray characteristics (i.e. SMD and axial velocity)
as shown in Figure [2:45] and [2:46] The simulation was able to correctly
represent the evolution of the spray mainly in the near injection region,
where the impact of spray boundary conditions is more relevant. From
an experimental point of view, initially the SMD value is nearly constant
in radial direction with the exception of the recirculation region where
it is abruptly reduced. Going further downstream, the diameter shows a
standard evolution for a hollow-cone spray with a radial distribution that
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Figure 2.45: PDF spray distributions at z=7 mm (left) and z=15 mm
(right) at four radial positions (see Figure [2.55 for details about the four
locations) [105]. Experiments in black and numerical results in red.
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Figure 2.46: Comparison

of SMD (left) and azial velocity (right) profiles

obtained after the film sensitivity against experimental data [105].

tends to be progressively wider and uniform. Calculations were able to
reproduce these effects even if diameters predicted at the last experimental
sections (i.e. z > 20) were still under predicted.
However, beyond such discrepancies, thanks to such detailed investigation
on film breakup, the global spray evolution was reliably reproduced [105].
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Figure 2.47: Time averaged contour plots of droplet diameter and
temperature. The red line is the iso-contour of zero velocity and the red
line is the iso-contour at T=1500K.

Based on these results, the spray BCs provided in Table[2.6]have been then
applied in conjunction with the FGM combustion model. Considering
the flame index distribution shown in Figure 2:37 a diffusive flamelet
tabulation strategy has been adopted. A SAS approach has been instead
employed as long as the turbulence resolution is concerned. In fact, based
on results in isothermal test conditions [I04], it was able to determine a
flow-field representation coherent with LES together with a lower CPU
cost. Considering the SAS framework, a transport equation for mixture
fraction variance has been applied (see Equation, whereas an algebraic
closure has been retained for Z;

In Figure 2:47), the resulting spray droplet diameter distribution super-
imposed on the iso-line indicating zero velocity (red line) and the one
specifying a T=1500 K (black line) is shown. In the same figure, also the
contour plot of discrete phase temperature is reported.

An inner recirculating zone is generated by the swirled flow field and
arrives now inside the swirler. The spray evolves in the region between
the IRZ and the corner vortex and its evolution is completely controlled
by the shear stresses locally generated. A zero injection angle is imposed
to the spray based on Table 2.6]and the liquid parcels evolve just following
the instantaneous flow-field locally predicted. Another mixing region is
also generated due to the air slot in the near-wall zone, but it does not
interact with the spray. The liquid injected is progressively heated-up
by the gas phase up to the wet-bulb temperature that is reached just by
the larger droplets. The spray can still be found even after crossing the
iso-line at 1500K involving a very complex flame structure: immediately
after the injection, smallest particles evaporate and generate a mixture
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Figure 2.48: Time averaged droplet diameter (left) and axial velocity
(right) contour plots. See text for explanations about iso-lines.

that creates the flame front highlighted by the black line. Then, bigger
droplets advance and evaporate further downstream where the peak of
heat release is expected.

Droplets dynamics can be theoretically divided in two subsequent steps
as clearly shown in Figure [2:48 where iso-lines of spray diameters to-
gether with the mean axial spray velocity plot are shown. Colours on the
left-side of the figure stand for different diameter classes: black line for
1.5<d<3.5um, blue for 3.5<d<5.5um, green for 5.5<d<7.5um, yellow for
7.5<d<9.5um and red for the rest of the spray.

e A first region can be identified that is characterized by the presence
of the whole injected droplet population. Smaller particles are con-
centrated on the spray edge and immediately assume high velocity
due to their low Stokes number. Such particles evaporate and feed
the flame in the first part of the burner. Bigger particles instead
are enclosed in the center of the spray and tend to have a ballistic
trajectory with lower velocities.

e A second zone, pointed out mainly by red and yellow iso-lines, can be
as well recognized where only larger droplets are still present. Such
zone corresponds to the discontinuity in the mean spray velocity
since such particles still preserve their own momentum. These
droplets have still to heat-up and burn locally with a non-premixed
burning mode.

Such evolution of the liquid phase completely determine the reacting
flow-field. In Figure 2:49] instantaneous contour plots of heat release and
decane vapour are reported to better explain the interactions between
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Figure 2.49: Instantaneous contour plots of heat release (left) and decane
vapour mass fraction (right). See text for explanations about iso-lines.

spray, turbulence and combustion. In the figure, the yellow line specifies
the iso-contour of a;=0.01%, whereas the red and green lines state the
iso-values of T=2100 K and T=2000 K respectively.

A sharp separation between fuel and heat release zones is clearly apparent:
as soon as the spray enters in the combustion chamber an appreciable
amount of decane vapour is generated and its local mixing with the
swirling flow, together with the heat provided by the main recirculating
region, determines a non-zero heat release. The turbulent and unsteady
flow-field has clearly a paramount importance in this process since the
eddies, which are resolved in the SAS approach, strongly affect the mix-
ing process and the flame stabilization. Immediately, regions at high
temperature (i.e. red lines) are created and transported downstream by
the career phase. The impact of the scale resolving resolution of the
flame can be further appreciated in Figure 2:50} where the contour plot
of temperature fluctuation is reported together with the decane vapour
mass fraction. The local difference with the mean temperature can exceed
500 K and it is much higher where C19Hs2 is generated. Such unsteady
contribution would be completely missed in a RANS context and it is
extremely relevant for the flame stabilization.

The resulting instantaneous and time-averaged temperature distributions
are shown in Figure The same iso-line of «; is super-imposed on
the contour (i.e. yellow line corresponds to o;=0.01%), while the black
marker state an equivalence ratio of 0.7. The V-shaped flame seems
now to be reasonably well predicted by the proposed set-up as well as
the high temperature lobes characteristic of the analysed configuration.
The time-averaged plot shows once again the separation between the
fuel region and the reacting flow field: the iso-line of equivalence ratio
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Figure 2.51: Instantaneous and mean contour plots of temperature. See
text for explanations about iso-lines.

starts just downstream the spray zone and totally defines the flame lift-off
distance.

This stresses the importance of a reliable set of liquid BCs for the nu-
merical simulation of spray flames in the aero-engine context: droplets
characterized by a too high momentum (e.g. too big or with too high
velocity) would determine a delayed release of decane and the stabilization
of the flame further downstream. Temperature would be underestimated
in the primary region and the flame would arrive till the burner walls (i.e.
see Figure . On the contrary, a spray characterized by a too low
momentum would completely evaporate after the injection leading to an
overestimation of the flame temperatures in the near-injection region and
probably to miss the temperature lobes since the mixture fraction field



86 2. State of the art for scale resolving modelling of spray flames

§ 4

max

min

Figure 2.52: Iso-contours of heat release obtained with SAS-FGM (left)
against the experimental map (right).

would be nearly homogeneous everywhere (i.e. see Puggelli et al. [104]).
Physically the process is much more complex and thanks to a proper set
of spray BCs, a quite reasonable prediction of the flame has been finally
achieved.

The interactions between the reacting flow-field and the liquid fuel seem to
be now correctly predicted and it is further confirmed by the comparison
in terms of heat release maps shown in Figure The flame tends to
move towards the dome of the burner with a lift off distance now in line
with experiments (i.e. 22 mm using the point of maximum gradient of
OH mass fraction).

Furthermore, also in terms of temperature profiles, shown in Figure 2.53]
a strong enhancement can be again pointed out with respect to Figure
[2:339] Even if some discrepancies are still present, mainly in the near axis
region with respect to Jones et al. [94], the proposed SAS-FGM approach
proves again to be able of reasonably reproducing the reacting flow-field
with a limited computational cost.

2.5.5 Reactive analysis (Tp C)

The agreement finally obtained with SAS-FGM on test point A is a
key step in the assessment of the proposed set-up on a test point repre-
sentative of idle conditions for aero-engines.

Nevertheless, aero-engine manufacturers are normally much more inter-
ested in predicting the performances of the burner at higher power, when
conditions are much more critical as far as the wall temperature distri-
bution is concerned. It is worth pointing out that in this framework the
SAS approach can be even more interesting since it avoids a too excessive
mesh refinement in the near-wall region that would be required employing
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Figure 2.53: Temperature profiles obtained with SAS-FGM compared with
profiles of Jones et al. [93)].

LES. Therefore, test Point C (see Table has been also considered in
the present study since it should be representative of a cruise operating
condition. Based on results obtained for test point A, the numerical set-up
is the same of the previous section. Mesh M1 has been again employed
with a set of boundary conditions for the gas phase coherent with Figure
Spray BCs have been instead calculated using the method described
in the previous section (i.e. see Table 2:6). The WAVE model [I19] has
been here applied as far as secondary breakup is concerned because of
the higher Weber number with respect to the previous test point.

The instantaneous and time-averaged axial velocity and temperature
contour-plots obtained in such test conditions are shown in Figure 2:54]
The swirling flow-field shows now a much wider opening angle with respect
to test point A. Thanks to a higher operating pressure and temperature,
the inner recirculation zone now arrives nearly inside the injector. This
leads to a strong augmentation of the tangential and radial component of
the swirling flow-field. With respect to the previous test point, the flame
moves towards the burner dome with a reduction of the lift-off distance.
Focusing the attention on the instantaneous temperature contour, reac-
tions seem to take place mainly in the inner surface of the spray cone
where higher values of temperature can be observed. A comparison of the
instantaneous temperature distributions between CFD and experiments is
shown in Figure 2.55] In both images the red line indicates the presence
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Figure 2.54: Time-averaged and instantaneous temperature and velocity
contour plots obtained with SAS-FGM for Test Point C.

of the liquid phase (iso-line at a; = 1% in numerical simulations). Clearly,
the two snapshots are referred to different physical times and so the abso-
lute local temperature is not the same. Anyway, the main characteristics
of the flame can be observed and analysed.

As soon as the liquid is injected, the higher pressure and temperature here
investigated lead to a strong evaporation of the fuel that is highlighted by
the low temperature region inside the red iso-line. The generated kerosene
vapour is mixed with air and the flame assumes a standard V-shape as for
test point A. Temperature peaks are located all along the inner surface of
the spray cone and the flame tends to spread out towards the burner walls
(1-3). Part of the fuel is instead trapped by the turbulent structures of
the swirling flow-field (2) and is burnt with the heat transferred from the
hot inner recirculation region. From a numerical point of view, it should
be pointed out that the sizing of turbulent structures is larger than in
experiments. This is consistent with the SAS approach here employed,
which is not probably switching everywhere to a LES-like behaviour.
Nevertheless, a consistent representation of the aforementioned physical
phenomena can be pointed out at least from an instantaneous point of
view.

As long as time averaged distributions are concerned, the obtained contour
plot of heat release is compared in Figure |[2.56| with experimental data.
A satisfactory agreement has been again obtained. As already said, the
lift-off distance is strongly reduced and this leads to a much stronger
interaction between the liquid fuel and the flame. The sharp separation
between spray and reacting flow-field, shown in Figure 2.51] for test point
A, takes place in a less evident manner. This is further confirmed in
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Figure 2.55: Comparison of instantaneous temperature contour obtained
between SAS-FGM (left) and experiments (right) for Test Point C [62].

Figure where a comparison of heat release maps superimposed on
fuel distributions is shown between test points A and C.

2.5.6 Concluding remarks on GSS Combustor

In this section, main findings achieved through numerical analysis on
the GSS combustor have been described.
The non-reacting case, which was not shown here for the sake of brevity,
confirmed that scale resolving methods are able to properly reproduce
the main flow-field features of this test rig with a good level of accuracy.
RANS proved instead to be not adequate for describing in detail a highly
swirled flow field.
For the reacting test point, several calculations have been performed by
both varying the numerical strategy for combustion modelling and the
set of spray boundary conditions. In this thesis, the comparison between
ATF and FGM has been shown in LES. The ATF model, thanks to the
thickening procedure, has led to improve the temperature levels, even if
a strong under-prediction in the near injector region together with an
overestimation in the outer recirculation zones were still evident. Discrep-
ancies obtained with ATF and FGM with respect to the experimental
data have been then justified considering the uncertainty in the employed
spray boundary conditions.
A detailed analysis on spray evolution for such pre-filming configuration
has been therefore realized in order to deepen how the spray resolution
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Figure 2.56: Iso-contours of heat release obtained with SAS-FGM (left)
against the experimental map (right)[62].
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Figure 2.57: Comparison between heat release maps superimposed on fuel
distribution for test points A and C [62)].

affects the reacting flow field. The reported comparisons have proved that
the droplet population was wrongly gathered in a narrow diameter range
leading to a completely modified flame stabilization process. Liquid fuel
atomization has been identified as the key parameter in the analysis of
such turbulent lean spray flame.

A systematic study on the main characteristics of the fuel film has been
therefore performed by means of a multi-coupled numerical approach.
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Several aspects, ranging from liquid film boundary conditions to primary
breakup modelling, have been considered allowing to identify an appro-
priate set of spray BCs. Results showed that the interactions between
the gas phase and the liquid film are of paramount importance to reliably
predict the performances of airblast injection systems. A set of spray BCs
has been finally determined.

Then, a Scale Adaptive Simulation has been performed leading to a signif-
icant enhancement in the prediction of spray evolution in the combustion
chamber. A reliable representation of the characteristics of the liquid
phase as well as of the reacting flow field has been finally obtained. The
resulting SAS-FGM approach has been also applied on Test Point C,
leading again to a adequate description of the flame shape and of the
main interactions between the liquid fuel and the reacting flow-field.

2.6 Concluding remarks

In this chapter, three spray flames of increasing complexity have been
studied with particular attention to the interactions of the spray BCs
with the reacting flow-field. It can be considered as a state of the art in
the numerical analysis of spray combustion.

e The Sydney Spray Burner has been initially studied to show the
impact of a scale-resolving technique on the evolution of the liquid
phase and on the subsequent reacting flow-field. Thanks to an accu-
rate estimation of the injection parameters from experimental data,
the proposed LES-FGM set-up has led to a reliable representation
of the flame and of the main spray characteristics.

e The Sheen Spray Burner has been then chosen as a second rig.
This test case is characterized by a more representative atomiza-
tion process (i.e. a pressure atomizer) and several measurements
regarding the gas phase are available. An overall reliable prediction
of the reacting field has been obtained even if some discrepancies in
the near injection region have been pointed out. The evaporation
model, together with the employed spray parameters, have been
considered as possible source of error, highlighting the impact of
the liquid phase modelling on this kind of flame. Nevertheless, a
fair agreement of the LES-FGM procedure has been again pointed
out in line with previous works on the same test case.

e The Generic Single Sector Combustor has been finally studied as
it is completely representative for actual aero-engine burners. The
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estimation of spray characteristics injected by airblast prefilmers
is still today source of considerable uncertainties in the context
of reactive simulations. It has been clearly demonstrated that,
even employing several modelling strategies for combustion and
turbulence, the spray breakup still remains a leading parameter.
A detailed analysis of spray characteristics has been first realized
to show how the liquid was affecting the flame stabilization in a
non-physical manner. A multi-coupled approach has been then
employed to analyse the liquid film with a detailed focus on primary
atomization. Thanks to a more detailed representation of the film
breakup, the FGM coupled with SAS finally has led to a reasonable
representation of the flame for two different operating conditions.

It is worth pointing out that, to the best of the author’s knowledge, the
present chapter represents one of the few attempts in technical literature
focused on an assessment of the capabilities of the FGM model in a
scale resolving framework for the analysis of lean spray flames going from
laboratory test conditions up to a real aero-engine burner. It can be
considered as a thoroughly assessment of the state of the art strategies
for the scale resolving modelling of turbulent lean spray combustion.
Even if some discrepancies are still evident, the obtained agreement is
satisfactory mainly in an industrial perspective. Furthermore, the re-
liability of the SAS approach has been as well demonstrated and this
represents for sure a valuable result considering the reduction of the
CPU effort with respect to LES. Moreover, in all the analysed cases, the
fair comparison with results previously achieved in technical literature,
with more advanced and much more costly techniques for combustion
modelling, assesses once again the proposed set-up. Finally, it is worth
mentioning that the same approach has been also recently applied by
this author and coworkers in the numerical simulation of the full annular
burner investigated in the LEMCOTEC (Low Emissions Core-Engine
Technologies) European project and the interested reader is addressed to
[62] [63] for further details.

However, beyond the assessment of SAS-FGM as a numerical proce-
dure, such a fair agreement has been achieved mainly thanks to a time-
consuming and case-dependent set-up of spray BCs. Each test case
requires a detailed investigation on injection parameters. This surely rep-
resents the major limit of actual strategies for the numerical simulation
of spray combustion and it can deeply affect its reliability in an industrial
framework.

For instance, notwithstanding the unsteady resolution of the turbulence
field, in the GSS combustor the absence of droplets on the axis and outside



2.6 Concluding remarks 93

of the swirling flow with respect to experiments points out the intrinsic
limitations of the adopted Lagrangian tracking. The employed injection
strategy does not account for all the processes involved in the ligament
formation and droplet dispersion caused by the shedding of the liquid film.
The spreading of bigger and smaller particles far from the prefilmer is in
this manner completely misled. Furthermore, the multi-coupled approach
adopted for the film investigation is based on a set of experimental and
theoretical correlations that present normally a tight validity range (e.g.
the reliability of such numerical method at high operating pressure has
still to be verified).

A more general numerical strategy is required for atomization modelling
in LES in order to deal with the liquid phase from its injection up to the
generation of a dispersed phase. A unified numerical tool able to properly
account for the effects of the dense spray region and to deal with different
operating conditions (e.g. from idle to cruise) and breakup mechanisms
is required.

In the present study, the Eulerian-Lagrangian Spray Atomization (ELSA)
model has been chosen to this end and it will be the main topic of the
second part of the thesis.

In the next chapter, such approach is presented together with the devel-
opments pursued in the present work to extend its capabilities to the
aero-engine context. It is worth pointing out that the present work repre-
sents also one of the first effort in technical literature in extending the
characteristics of ELSA to the aeronautical framework in LES.






Chapter 3

Introduction of a general
approach for atomization
modelling

In Chapter [2| the impact of liquid phase modelling on reactive spray
calculations has been pointed out. Thanks to a focused modelling on the
liquid film evolution and breakup, a reliable representation of the DLR-
GSS burner has been finally achieved. Nevertheless, a huge dependence
on liquid boundary conditions has been pointed out, highlighting the need
of a more general and complete strategy to deal with fuel atomization in
LES.

The Eulerian Lagrangian Spray Atomization (ELSA) model has been
chosen in the present work to fill this gap.

In the present chapter, the problem of the development of a LES model for
atomization is described and a coupling DNS-LES strategy based on ELSA
presented as a possible solution. The complete system of equations is
detailed with particular attention on the switching technique between the
Eulerian and Lagrangian regions of the solver. The main characteristics
of this approach are characterized together with its limitations for an
application in the aero-engine context.

95
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3.1 Atomization process

From a theoretical point of view, the spray atomization can be normally
divided into three main steps as shown in Figure [3.1}

e the ejection of the liquid flow
e the primary breakup

e the secondary breakup

As soon as the liquid flow issues from the nozzle, deformations appear on
the liquid interface: these instabilities grow in space and time and they
result in the ejection of liquid fragments from the main liquid flow. The
initial flow deformation and the consequent production of ligaments is
referred as primary atomization mechanism.

Primary A ization 1 Y ization
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B ) T el O
S0, 0% o
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Figure 3.1: Sketch of various atomization processes in liquid jet breakup.
Adapted from [120)].

Then, these liquid structures may distort and disintegrate into smaller
particles and this process is repeated until the surface tension forces are
strong enough to ensure the cohesion of the liquid particles. A statistically
stable cloud of droplets is thus generated and this step constitutes the
secondary atomization process. The relative importance of each step
depends on the initial energy of the liquid flow. In low energy cases, the
primary atomization may already produce stable drops as well as greater
liquid fragments that may undergo secondary breakup. For high initial
energy, the secondary atomization is generally dominant in the production
of the final spray.

From a physical point of view, the atomization is led by the relative
importance of the following groups of forces:
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e Aerodynamic force, which is related to the velocity of each phase.

e Surface tension force, which acts on the liquid/gas interface and
tends to avoid breakup phenomena.

e Viscosity force, which is related to the dissipation of the liquid and
gas kinetic energies and to the transfer of such energy between the
two phases.

To better quantify the impact of these forces, some dimensionless parame-
ters can be introduced. First, the so called Weber number (We) represents
the ratio between intertial and surface tension forces [12]:

_ Inertial Forces _ pU?L (3.1)
" Surface Tension Force o '

We

where L is a length scale parameter (e.g. the droplet diameter or the
jet diameter as in Figure , U is a characteristics velocity such as
the relative velocity between liquid and gas (U; — Uy), p is a reference
density and o the surface tension. Based on such general formulation, it
is then possible to define for example a gas Weber number (i.e. We, =
Pg(Ul*Ug)2d)

2
or a liquid Weber number (i.e. We; = w)

In the analysis of droplets dynamics, the definition of a particle Reynolds
number can be also useful. In general, the Reynolds number represents
the ratio between inertial and viscous forces. In this case, it is defined in
the following manner:

pe (Ui —U,)d

Re, =
i Hg

(3.2)
where py is the dynamic viscosity of the gas phase.
Combining together Weber and Reynolds, the Ohnesorge number can be
also introduced. It can be considered as the ratio between the viscosity
contribution inside the liquid phase and the aerodynamic and surface
tension forces.

Viscosity forces vWe

Oh = = 3.3
Inertial forces®®Surface tension forces®:? Re (3.3)

3.2 Computational approaches for atomization

Several strategies can be found in literature to model fuel injection
and to cope with the multi-phase / multi-scale nature of the flow. A
full resolution of the interface thanks to direct numerical simulation,
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either using interface capturing and reconstruction methods [60}, 121], is
infeasible as far as industrial applications are concerned because of the
computational cost. Moreover, the notion of DNS when an interface is
considered has to be treated with particular attention.
Therefore, atomization modelling is required. Many approaches are based
on kinetic theory, where the spray is described through a number density
function (f(t,z,m,u,T)) that verifies the Williams-Boltzmann Equation
(WBE) [122] containing terms for spatial transport, evaporation and drag
(see Equation. The f(t,z,m,d, T)dxdmdidT corresponds to the number
of droplets at time ¢, inside a volume dx centred on z, with a velocity
within [&,d+di], a temperature between [T, T+d7T] and a mass between
[m,m+dm].

g;_%_%_%_ﬁ+@+r (34)

ot oz om ou or
where # = @ is the droplet velocity, m is the evaporation rate, @ is the
acceleration (or deceleration) due to drag and T is the droplets heating
or cooling. In this approach, like in many numerical models, droplets are
considered spherical and are characterized with their mass m. Q and I
are additional terms for secondary breakup and collision. It is an equation
in nine dimensions: three for space, three for velocity, one respectively
for time, temperature and mass.
Two main groups of approaches have been proposed to solve the WBE:

e The Lagrangian-Monte-Carlo method [123], where the liquid is
tracked with a Lagrangian description and the gas is solved in an
Eulerian framework. Its advantage lies in a straightforward imple-
mentation of physical processes such as evaporation and secondary
break-up, even if its computational cost is generally high especially
in unsteady configurations. A huge number of parcels is required
in each cell of the numerical domain in order to have a statistically
representative solution. In this case, one important problem is
related to load balancing (see [124]) and several efforts in technical
literature have been performed in this direction over the last years.

e An Euler-Euler (EE) formulation, where both phases are treated as a
continuum. This solution is very attractive to describe the evolution
of the spray characteristics. Reduced computational cost and high
capabilities in terms of parallel computing are among the advantages
of this formulation. These benefits in terms of numerical efficiency
are receiving attention mainly in the context of scale resolving
techniques, such as Large Eddy Simulation. However, despite the
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efficiency of EE methods on actual HPC super-computers, the direct
resolution of WBE is generally not feasible since the dimension of the
problem is increased by the number of spray characteristics retained
(position, velocity, size, temperature, etc). This constrains EE
methods to address a limited description. The possible hypotheses,
which can be therefore introduced, have led to an abundant research
in this framework. For instance, in Multi-Fluids models [125] the
diameter space is discretized in sections to represent the spray
distribution, whereas a smooth reconstruction of a sum of kernels
of the density function using a Quadrature Method Of Moments
(QMOM) has been proposed by Yuan et al. [126].

However, all these methods based on WBE assume that individual spheri-
cal droplets, with well-defined features as position or diameter, compose
the spray. Nevertheless, the liquid phase is initially a continuum (i.e.
liquid jet or film) and it is not possible to determine such features up to
the end of primary breakup.

Therefore, diffuse interface or mono-fluid approaches can be considered
and have been developed in this work.

In these models, the interface is considered as a mixing zone so that both
liquid and gas phases coexist at the same macroscopic position with an
occupied portion of volume defined by the liquid volume fraction (aq)[127].
Two families of equilibrium models have been mainly studied in technical
literature.

A first possibility, proposed by Drew et al. [128], is to use the liquid
volume fraction as the unique variable to describe the interface.
Another set of approaches is based instead on a transport equation for
the liquid/gas interface density (X) [57, [60]. This quantity represents
the ratio between the surface of the liquid/gas interface and the control
volume. Clearly, employing such definition, ¥ is defined everywhere both
for a spherical droplet or for a deformed liquid jet.

In this second group, the Eulerian-Lagrangian Spray Atomization (ELSA)
models are of major importance [57, [60] and in this study the application
of ELSA model to aero-engine framework has been considered.

The chapter is structured as follows: issues related to atomization mod-
elling in LES context are first pointed out and the ELSA approach, which
has been used as starting point of the present work, is presented to
overcome such problems. The main limitations of this approach in the
aero-engine context will be as well pointed out in order to present the
developments proposed in this investigation.
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3.3 LES for atomization modelling

As reported in Chapter [1} the scale resolving simulation of a single
phase system is a well-known and analysed problem in technical literature.
The reader interested in this topic can refer for instance to [64] [129] and
references therein.

However, in the context of atomization modelling and in presence of a
liquid/gas interface, the filtering of the system of equations is much more
challenging due to the presence of sub-grid terms related to the two-phase
system under investigation. The reader interested in the mathematical
derivation of the filtered system of equations valid for a two-phase flow
is addressed to [120} [130], where this topic is discussed in detail. From
a theoretical point of view, the filtering operation is defined as a spatial
convolution using a filter G with a characteristic size A. Therefore,
considering a general quantity ¢(x,y, z), its filtered value is expressed as:

—+oo
bz, y,2) = // Gx (1’ -2 y—y, z— z/) f (x/, v, z') dz'dy' dz’
— 00

(3.5)
Applying such operation to a two-phase incompressible and immisci-
ble system, several quantities appear such as the filtered velocity U; =
XtUii + x¢Ug.i, the filtered pressure P = x1P + xg P, and the filtered
volume fraction &; = xx, where xj is a phase-marker with a value equal
to 1 inside the k-phase and zero elsewhere [120].
The following filtered set of equations can be therefore obtained [120]:

e Mass conservation equation:
v,
81‘1'

=0 (3.6)

e Mixture momentum conservation equation:

OpU; + Tpu, N opUUj + Tpuju;  OP

ot oz, = o
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e Liquid volume fraction equation:

oay _ 0day .
E—FUZTQ}Z +7—o¢l —0 (38)
where :
_ Ooq —_8al
Toy = Ui ox; Ui ox;
Tou; = pUi — pU;
Topuu; = pUU; — pUU; (3.9)
N 6Ui+8U]’ e 8U¢+an
Sij =K ail’j 8.131 " 833‘7' 33}1
Te = OKT0r

where n; is the normal to the interface oriented towards the exterior of
the liquid phase, whereas or is a Dirac-function on the interface.

Going in detail with terms arising in the filtering procedure, it is interesting
to consider the meaning of each contribution:

® T, is the subgrid term related to the liquid volume fraction equation.
It is extremely important since it represents the contribution of the
under-resolved liquid/gas interface.

® T,y is the subgrid temporal term in the mixture momentum equa-
tion.

® Touju; is the subgrid convective contribution in the mixture mo-
mentum equation. It is worth stressing that this quantity includes
all the turbulent fluctuations, comprising also the density sub-grid
correlation terms. Modelling closures coming from the single-phase
context are normally applied for this term. However, as detailed
in Annex-A; this approach is not theoretically consistent since the
contribution of turbulent liquid fluxz is roughly neglected in this
way (see Section for a detailed description of turbulent liquid
flux). An alternative would be to introduce a Favre averaging pro-
cedure: even if it has been widely employed over the last years for
atomization modelling, it is possible to mathematically demonstrate
that it presents the same limitation as far as the Reynolds stress
tensor modelling is concerned. In Annex-A, a focus on this topic is
reported to complete the discussion. Nevertheless, the modelling of
density correlation contributions inside the momentum equation is
still an open issue in technical literature for two-phase flows requir-
ing detailed investigations that go beyond the goal of the present
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study. A first modelling closure, based on single-phase models, has
been therefore retained in this investigation. Some guide-lines to
close this problem are then detailed in Annex-A.

e 75,; and 7, are the subgrid terms related to the laminar viscous
forces and surface tension contributions.

It is worth pointing out that all these terms are directly related to the
presence of an interface that creates a discontinuity on the mixture prop-
erties [130].

The appearance of these contribution represents a significant closure prob-
lem. In fact, DNS approaches for the dynamic field coupled with interface
capturing methods (ICM) for the interface description (i.e. DNS-ICM),
which clearly would not present these issues, are still infeasible on real
operating conditions and geometries. Conversely, the application of LES
tools for atomization, based for instance on interface tracking methods,
strongly suffer from the chosen mesh sizing since the sub-grid contribution
can be significant. In fact, as shown in Figure [3.2] where the mesh sizing
is progressively reduced for a set of DNS-ICM calculations of a Diesel jet
realized by Chesnel [I30], it is possible to appreciate the appearance of
smaller and smaller liquid structures and a completely different atomiza-
tion process [130]. Using the coarse mesh, the breakup is stabilized and
the interface tracking method is not capable of representing the physics
under investigation (i.e. the jet opening angle and dispersion are much
lower than the fine case).

Therefore, the following preliminary conclusions can be stated for atom-
ization modelling in LES [120]:

e If the mesh sizing is fine enough to represent the liquid/gas interface,
numerical methods developed in DNS can be reliably used to simu-
late the atomization process. Over the last years, several approaches
such as Volume of Fluid (VOF), level-set (LS), front-tracking (FT)
or coupled levelset-VOF (CLSVOF) methods have been proposed
in literature to track the liquid gas interface. The reader interested
in a detailed description of these methods is addressed to [56] and
references therein.

e If the mesh sizing is not able to capture the interface wrinkling
and deformation, the sub-grid contributions detailed in Equations
[3.9] become relevant and have to be introduced inside the LES
atomization model.

Therefore, even if it is very tempting to apply LES for the velocity while
keeping an interface capturing method for the interface, it is theoretically
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Figure 3.2: Diesel jet simulation for several mesh sizings: 32%x 256 in

Figure 64%x 512 in Figure 1282 % 1024 in Figure Adapted
from [130]

inconsistent at least in the engineering applications of interest. In fact,
in a standard atomization process, the Weber number can be high and
subgrid fluctuations of the velocity field can lead to a subgrid wrinkling
of the interface that cannot be handled directly with ICM. Adaptive
mesh refinement [53], subgrid level set methods [I3I] have been proposed
for instance in literature to overcome such problem. In [120] a coupled
DNS-LES formalism based on ELSA has been as well implemented to
this end in OpenFOAM® and it has been used as starting point for the
present research study.

In the next sections, a more detailed description of such ELSA approach
and in particular its implementation in OpenFOAM® is reported.
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3.4 Eulerian Lagrangian Spray Atomization approach
for LES

In the ELSA model, the two-phase system is studied as a single
phase flow composed of two species with highly variable density. In the
solution algorithm it is possible to distinguish an Eulerian framework,
where the liquid distribution is calculated up to the generation of spherical
droplets and a Lagrangian environment used to track the subsequent spray
evolution. In Figure [3-3] a sketch of this coupling is briefly shown. The

Eulerian-Eulerian Eulerian-Lagrangian

Figure 3.3: Schematical representation of the ELSA coupling proposed in

[120]. Adapted from [132].

attention will be here focused firstly on the Eulerian framework, whereas
some detail about the Lagrangian injection and the Eulerian/Lagrangian
coupling will be provided at the end of the section.

3.4.1 Eulerian framework

Considering the depicted issues of atomization modelling in LES, one
of the most challenging problems from a numerical point of view is the
coupling of DNS-ICM regions with zones where the sub-grid contribution
is relevant. A sketch of the strategy adopted in ELSA [120, 130} [133]
is shown in Figure using a snapshot of the atomization of a liquid
jet obtained in DNS context by Vaudor et al. [I34]. The dotted white
lines represent, just for the sake of clarity, the theoretical mesh sizing of
a really coarse LES simulation.

e In the dense regions of the spray, such as the one specified with
the green circle, where the characteristic length of the surface in-
stabilities along the liquid/gas interface is bigger than the mesh
sizing (i.e. the sub-grid contribution is negligible), an interface
tracking method is used. In particular, the VOF solver provided
in the standard release of OpenFOAM® (i.e. interFOAM) is here
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Liquid

channel

Figure 3.4: Schematical representation of the DNS-LES approach
proposed in [120]. Adapted from [157)].

employed. The reader interested in a detailed description of the
interFOAM approach is addressed to [I35] and references therein.

e In the more diluted spray region, such as the one identified in red,
dimensions of the generated ligaments are lower than the mesh
sizing (i.e. more droplets are inside one mesh element) and therefore
they are accounted through a sub-grid model. The spray is therefore
transferred to a sub-grid level and, based on the ELSA formalism, an
equation of liquid/gas interface is used to characterize its evolution

[120].

From a mathematical point of view, all the system of equations in ELSA
is formulated in order to account for such coupling. First, the liquid
volume fraction evolution can be entirely represented through the following

equation [120]:

oa; 0 (Uidl) B(Cadl (1 - dl)) U;” 8Ral,¢ -
6t + 81171 + 8901 + (1 B Ca) 8$1 o 0 (310)
——
ICM SGS

where U;" is an artificial relative velocity between the liquid and the gas
phases, defined in the vicinity of the interface for the ICM part, and used
to steepen the gradient of the liquid volume fraction and improve the
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interface resolution (see [120} [I35] for further details). Rq,,: is instead the
sub-grid scale (SGS) contribution to the liquid volume fraction equation.
Instead, Cy is the weighting coefficient used to switch from DNS-ICM
regions (i.e. Co = 1) to LES (i.e. Co = 0). Its physical meaning and
definition is detailed in the following paragraph.

Regarding the subgrid contribution R, :, which is specified in the follow-
ing as turbulent liquid flux, it can be defined as:

Ra,i = Uiy — Usdi (3.11)

Strong attention will be devoted in Chapter@on the strategies that can be
employed to model this term. In [I120], a simple diffusion law based on a
turbulent diffusion coefficient (D) has been used and the same modelling
choice is here retained for the moment (see Equation [3.12)). The reader
interested in a description of the consequences of such gradient closure is
addressed to Section [B.5]

= oqy

Ra,i = Di— 3.12
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Beyond the equation of liquid volume fraction, as far as the momentum
equation is concerned, a single-phase formalism is retained [120] (see
Equation|3.13)). As already mentioned, all the density sub-grid correlation
terms are included in Tpujug-

Bt 895 7 B al'z
0 _ 8[7 i (9[7 j anui uj
+ 5| B + -
8mj 8.’Kj axz 83@
Furthermore, together with Equation [3.10] in ELSA context the breakup
processes and the poly-dispersed spray distribution are accounted globally

through the introduction of the quantity of liquid/gas interface per unit
of volume (X):

(3.13)

S(z,t) = Quantity of liquid-gas interface (3.14)
T Control volume :

It is worth noting that, with respect to the droplet diameter, X is a general
quantity that can be defined ranging from a coherent jet up to a diluted
spray.

Several works have been realized in technical literature regarding the
Y-evolution mainly in RANS context [60] and the following general formu-
lation, initially proposed by Ishii and Hibiki [136], is normally recovered
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[58, [137): o
872 oUu; X

8t 83:1

where S represents the generation or disruption of surface density due
for instance to breakup or collision events. The closure of such transport
equation has been the subject of several research activities and three main
approaches have been pursued in literature [130]:

=5 (3.15)

e The closure of the source terms for ¥ is realized before the integration
over the control volume. The interface density is here defined as
a Dirac function centered on the interface. The mathematical
identification of the unclosed terms with physical phenomena in this
framework is quite challenging and not completely assessed. The
reader interested in this approach is addressed to [138].

e Iyer and Abraham [I39] obtained instead the interface density equa-
tion by assuming a spray PDF and then integrating it, multiplied
with 47 D?, over the diameter space. Some un-closed terms appear
requiring an additional modelling effort. This procedure represents
an extension of multiphase approaches for discrete phase based on
the kinetic equation and it can be applied only if a spray of spherical
droplets has been already generated [130].

e A phenomenological approach can be also employed starting from
the flame surface density equation derived in reacting environment
[I40] and making an analogy with the ¥ transport. Several works
have been realized following this strategy (e.g. [567) 68|, 141, [142]
among others).

In the present study, as in [120] [I33], a formulation of S based on the
latter criterion and in particular on the restoration of an equilibrium value
of the liquid-gas interface ¥, with a characteristic time scale 7., has
been adopted:

% %

s=2 (1o 2) a0

Yeq can be estimated considering a local equilibrium between the surface
tension and the local turbulent kinetic energy k. The deviation from such
equilibrium condition is then characterized through the introduction of
a critical Weber number (We*). Using this assumption, an expression
of We* based on k was firstly proposed by Lebas et al. [58] [60] (i.e.
We* = %) However, such formulation tends to infinity in very dense
or diluted two-phase flows (i.e. @ — 1 or 0). Then, in order to avoid
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such inconsistency, Duret et al. [I43] proposed a different definition which
has been employed also in the present work:

We* :405(Pl+Pg)al (lial)k (317)
0Xeq

where p; and py are the density of liquid and gas. Using a wide dataset
of DNS simulations, We*=1.63 was suggested as a general value [143].

Lebas et al. [60], based on Equation [3.16] derived several mathematical
expressions of source terms related to primary breakup, collision and
secondary atomization associating each one to a characteristic time scale.
In this study, as in [120], [133], the attention is mainly focused on the near
injection region and just the source term related to primary atomization is
retained, where a dependency on the turbulent time scale (7¢) is assumed.

=~ = b 3

S = SPrlmary Breakup — ?t <1 - ieq) (318)
Clearly, the developed formulation can be easily extended to include all
the other phenomena.
However, from a numerical point of view, the expression of the equilibrium
surface shown in Equation [3.17] presents an inconsistency when the two-
phase system is at rest (i.e. for k — 0, g — 0). In such condition, Xcq
has to be calculated as the value of the liquid-gas interface resolved in each
cell of the computational domain, i.e. assuming in this way its minimum
allowed value (X.in). As derived by Chesnel et al. [I33], it is possible to
demonstrate that 3,,:n, using a mesh sizing A, can be approximated as:

(6%] (1 — al)
A

Hence, the equilibrium value of the liquid-gas interface has to be computed
as:

Snin = 2.4 (3.19)

- - S sk S 0.5(p1 + pg)au (1 — ) k
Ee = Emin by W = Emzn 4
a +2 (Weh) + oWe*

(3.20)

where ¥’ represents the sub-grid scale interface density, namely the
generation of liquid-gas interface due to turbulence forcing in addition to
the minimum value.

Based on Equation instead of solving for ¥ (see Equation ,
Chesnel et al. [133] proposed to consider just the transport of ¥ with
the following equation, which has been employed also in [120] and in the



3.4 Eulerian Lagrangian Spray Atomization approach for LES 109

present study:

o8 oUE 9 s - > 5
R il O (CEL ) R (1 - ieq> (3.21)

where Ur ; represents the velocity of the liquid-gas interface. The complete
3. is finally calculated locally as =3 + Soin. In this fashion, the
primay breakup phenomena are included and a representative Sauter
Mean Diameter (SMD) calculated as SMD = 6a;/%.

In Equation the definition of C, coefficient to switch from a DNS-
ICM to LES atomization modelling is still missing and it is detailed in
the next paragraph.

Switching DNS-LES criterion for ELSA In [120], two criteria are
defined to transfer the interface description from DNS-ICM to LES, which
are specified in the following as Interface Resolution Quality (IRQ) criteria:

e The first one is based on the liquid/gas interface density. In partic-
ular, considering Equation m Ymin/X can be considered as the
ratio between the resolved interface and the total one.

Z:n'n'n
¥

IRQs = (3.22)
Hence, if the mesh sizing is fine enough to correctly solve all the
wrinkles of the interface (i.e. Xpmin = X), ICM can be applied
imposing Co, = 1. On the contrary, the sub-grid contributions are
not negligible if ¥ is much higher than ¥,,;, and a diffuse interface
approach has to be selected (i.e. IRQx — 0 and C, = 0) [120].

e The second one is based on the surface curvature (x), which is
considered as a marker of regions where the interface is strongly
wrinkled inside one computational cell. The higher is x, the higher
is the sub-grid contribution to Equation In fact, considering
that for a spherical droplet of radius R, k = 2/R, the TRQ, is
calculated in the following manner on a computational domain of A
sizing:

1 R

IRQx = — = 55 (3.23)

Hence, considering the asymptotic case of R — 0 (i.e. representative
of a spray with a characteristic radius much lower than the mesh
sizing), IRQ. tends to zero and the chosen A is not at all enough
to represent the physics under investigation. In this asymptotic
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condition, a diffuse interface approach has to be employed (i.e.
Co = 0). In the opposite case, C, = 1 [120].

Therefore, the switching DNS-LES criteria for ELSA can be summarized
as below, where €; and e are two defined tolerances [120]:

(3.24)

o — 1, if IRQx > €1 or IRQ, > €2
“ 0, otherwise

In Table the system of equations employed in the Eulerian region of
ELSA in LES and used as reference in the present work is summarized.

Continuity equation:

oU;
al'i o O
Momentum equation:
8[)(71 8;3(710] _ oP i _(0U; BU]' _ anuiuj
8t 8Ij o 6231 (%sj al‘j 6231 81']'
Liquid volume fraction equation:

% n 0 (Uidl) n 6(Ca071 (1 — dz)) U;” 6]?04[,1'

ot ox; ox; Ox;

Liquid gas interface density equation:

oy Uy 9 fer - - ) )
B o = (Ui—UFﬁ)*;(l—geq)

=0

+(1-Ca)

Table 3.1: Summary of the equations implemented in the FEulerian region
of ELSA to account for the coupled DNS-LES approach. [120)].

3.4.2 [Eulerian-Lagrangian coupling

The reduction of the liquid volume fraction all along the atomization
process leads to a lower accuracy of Eulerian approaches. The sub-grid
contributions become more and more important (i.e. higher values of ¥ are
generated) and the characterization of liquid structures with one velocity
and diameter is no more meaningful. To overcome this issue, a coupling
with a Lagrangian approach or with numerical methods developed to
address the Williams equation (see Section has to be provided. In the



3.4 Eulerian Lagrangian Spray Atomization approach for LES 111
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Figure 3.5: Schematical representation of Eulerian-Lagrangian coupling
realized in ELSA context.

ELSA context a coupling with a lagrangian technique is adopted [120].
First, a switching criterion has to be defined and here, as proposed in
[120], cells of transition inside the computational domain are determined
based on values of «; lower than 1% in order to have a distance between
particles large enough to neglect the liquid-liquid interactions [120]. A
sketch of the coupling procedure is shown in Figure[3.5] The lagrangian
fields in transition cells have to be properly initialized from the Eulerian
region and the following characteristics are considered [120]:

e Position: lagrangian particles are directly injected at the center of
the cells identified in the transition region.

e Diameter distribution: this is surely one of the most representa-
tive variables for the lagrangian population since it is related both
to droplet motion and evaporation. As already said in previous
section, a Sauter Mean Diameter can be directly calculated from the
liquid volume fraction and from the liquid/gas interface as shown
below:

D3z = 558 (3.25)

In [I20], a Dirac delta function centred on the calculated Dss is
therefore used to define the PDF of the spray. Locally the SMD
can vary all along the transition region defining a more complex
diameter distribution on such a group of cells. Further developments
are required on this point as shown in Section [3.5]

e Velocity distribution: Together with the diameter distribution,
the injection velocity is the other controlling parameter for the
subsequent lagrangian evolution. As described in detail in the next
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chapter, Equation [3.12] entails the neglection of the slip velocity
between phases and therefore in [120], lagrangian particles are
injected using the mixture velocity of the cell. As advanced case,
a dispersion model may be included at the injection by randomly
choosing a velocity through a Gaussian velocity distribution in order
to match the estimated turbulent kinetic energy. This solution
should be pursued in future investigations, even if the slip velocity
is still not taken into account.

e Number of droplets per unit of volume: the number of droplets
injected at each transition cell is decided in a pre-processing step
and it is specified as npqrcer. Hence, the number of droplets for each
parcel (ngrop) is calculated through the local conservation of liquid
mass.

Once the parcels are injected inside the computational domain, a standard
lagrangian tracking is employed to determine the evolution of the liquid
phase and models used in this region are described in the next section.
However, it should be pointed out that, beyond the injection, the Eulerian-
Lagrangian coupling developed in [I20] has been realized in order to ensure
also that, in the diluted spray region, the set of equations shown in Table
[3-T] for the Eulerian part of the solver and the Lagrangian ones behave
in the same manner. In particular, starting from Lagrangian values it is
possible to re-calculate a liquid volume fraction and a surface density in
an Eulerian reference in the following manner [120]:

Qlag = L § End 4.3
ag — rop,i i
77 Veeu — 6 v

Vl Z Wndrnp,idi2

ell
i

(3.26)

Zla.g =

where ngrop,; is the number of droplets per parcel and d; is the associated
diameter. Hence, using these values, it is verified that Eulerian and
Lagrangian approaches carry as average the same liquid volume fraction
and particles diameters. If it not case, the number of droplets per parcel
as well as the diameter at the injection are corrected to prevent incon-
sistencies [120]. Therefore, the resulting droplet diameter distribution
presents information both from the Eulerian and the Lagrangian refer-
ences. However, once such hybrid distribution has been defined it is also
used to correct the convective velocities of the Eulerian transport equation
(see Table . In fact, in each cell of the computational domain it is
possible to calculate the velocities uj,, and ulzag that correspond to the
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Lagrangian velocities in the Eulerian framework weighted respectively on
the liquid volume and surface [120].

3
Zi %nd'rop,idi Ui
™ 3
Zi gndrop,idi

2
s Zz TNdrop,idi” Ul
lag = 2
>k Tdrop,id;

In order to introduce this contribution in the Eulerian equations, a
weighting function between Eulerian and Lagrangian approaches (Ciag) is
introduced and the number of parcels per cell (npqrcer) is used to this end
by Hecht [120] : if nparcer is equal to one, the local impact of Lagrangian
cloud over the Eulerian framework is negligible, otherwise it has to be
included. Equations reported in Tableare therefore corrected as shown
below:

«
ulag -

(3.27)

da; | Uy 9 (Cadi (1 —an)) U/+
ot ox; 0x;
aRal,i 8Cl119 (u?ag,i - [_]1)
+ (1 - Ca) (1 - Olag) amz =+ 8371
oy ous 0 (et = -
Bt g = 1= Cuay) g (5 (0= On) ) +
| 9Ctag® (viag: ~T3) | £ (1 . )
8CL’i Tt Eeq

(3.28)
where Clag = 1/4/Nparcer is a measure of the effectiveness of the la-
grangian methodology to shift between diffusion or lagrangian terms (e.g.
Clag = 1 if parcels are not present). The higher the number of particles,
less significant are diffusion effects [120].

3.4.3 Lagrangian framework

Once injected, a standard Lagrangian approach is employed to follow
the evolution of the liquid phase inside the computational domain. The
reader interested in a detailed description of this approach is addressed
to references [66], [67, [[16] among others. However, as already detailed in
Chapter [2] several models to account for drag, evaporation and secondary
breakup effects have to be provided.

In this section, a brief overview about drag and evaporation modelling is
given in order to introduce some basic knowledge that will be then used
in the next chapters.
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In lagrangian context, numerical particles (i.e. parcels) are individually
tracked and the equation of motion, considering a spherical, small and non-
rotating particle into a gas medium, illustrates the second law of Newton,
so the sum of forces acting upon a mass determines its acceleration:

diig 1
— = F; 3.29
dt mq zl: ‘ ( )

where 14 is the particle velocity, mq its mass and F; represents a generic
force on the particle.
In the conditions of interest for gas turbine applications, the particle
motion is determined mainly by drag and bouyancy forces. As suggested
by Faeth [13] all the other contributions, like virtual mass, Basset, Saffman
and Magnus forces can be reliably neglected. With these hypotheses the
Equation [3.29| can be written as:

dig = pd— P,

— = Fyra .
B — Farag + P (3:30)

where dg is the particle diameter. Further information about the expres-
sion of the drag force are reported in the next paragraph.

Moreover, during their life droplets undergo heat transfer and evaporation.
The evolution of mass and energy of each parcel is computed through the
following conservation equations [67, [116]:

dmd

dt

d : .
M (cpi (Ta — Tref)) = Qa + mhy(Ta)

(3.31)

where 1 is the evaporation rate, ¢, is the liquid specific heat capacity,
Tres is the reference state temperature and h, is the latent heat of
vaporization. m and Qg are calculated through specific evaporation and
heat transfer models detailed in the devoted following paragraph.

Drag modelling : The drag force represents the aerodynamic interac-
tion between liquid and gas and a general expression for this source term,
to be included in Equation [3:30} is:

Firag = %‘chpg ((7 - u';i) I ([? - u'fi) I (3.32)

The determination of the droplet drag coefficient C4 in a complex envi-
ronment as a gas turbine chamber, where the droplets experience high
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temperatures and pressures (and hence high evaporation rates) and strong
deformations, is very difficult and mainly based on experimental studies.
In literature, several expressions have been proposed with a direct depen-
dency on the particle Reynolds number. In this study, the formulation
proposed by Shiller-Naumann [67] for a spherical, not deformable particle
has been employed:

= 0.44, if Re, > 1000 (3.33)
T\ (4 ERe)®) it Rey < 1000 :

Equation can be written again introducing also the definition of a
dynamic relazation time, 7,. It represents the time required for a particle
to reach the 63% of the gas phase velocity. Hence, in the case of low
Reynolds numbers (Rep, < 1), Equation can be rearranged in the
following linear form considering that in this case Cy = 22

Rep :

dilg 3ugRep - 1 = .
_ 2 H U — = (U - .34
dt Cd4 ppd? ( tia) Tp( ua) (3.34)

which for an initial droplet velocity equal to zero has the following general
solution: . .
g=U(l—e ) (3.35)

The expression of 7, employed in Equation [3:34] is valid only at low
Reynolds numbers, but generally it is possible to define a dynamic relax-
ation time like:

4 ppd?
=-—" 3.36
=3 tgRepCy ( )
which in the case of Re, < 1 becomes:
d2
T, =L (3.37)

P 181ig

Based on the dynamic relaxation time, the Stokes number can be as well
defined as:
T

St= (3.38)

Tg
where 74 is a characteristic time of the gas-phase. It gives a measure of
the relative importance of the dynamic of the liquid phase with respect
to the carrier one.

Evaporation modelling: A reliable description of the spray evapora-
tion process is another fundamental step in the prediction of the fuel
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distribution inside the combustion chamber. Several models have been
derived through years and the major part of the existing approaches are
actually based on single spherical droplet assumption [I16]. A general
approach for vaporization in presence of high values of liquid volume
fraction is still under development.

A complete evaporation model should take into account all the transport
phenomena, around and inside the droplet as shown in Figure [3.6] The
heat exchange between the gas and liquid phases by convection should be
included together with conduction inside the droplet and phase change
phenomena at the liquid-gas interface [66] [116]. Anyway, a comprehensive

Interface

Stefan flow

/
=
==
=
/

<> Diffusion

Thermal flux

Figure 8.6: Schematic representation of the phenomena involved in liquid
evaporation (adapted from [1}3])

modelling strategy would be extremely expensive and can be reliably
employed just for single droplet investigations. Therefore, in order to take
into account only the dominant processes involved, the Biot number is
introduced for a droplet of diameter d [66]:
hd
Bi=_— 3.39
=5, (3.39)
where h is the heat transfer coefficient and A4 the fuel conductivity. It
represents the relative strength of the external heat transfer over the
internal conduction. Based on the Biot number, different configurations
can be introduced:

e Bi — 0, the heat conduction inside the droplet is dominating
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over the external heat transfer. The internal conduction smooths
the temperature profile inside the droplet very quickly and only a
small temperature gradient is established. Temperature is therefore
uniform inside the droplet, thus it is referred as uniform temperature
model.

® Bi — 00, the droplet is heated up only on the surface by the external
heat and a thin skin approximation can be applied where only the
droplet surface raises its temperature.

e Bi = n, a predominant process of heat transfer cannot be identified
and more advanced strategies like the conduction limit model have
to be applied [66].

In the conditions of interest of aero-engine combustors, the uniform
temperature model can be reliably applied [66].

In order to derive the governing equations for evaporation and heat
transfer, the domain is normally dived in three regions (see Figure [3.7):

ref’  ref

Figure 8.7: Regions considered in the uniform temperature model
(adapted from [T]]]]).

e gas-phase, which represents the region infinitely far from the
droplet. Here, the temperatures and vapour concentrations are
those of the carrier phase.

e droplet surface, which is a layer located at the interface between
gas and liquid where transport processes take place. It is normally
specified in literature as thin film layer.



118 3. Introduction of a general approach for atomization modelling

e droplet interior.

In [12], starting from this domain definition, an analysis on single droplet
evaporation has been carried out. Based on the main assumptions of
spherical symmetry, constant fluid properties and supposing a quasi-steady
evolution for the gas phase and the absence of convection phenomena, the
following equation can be derived for a single evaporating droplet [12]: :

m = 27porefDref In (1 -+ BM) (340)

where prey and Dy.s are density and the mass diffusivity of the air-
vapour mixture at a reference condition. Bjs is instead the Spalding
mass transfer number. Faeth [145] suggests computing all these physical
properties through the so called 1/8-rule:

1

Yier = Yrs + g(YF,oo —Yrs) (3.41)

1
Tr&f = Td + g(Too - Td) (342)

where Yr s and Yr o are vapour mass fraction on droplet surface and
in gas phase. It should be pointed out that the same law was used in
Chapter [2] for the analysis of lean spray flames.

To derive Equation [3:40] a thermodynamic equilibrium assumption should
be introduced where Yr s can be calculated from T, using the Antoine or
Clasius-Clapeyron equation (psat(T4)) [12].

XS,quF
XS,eqWr + (1 — xs,eq)Wy

Yrs = (3.43)

where Xs,eq = Dsat(Ta)/pg is the equilibrium surface molar fraction, while

W and W, are molecular weight of vapour fuel and gas phase respectively.
The Spalding mass transfer number (Bjys) can be therefore computed as:

Yrs — Yr oo

By —
M 1—Yrs

(3.44)
Equation [3.40| represents the fundamental expression of the evaporation
rate. However, further developed formulations can be derived by removing
some of the aforementioned assumptions. For instance, a correction to

account for convection and Stefan flows effects can be introduced. In this
case Equation is modified as follows [69]:

m = derefDrefSh* ln(1—|—BM) (345)
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where the Sherwood number Sh* has been introduced. Abramzon and
Sirignano [69] suggest to compute it as:

Sho — 2

h* =2
S + Far

(3.46)
where Sho is a reference value of Sherwood in absence of convective
fluxes, which can be calculated by means of experimental correlations as
a function of Reynolds and Schmidt droplet numbers. Since Reynolds
number is defined on the relative velocity (see Section [3.1)), convective
fluxes are therefore directly included. Instead, Fis, which is a correction
due to droplet evaporation derived from boundary layer theory, can be
calculated as follows:

0_7111(1 + B]M)

FM:(1—|—BM) Bas

(3.47)

This is the so called Abramzon-Sirignano model [69]. In a similar manner
with respect to Equation [3.45] the evaporation rate can be expressed also
in terms of thermal properties [69]:

kref
ref

1 = md—<L Nu*In (1 + Br) (3.48)

where kr.y is the thermal conductivity at the reference state. The Spalding
heat transfer number B/T can be defined as:
/ Too — T,
Bl = s T — Ta) (3.49)
L—-Q/m
where ¢p, s is the fuel vapour specific heat, L is the latent heat of vapor-
ization and @ is the heat transferred into the droplet per unit of time
[69]. The modified Nusselt number Nu* can be determined similarly to
the Sherwood one:

Nut =24 Nuo =2 (3.50)

Fr
Nug = 2+ 0.552Re? Prs (3.51)
Fr=(1+ By 7201 Br) (3.52)

By

where the Ranz-Marshall correlation [146] was reported to evaluate the
Nug, where the Prandtl number is:

Pr= C”kﬂ (3.53)
g
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Under t}}e assumption of Lewis number equal to one: Sh* = Nu™ and
By = Brp.

Clearly, several alternative formulations with respect to Abramzon and
Sirignano have been also proposed. For instance, in some commercial
codes, such as ANSYS® CFX, another widely used expression is the one
proposed by Borman and Johnson [147] and reported here below.

1 = mdpres DreySholn (pig - p“*°°) (3.54)
Pg — Pou,s

where p, is the gas pressure, whereas p,,s and p,, are respectively the
partial pressure of fuel vapour at the droplet surface and far from it.
Nevertheless, Equation surely represents one of the most known and
employed laws in evaporation framework.
Vaporization has also a key role in heat transfer. The thermal energy
from the gas phase to the drop can be calculated as:

Qa = 7d°h(Too — Ty) (3.55)
and it can be recast in terms of Spalding heat transfer number as:

In (1 + By)

Qd :wdkrefNu* BT

(Too — Ta) (3.56)
The derived relationships can be used to compute the evaporation rate
and heat transfer of a single droplet. Obviously, in order to obtain the
evaporation rate of a spray cloud, it has to be multiplied with the number
of droplets contained in each parcel.

3.5 Limitations of ELSA approach for aero-engine
applications

The ELSA approach for LES presented so far has been already applied
in the context of liquid jet atomization, compared with both DNS and
experimental data.

In [I30], where the coupled DNS-LES approach has been implemented in
the DNS code ARCHER [148], [149], a comparison with DNS results on a
Diesel like injection system was performed. In Figure 3-8 the obtained
qualitative and quantitative comparisons are shown. Data calculated with
a full VOF approach in LES are also reported for further comparison. As
explained in detail in [130], with respect to VOF results, where the liquid
column seems to be nearly unaffected and no relevant surface instabilities
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Figure 3.8: Comparison between DNS data and DNS-LES coupled
approach. VOF/LES is shown as further comparison. Qualitative
comparison on the left and liguid volume fraction profiles on the right.

Adapted from [130)].

are generated along the liquid/gas interface, the coupled DNS-LES ap-
proach based on ELSA is able to reproduce the generation of a classical
mushroom shape thanks to the sub-grid scale contribution. The slice of
the liquid volume fraction field, reported on the left-bottom side of the
figure, clearly shows that the wrinkling of the interface in the black box
is due to the diffusion at SGS level. The quantitative comparison with
the DNS data confirms the capabilities of the coupled approach.

A validation on a similar jet in co-flow geometrical configuration with
detailed experimental data implementing the same VOF-ELSA approach
in OpenFOAM® has been performed also by Hecht et al. [120]. Ob-
tained results show the consistency of the developed approach in terms
of switching criteria describing the whole atomization process shown in
Figure[3.9] Three main regions can be clearly identified: a central core of
the jet where the interface is resolved with an interface capturing method,
zones, where the liquid wrinkling is under-resolved and the sub-grid scale
modelling acts, and a dispersed spray that is tracked in a lagrangian frame.
As soon as the mesh is not fine enough to correctly solve the interface,
the diffusion term is activated leading to a reliable prediction of the jet
dispersion and breakup. Further results and sensitivities on the developed
solver in OpenFOAM® can be found also in [150L 1511 [152].
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Resolved Interface  Under Resolved Interface

Subgrid Spray

Figure 3.9: Evolution of the complete atomization process for a diesel jet
from injection up to the dispersed spray. Adapted from [120].

Nonetheless, some developments are required to extend the capabilities
of such approach to account for the reactive conditions and swirled flow
field of lean burners.

The extension of the capabilities of the VOF-ELSA approach in LES con-
text for aero-engines applications has been the main goal of this second
part of the research activity.

It is worth pointing out that the primary aim of this piece of work was
not to demonstrate the capabilities of ELSA in reproducing a breakup
process since this topic has been already widely investigated by several
research groups with a fair agreement in terms of diameter distribution (i.e.
Demoulin et al. [60}, 120, 130, 150, [151] 152]), Garcia et al. [153} 154} [155]
and Schmidt et al. [I56, [I57] among others), but mainly to broaden its
characteristics for aero-engines applications. Clearly, the validation of
each one of the proposed developments represents a further assessment of
such methodology.

In particular, one of the key points on which the work has been focused is
the modelling of turbulent liquid flux Ra , (see Equation . This term
is directly related to the liquid flux and it drives the fuel dispersion and
evolution. As already mentioned, a simple Fick’s law based on a turbulent
diffusion coefficient D; has been employed to model this term by Hecht
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et al. [120]:
- JEE—— vy Oy ooy
Ro,i =ui'oq’ = ——5— =—-Dy— 3.57
i = Ui Sc: Oz t 9z, ( )
However, this approach is valid only in the absence of a mean slip velocity
between liquid and gas. In fact, if the phases are strictly immiscible, it is
possible to derive the following exact definition for the turbulent liquid
flux that shows the strong link between R, and the local relative velocity

V1o [T41]:

Ral,i =wui'oq’ = 7@1([71- — Ul,i) = 071(1 — dl)Vrlg,i (3.58)

It should be considered also that the local relative velocity, following
the analysis developed by Deutsch and Simonin [I58] [159], can be also
re-arranged as:

Viigi = (Ui —Ugs — Upi) = (Usig.i — Vbig,i) (3.59)

This decomposition shows the two main components of the relative velocity
in a particle two-phase flow:

e an average relative velocity, here specified as Uslg,i, between the
particle and the surrounding flow in the promixity of the interface
that is directly related to the drag force acting on the liquid (see

Equation [3.32)).

e a drift velocity (Vpi,,:) that is the conditional average of the fluid
turbulent velocity fluctuation with respect to the particle distribu-
tion [159].

Hereinafter, to avoid a too complex notation, the slip velocity Usy; will
be specified as Us,; and the drift as Vp ;. The drift component accounts
for the dispersion mechanism due to the particle transport by the fluid
turbulent motion and it holds in a mixture of two different species in
a single-phase flow. It is related to a random agitation that promotes
homogenization of phase concentration, leading to the generation of a mean
average velocity. Hence, models developed in single-phase context can
be used for its closure. For example, considering the approach proposed
by Bailly et al. [160], where the turbulent flux of a scalar quantity in a
single-phase mixture is considered, the following classical gradient closure
for drift was proposed:

_ Dy (9071
Vb, = ay (1 —ay) 0x;

(3.60)
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where D; represents the liquid/gas turbulent dispersion coefficient.
Thus, if the spray dynamic relaxation time 7, and the mean effective slip
velocity Us,; are negligible ( i.e. in the case of droplets with low intertia )
the turbulent liquid flux is only due to the drift velocity and Equation
[3:57] can be exactly applied.

Under the same assumptions, the first term on the RHS of Y-equation (see
Equation can be modelled as a turbulent diffusion term [60, [I61],
neglecting the effects of the slip velocity on the liquid/gas interface density
distribution. .,
o 147 82
- SC;: 8951

Rsi= (S (U~ Or.)) (3.61)

It should be pointed out that some modifications to these single-phase
closure can be considered in order to include the effects of liquid inertia
and liquid surface discontinuity [T41] [I59]. However, when the mean slip
velocity is not negligible, these formulations have to be deeply revised.
Considering the flow-field characteristics of lean combustor atomizer, the
slip velocity can have a strong impact. This has been verified using the
steady-state Eulerian-Lagrangian computations realized in [116} [162] on
the PERM injection system (see the Introduction for further details about
the PERM system). From Lagrangian data it is possible to extract the
spray evolution as in an Eulerian framework by averaging the properties
of parcels cell by cell.

The chosen test condition is characterized by low pressure and by a locally
high fuel-air ratio, with 20% of fuel that is injected through the pilot
injector. Figure|3.10| reports the obtained evolution of slip velocity and
spray volume fraction. Because of the high Sauter Mean Diameter, due to
low values of air inlet temperature, droplets fully evaporate far away from
the injection location and particles injected through the pilot nozzle reach
the prefilming surface. Near the pilot injector, due to the high inertia of
liquid droplets, particles do not follow the gas stream, maintaining a slip
velocity up to the prefilming surface as high as 70 m/s. The importance
of such velocity on the liquid distribution can be stressed also showing in
Figure the evolution of the ratio between the slip and the mixture
velocity in the pilot region: locally Us assumes values four time bigger
than U and it gradually decreases due to the drag of the gas phase.
However, the relative importance of Us in the pilot region with this ge-
ometrical configuration is very high and cannot be neglected as it may
have a strong effect on the liquid distribution. It is worth noting that the
slip velocity should have a high impact also for injector configurations
different from prefilming atomizers, like those based on breakup of jets in
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Figure 8.10: Evolution of slip velocity and liquid volume fraction on the
symmetry plane [163].
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Figure 8.11: Zoom of the distribution of the ratio between the slip and the
mizture velocity in the pilot region [163)].

crossflow (e.g. the TAPS atomizer described in the Introduction). Here,
the liquid mixing is completely controlled by discrete jets and, mainly in
the region of jets impact, the slip velocity can be significant.

Therefore, strong attention has been devoted in this research work to
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include the effect of slip velocity inside the ELSA context. This problem
has been already faced by the author in [163] and in the next chapter
the main achievements are summarized: the issues associated with the
turbulent liquid flux are analysed and a novel Quasi Multiphase Fulerian
(QME) approach is proposed and assessed on a jet in crossflow configura-
tion.

Furthermore, considering that the attention is here focused on the analysis
of the atomization process in reactive conditions, the evaporation process
represents another key step in the evolution of the liquid phase. As already
shown in Chapter [2] the topology of a spray flame and its stabilization are
completely related to the developments of the breakup and evaporation
phenomena.

Therefore, another important part of the work has been focused on the
development of a compressible solver of ELSA for LES and to the intro-
duction of an innovative modelling strategy for evaporation. Chapter || is
completely focused on this topic.

Finally, a further limitation of the actual ELSA formulation that can
deeply affect the performances of the model in the aero-engine context is
the choice of a Dirac function as droplet size distribution at the lagrangian
injection. In [120], the spray was assumed locally monodispersed and
no spray dispersion was included. This is not generally true and it can
deeply modify the evaporation and combustion processes. As reviewed in
[164), [165], several types of functions can be encountered such as Rosin-
Rammler, modified Rosin-Rammler, log-nomal or Nukiyama-Tanasawa
distributions. A definition of their mathematical formulations can be
found in [I2], 164]. However, no one of these distributions is universally
better than any other. In Chapter [f] this problem is discussed in detail
and to overcome these issues, distributions of novel interface geometrical
properties are studied thanks to DNS analyses.

3.6 Concluding remarks

In this chapter, an overview about atomization both from a physical
and computational point of view is given. In particular, issues associated
to the development of an LES atomization model were presented and
a coupled DNS-LES strategy, based on the ELSA formalism, proposed
as a possible solution. Based on values locally assumed by two quality
criteria, if the mesh sizing is fine enough an interface capturing method is
applied, while in the opposite case a standard diffuse interface approach
is employed. The resulting VOF-ELSA solver, both in its Eulerian and
Lagrangian frameworks, has been described with particular attention to
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the Eulerian-Lagrangian coupling. In the last part of the chapter, some
limitations of such approach in handling a swirled reactive environment
like an aero-engine burner have been also highlighted in order to justify
the efforts presented in the next chapters.






Chapter 4

Quasi Multiphase Eulerian
approach for ELSA framework

In the previous chapter, the ELSA model has been presented together

with its actual limitations for applications where slip velocity effects are
significant (e.g. swirled flow-fields). In particular, the use of a gradient
law for turbulent liquid flux (Eal) has been identified as one of the most
important limiting points. Such contribution can completely modify the
evolution of the liquid phase and therefore deeply affect the resulting
reacting flow-field.
This chapter is devoted to the presentation of further advanced strategies
that can be used to account for the effects of turbulent liquid flux. Firstly,
a review of second order closures is carried out in order to highlight the
characteristics of the approaches already available in technical literature.
Then, a novel framework to derive a transport equation for Ra , is described
and an innovative method to include the effects of slip velocity inside
ELSA is presented. Finally, an assessment of the capabilities of the
developed Quasi-Multiphase Eulerian (QME) approach is reported on a
literature jet in crossflow test case.

129
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4.1 FEulerian-Eulerian solver from ELSA

The Quasi Multiphase Eulerian (QME) solver here proposed has been
initially developed starting from the mixture Eulerian-Eulerian solver
derived from ELSA. Therefore, beginning from the system of equations
C, has been set equal to zero and the lagrangian contribution has
been turned off. This modelling choice is related to the fact that the slip
acts in the diffuse interface region of the solver, whereas it has not impact
as long as VOF is applied. Therefore, the resulting system of equations
here below has been considered as starting point:
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(4.1)
As already mentioned in Section @, Tpu;u; represents the contribution of
turbulent fluctuations comprising also the density correlation terms. The
reader interested in a more thorough discussion of the consequences of
this modelling choice is addressed to Annex-A.
The liquid volume fraction equation contains only one unclosed term, i.e.
the turbulent liquid flux (Re, ), which represents the transport of the
liquid volume fraction induced by velocity fluctuations. This prevailing
term describes liquid dispersion and normally, due to the high-density
ratio of two-phase flow under investigation, it may dominate the evolution
of the liquid. Similarly, the first contribution on the RHS of the liquid/gas
interface density equation, which accounts for the mean surface velocity,
should be correctly modelled.
As described in Section [3.5] first order closures for these terms are not
satisfactory in the frame of aero-engine burners. The goal of this part of
the work has been therefore the proposition and assessment of a novel
closure for turbulent liquid flux to be applied to ELSA.

4.2 Second order closures for turbulent liquid flux

In order to overcome the issues in presence of a mean slip velocity with
gradient based closure, a second order model, in which each component
of the turbulent liquid flux is individually analysed, is here proposed as a
solution. A general formulation of the studied conservation equation may
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be the following one:

DRQ, i ou;’ oy’ _ Ou;' o’
b = 4.2
Dt o Vi, Z@’“ (42)

Terms appearing on the RHS have to be properly closed and ©y, stands for
the IV different physical phenomena that involve a production, destruction
or transport of the turbulent liquid flux. For example, drag force, body
forces, such as gravity, or any pressure gradient should be included in
such term: because of the density ratio, they would lead to a different
acceleration of each phase and therefore to the generation of a relative
velocity.

A preliminary review of the approaches already proposed in literature to
close Equation [£:2]is first provided. Then, a novel modelling framework
is proposed and a new transport equation is derived and assessed on a jet
in crossflow configuration.

4.2.1 Review of previous numerical works

In this section, the main efforts proposed in technical literature to

address the problem of the turbulent liquid flux closure are discussed.
A similar review was also proposed in [161] and the main results and
conclusions are here summarized and commented. It should be pointed out
that, in order to be as consistent as possible between different approaches,
in this section a Favre averaging procedure is applied to Equation
It is related to the fact that previous works in this context employed a
mass-weighted formulation of the proposed system of equations, while
here a volume-based formalism has been adopted.
Therefore, considering a variable ¢, the mass weighted Favre average is
denoted as ¢ = p¢/p and the corresponding fluctuation as d) Hence, p
is the mean mixture density, U; is the Favre averaged mixture velocity
and P is the mean pressure [60]. In this context, the following definition
of turbulent liquid flux is introduced:

Ry, = pu”" = =¥t (1= Y2) (Uri = Us.i) (43)

Turbulent liquid flux closure for a mono-phase mixture. Bailly
[I60] considers the two-phase mixture as a single-phase system composed
by gases of different volumetric mass. An analogy between a second
order model for progress variable (c¢) in the environment of premixed
combustion and an equation for liquid mass fraction (Y;) is proposed
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in [I61]. Thus, both ¢ and Y; are used as indicator function with the
following equivalence:

{Yl =c=1, if the point is in the liquid phase or burn gas; (4.4)

Y, = ¢ =0, if the point is in the gas phase or fresh gas;

Using this relation, an equation for turbulent liquid flux is derived (see
Equation [160, [161]. Considering the single-phase environment here
assumed, all the terms related to viscous forces and laminar diffusion
disappear|161].
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The equation is unclosed, since the turbulent diffusion term (A), which
relates the fluctuations of velocity to the turbulent liquid flux, and the
one accounting for the fluctuations of pressure (D) have to be properly
modelled. Employing a standard gradient-based closure for turbulent
diffusion, the following equation for turbulent liquid flux can be derived
[161]:
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where fluctuations of liquid mass fraction can be calculated starting from
the liquid volume fraction and liquid mass fraction. On the RHS of [4.6]
it is possible to recognize a source term accounting for the effects of the
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gradient of liquid mass fraction (B) and one that considers the influence
of the velocity gradient (C) on the turbulent liquid flux. Furthermore,
with the group of terms identified with D, the effects of the mean pressure
gradient and of the turbulence dissipation on turbulent liquid flux are
introduced. In this latter source term, a dependency on the turbulent
time scale 7; is assumed. This hypothesis means that the slip velocity
between the phases is controlled by turbulence and this can be verified
only if a mono-phase mixture, composed by gases with variable density
or by liquid and gas without inertial effects, is under investigation.
Considering the applications of interest in this study, this approach can be
not completely representative and a formulation with a direct dependency
to a dynamic relaxation time should be preferred.

Turbulent liquid flux closure from Eulerian multiphase approach.
In this case, a mixture composed by two distinct phases is considered. In
order to evaluate a closure for turbulent liquid flux, an equation for the
average velocity of the liquid in a standard Eulerian-FEulerian multiphase
framework is first derived [I66]. To this end, Drew [I66] applies a phase
averaging process to the system of equations available for the single phase
mixture, obtaining the following expression.
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where P, represents the pressure conditioned on the liquid phase, f;; the
external forces acting on the considered phase and M;,; the average force
density on the liquid/gas interface. Moreover, with ©;U; ins,; evaporation
is included, where the vaporization rate ©; can be evaluated as:

O, = pl(Ul,i - Uint,i)ni5s = plUvap,iniés (48)
where with the subscript int the variables at the liquid/gas interface are
evaluated. The source term ((Pl,mt — }51)%) represents instead the

pressure equilibrium on the droplet surface. Assuming an instantaneous
microscopic pressure equilibration at the liquid-gas interface, which will
be the case if the speed of sound in each phase is large compared to the
convective fluxes, this contribution is normally negligible.

The transport equation for the turbulent liquid flux, recalling its theo-
retical definition (see Equation , can be then calculated subtracting
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Equation from the following further equation (obtained by summing
the equation for the liquid mass fraction multiplied by U; and the equation
for the mixture velocity multiplied by Y; [166]):
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Using this procedure, it is possible to derive the following exact closure
for the turbulent liquid flux [I61]:
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This equation is complete since all the possible physical phenomena that
generate a slip velocity are considered. In addition to the source terms
coming from the single-phase approach (A,B,C), different expressions
to account for the interactions between liquid and gas (D) and for the
pressure effects (D2) are here included. The influences of viscous stresses
(E), body forces (F), evaporation (G) and surface tension (H) are as
well introduced. Moreover, with D3, the source term accounting for the
momentum exchange because of collisions in a eulerian framework is
specified.

The main drawback of this formulation is due to the expression of the
source term M, which accounts for the integral of pressure force on the
interface. It has not a general expression and it can be calculated as a
drag term only if an isolated cloud of droplets is under investigation. This
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assumption is the basis of the approach for turbulent liquid flux modelling
derived in the next paragraph.

Turbulent liquid flux closure from standard multiphase approach.
Within a general multiphase Eulerian context, problems have been en-
countered in handling in the equation of turbulent liquid flux a source
term due to drag. For this reason, in the present approach an isolated
cloud of droplets is investigated. Clearly, this leads to strongly simplify
the modelling framework. Simonin [I67] derives an exact expression for
the velocity of the liquid phase in such physical situation, integrating
the Williams-Boltzmann Equation (WBE) by assuming that each droplet
follow the drag force acting on a single particle injected in a infinite flow.
Hence, considering a mixture composed by a continuous gas phase with
liquid dispersed drops, the following momentum equation for the liquid
phase can be evaluated [167]:
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The following source terms are here included [167]:

e the first term on the RHS represents the transport of momentum
by the velocity fluctuations. The particle stress tensor u; ,u; ; needs
to be modelled (for example through a Boussinesq approximation)
or computed with an additional transport equation;

e the second term (C, ;) represents the inter-particle exchange of
momentum during collisions and it is negligible in dilute flows with
respect to the shear stress contribution;

e the third and the fourth term introduces the influence of the external
body force field acting on the particles and the effects of the mean
pressure gradient of the continuous phase. It should be pointed out
that with respect to the Drew’s approach, here the pressure to be
introduced in the liquid flux equation is clearly apparent (i.e. the
gas phase pressure Py);

e the source term ©;(U; — Uy int,;) considers the interphase mass
transfer due to evaporation;
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e the final source term corresponds to the mean inter-phase momen-
tum transfer due to the drag force that can be evaluated through
Equation [3.32

Using a mathematical procedure similar to the one shown in the previous
paragraph, it is possible to obtain the following equation for the turbulent
liquid flux [I61]. This expression is formally equivalent to Equation
since all the possible physical phenomena that can generate a slip velocity
are included.
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The reader can recognize the presence of the same source terms of Equation
from a formal point of view. However, the major differences rely on
the expression of the interfacial momentum transfer, which presents here
a closed formulation related to the drag force. In a similar fashion, the
pressure contribution is here just linked to the action of the continuous
phase.

Turbulent liquid flux closure for a Quasi-Multiphase Eulerian
approach Beau et al. [I61] [I68], in the context of Eulerian multiphase
flow simulations, introduces the idea of a Quasi-Multiphase approach
where the equation of the mixture velocity (U7) is coupled with the one
for the turbulent liquid flux to recover a flow field description coherent
with a classical multiphase method.

Starting from the modelling strategies presented so far, Beau [I61] derived
an additional equation for the turbulent liquid flux based on the following
assumptions:

e Absence of evaporation and collision effects on the turbulent liquid
flux;
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e The effects of external body forces are neglected;

e Modelling of turbulent diffusion effects for Ry, ; through a gradient
based closure;

e The effects of surface tension and viscous stresses are considered as
negligible considering the application at high Reynolds and Weber
numbers;

e The influence of the pressure on the turbulent liquid flux is ignored.

Hence, the following simplified closure is derived:
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where Dgy; + is a liquid/gas turbulent dispersion coefficient and 7,,, which
is the dynamic relaxation time, can be evaluated through a formulation
valid for a lagrangian approach (see Equation where the relative
velocity is defined as shown below:

1 Yy )
Ui = ———=— | pu}/y) + pD 4.14
pyvl(l_Y,l) (p U P gltax ( )
In the following table, all the introduced closures are briefly compared
and the following observations are introduced:

e The closure derived from Bailly [160] is obtained for a mono-phase
mixture, exploiting an analogy between the liquid volume fraction
and the progress variable in the context of premixed combustion.
The obtained equation for the turbulent liquid flux neglects the
effects of evaporation, body forces, viscous stresses and surface
tension. Above all, it is based on the main assumption that the slip
velocity is controlled by the turbulence with a direct dependency
on 7¢. This hypothesis is normally not representative in the context
of two-phase flows.
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e The closure of Drew [I66] is derived in a standard multiphase

Eulerian framework. The achieved equation for turbulent liquid flux
is complete, since all the involved physical phenomena are introduced.
However, several issues arise when the interfacial momentum transfer
source term M;; is considered since it has not a straightforward
expression. It can be calculated as a drag term only in presence of
an isolated cloud of droplets.

The closure of Simonin [167] is deduced starting from the momentum
equation for the liquid phase in a lagrangian framework. The
resulting equation for turbulent liquid flux is complete as in Drew’s
proposal, but here a direct expression of the drag source term is
recovered with a direct dependency on the dynamic relaxation time.

The equation for turbulent liquid flux of Beau et al. [I61] can be
considered as a simplified expression of the one by Simonin since,
for example, the same formulation of the source term due to drag
is employed, but the impact of evaporation, body forces, surface
tension, viscous stresses and pressure is not included.
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4.2.2 Proposal of a new turbulent liquid flux splitting
technique

Starting from this review of possible approaches that can be used to
close Equation a novel procedure to extract the transport equation for
turbulent liquid flux has been here derived. For the sake of clarity, in this
dissertation, the most significant passages of the proposed methodology
are reviewed and the interested reader is addressed to [163] for further
details.

To be consistent with the approach presented in Chapter [3] with respect
to methods described above, a volume based formulation is implemented
again and the whole procedure is presented in RANS context. Hence,
considering a variable ¢, its Reynolds average is denoted as ¢ while its
corresponding fluctuation as ¢’. An assessment of the resulting solver in
LES context is then provided here below.

First of all, an innovative splitting of Ry, ; in a slip and drift contribution
is introduced [163]. The major advantage of this method, as shown below,
is the set-up of a robust and reliable tool from an industrial perspective
to deal with turbulent liquid flux able to include the most important
phenomena acting on the dispersed phase.

Hence, using Equation [3.59} the turbulent liquid flux is divided in a part
due to the mean effective slip velocity (Ys) and one due to drift (®p):

Ra,i = uwi'ad’ = w00’ — w00
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where:
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As already discussed in Section [3.5] the term related to the drift flux can
be modelled at first order. Hence, the liquid volume fraction equation

takes the following form:
0 (——— 0 (——
- (uirai) t s (u’maﬁ))

(Tuit @d,i)) (4.17)

7

. 0 ia&l
T (Ts’l) B ox; (Sct 8:6,))

oaq; 8[,71‘071 _

ot O (
)
(

o &

S

Q

N



4.2 Second order closures for turbulent liquid flux 141

Namely, like in single-phase flows, the gradient closure for the drift
contribution can be replaced with a transport equation for each component
of diffusive fluxes. However, it is expected that the major part of the
anisotropy is related to local interactions between liquid and gas (i.e. Ts)
and that an isotropic diffusion flux can be employed for ®4.

A conservation equation for the component Yy is therefore required to
close the problem.

The unclosed formulation of such equation can be derived formally starting
from Equation 2] and by applying Equation [£.16] Considering all the
possible physical phenomena that can be accounted in Equation (see
the review performed in Section , such substitution leads to the
following theoretical equation [163]:

8ﬁYs i 3ﬁUj Y 8ﬁu§u;a’1
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+ S.surf tension,i + Suiscous,i

(4.18)

This equation is complete since all the forces that can appear in a two-
phase system are accounted. Thus, the effective slip contributions have
now to be extracted considering that all the source terms that are associ-
ated to a diffusion of liquid flux should be included in the drift component.
Hence, Sgraqu,; and Sgrada,,: are directly included in the drift and intro-
duced in numerical calculations through Equation [fI7] using a first order
modelling strategy. The effects on the relative flux of droplets collision
(Seotr) can be included as well in the diffusion part because elastic collision
promote an isotropic velocity redistribution. Furthermore, in order to
simplify the mathematical formulation of the equation, the evaporation
influence (Sevap) is overlooked. The reader interested in the introduction
of evaporation in the ELSA framework is addressed to Chapter [5] where
an innovative implicit formulation is proposed to this end. Finally, re-
membering that for the operating conditions of gas turbine applications,
Weber and Reynolds numbers are usually high, source terms due to surface
tension (Ssurftension) and viscous stresses (Suviscous) are neglected.
With these hypotheses, a slip momentum equation has been derived,
where remaining source terms can be calculated through a phenomeno-
logical approach starting from the momentum equation of liquid phase
in an Eulerian-Eulerian framework as reported by Rusche [169]. The
triple correlation term, which appears in Equation has been instead
modelled with a gradient closure.
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The following expressions can be retrieved [163]:
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The complement of such equation to recover the complete turbulent liquid
flux can be theoretically exploited for the definition of a transport equation
also for the drift part.

In the resulting Quasi Multiphase Eulerian solver [163], Equation m
is coupled both with the one for liquid volume fraction and with the
liquid/gas interface density. In fact, as outlined in Section the
gradient closure is not sufficient even for this second equation if the slip
velocity effects are important. Therefore, the turbulent liquid flux is used
in order to recover a more physical behaviour.
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The proposed approach represents an extension of the ELSA model
described in Chapter [3] It is also similar to the Quasi-multiphase method
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Multiphase approach Quasi multiphase approach
Equation for U ; Equation for U; = aU;; + (ou)Uy,
Equation for Uy, ; Equation for Y, ; = (1 — ai)(Ui,; — Ug,i)

Equation for o Equation for oy
- Equation for 3

Table 4.1: Comparison between multiphase and quasi-multiphase approach

introduced by Beau [I61} [168], since the turbulent liquid flux may be used
to evaluate both the liquid and the gas velocities through Equation [4.16
Nonetheless, the two approaches differ since here a formulation in terms
of turbulent volume flux has been adopted. Furthermore, the contribution
from slip and drift velocities have been accounted separately through
the introduction of an innovative equation for T ; and the exploitation
of a gradient closure for the drift component. This is surely the major
modelling hypothesis since in this way all the physical phenomena are
reduced to diffusion mechanisms except for the ones directly related to
the slip.

As shown in Table the proposed method is now mathematically
equivalent to a classical multiphase Eulerian-Eulerian solver, since a
complete kinematic description is achievable using the information ob-
tained from the slip flux equation. However, several further advantages of
quasi-multiphase framework can be highlighted:

o Exploitation of single-phase models: since in the Quasi Multi-
phase environment, as in ELSA, the two-phase system is studied as
a single phase flow composed of two species, it is possible to take
advantage of many models developed for mono-phase mixtures. For
example, turbulent combustion models, such as the FGM, which
has been widely validated in Chapter [2] can be coupled to such
FEulerian solver without modifications. This is not true for methods
coming from the multiphase context, where specific models have
to be proposed and implemented because each phase is separately
treated.

e General flow field description: in a multiphase approach, a
choice of which phase should be considered as discrete or continuous
is required. This selection is clearly not trivial in technical applica-
tions, since near the injector the carrier phase would be the liquid,
but after the breakup process it is no longer true. On the contrary,
the Quasi-Multiphase model, using a velocity of the mixture and the
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information available from the liquid/gas interface density equation,
avoids this choice and allows to describe all range from continu-
ous phase to dilute spray with the same mathematical approach.
Namely, depending on the averaged liquid volume fraction a bubbly
or spray flow can be detected and an appropriate modelling closures
can be applied.

e Characterization of the dense region of the spray: in a Quasi-
Multiphase approach a description of a dense spray is achievable
simply changing, in the turbulent liquid flux equation, the relative
importance of the relaxation time with respect to the turbulent
time scale. Conversely, the multiphase approaches, being based
on the WBE, can be used only if the liquid phase is diluted. The
expression of the inter-phase momentum transfer terms in a dense
zone becomes therefore difficult. The use of a mixture approach
with high variable density is instead required.

e General link between homogeneous and separated phase
approaches: the proposed modelling strategy expresses a direct
link between the two scenarios that can be encountered when a
multiphase flow is investigated: a homogeneous approach, which
is valuable everywhere not accounting for slip velocity effects, and
a separated phase method, reliable in describing the different be-
haviour of each phase requiring an appropriate modelling to handle
the homogeneous limit case. The direct computation of the slip part
of turbulent liquid flux allows to benefit of the global behaviour of
the homogeneous approach, together with having the opportunity
to include the departure from this state if it is required.

Finally, in Table [£.2] the complete system of equations implemented in
the QME solver in OpenFOAM® is briefly shown [163].

In the following sections, a validation of the developed QME solver based
on Table is reported.

It is worth pointing out that the main aim of this part of the work was
not to make a validation of the complete ELSA approach in the context of
liquid jets breakup, since this topic has been already analysed by several
works in technical literature such as [60, 120 [I55] 170, I71] among others.
Here, the goal is the assessment of the improvements that can be ob-
tained handling the slip velocity between phases with respect to a first
order closure. Therefore, the selection of the validation test case is not
straightforward since the impact of the turbulent liquid flux modelling
in the dense spray region should be evident. Hence, the case of a single
isolated droplet subjected to the drag force has been firstly considered in
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Table 4.2: Summary of the equations implemented in the QME approach
(taken from [163]).

order to show that, in a dilute spray case, the QME solution is consistent
with the analytical solution. Then, experimental measurements available
on a jet in crossflow configuration have been employed to address the
closure of turbulent liquid flux in a more interesting physical situation
from an industrial perspective. As shown in the following, this test case is
particularly significant for the goal of the present chapter since a strong
production of slip velocity has to be expected in the region where the
liquid and gas jets collide.

4.3 Validation on a single isolated droplet

To firstly clarify the improvements that can be obtained using the
proposed QME solver and to underline once again the limitations of first
order closure, a preliminary test case, where a homogeneous cloud of
droplet, with an average velocity AU, is moving into a quiescent medium
(see Figure has been considered.

In such condition, the model proposed in Equation m (i-e. first order
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Figure 4.2: Homogenous cloud of droplet moving into a quiescent medium

(taken from [161)]).

closure) entails a paradox with Equation because, since the distri-
bution of droplets is uniform in space, a zero value of turbulent liquid
flux is calculated from the gradient closure whereas a non-zero value is
predicted from its definition. This is the key point: the turbulent liquid
flux contains turbulent diffusion phenomena related to turbulent random
fluctuations, but also the mean slip velocity between gas and liquid phases
according to its exact definition. After a certain time (i.e. the particle
relaxation time), because of the drag force, the slip velocity between the
two-phases becomes zero, but during this transition the first order closure
is not adequate and cannot be applied. On the other hand, the QME
approach should be able to properly describe this situation since the slip
velocity is taken into account through Equation [4.20

Hence, a 1D-test case where a liquid droplet, with an initial velocity, is
inserted in a gas flow with a non-zero relative velocity has been realized
in OpenFOAM® to be representative for Figure

It has been possible to make a comparison between the liquid velocity
obtained from the QME and the one that can be analytically calculated
from the definition of the dynamic relaxation time (7,) (for further details
about its mathematical definition and derivation see Section |3.4.3):

Utiquid = Ugas (1 - e(:p>> (4.22)

Figure [£.3] shows that the agreement between the numerical and the
analytical solution is excellent. This leads to the preliminary conclusion
that the solver is able to properly reproduce the main interactions of a
two-phase flow subjected to a slip velocity, where a first order closure
cannot be exploited. This simple test case demonstrates also that is
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Figure 4.3: Comparison of analytical and QME results for 1D test case.

mandatory, for turbulent liquid flux approaches, to complete any closure
by a dedicated two-phase flow model able to introduce the slip velocity
between the gas and the liquid.

4.4 Validation on a jet in crossflow configuration

The experimental test article realized by Brown and McDonell [172]

on a jet in crossflow configuration has been chosen for the validation of the
QME approach because of its geometrical simplicity and the availability of
accurate measurements for a wide range of operating conditions. Indeed,
such test guarantees high slip velocity in the region of interaction between
the jet and the crossflow and a full range of liquid volume fraction
making it suitable for a simultaneous validation of different solver aspects.
Furthermore, its engineering relevance, due to the high-energy transfer
between phases, is proved by many applications in fuel atomization in
aero-engine devices (see the TAPS injection system described in the
Introduction) as well as lubrication or cooling.
It should be pointed out that this test case has been already analysed in
RANS framework by the author using the QME approach in [I63] for two
different density ratios. Hereinafter, the main achievements obtained in
RANS framework will be revised to provide the basic knowledge for LES
simulations then reported. The reader interested in a detailed description
of all the preliminary sensitivity realized on this test case is addressed to
reference [163].
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Figure @ shows a schematic representation of the experimental set up.
The injector consists of a long pipe of 7.49 mm diameter, followed by
a 118° angled taper section and by a short pipe of diameter dje; with
L/djer = 4, whose exit is mounted flush with the lower channel wall.
Jet characteristics were measured for several values of djc¢ and here the
experimental results with dje; =1.30 mm are used. The experimental

Air flow
—

7

e

7.49 mm

Figure 4.4: Main characteristics of the considered jet in crossflow test

case (modified from [172)]).

tests have been realized using a jet of water into a crossflow of air and the
jet penetration has been evaluated for several values of the momentum
flux ratio (q) and of the crossflow Weber number (We.). The following
definitions have been used:

_pU°
peU.? (4.23)
We peUc?djet

Using a high-speed camera, the jet penetration has been determined
measuring, for each column of pixels in the crossflow direction, the rows
containing the minimum and maximum volume fraction values. Hence,
for a discrete set of constant locations, starting from its corresponding
maximum value, the outer edge was determined when the pixel intensity
had dropped to 50 % of the maximum local value. Experimental corre-
lations proposed by Wu et al. [I73] and Stenzler et al. [I74] proved to
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q | Crossflow Reynolds number | Jet Reynolds Number
Test point 1 | 6.6 5.7x10° 1.4x10"
Test point 1 | 15 5.7x10° 2.1x10%

Table 4.3: Operating conditions of the chosen test points.

determine a valuable prediction of the jet penetration:

0.5
Y —137 (q a ) (4.24a)
djet djﬁt

0.39 0.442 —0.027
Y :2.63( ° ) o (4.24D)
djet jet Wee™ M0

As reported in [131] [I72], the Equation including the crossflow
Weber number, is more suitable for the outer edge prediction and it will
be used as reference in this work.

It should be also considered that both these relations can be used up to
a maximum dimensionless axial distance from the injector exit (using
djet as reference length) of X=10 since the experimental measurements
have been realized only in the region just downstream the injection point
[54, T72]. In Figure the experimental mean penetration is shown in
green for the case with q=6.6, whereas red lines point out the measured jet
oscillation. No experimental data are instead available for the subsequent
spray generation.

In the present study, two test points characterized by the operating
conditions reported in Table [£3 have been considered.

Numerical set-up

Simulations have been carried out on the computational domain
reported in Figure The domain dimensions (-25djet...50djer X -
23djet...25dje¢ X -10djet...10d et ), coherently with the ones employed by
Herrmann et al. [54], are smaller than the channel used in the experiments
(‘77djet---127djet X Odjet...54djet X ‘27djet---27djet), but as hlghhghted
in [54} [131], the reduced dimensions can be safely considered not affecting
the obtained results. The liquid pipe is included in the computational
domain in order to correctly predict the exit flow field required for a
proper modelling of the interaction between the jet and the crossflow. It
is worth pointing out that these effects can be predicted only employing
a numerical tool able to deal with the different steps of the atomization
process, like ELSA. A Lagrangian or multiphase approach would not be
consistent in this near injection region.
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Figure 4.5: Sketch of the computational domain.

In [163], a sensitivity analysis in RANS framework on mesh sizing and
wall boundary layer resolution was performed. Four meshes, with dif-
ferent levels of refinement in the region where the two jets collide were
considered in order to assess the dependency of results on the chosen
computational domain. Furthermore, considering that, based on Equation
[B57 the liquid volume fraction field with a first order closure is completely
determined by the turbulent viscosity, a sensitivity analysis was realized
both on turbulence model and wall treatment. Reynolds Stress Model
(RSM) proposed by Launder et al. [I75] and Launder low Reynolds (LRM)
wall treatment [I76] have been considered in this context. Such models
have been chosen to explore possible effects of free-stream and near-wall
turbulence anisotropy respectively. It is known in fact that, in RANS
context, simulations of a jet in crossflow may be strongly affected by the
choice of the turbulence model, especially in the near-wall region, also for
single phase flows [177].

Finally, it has been found that in the case of two-phase flow neither the
near-wall treatment nor the turbulence model have a significant impact on
the liquid evolution. The controlling parameter is instead the modelling
of turbulent liquid flux.

For instance, considering four axial planes normal to the crossflow di-
rection at increasing distance from the injection location, it has been
possible to appreciate the evolution of the slip velocity reported in Figure
[£6} it takes its peak value in the first transversal section, where the two
jets collide, and immediately it tends to promote the growth of surface
instabilities that leads to a quick atomization in the proximity of the jet
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exit. The core of the spray, characterized by high values of ¥ and low

Figure 4.6: Liquid/gas interface density (top) and slip velocity (bottom)
distributions at different azial distances with QME [163].

SMD, due to the drag force, follows the gas phase and spreads out in the
transverse direction, while the outer part maintain a non-zero slip veloc-
ity. Going downstream, such velocity between the two-phases disappears
and, at X = 20, the liquid/gas interface distribution determined with
second order closure is similar to the one given by a first order closure.
This behaviour was in agreement with experimental findings reported
in [I78, [I79]. In a similar fashion, it was also representative for results
obtained in previous numerical works on the same test case as stated by
the qualitative comparison, reported in Figure 7} between the liquid
penetration achieved with the QME solver and the liquid volume fraction
field (expressed in terms of probability isolines) obtained for a density
ratio (R) R=100 by Herrmann [I31]. Even if the chosen density ratio is
different, the relative enhancement with respect to Figure .74 is evident
and it is due to the lift up by the turbulent liquid flux.

The predicted relative velocity sensibly modifies the liquid distribution
into the domain as can be appreciated in Figure |4.8] where the jet pene-
tration obtained in RANS is reported against first order results and the
experimental correlation. According to [I72], the trajectory was evalu-
ated as the outer side of the jet and plotted as a function of direction x
(distance from the centre of the hole in the downstream direction). As
noticed also by Herrmann [I31], the definition of the penetration in a
jet in crossflow configuration is not straightforward. In [I63], a detailed
discussion about the numerical prediction of the outer edge penetration
for the test case under investigation is reported. Finally, the compari-
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Figure 4.7: Comparison of the probability isolines in [131] for R=100
with the liquid volume fraction field obtained with first order (a) and
second order (b) closure with R=1000 [163].

son with the experimental correlations has been here realized using the
method suggested by Brown and McDonell [I72]. Thus, the windward
edge trajectory was calculated as the locus of points where, for each line
in Y direction, the liquid volume fraction decreases below a specified %
of the local maximum. A sensitivity to the chosen § was performed on
the results obtained with the first order closure for the turbulent liquid
flux [163]. Results obtained for 5 different values of § ranging from 5%
to 90% reveal a moderate influence to such parameter with total spread
limited to 1 dje+ in the investigated range. Hence, for the proposed test
case it has been chosen to define the windward jet edge following the
0 = 5% curve [I63]. Jet penetration was much better predicted using the
QME with respect to the gradient based model. It is worth mentioning
that in these calculations, to avoid numerical stability issues, the con-
tribution of turbulent liquid flux was cancelled in the near-wall region
since the attention was just focused on the prediction of the jet outer
edge. A vector plot of the slip velocity on the iso-volume within oy = 0.05
is also shown in the same figure to further point out the effects of the
second order closure. In [I63] the diameter distribution generated after
the primary breakup including the slip velocity was also analysed and a
reliable evolution was pointed out. Finally, an assessment on the liquid
mass imbalance (m.i. = W) was as well performed in RANS
context on the developed solver and values lower than 1% have been
always determined [I63]. The reader interested in further results and
sensitivities realized in RANS context is again addressed to [163].
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Figure 4.8: Penetration obtained with QME in RANS context compared
with first order closure results (left) and vectorial representation of the
slip velocity on liquid volume fraction iso-volume (right) [163)].

Starting from these data, the model has been here applied in a scale-
resolving framework. Here, the main results are summarized and the
interested reader is addressed to Puggelli et al. [I80] for further details. A
sensitivity analysis was carried out in LES to define the most appropriate
mesh sizing. With regard to the turbulence modelling, the sub-grid stress
tensor has been modelled through a standard Smagorinsky closure.
Three different grids were generated consisting of tetrahedrons with prisms
layers close to the wall. The mesh sizing (in the mixing region) of the grids
are different, as highlighted in Table [{-4] Mass flow rates are imposed
at the inlets of both air and water following data reported in Table [£3]
whereas a static pressure is prescribed at the outlet. All the walls are
treated as smooth, non-slip and adiabatic, whereas the upper and the
lateral surfaces are considered slip walls as done also by Herrmann et al.
[54], 131]. It should be pointed out that top-hat velocity profiles for both
liquid and gas phases have been used at inlets. This is not normally a
reliable choice in LES. However, a preliminary sensitivity analysis has
been realized using different methods for turbulence generation (e.g. the
spectral synthetizer method proposed by Kornev et al. [I8]) and it has
been found that the liquid penetration was not affected by the chosen
boundary condition.

The time step (d7) used for the simulations has been chosen in order to
ensure a control of the Courant number inside the computational domain.
Therefore, calculations were performed with 1x10~7 s for the coarser



154 4. Quasi Multiphase Eulerian approach for ELSA framework

Mesh | Hole region [mm] | Mixing region [mm] | Elements
M1 0.15 0.30 2.84x10°
M2 0.15 0.15 9.50x10°
M3 0.075 0.15 15x10°

Table 4.4: Details of the computational grids.

mesh, while d7 has been reduced to 8x107% s for M2 and M3. However,
in simulations employing the QME approach, because of the high coupling
between the equations for liquid volume fraction, turbulent liquid flux
and liquid/gas interface density, the time step for the coarser mesh has
been slightly reduced to 8x1078 s to avoid numerical instabilities.
Given that the hereby studied geometry is 0.65m long and that the average
speed between liquid and gas is 50 m/s, a flow-through time of 0.0013 s
crossing time can be calculated. Hence, after an initialisation period of
2 flow-through times required to flush out the initial conditions and to
allow the underlying flow field to develop, the statistics were collected
over 4.0 flow-through times. Both convective and diffusive fluxes have
been discretized following second order schemes.

All the solvers employed follow a classical segregated method called PIM-
PLE, which is based on a PISO loop within a SIMPLE loop to solve the
pressure-velocity coupling. Thanks to the small time step employed, 1
internal corrector step has been used in the ELSA computations in order
to achieve the coupling between continuity and momentum together with
1 external loop. Instead, calculations based on QME have been realized
with 4 internal corrector steps and 4 external loops.

Results and discussion

Considering the operating conditions detailed in Table [£-3] test point
1 has been first of all investigated for the numerical assessment of QME.
The Eulerian-Eulerian solver derived from ELSA model, characterized by
a first order closure, was used to determine the most appropriate mesh
sizing for the following simulations. The instantaneous velocity fields
obtained with grids M1 and M2 are reported in Figure [£.] together with
the obtained liquid penetration. The mesh M3 showed approximately a
similar velocity and liquid volume fraction evolution and it is not reported
here for the sake of clarity.
As expected, the spatial discretization seems beneficial in reducing the
scale of the resolved turbulent vortices in the mixing region. However,
the structure of the jet immediately downstream of the hole appears
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Figure 4.9: Velocity field obtained in LES framework with two different
grid sizings (left) and liquid penetration using a first order closure (right).

rather uninfluenced, at least from a qualitative point of view. In order to
obtain a quantitative validation, the results were evaluated again in terms
of time-averaged jet penetration (see Figure . The same criterion
discussed for RANS has been employed to determine the outer side of the
jet.

From this comparison it is possible to draw some interesting considera-
tions: it appears that the resulting jet outer edge is insensitive to the
increasing mesh refinement, at least in time-averaged terms. This was
further confirmed by the results obtained on mesh M3, where a slight
improvement in the prediction of jet penetration was again obtained (i.e.
lower than 0.5d;c; in all the investigated domain). In the light of these
results, only the coarse mesh (M1) will be shown hereafter, since the
difference in jet penetration does not justify the significant increase in
computational cost ascribed to the combination of greater number of
elements and smaller time step required.

In addition, it is also worth pointing out the slight underestimation of
results obtained with the ELSA approach compared to the correlation by
Stenzler et al. [I74].

To better appreciate the capability of CED to reproduce the jet behaviour,
simulations were post-processed to allow a comparison against the experi-
mental acquisitions obtained through high speed shadowgraphy. However,
due to the strong presence of light scattering, reproducing the actual
physical process involved in the image acquisition is not straightforward.
To model the shadowgraphy technique, the turbidimetry theory has been
used to quantify the loss of light intensity (I) due to the scattering effects
ascribed to suspended particles. Hence, considering the spray as locally
mono-disperse and applying the Beer-Lambert law, it is possible to express
the variation of I along a given path of length L (the lateral direction y



156 4. Quasi Multiphase Eulerian approach for ELSA framework

Figure 4.10: Liquid distribution obtained from ELSA calculations
compared with experiments.

in this particular case) as the line integral of the product between the
particle volume concentration (Ng), the squared Sauter Mean Diameter
and an extinction coefficient (Qest), which in the present study has been
evaluated equal to 2 (see [I82] [I83] for further details). It is possible
to prove that such expression can be reformulated as a function of the
liquid/gas interface density ¥, as highlighted in Equation It is worth
underlining that the present approach is based on spray characteristics
and therefore can be considered valid only when the spray is diluted
(i.e. not for a coherent liquid jet). Therefore, the dense spray region in
the present work has been identified considering values of liquid volume
fraction higher than 10% (i.e. where a dilute assumption is no more
verified) and assigning a constant value to the integral kernel.

L 2 L
(i> _ —ea:p< Qene N 222 dz) = —eap ( / §dl) (4.25)
IO J 0O 4 J 0O 2

The application of this procedure allows to obtain the liquid distribution
depicted in Figure [£10] for mesh M1. The liquid column, which can be
clearly identified in the near injector region, due to instabilities generated
by the interactions with the gas phase, tends to be firstly atomized in
bigger liquid structures until a broad range of drop sizes (i.e. X) is
generated. In the same figure, a comparison also with the shadowgraphy
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Figure 4.11: Distribution of the liquid/gas interface (X) obtained from
ELSA computations.

picture in the same experimental window is also reported (for the sake of
clarity, the result of the ELSA simulation has been coloured in red). This
representation reveals again that the penetration is not properly predicted,
mainly after x/d > 1.0. Such issue is probably due to the hypothesis of
zero slip velocity between phases. In fact, once the liquid rupture begins,
generated droplets and liquid structures, due to their high inertia, tend to
follow different trajectories before relaxing to the dynamics of the carrier
phase. This fact leads locally to important differences between liquid and
gas velocities. Furthermore, the simulation is not correctly catching the
liquid wrinkling due to the gas phase interactions.

Nevertheless, a further confirmation of the reliability of the LES-ELSA
approach can be obtained evaluating the breakup location of the liquid
column. To this end, Figure [£.11] reports the instantaneous evolution of
3 zoomed in the near injector region. The production of the liquid-gas
interface, which is related to the generation of some instabilities on the
liquid column surface due to the interactions with the gas crossflow, is
determined on the top and bottom side of the water jet. Clearly, such
generation is much higher on the top jet surface since the gas phase
has a stronger impact on the liquid evolution. Going downstream, the
point where these two sides of 3 connect together has been defined in the
present work as the location of the liquid column breakup.
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It should be pointed out that, immediately after such point, a strong
production of ¥ is predicted and this is related to the generation of small
liquid structures, like in an intense breakup process. The location of the
liquid column breakup has been compared with the following experimental
correlation proposed by Wang et al. [I84], where the breakup dynamics
of a plain liquid jet in air crossflow is studied.

Xbreakup - 6.9
y d (4.26)
breakup 0.53
—FF =25
d q

The correlation, valid for a wide range of operating conditions and mo-
mentum flux ratios, gives the position of the column disintegration point
as a function of the momentum flux ratio and of the jet diameter and it
is shown in Figure with the red cross. It is possible to notice that
ELSA is physically reproducing the breakup length.

Considering the under-estimation of liquid jet penetration obtained with
the ELSA approach and the importance that the slip velocity can have in
this test article, the attention is now diverted to the QME formulation.
Here, to have a deeper insight in the capabilities of different multiphase
numerical methods, results obtained with a standard LES-VOF approach
(i.e. interFoam) has been introduced as further reference.

Firstly, the resulting mean jet trajectory is plotted in Figure where it
is possible to appreciate the good agreement shown by VOF in reproducing
the experimental correlation. The enhancements with respect to ELSA
can be determined immediately after x/d > 0, where the exploitation of
an interface capturing method leads to a physical prediction of the jet
penetration.

Even more important, it is evident how the introduction of a more reli-
able description of the slip velocity contribution (i.e. QME plot results),
between the two-phases, allows to increase the jet penetration coherently
with VOF. In fact, in the top part of Figure the iso-surface of 5%
of liquid volume fraction superimposed on the slip velocity field shows
that the difference of velocity between phases tends to lift up the jet.
Such effect is mainly generated in the region where the two jets collide,
due to the inertia of the liquid phase. The vectorial representation of
the liquid and gas phase velocities on the iso-surface corresponding to
the maximum value of slip velocity (i.e. in the region where the two jets
collide), reported on the bottom of the same figure, proves again that
such Uyip cannot be neglected: it is evident that liquid and gas continue
to follow different trajectories while interacting between each other. Thus,
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Figure 4.12: Mean jet penetration obtained using different modelling
strategies for liquid phase modelling (Figure and slip velocity
effects on liquid distribution together with a vectorial comparison between

liquid and gas velocities (Figure .

the impact of a second order closure on the liquid distribution at the cho-
sen operating conditions is significant and positively affects the agreement
with experimental evidences. Then, moving downstream, the slip velocity
is gradually reduced by the drag contribution until it becomes zero based
on the local distribution of the SMD and relaxation times.

In order to complete the assessment of QME capabilities, in Figure
the results obtained from the turbidimetry analysis based on Equation
[£25] are shown for QME and VOF. Obviously, the proposed post process-
ing tool is relevant only for QME, for which the information about the
liquid/gas interface density is available. Whereas for VOF, an iso-surface
of 5% of liquid volume fraction has been chosen for a qualitative compari-
son. It is clear that, using an interface-capturing method, the penetration
and the jet behaviour immediately after the jet entrance seem physically
predicted. However, due to a computational domain not refined enough to
correctly reconstruct the interface (especially when breakup phenomena
appear), the subsequent column breakup is roughly represented and the
liquid volume fraction field undergoes an excessive numerical diffusion.
Therefore, in VOF framework, the best prediction with respect to ELSA
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Figure 4.13: Liquid distribution obtained from VOF' (left) and QME
(right) calculations compared with experiments.

is due to a non-realistic representation of the atomisation process because
all the scales of the interface are not well resolved. To overcome this
problem, a highly refined mesh would be required, as already done by
Herrmann [I31]. However, this would clearly lead to a strong increase of
the computational cost.

Instead, the QME approach can be seen as a good compromise between
CPU effort and simulation accuracy: a consistent jet behaviour, in the
near injection region, with regards to VOF has been obtained, but with
the further opportunity of evaluating the subsequent jet breakup with a
reduced computational cost.

In addition to the mean penetration, the jet oscillation has been analysed
using the experimental time averaged image shown in Figure [I4] as refer-
ence. In the experimental picture, the green line represents the steady
state jet penetration, while red curves are the maximum and minimum
instantaneous jet position during the experiments. Considering that no
details were provided in [I72] regarding the measurement of the standard
deviation of the penetration, in the present work the root mean square
of the liquid volume fraction field has been chosen to identify the jet
unsteadiness. In Figure [£:14] such quantity is shown for each E-E method
considered so far and compared with the experimental correlation (i.e.
the green curve) for mean penetration of [174].

Consistently with the experimental behaviour, VOF seems to oscillate
around the experimental penetration, whereas ELSA predicts a liquid
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Figure 4.14: Standard deviation of liquid volume fraction obtained with
ELSA, VOF and QME approaches.

volume fraction fluctuation on a lower position (i.e. coherently with
Figure[4.10). Considering the VOF as the reference solution, in ELSA the
higher diffusion together with the exploitation of a first order closure for
turbulent liquid flux leads to a non-physical representation of liquid-gas
interactions and to a strong underestimation in the liquid volume fraction
fluctuations. The QME, including the contribution of slip velocity inside
the liquid volume fraction equation, leads to modify the jet behaviour
and therefore also the resulting standard deviation. The resolution of the
turbulent liquid flux contribution reduces the liquid diffusion and leads to
appreciate higher rms values immediately after the jet exit. The results
are more consistent with VOF even if QME does not still oscillate exactly
around the experimental penetration.

Nonetheless, the jet in crossflow test case clearly shows the capabilities of
QME and the impact of turbulent liquid flux on liquid distribution. Con-
sidering the results obtained in Test point 1, together with the preliminary
assessment shown in the previous section, the developed approach seems
to be able to reliably take into account a slip velocity between phases and
to improve the capabilities of the ELSA approach for an application in
the aero-engine framework.

In order to completely verify the QME characteristics, Test point 2, which
is characterized by an higher momentum flux ratio, has been considered.
Mesh M1 has been used again in numerical calculations since at least
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Figure 4.15: Instantaneous mizture velocily on the symmetry plane (left)
and mean liquid penetration (right) for two analysed test points.

the mean liquid penetration does not seem to be significantly affected by
the mesh resolution. In Figure [£.15] the resulting mixture velocity on the
symmetry plane and the liquid mean penetration obtained with a first
order closure for ﬁa, are shown for the two analysed test points. The
accuracy with standard ELSA model is reduced when moving to higher
momentum flux ratio, and it is again due to the exploitation of a first
order closure for turbulent liquid flux. An higher impact of slip velocity is
expected with q=15 and the error with respect to experiments is indeed
increased. It should be pointed out that, mainly in the region where
some liquid parcels are detached and should follow a different trajectory
with respect to the carrier phase, the liquid is immediately bended in the
gas direction. This is not completely consistent with the experimental
data, where it seems that the liquid phase tends to show nearly a ballistic
evolution.

Figure [£.16] shows a comparison of the generated instantaneous slip ve-
locity in the two cases obtained through the QME solver. The window
selected for this comparison is a zoom in the near injection region.

It should be pointed out that the field of Us;p is completely different in
the two analysed test points. At low momentum flux ratio, the gener-
ation of the slip turbulent flux is quite reduced at the beginning. This
is probably related to the fact that the inertia of the liquid column is
not so high to be preserved in the jet collision and the liquid tends to
be immediately bended in the crossflow direction. The production of
a slip flux corresponds instead to the region where ¥ is produced in
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Figure 4.16: Comparison of the slip velocities instantaneously generated
at two different momentum flux ratios. Zoom on the near injection region.

consequence of the liquid breakup (see Figure . A cloud of ligament
is locally generated and tends to preserve its own momentum leading to
the generation of a turbulent liquid flux. It is worth pointing that in the
context of first order closures, such liquid structures are considered at
the gas velocity and their trajectory and evolution would be completely
misled. This effect can be really significant in the ELSA context also for
the lagrangian injection step, since a non physical liquid injection velocity
can be ascribed employing a standard gradient closure.

At higher momentum flux ratio, the importance of this effect is even more
significant. In fact, when the liquid spreads out inside the computational
domain, thanks to its higher inertia with respect to the previous case, a
slip velocity is immediately generated at the injector tip. Then, due to
the drag force, the liquid tends to be progressively accelerated and the
slip consequently reduced. This process goes on until the breakup gets
in, generating liquid parcels that are again characterized by their own
dynamic evolution. In the reported snapshot, it is clear how the created
parcels do not follow the gas-phase in terms of velocity magnitude and
direction.

Considering these effects, the resulting liquid penetration is shown in
Figure where the result of ELSA with first order closure is shown
as further comparison. It should be pointed out that again a significant
enhancement has been obtained with respect to the reference correlation
through the proposed closure for turbulent liquid flux. In particular, the
agreement is enhanced mainly at the end of the near injection region,
where now the penetration of the liquid detached structures is well repre-
sented.

Ultimately, this test point leads to an assessment of the QME formulation
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Figure 4.17: Liquid penetration obtained at q=15 using a first and second
order closure for turbulent liquid fluz.

for this kind of configuration. The approach seems to be able to correctly
handle the difference of velocity between phases, which can be significant
in aero-engine burners. The proposed splitting of fluxes between drift and
slip lead to a robust and promising methodology to deal with turbulent
liquid flux within the ELSA framework.

However, as shown in Figure the exploitation of an interface cap-
turing approach can be extremely useful in the near injection region to
correctly account for the wrinkling of the interface.

Therefore, a novel coupled VOF-QME approach, based on the ELSA
solver presented in Chapter [3] is analysed in the following section as a
possible compromise between accuracy and computational effort.

Then, considering that Equation [£:20] has been derived by using a phe-
nomenological approach, the last section of this chapter is devoted to a
systematic derivation of a transport equation for ﬁa[ and Ts. A general
and novel modelling framework to deal with the slip velocity is presented
and compared with the formulation described in Section [£:2.2] This
paves the way for future activities in the context of turbulent liquid flux
modelling and some concluding remarks are reported at the end.
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4.5 Proposal of a coupled QME-VOF approach based
on ELSA

Based on results shown so far, the QME appears as a valuable strategy

to account for the slip velocity contribution. However, as soon as the liquid
jet is issued from the nozzle, some local characteristics of the liquid gas
interface can be properly described only by using an interface capturing
method. Locally, the diffuse interface methods can completely mislead
the interaction between the liquid and gas phases. Conversely, a VOF
approach may lead to infeasible CPU cost in an industrial context if
applied in the whole domain.
Therefore, a novel coupled VOF-QME approach, based on the ELSA
solver presented in Chapter [3] is proposed as a solution in this section. It
is based on the addition of the equation for turbulent liquid flux to the
Eulerian-FEulerian ELSA solver reported in Table in order to include a
second order closure for Rq, ; at sub-grid level. The complete system of
equations shown in Table is finally proposed.

Continuity equation:
oU;
ox; =0
Momentum equation:
opUi | opUilU; _ 9P + KA (ﬂ (8(71 (’)Uj>) _ OTpuiuy
ot ox; dx;  Oxj Ox;  Ox; ox;
Liquid volume fraction equation:

Oay 6[]7@1 e} (Cu(xz (1 — 071)) U77~ o = o vy Oy
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Liquid gas interface density equation:
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Turbulent liquid flux equation:
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Table 4.5: Summary of the equations implemented in the Fulerian region
of the VOF-QME approach based on ELSA.

It is worth pointing out that this coupled method can represent a valuable
approach to account for atomization phenomena in lean burn systems in
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the aero-engine context for several reasons:

e the VOF approach can be extremely important in the near injection
region to correctly account for the effects of surface tension and to
properly evaluate the generation of surface instabilities on the liquid
surface. These contributions are extremely significant especially
at operating points characterized by low values of pressure and
temperature in the gas phase (e.g. idle conditions), which are
normally associated to small Weber numbers. In such cases a
diffusive interface approach would be unreliable since the physics
of the two phase flow is completely controlled by the liquid-gas
interface.

e the QME approach is instead useful to describe the atomization
process further downstream with respect to the injection point
and in particular to account in that region for the effects of a slip
velocity. It can strongly modify the liquid distribution as shown
in the previous section. With respect to the approach presented
in Chapter (3, where a first order closure for R, ; was employed,
now the main interactions between liquid and gas phases in terms
of drag, pressure gradient as well as body forces are considered.
Here, the CPU cost is much lower than a VOF and this should
allow to simulate the whole evolution of a spray up to evaporation
and combustion. Furthermore, the exploitation of QME can be
extremely useful also in switching to the lagrangian region of ELSA.
As reported in Section [3:4:2] using a first order closure for turbulent
liquid flux, liquid droplets are injected with the mixture velocity
neglecting the contribution of ballistic parcels that are characterized
by high Stokes numbers and tend to follow their own trajectory.
Employing the QME a more physical velocity is assigned to liquid
parcels and, as shown in Section this effect can have a strong
impact on flame stabilization.

This approach can be considered as a general tool capable of modelling
the liquid phase from its injection up to the generation of a dispersed
spray in LES and in Chapter [5] evaporation is included in this framework.
It is worth pointing out that, as detailed in Chapter [3] the switch between
these two numerical methods takes place automatically based on the
mesh sizing and on the quantity of liquid-gas interface generated [120]. A
locally defined switching in space and in time should take place, which is
strongly influenced by the threshold value used in Equation [3.24] Further
investigations are surely required on this point to determine €; and €2
in a dynamic manner to avoid regions where the VOF method is not
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Figure 4.18: Coupling between VOF and QME methods based on ELSA.
Co contour (left-side) and iso-surfaces (right-side) are shown.

strictly preserved. Anyway, in the aero-engine framework, at low power
conditions (i.e. low temperature and pressure) the model should stay in
VOF with QME to ensure a proper lagrangian injection, conversely it
should switch to a complete diffuse interface method at cruise or take-off
conditions (i.e. high temperature and pressure).
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Figure 4.19: Contour plots of Ts (left) and slip velocity (right) obtained
from the coupled QME-VOF simulation.

To better explain the idea here proposed, such method has been applied in
the numerical simulation of the jet in crossflow test case described in the
previous sections for Test point 1 using mesh M2 (see Table in order
to have a consistent number of elements in the hole diameter for the VOF
simulation. In Figure [{.I8] the coupling between VOF and QME is shown
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Figure 4.20: Contour plots of liquid (left) and gas (right) velocity
obtained from the coupled QME-VOF simulation.

using the contour plot of Cy: in the near injection zone, the model employs
an interface capturing approach (i.e. Co = 1), whereas, increasing the
mesh sizing while going downstream, the approach automatically switches
to QME (i.e. Co = 0). The same idea is shown in the right side of the
figure by using the iso-surface of Co, = 1 (i.e. the red one) and Co, = 0
(i.e. the blue one). As shown in Figure and as already described in
the previous section, the latter one is the zone where a high slip velocity
is generated. Starting from the coherent liquid column (here highlighted
through an iso-surface of a;=0.5), some parcels are detached, leading
immediately to the generation of a slip velocity. Some structures seem to
maintain a ballistic trajectory and to remain of the top edge of the spray,
whereas smaller particles are bounded by the gas phase towards the wall
with locally high values of Ugip.

Such distribution of slip between phases leads clearly to modify locally
the liquid and gas velocities, that are shown in Figure On the
instantaneous plot of Ugqes the iso-contour lines of slip velocity between 6
m/s and 10 m/s are reported in black to highlight regions of slip production.
Clearly, Ujiguida tends to zero as soon as no liquid is present. Conversely,
when coherent ligaments are considered like on the spray edges Ujiquida is
no more zero and its value is led by the opposite contributions of pressure
gradient and drag. Locally, values of gas and liquid velocities are not the
same leading to a completely different evolution of the breakup process.
It is worth pointing out that all these phenomena would be completely
overlooked with a first order closure, whereas with a VOF method a
significant reduction of mesh sizing would be required to correctly solve
all the range of liquid structures.

Finally, the lagrangian injection has been as well activated using the slip
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Figure 4.21: Lagrangian population obtained from the jet breakup together
with the contour plot of slip velocity.

contribution to provide a more physical liquid velocity in the switching
step. In Figure[£:2]] the resulting cloud population is shown and on the
left the instantaneous contour plot of slip is super-imposed to underline
once again the impact of the employed second order closure.

Clearly, in terms of mean penetration for this configuration the leading
contribution is the slip velocity and therefore a completely consistent
result with Figure is expected. Further investigation are required on
different geometrical configurations to completely assess the capabilities
of the proposed approach, but it clearly represents a strong basis towards
a unified approach for spray flame calculation.

4.6 Proposal of a new turbulent liquid flux mod-
elling framework

Considering the results shown so far and the satisfactory agreement
achieved on the jet in crossflow test case, the QME is proposed as a
promising approach in dealing with a slip velocity between phases.
However, in Sectiona phenomenological approach was used to derive
Equation [163]. This may restrict the capabilities of the present
methodology on a theoretical point of view, mainly if different geometrical
configurations have to be studied. The original aim of separating the
turbulent liquid flux in a diffusion and a slip part in [I63] was to make
apparent the mechanisms that produce the slip motion and to be sure
to recover a diffusion behaviour of éal when the relaxation time tends
to zero. Thus, the procedure in Section started from a two-phase
description and then a splitting of fluxes was arbitrarily introduced.

In this section, it has been decided to carry out a systematic derivation
of the equations for Ral and T,. At the end, the link with Equation
is as well described.

A different method to extract an exact transport equation for turbulent
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liquid flux is here employed.

The conservation equations of momentum for the liquid and gas phases,
as proposed by Simonin [I67], represent the starting point of the present
procedure (see Equations . For such mathematical derivation, the
absence of phase change phenomena is assumed. The reader interested in
the introduction of evaporation in the ELSA framework is addressed to
Chapter [5] where an innovative implicit formulation is proposed to this
end.
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(4.27)
where f;/4 represents the contribution of volume forces respectively on
the liquid and gas phases and 7/, is the viscous stress tensor in the liquid
and gas sides. In order to ease the discussion, in the following equation,
source terms for liquid and gas phases in Equation are gathered
together into:

5 = 0P, Oai7. i
Spi =Cuitpaufii—u=2+ Lhij 4 Farag,i
85131’ ax]’
oF  an (4.28)
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where S);; and S|4,; represent the contribution of the source terms acting
on the mixture conditioned on being in the liquid or in the gas phase.
Therefore, summing the equations valid for liquid and gas, the standard
momentum equation for the whole mixture shown below can be recast.

8@ 8pUi Uj
ot a$j

=5 (4.29)

where the resulting source term (S;) is related to the pressure gradient
(P), viscous stress tensor (7;,;) and volume forces (f). It can be calculated
as Si = S); + S|g,i- Considering that Equation is verified for a

homogeneous flow, such force S is independent from the multiphase
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context under investigation. It acts on each phase independently from
the position in space and time. Namely, it represents a homogeneous
contribution to the momentum equation of each phase and it will be
specified in the following as Syr.

Such homogeneous part can be also identified as the force that the two-
phase flow would experience in the absence of a turbulent flux between
phases. Because it is homogeneous, the source term may be decomposed
by phase leading to:

{S i = a; Sy
_ _ _ for the homogeneous case (4.30)
S| g,i = agS H
However, considering that a two-phase system is under investigation,
beyond such homogeneous part, another contribution, which is related
to the presence of an interface between phases, should appear and it is
responsible of the generation and reduction of a slip velocity between
phases. It represents the departure from the homogeneous flow of Equation
Therefore, an additional non-homogeneous and locally defined
contribution (Ag) has to be introduced in Equations leading to the
alternative expression of liquid and gas source terms shown below:

Sui =aSu+ (S — Suau)
—_———
As,li
Slg,i = &QSH + (Sg,i - SHdg)

| —
AS,gi

(4.31)

where Ag;; and Ag g4; are the additional contributions respectively in the
liquid and gas sides.

Equations [4.31] represent the key-point of the present procedure: the
homogeneous equilibrium formulation, valid when the relaxation times
are small enough for the two phase system to behave like a single phase
flow, is the starting point and then the departure to the homogeneity is
introduced.

Having in mind this innovative formalism to detail liquid and gas phase
source terms, it is now possible to obtain a complete equation for turbulent
liquid flux using its exact definition:

Ro,; = —a(U; — Ui) (4.32)

The mixture momentum equation is therefore required. Hence, starting
from Equation [4.29] the following formulation has been used, where, as
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in Section the unclosed terms linked to density correlations are not
fully described and included in the first term on the RHS of the equation.
As already mentioned, further investigations are required on this topic
even employing a Favre averaging (see Annex-A for further details and to
better appreciate the impact of the modelling closure here employed).

_ _ J 4 5F
E)t 81'3‘ - ij 81‘, + é):vj +pf1 (433)

Hence, from the liquid momentum equation (see Equations the
following equation, which has been obtained by summing the liquid
volume fraction equation multiplied by U and Equation multiplied
by @i, has been subtracted:
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From this operation, assuming liquid and gas density as constant, the
following exact complete equation for turbulent liquid flux (Ra,,:) can be
derived:
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where, using the same nomenclature of Figure [£I] term A represents the
turbulent diffusion inside the turbulent liquid flux equation, term B is
the source related to the gradient of liquid volume fraction, term C is
the source due to the gradient of mixture velocity, whereas with D’ all
the contributions related to forces acting on the whole mixture or on the
liquid-gas interface are gathered together.

The expression of this latter term is now straightforward: this represents
one of the major advantages of the formulation proposed in Equation
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In fact, the homogeneous contribution (Sg) can be easily recast
from Equation [4.33] whereas S;; has been already introduced previously
(see Equations [4.30]).
Hence, including the expression of drag force (see Equation and con-
sidering as volume force the gravity contribution, the complete formulation
of the turbulent liquid flux equation shown below can be obtained:
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It should be pointed out that the same contributions proposed in previous
works (see [I61], [I66| [I67]) are retrieved here and in particular the RHS
of the derived equation is composed by:

1. Turbulent diffusion term. It corresponds to the transport of turbu-
lent liquid flux related to the velocity fluctuations and it represents
the only contribution that needs a modelling effort. A first order
closure can be normally reliably applied for this term since it should
have a lower impact than in the liquid volume fraction equation. It
will be specified later on as gtwbdiffusww

2. Term related to the gradient of liquid volume fraction. This contri-
bution can be significant in presence of a non-homogeneous liquid
distribution. It is directly related to a first order closure for turbu-
lent liquid flux. If this term leads the production of Ry, ;, a closure
based on Equation can be reliably applied. It will be specified
hereinafter as ggmdal.

3. Term associated to the gradient of velocity. In a test article domi-
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nated by shear stresses, this term modifies the turbulent liquid flux.
It will be specified later on as Sgrqav-

4. Term due to the effects of collisions between liquid parcels. Such
phenomena can determine an augmentation or reduction of liquid
velocity and therefore the generation of a slip velocity between
phases. It will be specified as S.oit.

5. Term accounting for the production of turbulent liquid flux related
to the forces acting homogeneously on the whole mixture. Such
contribution is directly related to the inertia of each phase: consid-
ering a force homogeneously distributed on the liquid-gas mixture, a
difference of velocity should be normally generated due to the higher
inertia of the liquid component. It will be specified hereinafter as
SHF.

6. Term associated to the local departure of the two-phase flows from
the homogeneous assumption. It should be pointed out that this
term is defined just in presence of a liquid-gas interface. Studying it
in detail, the first contribution is related to the pressure difference
between the gas phase and the mixture. The second term accounts
locally for the gravity force that should be balanced by the third
contribution, which is the drag. Finally, the laminar viscous forces
are introduced. The whole term will be specified later on as gN,HF.

Starting from Equation |4.36} a splitting of turbulent liquid flux in a slip
and drift contributions, as shown in Section can be again carried
out leading to the following equation for Ys:
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As already mentioned, this equation is complete since all the forces that
can appear in a two-phase system and that can generate a slip velocity
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between phases are accounted.

Introducing now the same hypotheses described in Section [£.2] to extract
the rnaJor contributions that generate a slip velocity (i.e. including
Sgradaw ngdU and S.oy in the drift component) and employmg a first
order closure for Sturbdz ffusion, the following reduced equation for Y, can
be derived. The remaining terms are related to Syr and Sy_pg r, showing
that the proposed methodology is theoretically based on an homogeneous
assumption that is locally corrected in order to account for phenomena
related to the presence of a liquid-gas interface.
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(4.38

The capabilities of such formulation of QME have been assessed on an
analytical 0D-test case representing a liquid-gas system, evolving under
the effects of forces that can generate or reduce the slip velocity (e.g.
pressure gradient, gravity and drag forces). The system, shown in Figure
4.22] is at rest as initial condition and then it evolves in time based on
the actions included in Equation [£:38] The convective contribution is
not considered. The solution obtained from QME has been compared
with the one that can be calculated starting from Equations and
solving separately each phase. Figure shows the resulting evolution
of the liquid velocity obtained with the two methods considering only
the pressure gradient contribution, which is the leading one in the jet
in crossflow test case. An excellent agreement is reported, proving once
again the capabilities of the proposed methodology.

Finally, it is worth pointing out that Equation 4.20| represents a particular
case of Equation where the effects of slip velocity on the gas-phase
have been neglected and were accounted just on the liquid. It can be
considered suitable if the attention is mainly focused on the near injection
region, as in the present investigation.

In fact, starting from the expressions of source terms provided in Equation
and accounting just for the contributions coming from S; ; in Equation
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Figure 4.22: 0D-test case studied to assess the formulation for QME with
a comparison with a standard multiphase flow formulation. The
contribution of pressure gradient is just accounted.

for term D/, Equation can be retrieved.

Therefore, this latter formulation can be introduced from Equation [1.3§]
assuming a one way coupling between liquid and gas. This observation
augments the theoretical background of the QME formulation proposed
in [163]. The two formulations are coherent between each other and the
introduction of the general approach proposed in Equation [£-38] which
overcomes some limitations of the previous modelling proposal, should be
pursued in future investigations.

4.7 Concluding remarks

This chapter resumes the main activities carried out in the present
research work with the aim of extending the capabilities of the ELSA
approach in handling a slip velocity between phases. In Chapter B[, the
effects of turbulent liquid flux on lean aero-engine burners have been
highlighted justifying the need for a detailed numerical modelling of this
contribution.

A novel second order closure, where one equation is solved for each
component of the turbulent liquid flux, was proposed and integrated
both with the liquid volume fraction and with the liquid /gas interface
density equations. The approach presents an original splitting of the
turbulent liquid flux in two parts: the drift, modelled according to a
diffusion process, and the slip part, represented by a particular transport
equation, where the effects of drag, body forces and pressure gradient
are included. Such choice leads to a robust method able to introduce
the leading phenomena directly linked to slip motion with significant
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advantages with respect to first order closures.

This approach fills the gap between single Eulerian mixture models and
fully two-phase Eulerian-Eulerian approaches with the benefit to be
applicable for all range of liquid volume fraction addressing both dense
and dispersed flows. Solver capabilities have been tested in a jet in
crossflow test case with a direct validation against both experimental
and numerical data. Improvements in terms of liquid distribution have
been obtained with respect to first order results in all the analysed test
conditions.

The QME approach has been as well coupled with the complete ELSA
solver presented in Chapter [3] leading to the proposition of a general
numerical tool able to account for the main interactions that characterize
atomization processes in the aero-engine context.

Finally, a systematic derivation of the transport equation for ﬁal has
been as well carried out arriving to a general procedure to treat the
liquid-gas flow, either starting from a multiphase perspective with phase
separation or from a homogeneous flow and introducing the departure
from homogeneity. The inclusion of this advanced and complete numerical
strategy should be pursued in further investigations.






Chapter 5

Evaporation modelling for ELSA
framework

In the context of the development of a high fidelity atomization model
to be used in reactive simulations of aero-engine combustors, evapora-
tion and energy transferred from gas to liquid phase are phenomena of
paramount importance.

The main aim of this part of the work is the extension of the capabilities
of the ELSA approach, presented in Chapter [3] and already modified to
account for slip velocity effects, to include the vaporization in all the
stages of spray atomization.

A novel approach for evaporation modelling is introduced and tested.
An innovative implicit formulation is proposed and the first part of the
chapter is focused on a theoretical explanation of the developed approach
and on its implementation in the OpenFOAM® suite. It is worth pointing
out that such approach is focused mainly on the dense spray region of
ELSA, since, for the lagrangian one, several models have been already
developed in technical literature (see Section. An assessment of the
model on the Engine Combustion Network (ECN) database is at the end
provided.
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5.1 Compressible ELSA solver

Starting from the Eulerian-Eulerian mixture model presented in Sec-
tion [41] in order to be able to deal with heat transfer and evaporation,
a compressible version of the solver has been first of all developed and
validated. Hereinafter, equations are written in RANS context for the
sake of clarity, applying a Reynolds averaging procedure. Nonetheless,
in the code, equations have been written in a general way valid both in
RANS and LES. The turbulent liquid flux can be as well modelled both
with a standard gradient closure, when the dynamic relaxation time tends
to zero, or employing the second order strategy developed in Section 6]
For the sake of clarity, in this chapter the development of the code and
its assessment have been performed using a first order closure.

The proposed compressible solver is still based on a mixture structure with
one momentum equation shared between all the phases (see Equation .
As in the previous chapters, the density correlation terms are included
in the Reynolds stress tensor and in the following equations a standard
Boussinesq closure has been applied. The consequences of this modelling
choice are detailed in Annex-A.
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where mixture density can be obtained as p = @;p; + G pv + QaPa, Where
bulk densities for vapour and air depend on temperature and pressure to
include compressible phenomena. The continuity equation is written as:
op | opU;

ot a$j

(5.2)

A transport equation for vapour volume fraction is included together with
the one for liquid. Both of them are resolved in a compressible manner
and source terms due to evaporation have been added.
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where in particular p is the turbulent viscosity, D and Sc¢; are laminar
diffusivity and turbulent Schmidt number of liquid and vapour. Further-
more, &, represents the source/sink term of evaporation, that will be
discussed in detail later on. The subscripts [ and v refer to liquid and
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vapour properties respectively. Clearly, the air volume fraction is directly
calculated from &; + @, + &, = 1, where the subscript a refers to air.

Energy equations, formulated in terms of temperature, both for gas
and liquid have been also introduced and are reported here below. The

contribution of evaporation appears as additional source term (Tey).
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(5.5)
where ¢, is the specific heat and Pr; is the turbulent Prandtl number.
As far as the Y-equation is concerned, the same formulation presented in
Chapter [3| has been here retained non accounting for density variations:
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The sink term due to evaporation for the liquid/gas interface density has
been neglected. In fact, in the dense spray region, it is assumed that the
turbulent breakup is the dominant phenomenon and that evaporation has
a minor impact.
A brief overview about the structure of the developed compressible solver
is shown in Table (.11
In the following, the attention is mainly focused on the method proposed
for the calculation of the evaporation source terms. The reader interested
in a preliminary validation of such compressible code is addressed to [185],
where several aspects of the developed solver have been analysed.
The chapter is therefore structured as follows: firstly, the shortcomings of
explicit methods, in the context of evaporation modelling for the dense
spray region, will be presented and an assessment of the advantages
of implicit approaches will be carried out. Then, the concept of the
phase equilibrium is introduced for evaporative systems together with an
explanation of the developed code to compute equilibrium composition
and temperature. Finally, a detailed validation is performed using the
available theoretical solutions for evaporation modelling and experimental
data provided in the ECN database.
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Continuity Equation:
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Momentum Equation:
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Liquid volume fraction Equation:
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Vapour volume fraction Equation:
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Gas phase temperature Equation:
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Liquid phase temperature Equation:
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Table 5.1: Summary of the equations implemented in the developed
compressible ELSA approach.

5.2 Limits of standard explicit methods for dense
spray regions

As already reported in Chapter [3] in the dense zone of the spray,
the assumption of spherical droplets is not at all verified. In fact, until
primary breakup takes place, the liquid phase exists as coherent structures
or ligaments and, mainly at low pressure and temperature conditions,
their impact can be relevant.

Standard Eulerian-Lagrangian approaches, which are based on explicit
formulations for evaporation modelling, can be reliably applied only if the
liquid volume fraction is small. An artificial reduction of liquid volume
fraction, by increasing the size of the mesh around the injection point
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[I86], can be considered as a solution, albeit a lower resolution in the
FEulerian field is obtained in this way.

The existence of regions inside the computational domain characterized
by high «; cannot be normally avoided, considering the atomizing devices
employed in lean burn combustors. Here, explicit formulations can drasti-
cally affect the obtained solution.

In this section, limits of such explicit methods are explained using results
obtained in a theoretical numerical case employing the native Eulerian-
Lagrangian solver of OpenFOAM® (i.e. sprayFoam)[I85), 187]. The 1-D
test case, shown in Figure where a cloud of droplets (highlighted in
red) is introduced inside a hot stagnant environment, has been considered
to this end. Cyclic conditions are applied on the lateral surfaces in order
to determine a one-dimensional behaviour. Liquid temperature is initially
set to 288 K, while the gas phase to 773 K. On such configuration, it is
possible to calculate the ratio of ambient over liquid temperature with
respect to time for several values of cell liquid volume fract<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>