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ABSTRACT 

 

There still exist many fields in which ways are to be explored to improve the 

human-system interaction. These systems must have the capability to take 

advantage of the environment in order to improve interaction. This extends the 

capabilities of system (machine or robot) to better reach natural language used 

by human beings. We propose a methodology to solve the multimodal interaction 

problem adapted to several contexts by defining and modelling a distributed 

architecture relying on W3C standards and web services (semantic agents and 

input/output services) working in ambient intelligence environment. This 

architecture is embedded in a multi-agent system modelling technique. In order 

to achieve this goal, we need to model the environment using a knowledge 

representation and communication language (EKRL, Ontology). The obtained 

semantic environment model is used in two main semantic inference processes: 

fusion and fission of events at different levels of abstraction. They are 

considered as two context-aware operations. The fusion operation interprets and 

understands the environment and detects the happening scenario. The 

multimodal fission operation interprets the scenario, divides it into elementary 

tasks, and executes these tasks which require the discovery, selection and 

composition of appropriate services in the environment to accomplish various 

aims. The adaptation to environmental context is based on multilevel 

reinforcement learning technique. The overall architecture of fusion and fission 

is validated under our framework (agents, services, EKRL concentrator), by 

developing different performance analysis on some use cases such as monitoring 

and assistance in daily activities at home and in the town. 
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RESUME (French Abstract) 

 

Il existe encore de nombreux domaines dans lesquels des moyens doivent être 

explorés pour améliorer l'interaction homme-système. Ces systèmes doivent 

avoir la capacité de tirer avantage de l'environnement pour améliorer 

l'interaction. Et ceci afin d'étendre les capacités du système (machine ou robot) 

dans le but de se rapprocher du langage naturel utilisé par les êtres humains. 

Nous proposons une méthodologie pour résoudre le problème d'interaction 

multimodale adaptée aux différents contextes en définissant et modélisant une 

architecture distribuée qui s'appuie sur les standards du W3C et des services 

Web (agents sémantiques et services d'entrée / sortie) qui travaillent dans un 

environnement d'intelligence ambiante. Cette architecture est réalisée en 

utilisant le modèle des systèmes multi-agents. Afin d'atteindre cet objectif, nous 

avons besoin de modéliser l'environnement en utilisant un langage de 

représentation des connaissances et de communication (EKRL, Ontologie). Le 

modèle de l'environnement obtenu est utilisé dans deux principaux processus 

d'inférence sémantique: la fusion et la fission des événements à différents 

niveaux d'abstraction. Ces opérations sont sensibles au contexte. Le système de 

fusion interprète, comprend l'environnement et détecte le scénario qui se passe. 

Le système de fission interprète le scénario, le divise en tâches élémentaires et 

exécute les tâches qui nécessitent la découverte, la sélection et la composition de 

services appropriés dans l'environnement pour répondre aux différents objectifs. 

L'adaptation au contexte de l‘environnement est basée sur la technique 

d'apprentissage par renforcement multi-niveaux. L'architecture globale de 

fusion et fission est validée et développée dans notre framework (agents, 

services, concentrateurs EKRL) par l'analyse de différentes performances sur 

des cas d'utilisation tels que la surveillance et l'assistance dans les activités 

quotidiennes à la maison et en ville. 
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« Some men see things as they are and ask 

why. Others dream things that never were and 

ask why not. » George Bernard Shaw 
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1.1 Motivations 

Our main motivation is to enhance the multimodal interaction between any 

system and the human in the human environment. One goal to achieve is to 

adapt the concerned system to the human and its environment in the opposition 

to the creation of systems and environments where people must constantly learn 

and adapt to these systems. And in the ideal case, the system should learn from 

the interactions with the user. A second challenge is to obtain an architecture as 

inter-connected as possible and most suitable with the human environment.  

The modelled architecture should be easily integrated in the human 

environment by following these brand new paradigms: 

 Ubiquitous network is used for an expanding network or architecture. 

 Pervasive computing is the trend towards increasingly ubiquitous 

(another name for the movement is ubiquitous computing) and connected 

systems in the environment, a trend being brought about by a 

convergence of advanced electronic - and particularly, wireless - 

technologies and the Internet. 

 Pervasive environment is an environment where communicating objects 

recognize and locate each other automatically. The objects interact with 

each other without special action from the user. 

 Ambient Intelligence is embedded in a distributed network of intelligent 

devices (sensors and effectors) interconnected in the environment (Ramos 

et al. 2008, Augusto et al. 2010). This intelligence can drive machines, 

monitor activities and inform users. It also moulds context-aware 

environment to our immediate needs, habits, preferences and orders. 

Ambient intelligence integrates ubiquitous network, pervasive 

computing, intelligent user interfaces and security. 

Our main problem is to design an architecture for interaction that are able to 

answer these major requirements. 

Until 2008, Interaction management was concerned by 3 main parts:  

 Human interacts with Human which is a naturally way by default 

(Human-Human Interaction). 

 Human interacts with Machine and the best interaction should be the as 

natural as possible. It is Human-Machine Interaction (HMI). And, in 

particular, when machine is a computer, Human-Computer Interaction is 

an important part of system design, evaluation and implementation. 

Quality of system depends on how it is represented and used by users 

(ergonomics). Therefore, enormous amount of attention has been put into 

better designs of Human computer interfaces (HCI) and user interfaces 

(UI). There are very few successful HMI interfaces (Dumas et al., 2009). 

In case of Human-Robot Interaction (HRI), which is an application of 

HMI, the machine is simply a robot. HRI is an important domain 

concerned in human robot cooperation (Fong et al., 2003; Goodrich and 

Schultz, 2007). In case of ambient environment, the house can also be 

called a robot or a machine. To avoid this need of complication, in this 

thesis, we will make no distinction between machine, system, robot, and 

parts of a system. 

 Machine interacts with Machine. It is Machine-Machine Interaction 

(MMI) and the interaction is not natural but more and more efficient 
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with network protocols and digital communication languages. It‘s used in 

multiagents systems and complex systems to manage the communication 

and cooperation between system parts. 

Since 2008, the new direction of research is to replace common regular methods 

of interaction with intelligent, adaptive, multimodal, natural methods. Ambient 

intelligence or ubiquitous computing which is called the third researches wave is 

trying to embed the technology into the human environment so to make it more 

natural and transparent at the same time (Karray et al. 2008). 

It is this key domain where we develop systems to understand the human 

environment and where systems interact with the environment (users, other 

systems, parts of the system) in a bidirectional way. The environment integrates 

both machines and human. Interfaces are not necessarily a screen, a mouse or a 

keyboard but more multimodal inputs/outputs systems. 

In this new interaction, we decided to develop a semantic architecture able to 

reinforce the interaction between the systems of the environment. It is much 

more complex because it is fully embedded in the environment and is not limited 

to a single system and one user. One important requirement for such 

architecture is to deal with the information coming from the environment and 

the possible actions to act and interact with this environment. In multimodal 

interaction, the system is based on combination of multiples modalities of 

interaction by simultaneous use of different input/output channels. Modalities 

may be based on sensors (mouse, keyboard, pen, motion tracking, haptic, 

pressure, taste), visual (facial expression analysis, body movement tracking, 

gesture recognition, gaze/eyes movement tracking) or auditive (speech 

recognition, speaker recognition, emotion analysis, noise, signs detection). 

We can decompose this multimodal interaction architecture in 4 main 

operations: environment sensing, environment understanding or modelling, 

deciding and acting. The need for multimodal interaction systems is to enhance 

error avoidance and ease the error resolution, to accommodate a wider range of 

users, tasks and environmental situations, to cater the need of individual 

differences and preferences, and to permit flexible and improved use of modes 

including alternation and integration. Multimodal interaction has great 

potential in terms of application areas and thus needs extensive inter-

disciplinary research for addressing issues and challenges. 

The great challenge of multimodal architecture creation is to build reliable 

processing systems capable of analyzing and understanding the environmental 

meanings. This opens a number of associated issues, such as heterogeneous 

modalities information fusion, architectures for service composition, interaction 

management, machine learning for multimodal interaction, modelling 

languages, frameworks, etc. This thesis does not intend to cover exhaustively all 

the issues related to multimodal architecture design.  

To summarize, this thesis is to contribute in solving issues such as large 

quantity of incoming events to manage from multiple sources, environment 

modelling, environment understanding, complexity and heterogeneity of 

systems, and multimodal communication. The main objective is to model and 

implement a new multimodal architecture for interaction in pervasive context 

(pervasive environment and computing) with composition and adaptation 

mechanisms based on a semantic approach. 
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We want to answer several questions: 

 How to model and understand the environment, and its systems and events? 

 How to design complete interaction architecture for ambient intelligence? 

 How to deal with the large amount of information?  

 What is the interaction protocol we will use? 

 How to manage and update context? 

 How can interaction architecture adapt to context change? 

First of all, we will need to describe knowledge representation and how it is 

entangled with the systems and components of the architecture, humans 

included. Recent researches have been made to store low level data like events 

or high level information like scenario in ontology structure. There are two main 

advantages of this storing structure: - natural language use and - hierarchically 

filled concepts. These semantic ontologies have a better expression of the 

relations interconnecting several classes of concepts. Instances are directly 

stored under the class following the concepts list. We will model components of 

ambient intelligence to manage multimodal interaction including decision 

processes for a system to act in a human environment by taking in account the 

different possible contexts. Our semantic components will allow the development 

of an architecture to understand the environment and decide accordingly. 

Connectors such as our environment knowledge representation language, 

compatible and close to natural language, and W3C standards like EMMA, will 

allow communicating with web services controlling hardware parts. We notice 

that we will use human interfaces, sensors and actuators but it is not our 

purpose to develop or improve them because we manage information at a high 

level of abstraction. Secondly, we assemble the components of the architecture. 

The environment is a complex system composed of multiple systems in 

interaction. Another interesting paradigm to design architecture is multi agent 

systems (Ferber, 1999) where agents are simple or complex components of that 

architecture. And in order to develop a pure parallel architecture, where all 

services are independent and components are autonomous, new architectures 

could use web service composition. These web services are made to communicate 

with extended languages in the respect of W3C standards recommended for 

more interoperability. We will focus our research on mechanisms like modalities 

selection, adaptation to context and reconfiguration of the architecture. 

Moreover, some mechanisms are presented to manage awareness and learning. 

Finally, we present the architecture implementation, the measures of 

performance and the development of applications. 

1.2 Multimodal Interaction Problem 

The interaction process holds a set of problems stemming from an incomplete a 
priori knowledge about the environment, hazards, strategies of exploration, 

insufficient sensory information, to an inherent inaccuracy in the systems. By 

combining different modalities, the system can effectively reduce recognition 

uncertainty, thereby improving robustness while adapting the tasks to do in a 

dynamically changing environment. Therefore, a great simplification of the 

interaction processing can be accomplished, as it has been already demonstrated 

by several existing multimodal systems. 

Multimodality allows humans to move seamlessly between different modes of 

interaction, from visual to voice or touch, according to changes in context or user 
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preferences. A system must provide multimodal interfaces, which try to 

integrate speech, written text, body language, gestures, eye or lip movements 

and other forms of communication in order to better understand the human and 

to communicate more effectively and naturally. 

A multimodal system is an important element of a successful human-robot 

interaction. When systems enter the human environment and come in contact 

with users, they need to be able to interact with users and ease the burden of 

knowledge transfer from the user to the system. The system must be capable to 

establish a common focus of attention and be able to use and integrate spoken 

instructions, visual perceptions, and non-verbal clues like gestural commands. 

Human-robot interaction can become more intuitive as the level of flexibility in 

the multimodality system interface increases, for example we can combine 

natural language and hand gestures to interpret both complete and fragmental 

commands or we can use speech, posture, and object recognition to navigate a 

mobile robot to an object of interest.  In these cases, humans and robots act as 

peers exchanging information in dialogue to achieve goals. At the same time, the 

requirements of the domain place some constraints on the choice of modalities 

and the degree of freedom in expressing the user‘s intentions. The multimodal 

system must capture the user's actions in speech and gesture within the domain 

of operation and then attempt to match them to elements in the system's 

domain knowledge base. 

The system can identify objects and tasks via a multimodal architecture which 

may interpret the deictic gestures and speech inputs of the user. Since the user 

input can be vague, inaccurate, and often contradicting. A fusion/fission 

multimodal system can be extended to be an intention aware system that can be 

used to reduce unnecessary and often redundant instructions by being aware of 

what the user really wants. In addition, system can use its own hardware and 

others parts of the network resources to dialog, act and interact with human too. 

After the management and filtering of the large amount of information, we have 

to understand what and how meaning can be extracted and if useful meaning is 

relevant and can be stored in memory for any further use. It deals with the 

problem of time and availability of information, and how the information must 

be managed now and frequently. All this process seems to consume a lot of time 

and computer resources (memory and processor). These events can appear in 

same time, more precisely, in concurrent time. It means not only one data can 

give a meaning but several like for example the act to say good bye to someone, 

two events will often appear, an arm move and a speech.  

How to make the fusion to understand this composed event which permits to 

understand the action done? Now, modalities and knowledge representation of a 

situation are improved due to the expansion of the technology, and researchers 

work a lot on Natural Language and XML descriptions of a scene. So we can 

suppose meaning will be easier to extract and use to interact. 

According to all these problems and evolution, we will improve the concept of 

fusion and fission of events for the interaction in ambient intelligence. 

1.3 ―Put That Here‖ Scenario 

To illustrate the multimodal interaction problem, we will take the famous 

example of ―Put That Here‖ (Bolt, 1980). The goal of this application is for a 
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humanoid robot to interact with a user, visually and vocally, understanding the 

environment where the robot is. This environment contains the robot, some 

objects and the human. The user shows an object to the robot, he asks the robot 

to take this object and show the robot where to put it. Lots of research issues 

must be solved like human speech and gestures recognition, gesture imitation, 

speech synthesis to validate the demand, location recognition, object to grasp 

recognition, moving the object action, and why not communicating with the 

object if possible. In fact, in this thesis, we don‘t work on creation and the 

measuring of sensors or actuators and their performances. We consider them 

well conceived by specialists even if they are uncertain. We also choose high 

level sensors and actuators where data and features extraction are already 

effectively done. For example, the Microsoft Kinect is a high level sensor able to 

recognize human gestures capturing several skeletons; 3D human position in a 

room, capture sounds using 4 microphones (Figure 1.1). 

  

Figure 1.1 – Microsoft Kinect and skeleton capture 

It is not the aim of this thesis to redevelop such economic and efficient enough 

devices. However, we are interested by managing events coming from sensors 

capturing what is happening in the environment, understanding this 

environment to evaluate the situation, choose and decide how to act. That‘s our 

interaction problem.  

In this example, we have two different input modalities (audio and visual) 

produced by three sensors: Human Gesture recognition (MS Kinect), Human 

voice recognition (MS Speech API) and Object recognition (Video camera 

embedded in the Aldebaran Nao robot). They send three events: ―User points an 

object to a location‖ to point where to catch or to put on, ―Object is a box‖ once 

concerned object is recognized and ―User speaks‖ to tell user is telling words 

―Put‖, ‖That‖ and ‖Here‖ or something else. The Nao robot has the necessary 

output modalities to move its head, catch and move the objects with a robotic 

arm and may also talk to the user with a vocal speech synthesis function.  

 

Figure 1.2 – Temporal Constraints to respect 
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To understand the human desire and realize the task, our robot need to deal 

with temporal constraints related to synchronization of events in respect of time 

and ordering in the best case (Figure 1.2). Any other events that don‘t match 

this coordination must be ignored and don‘t provoke a deadlock situation for the 

robot. We can see that some conditions must be taken in consideration: 

 To model the problem and find a proper architecture 

 Modalities management: to use several modalities together to reinforce 

the interaction 

 Events Completeness: to check if all events required are present to decide 

to act; 

 Consistency to check if all entities or objects are known to be recognized; 

 Modalities arrivals order: to verify if events sent are respecting the 

expected order; 

 Temporal aspects of vocal and gestural commands, taking into account 

the time needed by a modality to detect a command and the time to 

merge data; 

 Context adaptation: time may change according to the user. 

1.4 Methodology and Contribution 

Our aim is to reinforce interaction with multi-modalities systems. The issue is 

very hard because human interaction requires the understanding of the human 

environment. This is an important challenge for complex systems engineering. 

Lots of information from different sources must be processed and organized. 

Knowledge representation and reasoning must be studied. The main question 

we will answer in this dissertation is how to develop the most flexible 

multimodal architecture that combines advantages of both top-down 

methodologies (modelling functionalities) and bottom-up methodologies 

(exploiting, checking, learning from experience and quality returns).  

Our contribution can be decomposed in these following pragmatic parts: 

- A methodology to model interaction architecture of complex systems 

- Modelling and understanding the environment using a knowledge 

representation language 

- Implementing semantic agents able to store, reason and communicate 

- Designing services components able to communicate with agents, and to 

compose and adapt our architecture in a pervasive computing way 

- Building a sensors/actuators services concentrator embedded in an 

electronic board (integrating a Linux operating system and an 

administration web site) 

- Providing powerful mechanisms of composition, selection, adaptation and 

learning 

- Checking performances 

- Developing several applications 

Our methodology is presented in Figure 1.3 and shows the order of the chapters 

which are much detailled in the next section. This methodology is a standard 

approach to explore the state of the art in scientific literature in order to obtain 

common definitions and methods in different domains and choose a way, the 

background theories and stringently examine algorithms, for high level 
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functions and components to solve our problem. The second step is to compile 

requirements of the systems of the environment, to give our definitions about 

knowledge, to build a knowledge representation language for the description of 

the environment, to model our architecture and design its components. Third 

step is to model an architecture capable of organizing components with complex 

mechanisms to improve interaction. Fourth step is the development of a 

platform to build prototypes of architectures and its evaluations. We added a 

comparative study of our model of semantic architecture with some other 

existing components, architectures and platforms introduced in first step. In the 

fifth step, we present the implementation procedure and validate our 

architecture prototype on different uses cases. Sixth step is the general 

synthesis of our work and proposes future work. 

 

Figure 1.3 – Methodology 

 

Artificial Intelligence and Computational Intelligence domains are studied 

because they try to understand and reproduce the human behaviour and 

thinking. We also have studied architectures based on semantic agents and 

cognitive architectures able to solve our interaction problem. Exploration of 

multidisciplinary scientific domains has required considerable effort in the 

understanding of the relationships between:  

- Knowledge engineering: ontological representation & reasoning 

(semantic and understanding) for environment modelling; 

- System and software engineering: Architectures for Multimodal 

interaction, Ambient Intelligence, Ubiquitous network, W2C open 

standards, Robotics or mechatronics; 

- Intelligence: Artificial Intelligence, Computational Intelligence, Cognitive 

architectures for interaction. 

 



Multimodal Interaction Semantic Architecture for Ambient Intelligence   
Sébastien Dourlens 

14 May 2012  

 

 25  

1.5 Thesis Outline 

Chapter 2 provides background for many of the subsequent chapters by 

surveying the four main domains concerned by this thesis: multimodal 

interaction with human and all systems in the environment; knowledge 

representation and reasoning for the description and the understanding of the 

environment; symbol grounding and artificial intelligence aspects; ubiquitous 

computing, ambient intelligence and web services in the respect of W3C 

recommended standards; and finally, a review of existing architectures for 

interaction and cognitive architectures.  

Chapter 3 describes the requirements of our architecture in systems, our 

definition of conceptual and behavioural knowledge and the OOFDA model for 

interaction. Interaction is decomposed in semantic fusion and fission operations. 

This chapter delves thus into the special challenges of representing and 

reasoning with some core domains of distributed knowledge. We present our 

Environment Knowledge Representation Language (EKRL) becoming the 

common language to all architecture components allowing architecture 

components to communicate, store and reason on situation with a semantic 

wealth. We raise a variety of interesting ontological issues such as modelling 

information of dynamic environment such as time, space, causation, action, 

scenario or task, scales and contexts at different level of granularity. These 

challenges are ubiquitous across application areas, so solutions must be general 

and composable. Then we model the components of the architecture as generic 

as possible. In particular, input/output services interconnected with systems in 

the environment are presented and semantic agents are built to store, reason on 

knowledge and decide how to make the architecture interact with the 

environment. 

Chapter 4 explains how to build complete interaction architecture from designed 

components in pervasive contexts. Powerful mechanisms applied to the 

architecture like discovery, composition, modalities selections and multi context 

awareness are formally explained. They are necessary to develop ambient 

intelligence architecture in order to manage complex tasks and environment and 

reinforce the interaction. Composition of numerous software or sensor-motor 

functions individually is modelled in a unified interaction model composed of the 

two main operations fusion and fission. To understand and adapt the global 

behaviour of the architecture, we propose semantic learning techniques.  

Chapter 5 presents our framework implementation and explores its integration 

in several machines, third party platforms and the EKRL concentrator 

exchanging messages between services, devices, machines and Internet. An 

analysis of performance is performed to evaluate the number of events which 

can be managed, the memory access time, the network load and cognitive load. 

Algorithmic complexity of agent inference engine is analysed to evaluate the 

required power and memory resources. We also formally propose a temporal 

validation of the agents‘ inference engine in the case of ―PutThatHere‖ scenario 

and in the general case of reasoning on any behavioural models. Finally, a 

comparative study with other multi-agent architectures and semantic agent 

components is discussed to show the difference with our approach. 

Chapter 6 provides an implementation procedure for users and a mixture of 

interesting use cases like daily activities monitoring and assistance, healthcare 

and crossroad assistance. These applications show how to apply our framework 
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to interaction scenario, and demonstrate how our architecture is easy and 

powerful to design complex applications by focusing on concepts and models in 

the knowledge of agents without programming. 

Chapter 7 is a synthesis of our contribution. We present our solutions to fulfil 

the requirements and we propose future work. 
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« The whole history of science has been the 

gradual realization that events do not happen 

in an arbitrary manner, but that they reflect a 

certain underlying order, which may or may 

not be divinely inspired » 

Stephen William Hawking 
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2.1 Introduction 

In the objective previously defined in the chapter 1, we need to explore the 

scientific state of the art in different domains of research to extract common 

definitions and theories useful to solve our interaction problem, model the 

environment and design the components of our architecture.  

Actually, the design of the architecture for interaction with distributed 

components requires a large effort of search and preciseness. For this main 

reason, this chapter looks like disparate sections divided into five sub problems 

and four surveys. But it was very important for us to explain the basis of where 

components come from and why we decide to model them as they are. And the 

architecture will clearly makes the link between these parts emergent of these 

multiple research fields of study. Sometimes, it is necessary to give many 

explanations to go deeply into the subject and other times, only certain ideas or 

brief replies are appropriate; in the latter case, a quick review is sufficient. We 

will follow this thread: 

1. Before modelling the environment and a new architecture for the 

interaction, it is necessary to find a definition of what are the multimodal 

interaction and the different contexts. We also define the two main 

interaction processes: fusion and fission. Fusion will permit to extract the 

meaning of information coming from the different input modalities 

connected in the environment while fission will permit to decide and select 

the output modalities to act in this environment. 

2. A second step will be a short explanation of the symbol grounding and how 

Artificial Intelligence is an underlying domain to understand and reason 

about the environment. This section is about languages and symbolic 

representation of systems coexisting in the environment. In particular, some 

researchers suggest that the intelligence and the adaptation of a system 

emerge from the physical interaction with the environment. 

3. We naturally arrive to the third step. The concepts and behaviours of 

systems should be described and the formalization of description logics and 

languages for the knowledge representation is required. They are very 

important because they are used to build standards of communication 

between components of complex and extended architectures. 

4. In the fourth step, we explain the new paradigm of ambient intelligence 

where components of the architecture are parts of ubiquitous computing and 

environments. Composition and adaptation of the architecture can be 

realized with the support of web services. The emergence of semantic web 

propels the need of knowledge representation language. A deep link between 

the previous symbolic representation, the formal languages and the 

distributed components will permit to define a powerful communicating 

architecture. 

5. The fifth step consists to have an overall look at the current existing 

architectures for interaction under three points of view: human machine 

architectures, computational cognitive architectures and developed 

semantic components. 

6. The last step refers to developments tools and platforms to implement our 

architecture and applications. 
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2.2 Interaction and Context Representation 

Human-Machine Interaction is an important Robotics research area in the 

context of Robotics manipulation, navigation and assistance especially with the 

increasing uncertainties and complexities of the real world. This thesis is 

dedicated to enable systems to explore and learn about environment and exploit 

it, multimodal interactions between them and the objects they are manipulating 

or avoiding, and between the humans or others systems in this environment. 

Human-Machine Interaction involves acquisition context, context awareness, 

interpretation context and execution context. 

2.2.1 Multimodal Interaction 

A system is composed of a multimodal architecture (Figure 2.1). It contains 

sensors and actuators to drive this architecture. So, a large amount of events to 

exchange and to process must be taken into account. In this thesis we want to 

conceive efficient interaction architecture in ambient intelligence to reduce the 

above complexity. Information must be well organized and meaning of situation 

must be quickly extracted to take decision. Meaning of the situation in the 

interaction requires developing a description of the current relationships among 

entities and events in the environment context. The extraction of this meaning 

is very important for the interpretation. Scenarios of multimodal interaction to 

be realized will contain a multimodal precondition part called fusion, and a post 

condition part called fission.  

 

Figure 2.1 – Interaction Multimodal 

Definitions of these two important processes of interaction are well presented in 

(Landragin, 2007) but to resume his view: 

 Multimodal fusion starts from low level integration (signal  information) 

to high level storage of the meaning (semantics event information) by 

composing and correlating previous data coming from multiple sources 

(sensors, interaction context, software services or web services) in the 

case of a human-robot or human machine interactions. Multimodal 
Information fusion refers to particular mathematical functions and 
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algorithms for data combination. Multimodal fusion is a central question 

to solve and provide effective and advanced human-computer interaction 

by using complementary or redundant modalities. Multimodal fusion 

helps to provide more informative, exact, complete, reliable 

interpretation. 

 Multimodal fission, in the opposite way, is the process to physically act or 

show any reactions to the inputs or the current situation. According to 

decision rules taking following the fusion process, the fission will split 

semantics results of the decision into single actions to be sent to the 

actuators. 

Dependency between modalities allows reciprocal disambiguation and improves 

recognition in the interpretation of the scene. Essential requirements for 

multimodal fusion and fission engines are the management of modalities with 

events, cognitive algorithms, formal logic and context representation of robotics 

systems or simulation environment. 

This type of intelligent architectures matches the 3 modules (reactive-

deliberative-reflective) architecture of Minsky (1974) and Searle (1969). Many 

researchers insert deliberation or decision process in the multimodal processes, 

at the end of the fusion process or at the start of the fission process. In this 

thesis, we propose to separate semantics aspects, cognitive aspects and 

fusion/fission processes. Semantics layer will be seen as a communication layer 

close to a language and cognition into intelligent agents able to communicate 

and manage memory storage and retrieval. 

2.2.2 Interaction Context 

The robot needs to be endowed with natural interaction capabilities by using a 

multimodal system that combines multiple input modalities such as natural 

speech, pen-based input, hand gestures, facial gestures, eye gaze, body 

language, or tactile input. Furthermore, the interaction process poses a set of 

problems stemming from incomplete a priori knowledge about the environment, 

hazards, strategies of exploration, insufficient sensory information, inherent 

inaccuracy in the robotic devices and the mode of operation. By combining 

different modalities, the robot can effectively reduce recognition uncertainty, 

thereby improving robustness while adapting the manipulation or the 

locomotion tasks in a dynamically changing environment. Therefore, a great 

simplification of the interaction processing can be accomplished, as has been 

demonstrated by several multimodal systems.  

In order to interact and recognize relevant events, we can store simple scenarios 

and complex scenarios. A scenario corresponds to the sequence of simple 

physical actions/motions, or a state-action graph, executed by simple effectors 

using sensory inputs to accomplish a simple manipulation or exchange with the 

environment. Each scenario needs lots of information related to the 

environment, to all objects and to present Humans. We call this an interaction 
context. In this context, we will give symbolic representations for physical 

interactions; we use symbols which do not refer simply to physical objects but 

rather to the embodied interactions between the robot and the objects in its 

manipulation environment. This interaction context will be modelled using the 

concept of ontology. Ontology will keep meaning of any situation, current or 
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planned interaction and running scenario in a representation language close to 

natural language. 

Situation Awareness model (Figure 2.2) and User Fusion Model, using 

Knowledge Representation Language in a Software Agents organization 

permitting reasoning, are very close to our design view of an ideal Robotics 

Platform (Blasch et al., 2006). We will adapt this work to Ambient Architecture 

and Human Robots Interaction. Coradeschi and Loufti (2008) propose a review 

of Perceptual Anchoring, a transversal domain where it is necessary to associate 

a symbol to signal sensor level representations of a physical object by using 

context and higher level semantics information. This is important for us to have 

symbolic information sent by intelligent sensor but we propose another way of 

doing this.  

The pervasive computing community increasingly understands that developing 

context aware applications should be supported by adequate context information 

modelling and reasoning techniques. Bettini et al. (2009) propose a survey on 

context-aware applications. These applications adapt to changing context 

information: physical context, computational context, and user context/tasks. 

Context information is gathered from a variety of sources that differ in the 

quality of information they produce and that are often failure prone. Context-

aware applications should be supported by adequate context information 

modelling and reasoning techniques. These techniques reduce the complexity of 

context-aware applications and improve their maintainability and evolvability. 

They discuss the requirements that context modelling and reasoning techniques 

should meet, including the modelling of a variety of context information types 

and their relationships, of high-level context abstractions describing real world 

situations using context information facts, of histories of context information, 

and of uncertainty of context information. 

Gupta et al. (2009) presents a promising method to observe human-object 

interactions. Their fusion system on image and video uses spatial and functional 

compatibility for recognition. Graphical and Bayesian models are used to 

understand human scenes and events. Object Classification and Action 
Recognition are just done by stochastic values. We will deeply improve these two 

operations by using a Context Ontology to store concepts, values for 

classification and predicates of models for actions. 

             

Figure 2.2 – Context-aware pervasive computing 

Soylu et al. (2009) propose a review of context-aware pervasive computing (a.k.a. 

ubiquitous computing, ambient intelligence) with software and ontological 
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engineering. This paper is a sound basis for our work in terms of dynamic 

context and adaptivity, and awareness. they present a review of selected 

literature of context-aware pervasive computing while integrating theory and 

practice from various disciplines in order to construct a theoretical grounding 

and a technical follow-up path. This paper is not meant to provide an extensive 

review of the literature, but rather to integrate and extend fundamental and 

promising theoretical and technical aspects found in the literature. Their 

purpose is to use the constructed theory and practice in order to enable 

anywhere and anytime adaptive systems in the environment. They particularly 

elaborate on context, adaptivity, context-aware systems, ontologies and software 

development issues. 

2.2.3 Context Classification 

Context awareness requires that contextual information is collected and 

presented to the application of adaptation. Given the heterogeneity, diversity 

and quality of this information, it is desirable to make a classification or a 

categorization to facilitate the process of adaptation. In this area, several 

researchers have proposed various approaches of categorizations.  

Schilit et al. (1994) and Dey (2001) have categorized the context into two classes: 

the primary context that contains information about the location, identity, time 

and activity (status); the secondary context can be inferred from it (e.g. the 

location, you can deduct those nearby). 

Chen and Kotz (2000) have proposed two categories: the active context that 

influences the behaviour of an application and passive context which is 

necessary but not critical for the application. 

Petrelli et al. (2000) have indicated the material context (location, object, 

machine, physical platform) and the social context (social aspects as the 

relationship between individuals). 

Hofer et al. (2002) have developed a classification into two classes: the physical 
context that can be measured by physical sensors and logical context that 

contains information about the interaction (the emotional state of the user, its 

goals, etc.). 

Razzaque et al. (2005) have proposed as follow a categorization in six classes: 

1. User Context: It permits to obtain information on the users. User profile 

for example is part of it. It may contain information about its 

identification, its relations with other users, the list of tasks, and others; 

2. Physical Context: It offers the ability to integrate information related to 

physical environment, like location, humidity, temperature, level of 

noise, and so on ; 

3. Network Context: It also provides environment information, but these 

related mainly to the computer network. For example: connectivity, 

bandwidth, used protocol, names, and so on. 

4. Activity Context: lists the events that took place in the environment and 

their timestamps. Example: entry of a person, it snows, and so on. 

5. Material Context: It permits to identify all physical objects and systems 

in the environment which can be used. It includes for example the profile 
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and machines activities in the environment (identification, location, level 

of battery, and so on); 

6. Service Context: It informed on what can be achieved. For example: 

Information on the functionality that the system can offer. The last 

categorization has the advantage to cover components considered by the 

first categorizations made. However, if we refer to the six questions 

proposed by Brezillon et al. (2004) and which would provide the 

minimum information on the context. 

Miraoui and Chakib (2007) give 2 classes: 

1. The information triggered a service that aggregates information on 

changing values causing the automatic activation of services provided by 

an information system making decision systems; 

2. The information quality change of services that include information that 

the change in values leads to change the format of a service (quality). 

This categorization has two main advantages: it is simple because it has only 

two classes; it is complete because it covers all aspects of context, particularly 

the six issues (Brezillon et al., 2004). ―All definitions can be assembled around 

six questions: Who? What? When? How? Where? and Why?‖. The question 

"Why?" is clearly ignored in this categorization. 

2.2.4 Context Use 

The context is taken into account in various Computer Science fields including 

Natural Language, Machine Learning, Multimodal Interaction, Information 
Retrieval, Ambient intelligence and even in Security. Just as in the interaction 

between humans, the purpose of taking into account the context is to enhance 

the adaptability and decision aid system. The Ambient Computing is very 

closely linked to the context because of the fact of the heterogeneity and ubiquity 

of communicating entities in this type of environment. These two aspects of the 

architecture require the adaptability of delivered services and more information 

on the used media depending on location, activity, i.e. the context. We speak 

here of context aware systems because they are sensitive to context and they are 

able to use the context of an entity to adapt their operational functions to 

provide better services to humans or others entities. 

We talk here about ambient systems sensibility. Chalmers (2004) identifies five 

main context uses in computing systems as follow:  

1. Context Sensors: where the context is captured and information 

describing the current context (temperature, location, …) are prepared 

and well presented to the users or others services; 

2. To associate the context to data, this operation is called contextual 
improvement (or augmentation). For example, records on inspected 

objects can be associated to their location; meeting information can be 

linked to people in the meeting and location where it has taken place; 

3. To permit the discovery of contextual resources, for example, to switch on 

the light in the nearest human location; 

4. In the case of context triggered events to start actions like loading maps 

data when arriving in a city area; 
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5. Contextual mediation: It consists to use the context to modify a service. 

For example to describe the limits and preferences in a large amount of 

data, and then display only the most appropriate. 

Dey (2001) and Chen and Kotz (2000) have covered recent research works 

relative to context, by underlying on their applications, the contextual 

information used and how to use it. The result is two reviews of scientific 

literature that most of researchers in Ambient computing often recall and 

especially the location of the user contextual information. Oddly, in rare cases, a 

temporal index is used and the location of nearby objects. This could be 

explained by the difficulties associated with the retrieval of contextual 

information and its treatment. 

Sonntag et al. (2007) uses the W3C standards (EMMA, OWL-S, MPEG7, WSDL) 

to develop a context-aware multimodal mobile interface embedded in a PDA to 

the semantic web. This is a great job integrating a Question Answering system 

and Natural Language Processing system using speech and gestures to ask and 

retrieval information about web services, semantic web pages or the Internet 

network. Semantic web and in particular Knowledge Ontology is used to control 

interaction sequence for dialog and find links between modalities (video, audio, 

voice). This ontology makes part of SUMO project that we will present in section 

2.4.6. 

Our main interest is to take account the context to reinforce the adaptability of 

multimodal architecture in the ubiquitous environments. 

2.3 Symbolic Representation 

Knowledge Representation and Reasoning is at the heart of the great challenge 

of Artificial Intelligence: to understand the nature of intelligence and cognition 

so well that (computerized) systems can be made to reveal human-like abilities. 

As early as 1958, John McCarthy contemplated Artificial Intelligence systems 

that could exercise common sense. From this and other early work, researchers 

gained the conviction that (artificial) intelligence could be formalized as 

symbolic reasoning with explicit representations of knowledge, and that the core 

research challenge is to figure out how to represent knowledge in computers and 

to use it algorithmically to solve problems. 

2.3.1 Problems of Traditional AI 

However, the original intention of artificial intelligence was not only to develop 

clever algorithms, but also to understand natural forms of intelligence, which 

requires a direct interaction with the real world. It is now generally agreed that 

the classical approach has failed to deepen our understanding of many 

intelligent processes. How do we make sense of an everyday scene or recognize a 

face in a crowd, for example? How do we manipulate objects, especially flexible 

and soft objects and materials like clothes, string, and paper? How do we walk, 

run, ride a bicycle, and dance? What is common sense all about, and how are we 

able to understand and produce everyday natural language? Needless to say, 

trying to answer these questions requires us to consider not just the brain, but 

how the body and brain of an intelligent agent interact with the real world. 

Recent developments in artificial intelligence and cognitive science suggested a 

new paradigm (called ―embodied intelligence‖ (Pfeifer and Scheier, 1999) where 
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behaviour is not only the result of centralized control, but also emerges from the 

interaction of central control, body (morphology and materials) and the 

environment (Brooks, 1988). Development of intelligence based on inputs, 

possible actions (mental, embodied in the physic of the system, or external in the 

environment), centralized control (reactive or deliberative) and even distributed 

control. Pfeifer theory is only the old State-Cognition-Action paradigm where 

cognition improves from scratch using perception. It was also the first idea 

proposed by cyberneticists (Dupuy 2000) in their mechanical and physical point 

of view of living beings but most of their theories were vanished behind the 

connectionism paradigm. Perceiving the world also implies the notion of 

consciousness (Bronowski 1970). He is certainly right for animals and body 

parts adaptation (mechanical parts) to avoid millions of year‘s evolution. It is 

also simpler to highlight intelligent behaviour when embodied (so observable or 

measurable) and it is easier to perceive things to understand them. I personally 

think artificial intelligence firstly requires a good brain with an efficient 

memory and a good reasoning system to store, interpret, learn and create new 

knowledge to improve thinking. We believe behavioural aspects to be only the 

outcomes of intelligent reasoning and not the intelligence itself but it is 

necessary to have inputs to understand the relationships between entities and 

their behaviours and outputs to act on them. One way to improve its intelligence 

is to equilibrate both bottom-up (perception to logic) and up-bottom (logic to 

action) approaches, not only one of these two to avoiding instabilities (i.e. 

possible schizophrenic states following uncertain events). That‘s also the main 

idea of the paper of Roy Deb presenting a theoretical framework to ground the 

meaning of verbs, adjectives and nouns to physical referents using a unified 

representational scheme where all words are composed of sensory-motor 

primitives called semiotic schema (Deb 2005). In this holistic view, a goal 

appears more complex to achieve and many tasks have to be solved in parallel, 

logical at high level, and perceived or executed at low level. We may talk about a 

main goal like a living equilibrium composed of motivation sub goals like 

maintaining of energy, health, attention or satisfaction. We will propose a 

mechanism to manage this. As in classical AI, meaning is concerned by rules 

(atoms and formulae) but not just rules; it is as much concerned by relationships 

of composition and recursion of these rules. Knowledge representation in our 

work should take into account this point. 

2.3.2 The Symbol-Grounding Problem 

The term ―symbol‖ in this context is taken to mean, roughly, discrete 

information elements that may be given word-like labels that make sense to 

humans. It may be a concept, an action or predicate or relationships between the 

two previous. Pure symbolic (from classical AI) is considered ―ungrounded‖ 

approach. In contrast, the ―grounded‖ scientist treats language as part of a 

larger cognitive system in which semantics depends in part on non-symbolic 

structures and processes including those related to perception and motor 

planning. Examples include Bates‘ grounding of language in sensory-motor 

schemas (Bates, 1979) and Barsalou‘s proposal of a ―perceptual symbol system‖ 

that grounds symbolic structures in sensory-motor simulation (Barsalou, 1999; 

Barsalou, 2003). The grounded camp pays more attention to how symbols arise 

from, and are connected to interactions with the physical and social 

environment of the symbol user. The ungrounded camp has the advantage of 

mature computational modelling tools and formalisms. Although these have 
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proved to be immensely useful, there are also clear limits to the explanatory 

power of any approach that deals strictly with relations among word-like 

symbols. 

The symbol-grounding problem refers to how symbols relate to the real world 

(Harnad 1990). In traditional AI, symbols are typically defined in a purely 

syntactic way by how they relate to other symbols and how they are processed 

by some interpreter (Newell and Simon 1976; Quillian 1968); the relation of the 

symbols to the outside world is rarely discussed explicitly. In other words, we 

are dealing with closed systems, not only in AI but in computer science in 

general. Except in real-time applications, the relation of symbols (e.g., in 

database applications) to the outside world is never discussed; it is assumed as 

somehow given, with the (typically implicit) assumption that designers and 

potential users know what the symbols mean (e.g., the price of a product). This 

idea is also predominant in linguistics: it is taken for granted that the symbols 

or sentences correspond in some way with the outside world. The study of 

meaning then relates to the translation of sentences into some kind of logic-

based representation whose semantics are clearly defined (Winograd and Flores 

1986, p. 18). 

Logical statements are different at different level of abstraction, granularity or 

point of view (for example, at several orientations of moves correspond to a 

straight walk), that means that pure logic is not sufficient to explain a 

behaviour. Mathematicians are now working on multimodal logics with a 

multiplicity of operators to be adapted to the numerous forms of language. 

Predicates logic and Description logic bring a part of the solution to the lake of 

representation but they are also limited to the first order logic (FOL) to ensure 

the completeness. In reality, higher order logic is more close to the reality but 

cannot be fully proven in general but may be proven in the simplified context. 

That‘s why, we used a knowledge representation language (KRL) to use 

predicates in higher level logic and multimodal logic at different levels of 

abstractions. The objective is to reduce the reasoning time and memory space 

necessary to solve a problem. This dimensionality curse is also a problem. So 

another solution to limit the search in state and action space is the bounded 
rationality theories of Herbert Simon (1982). As explained by Russell and 

Subramanian (1995), ―The classical idea of perfect rationality, which developed 

from Mill's utilitarianism, was put on a formal footing in von Neumann's 

decision theory (von Neumann and Morgenstern 1944). It stipulates that a 

rational agent always act so as to maximize its expected utility. The expectation 

is taken according to the agent's own beliefs; thus, perfect rationality does not 

require omniscience‖. Recently, (Nobre et al. 2009) connect theories of bounded 

rationality with theories of fuzzy systems of Zadeh in order to justify advantages 

of the participation of cognitive machines in organizations. The connections are 

derived by explaining why cognitive machines can extend limits of knowledge 

(lack of information) and limits of information processing and management (lack 

of cognition and computational capacity) of humans when participating in 

organizations. 

2.4 Knowledge Representation & Reasoning 

2.4.1 Semantic web RDF and OWL 

http://www.eucognition.org/index.php?page=2-3-problems-of-traditional-ai#harnad1990
http://www.eucognition.org/index.php?page=2-3-problems-of-traditional-ai#newell1976
http://www.eucognition.org/index.php?page=2-3-problems-of-traditional-ai#quilian1968
http://www.eucognition.org/index.php?page=2-3-problems-of-traditional-ai#winograd1986
http://www.eucognition.org/index.php?page=2-3-problems-of-traditional-ai#winograd1986
http://www.eucognition.org/index.php?page=2-3-problems-of-traditional-ai#winograd1986
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Semantic Web is about putting together 3 things: the representation of the 
meaning of things that are published on the Web (called resources), the 

representation of relations that link things together, the standardization of the 

previous two. We need to represent something about entity's semantics in a way 

that allow computers to do something useful for the humans. We also need to 

share such representations, i.e., make them popular, widely adopted and 

standard, so that all collectively can benefit from that, in a way that would not 

be possible in isolation, reinforcing domain knowledge. 

RDF Resource Description Framework 

The resource description framework is a language for representing information 

about resources in the World Wide Web (Figure 2.3). It is particularly intended 

for representing metadata about web resources, such as the title, author and 

modification date of a web page, copyright and licensing information about a 

web document, or the availability schedule for some shared resource. However, 

by generalizing the concept of a web resource as defined above, RDF can also be 

used to represent information about things that can be identified on the web, 

even when they cannot be directly retrieved on the web. Since the approach of 

situational statements is based on RDF, a profound investigation of the resource 

description framework has been undertaken. A detailed introduction can be 

found in the so-called ―RDF-Primer‖ document (Manola and Miller, 2004) 

  

Figure 2.3 – Semantic Web layers (W3C Schema) 

In (Stuckenschmidt and Van Harmelen, 2005) it is pointed out that, if we 

wanted to describe information on the meta-level and to define its meaning, we 

have to look for further approaches than XML and the RDF standard has been 

proposed as a data model for representing meta data. (Brickley and Guha, 2004) 

and (Lassila, 2000) are important papers on RDF. Nonetheless, this abstract 

data model finds a concrete syntax representation in XML. The corresponding 

schema language to define the vocabularies is called RDF Schema, or RDFS 

(Manola and Miller, 2004). In RDFS one can define which properties apply to 

which kinds of objects and what value ranges hold. Furthermore one can 

describe the relationships between objects. 

OWL Ontology Web Language  
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The prominent ontology web language OWL has more facilities for expressing 

semantics compared to XML, RDF, and RDFS. (McGuinness and Van Harmelen, 

2004) provides an overview. Furthermore, it has greater machine 

interpretability, according to Stuckenschmidt and van Harmelen (2005). OWL 

adds more vocabulary for describing properties and classes and among others, 

relations between classes (e.g. disjointness), cardinality (e.g. ―exactly one‖), 

equality, richer typing of properties, characteristics of properties (e.g. 

symmetry), and enumerated classes. OWL can especially be used to explicitly 

represent the meaning of terms in vocabularies and the relationships between 

those terms. OWL is a revision of the DAML+OIL web ontology language, in 

which, the first user model ontology was defined (Heckmann, 2005). Chen and 

Kotz (2002) combine semantic web and OWL with ubiquitous computing. 

Eberhart (2003) defines an ontology based infrastructure for intelligent 

applications. The general user model ontology GUMO and the UbisWorld 

ontology are defined as OWL applications. In OWL, concept of Description Logic 

becomes class, role becomes property and individual become object or instance. 

We have developed OWL v2 import/export software to our KRL format to keep 

completeness and constituency of relationships between concepts in respecting 

standards. We can then connect our system to OWL base. 

Comparing RDF, OWL, UML and OCL 

RDF is a set of concepts or a language used for describing knowledge. OWL is a 

set of concepts or language for modelling that knowledge. UML is a semi formal 

language for class-based modelling and OWL comprise some constituents that 

are similar in many respects like classes, associations, properties, packages, 

types, generalization and instances (ODM, 2008). Despite of the similarities, 

both approaches present restrictions that can be overcome by integration. On 

one hand, a key limitation of UML class-based modelling is that it allows only 

static specification of specialization and generalization of classes and 

relationships, whereas OWL provides mechanisms to define these as dynamic. It 

means that OWL permits recognition of generalization and specialization 

between classes as well as class membership of objects based on conditions 

imposed on properties of class definitions. OWL offers a more expressive and 

extensible manner of modelling data and provides versatile ways to describe 

classes and, based on such descriptions, it allows type inference. Indeed, OWL 

provides various means for describing classes, which may also be nested into 

each other such that explicit typing is not compulsory. One may denote a class 

by a class identifier, an exhaustive enumeration of individuals, property 

restrictions, an intersection of class descriptions, a union of class descriptions, or 

the complement of a class description. OWL provides important features 

complementary to UML and OCL/MOF (OCL, 2010) that would improve 

software modelling: it allows different manners of describing classes; it handles 

these descriptions as first-class entities; it provides additional constructs like 

transitive closure for properties; and it enables dynamic classification of objects 

based upon class descriptions. OWL ontologies can be operated on by reasoners 

providing services like consistency checking, classes satisfiability, concept and 

instance classification. Specification of OWL2 (Cuenca Grau et al., 2008) 

contains several sub-languages, or profiles (Calvanese et al., 2009), which offer 

increased tractability at the expense of expressivity (Parreiras, 2009). 

Ontologies and web service architecture are now used to design and adapt MAS 
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(Goumopoulos and Kameas, 2009) bringing interoperability (Obrst, 2003). EKRL 

can easily integrate OWL. In (Dourlens and Ramdane-Cherif, 2011c), we 

mention Architecture Description Languages (ADL). One ADL most interesting 

is π-ADL (Oquendo, 2004) (Oquendo, 2005), a formal language with its primary 

focus on the software architecture description at the mathematical sense and the 

ability to reason about its behaviour. π-ADL formal foundations are based on higher-

order typed π-calculus. π-ADL encompasses the architecture centric constructs for 

representing the structure, as well as behaviour details. 

2.4.2 Multimodal Mark-up Languages 

Since 1995, we have seen the emergence of a third generation of chatterbots, 

based on the use of markup languages. Artificial intelligence Markup Language 

(AIML), the first of these languages, was used in the construction of ALICE1. It 

is the owner of two recent Loebner prizes2. Despite its success, the systems 

developed using AIML are still present. To use AIML, we need to define lots of 

categories3 and it is too simple (links are repetitive, deductive logic, templates 

are too close to the form of the sentences) but in many case, it can be useful for 

chatterbot on a precise subject of talk and following a dialog. 

The idea of an extended language proposed by Makatchev and Tso (2000) was 

good but did not survive. It has not been used because it was not clearly defined 

and not so complete to be useful. The articles about Robot Markup Language 

(Kwak et al., 2006) and Multimodal Presentation Markup Language (Kushida et 

al., 2005) are interesting but limited to their applications. For the second one, 

authors have conducted researches into multimodal presentations that make 

use of anthropomorphic character agents as a new type of multimodal media 

that can be used to effectively communicate information in conjunction with the 

World Wide Web (WWW) and they have developed a markup description 

language for this purpose, the Multimodal Presentation Markup Language 

(MPML). They have developed a Multimodal Presentation Markup Language for 

Virtual Reality VRML (MPML-VR), which is a markup language that enables 

the description of multimodal presentations in a three-dimensional VRML space 

and that inherits features from MPML. They have also implemented an MPML-

VR Agent system, an anthropomorphic agent system that functions on the 

VRML platform. By using the three-dimensional VRML space, presentations 

such as showing products in three dimensions, virtual exhibition halls, and 

virtual museum environments become possible. The audience is able to move 

their location at will and view the contents from an arbitrary position. In this 

paper we report the MPML-VR markup language, MPML-VR Agent system that 

we have created for the VRML environment, and the MPML-VR Viewer, a 

presentation viewing system. VHML4,  

Virtual Human Markup Language, uses and built in 2000 on Sable and AIML to 

develop an animated software assistant like Microsoft Agent, for a more 

usability and help, but more conversational and multimodal. VHML describes 

new languages to accommodate functionality that is not catered for like DMML 

                                                

1 http://www.alicebot.org 
2 http://www.loebner.net/Prizef/loebner-prize.html 
3 http://www.alicebot.org/aiml/aaa/ 
4 VHML project homepage: http://www.vhml.org 

http://www.alicebot.org/
http://www.loebner.net/Prizef/loebner-prize.html
http://www.alicebot.org/aiml/aaa/
http://www.vhml.org/
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Dialogue Manager Markup Language (AIML), FAML Facial Animation Markup 

Language, BAML Body Animation Markup Language, SML Speech Markup 

Language (Sable), EML Emotion Markup Language. 

Recently, W3C worked on Extensible MultiModal Annotation markup language 

(EMMA)5, a new XML Markup Language to manage the communication 

between multimodalities. For example, it is used in mobile phone for voice 

interface with the user. It can be used with VoiceXML6 concerning voice activity. 

Robotics Markup Language (Roboml) (Makatchev, 2000) is no more maintained 

but has some applications in assistant for Japanese websites. It is not so 

Robotics oriented. RobotML (Park et al., 2007) is a Robotics Markup language 

from the Munich University of Applied Sciences in 2005, XML is used to 

describe robot joints and can be read by some Robotics simulators. Robotics 

multimodal parts are well described. More recently, MultiML (Giuliani and 

Knoll, 2008) (not OWL compatible) and EMMA (Johnston, 2009; Johnston et al.,  

2009) (OWL compatible) are the most advanced XML languages for Multimodal 

fusion and fission incorporating multimodalities, contexts, time but these 

languages don‘t deal with the interaction meaning but they bring a bridge to 

semantics interpretation, they want to represent modalities and recognize 

scenarios using their own XML tags. In addition, Giuliani and Knoll (2008) also 

present related work like MURML (Kranstedt, 2002), MMIL (Landragin et al., 

2004), Cogest (Gibbon et al., 2003) and MIND (Chai, 2002) languages or systems 

built for conversational agents without standard ontologies. In Multimodal 

Interpretation for Natural Dialog (MIND), Joyce Chai focused on intention and 

attention, it doesn‘t use KRL and ontologies but it was close to our work in the 

interpretation of meaning. These XML-based languages are limited to first order 

logic reasoners. To understand the comparison with our work done in this thesis, 

we really want to open a door on an independent environment representative 

language where meaning appears from the linked concepts using predicates to 

represent knowledge using context and narratives (Sengers, 1998; Singh, 2005) 

but without complex human common sense. Reiter (2000) greatly proposes the 

original idea to use narratives as programs. This idea is at the heart of the 

design of our architecture which will be defined and conceived differently. We 

search to find some good cognitive or semantic component for our architecture to 

achieve goals in human environment using multimodal interaction. 

2.4.3 Ontologies 

Definition 

Sowa (1999) gives the following definition for ontology: "The subject of ontology 
is the study of the categories of things that exist or may exist in some domain. 
The product of such a study, called an ontology, is a catalogue of the types of 
things that are assumed to exist in a domain of interest D from the perspective 
of a person who uses a language L for the purpose of talking about D." ... 

"Ontological analysis clarifies the structure of knowledge. Given a domain, its 
ontology forms the heart of any system of knowledge representation for that 
domain. Without ontologies, or the conceptualizations that underlie knowledge, 

                                                

5 EMMA homepage: http://www.w3.org/TR/emma 
6 VoiceXML homepage: http://www.w3.org/Voice 

http://www.w3.org/TR/emma
http://www.w3.org/Voice
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there cannot be a vocabulary for representing knowledge ... Second, ontologies 
enable knowledge sharing." 

We adopt Gruber's definition referring to ontology as an explicit (not implicit) 

specification of conceptualization (Gruber, 1993), with the Guarino's 

interpretation of conceptualization (Guarino, 1995). 

Formal Ontology 

An explicit ontology may take a variety of forms, but imperatively it will include 

a vocabulary of terms and specification of their meaning (i.e. definitions). 

Ontologies are distinguished along a spectrum of formality and referring to a 

different degree of formality by which a vocabulary is created. In the literature, 

ontologies fall in many types based on different spectrum (Guarino, 1998; Sowa, 

1984, 1999; Obrst, 2003). Therefore, the same term ontology can be used to 

describe models with different degrees of structure.  

 

Figure 2.4 – Ontology spectrum updated from Obrst (2003) 

Figure 2.4 shows the following spectrum: 

 Highly informal: expressed loosely in natural language. An informal ontology 

contains a list of types that are either undefined or defined only by 

statements in a natural language. 

 Semi-informal: expressed in a restricted and structured form of natural 

language. In this zone, we identify weak structure such as taxonomies. 

 Semi-formal: expressed in an artificial formally defined language. this zone 

includes elements with more structure: in the bottom database schemas and 

metadata schemes (e.g. ICML, ebXML, WSDL), on the top of conceptual 

models (OO models, UML, XML topic maps, ...) and in-between thesaurus 

(e.g. Wordnet, Verbnet, NLP, OpenCyc, Lexicon) (Lenat, 1990; Panton et al., 

2006) 

 Rigorously formal: usually expressed in a logic-based language (e.g. first 

order logic) with theorems and proofs mechanism. Fundamentals of formal 

ontology include axiomatic theories organized into partial order (lattice). 

Axiomatic theories or simply axioms use first order logic for a rich expression 

of the constraints between the entity and relation types. We distinguish 

between theorems (proven) and theories (not proven). Using axiomatic-
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deductive method provides deduction and derivation (non monotonic 

reasoning) which are based on completeness and decidability. 

Types of Ontologies 

According to the level of granularity in (Guarino, 1998) and (Gomez Perez and 

Benjamins, 1999), ontologies levels of abstraction can be classified into six types: 

 Top-level ontologies describe very general concepts independent of a domain 

like time, space, matter, object, action 

 General ontologies define a large number of concepts relating to fundamental 

human knowledge 

 Domain ontologies describe the vocabulary related to a specific domain like 

medicine or automobile 

 Task ontologies define concepts related to the execution  of a task or activity 

such as diagnosing or selling 

 Application ontologies define concepts essential for planning a particular 

application. They describe concepts depending both on a particular domain 

and task which are often specializations of both the related ontologies 

 Meta-Ontologies, generic, or core ontology define concepts which are common 

across various domain; these concepts can be further specialised to domain 

as specific concepts. 

Uses of Ontologies 

Ontologies are used for: 

 Communication: share understanding, as blackboard, unifying framework to 

enable communication, interaction & cooperation. 3 schemes are possible :  

1. Each services shares its own ontology 

2. Multiple ontologies can be attached to a single indexing global 

ontology  and be used by multiple services with or without their own 

ontology 

3. Global ontology is alone and shared by several services with or 

without their own ontology 

As now processors and memory are grouped in clusters with a equilibrated 

load balancing, this question on the architecture is not so important but if 

communication can be interrupted or a cluster is broken, in this last case 

backup must be enabled or big ontology must contain a copy of local one. 

 Interoperability: ability of systems to cooperate for a common purpose 

 Modelling: specification and conceptualization, reliability, reusability. Using 

ontology to link Declarative (Domain knowledge) & Procedural (problem 

solving) knowledge! 

 Reliability: reliability defines the ability of a system or components to 

perform its required functions under stated conditions. We can differentiate 

between the roles that ontology might play for reliability of software 

systems. Indeed, informal ontologies can improve the reliability by serving 

as a basis for manual checking of the design against the specification. 

Formal ontologies enable the use of semi-automated consistency checking of 

the software system with respect to the declarative specification. 

 Reusability: The accomplishment of reusability largely depends on the 

sharing of a similar conceptualization. By characterizing classes of domains 
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and tasks within these domains, ontologies provide a framework for 

determining which aspects of a system are reusable between different 

domains and tasks. Indeed, a clear semantic is needed of the concepts related 

components being reused. Thus, ontology-driven Information System can 

import and export modules and components between their systems. 

From an operational point of view, the development and the exploitation of 

ontology remains a complex task in a global process of knowledge engineering. 

Upstream, extracting and structuring large sets of concepts with increasing 

sizes represents one of the major difficulties. Downstream, retrieving subsets of 

concepts requires approaches that are not time-consuming and are efficient in 

terms of semantic relevance of the results. We will attempt to improve these 

performances. For information retrieval, we will try to find a fastest query 

process. For refinement and enrichment, most of researchers use distance 

measures or estimation of semantic similarities between pairs of concepts. 

Lots of applications and case study using ontology exist and we can't exhaustive 

but we want to pay attention at the use of Ontology to produce automatic video 

annotation (Newbold et al., 2008), they used it to track ―illegally‖ parked 

vehicles with partial observation of the captured scene. In (Chen and Kotz, 

2002), authors develop the Context Broker Architecture (CoBrA), it's a 

framework built around a Context Ontology and an Ontology Inference Engine 

in OWL for context-aware pervasive computing environments. The concepts of 

Agent, Role, and Activities are well defined. Chella et al. (2002) present a 

method to model robotics environments integrating multi agents systems into 

ontologies. 

Ontology Mapping 

Pirrò and Talia (2007; 2010) worked on the ontology mapping problem. They 

developed UFOME a friendly environment to ensure extensibility and usability. 

There also the works of INRIA and UVSQ researchers like Euzenat on ontology 

alignment and matching (Euzenat and Shvaiko, 2007; David et al., 2010) who 

developed an Alignment API, Georges Gardarin who developed JANUS an 

automatic ontology builder (Bedini et al., 2008), and (Grigori et al., 2010) 

studied matching and ranking BPEL processes for services discovery where 

processes are in different OWL-S ontologies. Further in this direction, (Besana 

et al., 2009) propose to share choreographies comparing their OpenKnowledge 

framework to BEPL4Chor and Web Services Choreography Description 

language (WS-CDL) and Let‗s Dance, a language for service behaviour 

modelling. 

2.4.4 Knowledge Representation Languages 

Knowledge Representation Languages (KRL) are semantic languages allowing 

to build and extract the meaning of the situation past or current. Some 

examples of these languages are KRL, KIF, NKRL, INFOMAP. They are all 

based on the frames theory of Minksy (1965) and more precisely the slots of 

Quillian (1968). They may bring: Entity recognition, Semantic role labelling, 

Question answering making better use of relations among concepts to catch user 

or context semantics. There are two types of QA systems: FAQ systems: match 

the user query to a closest query (or query type) stored in the system and free 

queries using a corpus-based answer extraction. Fillmore (1985) proposes to 
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analyse frames and the semantics of understanding. The Berkeley FrameNet7 

project was born from this excellent idea but till now, they have no result maybe 

due to the mass of relationships. KIF and NKRL languages are interesting to 

realize the predicate calculus used to conceptualize the behavioural 

conceptualization. The Suggested Upper Merged Ontology (SUMO) nd its 

domain ontologies form the largest formal public ontology in existence today. 

They are being used for research and applications in search, linguistics and 

reasoning. SUMO is the only formal ontology that has been mapped to the entire 

WordNet lexicon. SUMO is written in the SUO-KIF language. SUMO is free and 

owned by the IEEE (Figure 2.5). 

             

Figure 2.5 – Superclasses of Emotional State &- multiple inherited superclasses of the 
Human concept. (SUMO8) 

A Knowledge Interchange Format (KIF) 

KIF9 is the product of the Interlingua Working Group, chaired by Fikes and 

Geneseth (part of Knowledge Sharing Effort KSE initiated by DARPA10 in 1990). 

The work on KIF has grown out of the recognition that an Interlingua needs to 

be a language with the following general properties: 

 A formally defined declarative semantics.  

 Sufficient expressive power to represent the declarative knowledge 

contained in typical application system knowledge bases; and 

 A structure that enables semi-automatic translation into and of typical 

representation languages.  

KIF is an extended version of first order predicate logic. The version 3.0 has the 

following features:  

                                                

7 FRAMENET http://framenet.icsi.berkeley.edu 
8 SUMO webpage: http://virtual.cvut.cz/kifb/en/ 
9 KIF Standford page: http://www.ksl.stanford.edu/knowledge-sharing/kif 
10 DARPA homepage: http://www.darpa.mil 

http://framenet.icsi.berkeley.edu/
http://virtual.cvut.cz/kifb/en/
http://www.ksl.stanford.edu/knowledge-sharing/kif
http://www.darpa.mil/
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 List-based linear ASCII syntax suitable for transmission on serial media.  

 Model-theoretic semantics with axiomatic characterization of a large 

vocabulary of object, function, and relation constants.  

 Function and relation vocabulary for numbers, sets, and lists.  

 Support for expression of knowledge about the properties of functions and 

relations. Functions and relations are included in the universe of 

discourse as sets of lists so that they can be arguments to relations. A 

holds relation is included that is true when its first argument denotes a 

relation that has as a member the list consisting of the items denoted by 

the remaining arguments. So, for example, one could define transitivity 

as follows:  
(<=> (transitive ?r)  
(=> (holds ?r ?x ?y)  
(holds ?r ?y ?z)  
(holds ?r ?x ?z)))  

 A sublanguage for defining objects, n-ary relations, and n-ary functions 

that enables augmentation of the representational vocabulary and 

specification of domain ontologies. Definitions can be complete in that 

they specify an equivalent expression or partial in that they specify an 

axiom that restricts the possible denotations of the constant being 

defined. For example, the following is a complete definition of the unary 

relation bachelor:  
(defrelation bachelor (?x) :=   
   (and (man ?x) (not (married?x))))  

and the following is a partial definition of a binary relation above which 

specifies that above is transitive and holds only for ``located objects'':  
(defrelation above (?b1 ?b2)  
:=> (and (located-object ?b1) (located-object ?b2))  
:axiom (transitive above))  

 Support for expression of knowledge about knowledge. KIF expressions 

are included as objects (i.e. lists) in the universe of discourse, and 

functions are available for changing level of denotation. For example, the 

following sentence says that Lisa has the same belief as John about the 

material of which things are made:  
(=> (believes john '(material ,?x ,?y))  
(believes lisa '(material ,?x ,?y)))  

KIF is intended to be a core language which is expandable by defining additional 

representational primitives. 

Knowledge Representation Languages (KRL) 

Quillian (1968) introduced the frame and slots structure containing predicates, 

roles and attributes but without the use of ontologies previously introduced and 

limited to first order logic. It was based on Frege‘s logic. Frege has developed a 

second-order predicate calculus and used it to define mathematical concepts, 

and to state and mathematically prove propositions. Briggs (1985) suggests that 

knowledge representation research began with ancient Indian analysis of 

Shastric Sanskrit in the first millennium BC.  

The representation approach of Zarri (1996) is more turned to express 

narratives (NKRL) from natural language or web semantic pages, and the 

processing of the meaning of temporal events. NKRL innovates with respect to 
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the usual ontology paradigm by associating with the traditional binary ontology 

of concepts, an ontology of events, i.e., a new sort of hierarchical organization 

where the nodes correspond to n-ary structures called templates. Instead of 

using the usual object (class, concept) – attribute – value organization, 

templates are generated from the combination of quadruples where each of them 

connect together the symbolic name of the template, a predicate, and the 

arguments of the predicate introduced by named relations, the roles. The 

quadruples have in common the name and predicate components. If we denote 

then with Li the generic symbolic label identifying a given template, with Rk the 

generic role and with Ak the corresponding conceptual argument, the NKRL core 

data structure for templates has the following general format: 

(Li (R1 A1) (R2 A2) … (Rn An))    (Formula 1) 

Predicates pertain to the set {BEHAVE, EXIST, EXPERIENCE, MOVE, OWN, 

PRODUCE, RECEIVE}, and roles to the set {SUBJ(ect), OBJ(ect), SOURCE, 

BEN(e)F(iciary), MODAL(ity), TOPIC, CONTEXT}. An argument of the 

predicate can consist of a simple ‗concept‘ (according to the traditional, 

ontological meaning of this word) or of a structured association (‗expansion‘) of 

several concepts. The NKRL standard ontology of concepts is called HClass, 

hierarchy of classes. Templates are included into an inheritance hierarchy, 

HTemp(lates), which implements then the new ontology of events. Figure 2.6 is 

a sample of a template and an instance of a BT service to a customer. 

name: Move:TransferOfServiceToSomeone 

father: Move:TransferToSomeone 

position: 4.11 

natural language description: 'Transfer or Supply a Service to Someone' 

MOVE SUBJ var1: [var2] 

           OBJ var3 

           [SOURCE var4: [var5] ] 

           BENF var6: [var7] 

           [MODAL var8] 

           [TOPIC var9] 

           [CONTEXT var10] 

         {[modulators]} 

 

var1 = human_being_or_social_body 

var3 = service_ 

var4 = human_being_or_social_body 

var6 = human_being_or_social_body 

var8 = process_, sector_specif ic_activity 

var9 = sortal_concept 

var10 = situation_ 

var2, var5, var7 = geographical_location 

c1) 
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 MOVE SUBJ BRITISH_TELECOM 

            OBJ payg_internet_service 

            BENF (SPECIF customer_  BRITISH_TELECOM) 

            date-1: after-1-september-1998 

           date-2: 

Figure 2.6 – NKRL Example 

According to Zarri (2009a), usual ontologies – both in their ‗traditional‘ and 

‗semantic web‘ versions like RDF and OWL – are not very suitable for dealing 

with elementary or complex events. Basically, ontologies organize the ‗concepts‘ 

– i.e., the important notions to be represented in a given application domain – 

into a hierarchical structure where the nodes (the concepts) are defined by a set 

of binary relationships of the ‗property/value‘ type (e.g., a ‗frame‘). This approach 

is largely sufficient to provide a static, a priori definition of the concepts and of 

their properties. The only negative points are translating natural language 

assertions (to add new events) and questions (for the query systems) in NKRL 

are not automatic. Anyway, the work done by Zarri is quite innovative for any 

event-driven application architecture. Now, numerous works use conceptual and 

behavioural ontologies and inference engines we will present later but they are 

focusing on the query of semantic web information rather than environment 

understanding. Dourlens & Ramdane-Cherif (2010; 2011) presented their 

previous work on modelling a semantic architecture using KRL. Sabri et al. 

(2011a and 2011b) published a similar work. Their modelling of a context aware 

architecture is based on the Zarri‘s NKRL inference engine. They are service-

oriented but not standards. 

2.4.5 Event Representation 

Moens and Steedman (1988) elaborate Vendler's work (Vendler, 1967) on 

temporal and aspectual categories, and discuss the following types of events: 

 Culmination: a punctual or instantaneous event, which is accompanied 

by a transition to a consequent state. Ex: Harry (has) reached the top. 

 Point: an indivisible event (not necessarily instantaneous) with no 

consequent. Ex: John hiccupped. 

 Process: an event which is extended in time but that does not lead to any 

particular conclusion or culmination. This type of event can take a for-

adverbial phrase (e.g., He climbed for an hour), but will not allow for a 

non-adverbial phrase (e.g., *He climbed in an hour). 

Culminated process: state of affairs that extends in time but does have a 

particular culmination associated with it at which a change of state takes place. 

This type of event can take an in-adverbial phrase (e.g., He climbed to the top in 
an hour), but will not allow a for-adverbial phrase (e.g., *He climbed to the top 
for an hour). Ex: Harry climbed to the top. Ex: Harry climbed.  

Table 2.1 shows schematically how events can be characterized by atomicity or 

extension over time and by whether they have a consequent state or not. Events 

can be inter-related through culmination, preparatory processes, iteration, and 

progressive links between them. 

 Events States 

atomic extended  
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+Consequent CULMINATION 

(recognize, spot, win 

the race) 

CULMINATED 

PROCESS 

(build a house, eat a 

sandwich) 

 

understand, 

love, know, 

resemble 

-Consequent POINT 

(hiccup, tap, wink) 

PROCESS 

(run, swim, walk, play 

the piano) 

Table 2.1 – Events and States (Moens & Steedman, 1998) 

The relations between subparts of events lead to the notion of a single event 

structure, called a nucleus. The nucleus can be seen as a tri-partite event 

structure comprised of a preparatory process, a culmination and a consequent 

stage. Verbs can be classified according to which stages of the event structure 

they participate in. Verbs of motion such as run and bounce, have a preparatory 

stage, but no culmination or consequent; verbs of contact such as hit and kick 

have both a preparatory stage and a culmination (when the contact between 

objects is established); and verbs of change of state, such as break participate in 

all three stages. These groupings can be easily related to the verb classes from 

Levin. Moreover, this decomposition also meets well the needs of animation, 

which requires a detailed characterization of each stage of an action in order to 

instruct a virtual human. 

 
Figure 2.7 – Facts in the world representation 

Vaculín and Sycara (2007) have done a good work on representation of events on 

an ontology. Events Composition and Recognition are embedded (Artikis et al., 

2010). As Zarri, Dinarelli et al. (2009) worked on integration of dialog modality 

in an ontology of events where events looks like frames.  

Semantic data and models representation (Fiure 2.7) can also be made directly 

at a perception level. The interpretation of the natural language grammar is 

done with a string parser using statistical methods like Combinatory Categorial 
Grammar (CCG) from Steedman and Baldridge (2005) and Bos (2005). These 

parsers are usually employed in Automatic Speech Recognition (ASR) sensor or 

following them to ensure the robustness of the recognition (Gaitanis, 2008). In 

this thesis, we don‘t consider the pre-processing of sensors and post-processing 

of actuators, we will limit our work to high level approaches.  

2.5 Ambient Architecture 

To design an ambient architecture for interaction, we need to define the basic 

requirements like extendibility of the architecture, discovery of components, 

distributed computing, composition, adaptation and interoperability. We study 
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ubiquitous computing, ambient intelligence and web services to take advantage 

of their intrinsic properties.  

2.5.1 Ubiquitous Computing 

Mark Weiser‘s classification of a ubiquitous computing system is based on two 

fundamental attributes: namely ubiquity and transparency (Weiser, 1993). 

Ubiquity denotes that the interaction with the system is available wherever the 

user needs it. Transparency denotes that the system is non-intrusive and is 

integrated into the everyday environment. In (Maffioletti, 2001) the 

requirements for a ubiquitous computing infrastructure are analyzed and the 

general idea of a middleware that provides the basic functionality for modelling 

interactive environment applications is presented. Current research in 

ubiquitous computing leads toward the development of interactive environments 

that enable the mobility of both users and computing devices. The vision of 

ubiquitous computing relies according to Coen et al. (1999) on the presence of so-

called intelligent environments enriched by computers embedded in everyday 

objects like blackboards, tables, and chairs, and enriched by sensors able to 

catch information from the context. According to Maffioletti, these environments 

represent the spatial boundaries of applications integrated in our everyday 

context, they represent the physical space where the applications are placed and 

executed. It is distinguished between a service dimension that represents the 

number of services that is available in the system and a device dimension that 

represents the number of devices incorporated in the environment. Intelligent 

environments have a large number of hardware and software components that 

need to cooperate. They tend to be highly dynamic and require reconfiguration 

and resource management on the fly as their components and inhabitants 

change. The real power of the concept comes not from any one of these devices; it 

emerges from the interaction of all of them. The hundreds of processors and 

displays are not a user interface like a mouse and windows, just a pleasant and 

effective place to get things done. 

2.5.2 Ambient Intelligence 

Interaction architecture come back to hardware architectures to extend them to 

ambient intelligence and software engineering can help in particular the use of 

multi agents systems (MAS) to model and simulate entities of the environment. 

The need of intelligent components deals with artificial intelligence. Combining 

AI and pervasive architecture allows building intelligent architectures. 

Moreover, intelligence is integrated in the environment and agents may are 

parts of this environment (Becerra and Kremer, 2011). Two categories 

characterize Ambient Intelligence: 

 A device-centric, technology-driven view: concerning physical interaction 

and processing capabilities for a new generation of networked devices 

(smart objects) and environments.  

 A service-centric, user-driven view: exploring human, social and economic 

impact of new services made possible by the diffusion of ambient 

communication and interaction technologies. 

In ambient intelligence, people abilities are enhanced through a digital 

environment that is aware of their presence and context and is sensitive, 

adaptive and responsive to their needs, habits, gestures and emotions. Human 
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environment involves real-world problems, which are characterized by 

incompleteness and uncertainty. Generally, we deal with information; some part 

of it might be correct, some part might be incorrect, and some part might be 

missing. The question is how to proceed with an elaborated reasoning process 

dealing with these information problems.  

2.5.3 Web Services and Semantic Web Services 

The concept of web services (Alonso et al., 2004) provides a new solution to solve 

the integration problem among heterogeneous application systems. According to 

Kim et al. (2004), the web services concept can be seen as a kind of standardized 

software technology that can integrate and share various systems. This web 

services concept has an advantage of flexibility by perfectly defining standard 

specifications for mutually sharable data among distributed systems. So the web 

services provide the advantage that they can transparently access any web 

servers in any place with any device and at any time. The web services 

architecture combines three essential roles: service provider, service registry 
and service requestor, see the following Figure 2.8. 

 

Figure 2.8 – Web Services Architecture 

The service provider publishes the availability of their resources using WSDL, 

Web Services Description Language that defines the usage of web services and 

is used in order to describe the interface name, argument and return value of 

programs. The service registry is acting as a blackboard of services using UDDI, 

Universal Description Discovery and Integration, with the purpose of building a 

distributed global registry that could be accessed through the web environment. 

The web services standard architecture is composed of XML, UDDI, WSDL and 

SOAP (Simple Object Access Protocol), a protocol that enables users to mutually 

communicate their services under distributed environment with the well 

established XML. REST (Fielding, 2000) is also growing because it directly uses 

HTTP requests and responses to transfer the XML messages. Qi et al. (2008) 

explored the deploying and managing web services issues and brought solutions. 
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Figure 2.9 – The OWL-S to UDDI mapping according to Martin et al (2004) 

 

The idea behind Semantic web services11 (McIlraith et al., 2001) is that the 

semantic web should also enable greater access to services on the web. In 

(Martin et al., 2004) it is argued that semantic web services are developing the 

means by which services can be given richer semantic specifications. 

 

 

Figure 2.10 – Semantic Web Service Ontology 

This richer semantics can enable fuller, more flexible automation of service 

provision and use, and support the construction of more powerful tools and 

methodologies. The semantic web should enable users and computer systems to 

discover, invoke, compose, and monitor all web resources that offer particular 

services. The DARPA Agent Mark-up Language program (DAML)12 is about to 

develop and refine a service ontology that is called OWL-S. This OWL-based web 

service ontology is described in its release 1.1 at OWL-S Coalition in 2005. 

UDDI is widely used by businesses to register their presence on the Web by 

specifying their points of contact both in terms of the ports used by the service to 

process requests and in terms of the physical contacts with people that can 

answer questions about the service. Figure 2.9 shows the mapping from OWL-S 

                                                

11 Semantic Web Services Interest Group: http://www.w3.org/2002/ws/swsig 
12 DAML Semantic Web Services homepage: http://www.daml.org/services/owl-s/ 

http://www.w3.org/2002/ws/swsig
http://www.daml.org/services/owl-s/
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to UDDI and thus integrates both approaches. Figure 2.10 shows the top level of 

the semantic web service ontology: a Resource provides a Service. This service 

presents the ServiceProfile that defines what the services do. This service is 

described by the ServiceModel which defines how the service works. And finally 

the service supports the ServiceGrounding that shows how to access it. 

2.5.4 Semantic Grid or Ubiquitous Services 

Another late-braking, interesting research issue is the so-called Semantic-Grid. 

It can be seen as the application of semantic web technologies to Grid 

computing13, for example, Foster et al. (2002) propose an overview. The semantic 

grid14 can be defined as an extension of the current Grid in which information 
and services are given well-defined meaning, better enabling computers and 
people to work in cooperation, (Wikipedia). The vision points towards a 

generically useable infrastructure, which is comprised of easily deployed 

components with flexible collaborations and computations on a global scale. The 

key to this is seen in an infrastructure where all resources, including services, 

are adequately described in a form that is machine-processable, to say, the goal 

is semantic interoperability. According to Zhuge (2005), the semantic grid is an 

internet centred interconnection environment that can effectively organize, 

share, cluster, fuse, and manage globally distributed resources based on the 

interconnection semantics. The semantic grid approach promises to provide 

effective middleware technology for ubiquitous user modelling. However, 

because of its early stage of development, the investigation and the integration 

are postponed to future work. 

Kim et al. (2004) classify Ubibots (ubiquitous robots) in 3 categories: Sobot 
(software robot), Embot (embedded robot) and Mobot (Mobile robot). They 

conceived an autonomous agent architecture (called Rity) divided in 5 modules: 

perception, internal state, behaviour selection, interactive learning and motor. A 

first scenario presents the abilities of Rity to recognize and react properly to its 

master. The second demonstrates the possible transfer of Sobot to any other 

Ubibot so Rity becomes omnipresent. Many modalities are taken in account. 

Very close to our idea and operational, Ha et al. (2005) have developed 

ubiquitous companion robot with a robotic service framework. Services are 

robotic Agents. The robot architecture comprises a planning service, semantic 

web services, environment knowledge base sharing, plan composition and plan 

execution services to make it automatically interoperable. For one process or one 

sequence to execute, they put in a very simple XML code file: conditions, plan 

and service functions to run. 

As a foundation for our component design, we consider agent as a web service 

and we join the Agent-based Modelling idea of Macal and North (2006) where 

any agent is:  

 Identifiable 
 Situated 
 Goal-directed 
 Autonomous or self-directed 

                                                

13 Grid Computing uses the resources of many separate 
14 Semantic Grid homepage: http://www.semanticgrid.org 

http://www.semanticgrid.org/
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 Flexible, with the ability to learn and adapt its behaviour or connections. 

We must consider agents who have attributes, behavioural rules, memory, 

resources, decision making abilities and adaptation rules, but in our case, 

memory and rules are stored into the component or another shared component, 

this memory component will also store social interaction, collaboration and 

group behaviour schemes. We also are in agreement on the work of Asaad and 

Mubarak (2004) using an ontology. 

2.5.5 Composition and Adaptation 

Composition approach now deals with applications, services and modalities use 

(Constantinescu et al., 2004). There are Quantitative load with lots of formats, 

languages, applications and services, and Qualitative load with more complex, 

sophisticated and intelligent applications (Sansonnet, 2005). Input and Outputs 

Modalities are now vocal speech, Graphical user interface, tactile screens, 

Lights, mouse pointer, recognition of voice, recognition of gestures, numerous 

actuators and sensors. Applications are more online, interactive, conversational, 

social and collective. Events choice needs composition and adaption depending 

on quality use. 

Our architecture design must be ambient and dynamic so ubiquitous services 

are required. Our software agents controlling sensors and actuators will need a 

composition and an orchestration of services. As webservice components, they 

will bring an automatic services composition and discovery. It will permit lots of 

changes in a real time adaption of the functionalities depending on the faults, 

the energy saving, the load of work to do. This automatic adaption will permit a 

better reliable architecture. Robot will be able to use any database, actuators, 

software service on the network. During its navigation through network or real 

space, system will discover and use other available services. In addition, to 

achieve this dynamic adaption goal, we will use Reconfiguration Scenarios. 

Scenarios could be integrated to the models of the Ontological knowledge base. 

They could depend on context and qualitative or functional criteria checking 

conditional events ad using our fusion component. 

Smith and Becker (1997) have worked on an ontology to build planning and 

scheduling systems, it is more concepts and instances ontology to model 

activities and constraints, it is a part of the OZONE framework. Sabouret et al. 

(2009) propose a dynamic composition for ambient intelligence environment. 

Orchestration will be made by the application of schemes stored in the memory, 

the same orchestration system used to manage events and any of all schemes in 

the Ontology. Orchestration is closer than planning and execution components 

and will be very well explained in the next chapters. As good examples, we 

remind the work of Medjahed et al. (2003), Sycara et al. (2003) and Yu et al. 

(2006), they use semantic web language to compose and manage webservices. 

We will also use ontology to store any representation of webservices 

management schemes.  

Acampora and Loia (2005) use agents and Fuzzy Mark-up Language (FML) to 

make services integrate fuzzy rules and decision for Context-Aware Adaptivity 

to fuzzy control an intelligent home environment. Idea of integrating fuzzy rules 

for taking decision is good but we will manage fuzziness (or granularity) of 

values and actions (spatial and functional distribution) in an ontology to manage 
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accuracy and execution of scenarios. Fuzzy logic can be also used to adapt 

strategies or schemes to possibilities and accept uncertainties. 

2.6 Existing Architectures for Interaction 

2.6.1 Introduction 

Most often, HMI architecture or cognitive systems are manually built in a fixed 

manner, by combining a set of disparate modules, in order to solve a unique 

problem and validate the found solution. Even the starting assumptions and 

data are very strict. Generally, the application works well but there is no 

flexibility, and if a module has not the expected performance then it is replaced 

by another and the work of research is repeated again. Our approach is quite 

different. We want to find the architecture to be able to solve many interaction 

problems starting from general engineering requirements. This imply to model 

enough generic components able to work together to realize the function of a 

module. In our case, these components use semantics approach, knowledge 

representation language and previously examined standards to concretely 

determine the interaction architecture. Thus, we limit our architectures state of 

the art to architectures respecting these basic requirements. In fact, there are 

little semantic architectures because, until now, semantic components were 

reserved to web designers in HCI (W3C recommendation) and knowledge 

engineers, and carefully preserved by mathematical logicians or artificial 

intelligence researchers. Software and system engineering researchers 

appropriate this knowledge with the advent of ontologies of domain worn by the 

prospect of web 3.0. 

2.6.2 HMI Architectures for Interaction 

Krahnstoever et al. (2002) proposed a framework using speech and gestures to 

create a natural interface. The output of their framework was to be used on 

large screen displays enabling multi-user interaction. Fusion was done using a 

unification-based method. Cohen et al. (2002) worked on Quickset, a speech/pen 

multimodal interface, based on Open Agent Architecture, which served as a test 

bed for unification-based and hybrid fusion methods. Bourguet (2002) 

endeavoured in the creation of a multimodal toolkit in which multimodal 

scenarios could be modelled using finite state machines. This multimodal toolkit 

is composed of two components, a graphical user interface named IMBuilder 

which interfaces the multimodal framework itself, named MEngine. Multimodal 

interaction models created with IMBuilder are saved as a XML file. Flippo et al. 

(2003) also worked on the design of a multimodal framework, geared toward 

direct integration into a multimodal application. One of the most interesting 

aspects of their work is the use of a parallel application-independent fusion 

technique. The general framework architecture is based on agents, while the 

fusion technique itself uses frames. Configuration of the fusion is done via an 

XML file, specifying for each frame a number of slots to be filled and direct link 

to actual resolver implementations. Lastly, Bouchet et al. (2004) proposed a 

component-based approach called ICARE thoroughly based on the CARE 

(Coutaz et al., 1995) design space. These components cover elementary tasks, 

modality-dependent tasks or generic tasks like fusion. Finally, communication 

between components is based on events. The components-based approach of 
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ICARE has provided inspiration for a comprehensive open-source toolkit called 

OpenInterface (Serrano et al., 2008). 

OpenInterface components are configured via CIDL XML files, and a graphical 

editor. Frameworks positioned at the data level, such as OpenInterface, Squidy 

and other data stream-based approaches, rely on the linear chaining of 

processing components. 
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Architecture traits          

Finite state machine    x      

Components  x x     x  

Software agents     x  x   

Fusion by frames      x    

Symbolic-statistical fusion       x   

Reusability easiness         

No programming kit      x x   

Low-level programming/ API     x   x x 

Higher-level Programming         

Visual Programming tool  x x x      

Characteristics          

Extensibility   x x x  x   

Pluggability        x  

Reusable components  x x    x   

Open Source  x x      x 

Table 2.3 Characteristics of different tools for creation of multimodal interfaces. 

Table 2.3 summarizes the different characteristics of the systems described 

above: extensible systems (i.e. toolkits) have the potential ability to add other 

input modalities in a practical way. Pluggability refers to the ability of a toolkit 

to insert itself into architecture without having to rewrite everything. The other 

characteristics are self-explanatory. Regarding the table, each of these 
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approaches has components with specific characteristics and objectives. It is 

obvious there is a necessity to unite these components. 

2.6.3 Cognitive Systems for Interaction  

Cognitive systems for interaction are expected to learn through experiences, find 

correlations, create hypotheses, remember, and learn from the outcomes. They 

mimic the human brain‘s ―structural and synaptic plasticity‖ (Gluck and Pew, 

2009). The processing is distributed and parallel, not centralized and serial. 

With no set programming, the computing cores that the researchers have built 

can mimic the event-driven brain, which wakes up to perform a task. The goal is 

to create a system that not only analyses complex information from multiple 

senses at once, but also dynamically rewires itself as it interacts with the 

environment, learning from what happens around it. The aim is to solve 

problems related to navigation, machine vision, pattern recognition, associative 

memory (where you remember one thing that goes with another thing) and 

classification. Some similarities appear in building and modelling the 

architecture. Functional components are identical like memorizing, matching, 

selecting and acting. But the goal is different because, from this system, should 

appear a global intelligence and the system should be able to reproduce human 

functions in order to study the human brain and psychology. Cognitive 

architectures often look like the human physiology which has been built with a 

long period of time and even came from the human evolution. 

Four good surveys (Dumas et al., 2009), (Sun, 2009), (Thorisson and Helgasson, 

2011) and (Samsonovich, 2011) present and evaluate the current cognitive 

architectures. We retrieve the following cognitive architectures: 4D/RCS (Albus 

and Barbera, 2005), ACT-R (Anderson and Lebiere, 1998; Bothell, 2010), ART 

(Grossberg, 1987), BECCA (Rohrer, 2011), biSoar (Kurup and Chandrasekaran, 

2007), CERA-CRANIUM (Arrabales et al., 2009), Chrest (Gobet and Lane, 

2010), Clarion (Sun, 2007), CogPrime (Goertzel, 2009), CoJACK (Evertsz, 209), 

Disciple (Tecuci et al., 2009), Epic (Kieras, 2009), FORR (Epstein and Petrovic, 

2010), GLAIR (Shapiro and Bona, 2009), GMU-BICA (Samsonovitch and De 

Jong, 2005), HTM (Hawkins, 2005), Leabra (O‘Reilly, 1996), LIDA (Franklin and 

Patterson, 2006), NARS (Wang 2007), Nexting (Vashist and Loeb, 2010), 

Pogamut (Gemrot et al., 2009), Polyschemes (Cassimatis et al., 2004), 

Recommendation Architecture (Coward, 1990), REM (Murdock eta al., 2001), 

Soar (Laird et al., 1987; Young and Lewis, 1999), Ymir (Thorisson, 1999). Bach 

(2008) developed MicroPSI a broad architecture of agents for motivated 

cognition; it is also a cognitive system. SOAR has no declarative knowledge 

representation. ACT-R does not use semantics that‘s why Oltramari and Lebiere 

(2011) have extended ACT-R with semantic resources. They are not multi 

modalities and not progressive; most of them are only based on visual insights. 

In contrast, most of them contain a specific semantic memory mixing low level 

and high level data. Only Ymir and LIDA uses distributed modules. 

Cognitive architecture for general intelligence like human intelligence specifies 

a goal but not a methodology. And existing methodologies in Artificial 

Intelligence have evolved to be incompatible with goal. We need method to 

integrate over boundaries into other disciplines and domains (Bach, 2008). 
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2.6.4 Multi Agents Frameworks 

We searched for existing components or architecture able to work in a 

distributed way and exploiting information from knowledge base or ontologies. 

Rob (2009) surveys agent-based modelling and simulation tools. Sterling and 

Taveter (2009) propose an interesting book about agent-oriented modelling. 

Most of them are multi-agents which are integrated in systems for interaction 

with environment (Weyns et al., 2003; Daghan et al., 2007). Sakarkar and 

Upadhye (2010) explored software agents and ontology.  

Bayardo et al., (1997) use InfoSleuth agent system to develop an open and 

dynamic environment. InfoSleuth can connect ontological concepts and execute 

matching services. Ontologies are not embedded into it.  

Tambe et al. (2000) develop TeamCore, a multi agent‘s architecture integrating 

heterogeneous variety of agents and humans to work together. They manage the 

performance and preference to improve coordination between agents and 

human.  

AMELI (Esteva et al., 2003) is a toolkit for the specification and verification of 

agent mediated e-institutions that based on a dialogical framework. In this 

framework, all observable activities from the agents are seen as messages in the 

context of a scene.  

Gil Iranzo (2004) provides a set of agents negotiating in a semantic web 

architecture and the intellectual property rights and the agents knowledge are 

stored in a domain ontology. Environment and agents can be analysed 

statistically and get new knowledge from their interactions.  

Heckmann (2005) worked on ubiquitous user modelling and provides 

UBISWORLD a framework for interaction between mobile (multi agents) and 

human in daily life. This offers a great opportunity to reach better adaptation 

with ongoing evaluation of user behaviour and sharing personal information and 

preference when querying a information in an application. AmbieAgents (Lech 

and Wienhofen, 2005) is an infrastructure which can run in a variety of 

configurations in distributed environments. Agents are also embedded in mobile 

phones.  

Lin and Hsu (2006) developed iCare agents in mobile phone to store information 

about user activities and assist users in pervasive computing. Specifically, the 

iCare research seeks to create intelligent digital technology that can engage and 

excite people into active participation of desirable physical and mental activities 

at home that are considered healthy, creative, productive, educational and 

enjoyable. 

In (Gateau, 2007), agents have the ability to reason about normative dimension 

of organizations. Agents have a representation of norms and can deliberate on 

respect or violations of norms. The multi agents system is in interaction with 

other services using multiple wrappers.  

Mastrogiovanni et al. (2007) propose presents a distributed knowledge 

representation and data fusion system designed for highly integrated Ambient 

Intelligence applications. The architecture, based on the idea of an ecosystem of 

interacting artificial entities, is a framework for collaborating agents to perform 

an intelligent multi-sensor data fusion. In particular, they focus on the cognitive 
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layers leading the overall data acquisition process. Their work rests on 

ETHNOS Framework of (Piaggio et al, 2000). 

Alain et al. (2009) developed GEORAL a multimodal dialogue application on 

JADE (Bellifemine et al., 2007) and DORIS platforms, and FIPA 

recommendations (FIPA, 2001; Briola et al. 2008). The application is dedicated 

to manage the speech interaction between agents and human-machine 

interfaces.  

Billington et al. (2009) integrate the reactive nature of finite state machines and 

the reasoning capabilities of non-monotonic logics to produce intelligent 

autonomous robots. Their robotic player integrates vision, sound recognition, 

motion control and the reasoning to perform competitively as a player in a 

complex game with incomplete information.  

Kameas et al. (2009) propose ATRACO systems which are dynamic compositions 

of distributed, loosely-coupled and highly cohesive components that operate in 

dynamic environment, Agents support adaptive task realization and enhanced 

human-machine interaction while ontologies provide knowledge representation, 

management of heterogeneity, semantically rich resource discovery and 

adaptation. Agents and ontologies are distributed and pervasive but the 

framework seems not enough flexible, and ACL and ontologies are not unified 

with behavioural templates. The architecture doesn‘t permit to understand the 

environment and reinforce the interaction.  

Kapahnke et al. (2010) developed ISReal which is a comprehensively integrated 

application of semantic web technologies, semantic services, intelligent agents, 

verification and 3D graphics for intelligent 3D simulation. They focus on the 

interplay between its components for semantic XML3D scene query processing 

and semantic 3D animation service handling, as well as the semantic-based 

perception and action planning with coupled semantic service composition by 

agent-controlled avatars in a virtual world. They demonstrate the use of the 

implemented platform for semantic-based 3D simulations in a small virtual 

world example with an intelligent user avatar. 

Subercase and Maret (2010 & 2011) provide a framework for programming MAS 

using semantic web technologies. Agents are programmed as extended finite 

state machine using SWRL (Horrocks et al., 2004) programmed a semantic 

agent with SAM a semantic agent model. Agent behaviour is then a part of 

agent's knowledge which makes it exchangeable with other agents. 

To show the advantages of our approach, we will compare these systems or 

components with our architecture in Chapter 5. 

2.7 Existing Development Platforms 

JADE15, Java Agent DEvelopment framework is a Java powerful multi agent 

platform which permits to design and control any level components of a system. 

It can be good for modelling and prove an efficiency of an architecture but not so 

suitable for Robotics.  

                                                

15 JADE homepage: http://jade.tilab.com 

http://jade.tilab.com/
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Robotics Platform is often seen as the hardware final system where the software 

code will be embedded so that the software is very much related to the platform 

but all software editors give an extended definition including the development 

and simulation environment with the hardware platform. Thus in reality, there 

is not only one platform, we will retain the platforms list of Table 2.3. 

In addition to the platform, we have framework, there are like development 

platforms including ready-to-use software components and libraries. 

Protégé16 is a open source framework to design Knowledge Ontology using the 

OWL v1 et v2 languages, some additional plug-in like JESS17 are available to 

add Reasoning. They are good tools to model our robotics knowledge but not to 

implement in a webservice composition and a robotics simulation. 

 Platform Type Product Examples 

Software Modelling behaviours MS VPL, Aldebaran 

Choregraphe, JADE 

Software Development MS Visual Studio, 

Gostai URBI, JADE 

3D Development Solidworks, 3DS, 

Director, Xara3D 

Physics & 3D Simulation 

and Prototyping  

Intel PHYSX, HAVOK, 

Webots, DirectX 

Components/Service 

Execution 

DSS, CCR, .NET,... 

Hardware Target Hardware 

Embedded in a Robot 

Meccano Spykee, Tux 

Droid, Car, Computer, 

Aldebaran Nao, ... 

Table 2.3 – Platforms List 

 

Figure 2.11 – Microsoft Robotics Architecture 

                                                

16 Protégé homepage: http://protege.stanford.edu 
17 JESS homepage: http://herzberg.ca.sandia.gov/jess 

http://protege.stanford.edu/
http://herzberg.ca.sandia.gov/jess
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OpenHRP318, Open Architecture Humanoid Robotics Platform, is a Japanese 

software platform for humanoid robotics, and consists of a dynamics simulator. 

It provides various software components and calculation libraries that can be 

used for robotics related software developments. It is distributed under the 

Eclipse public license (EPL v1). We really think a robotics platform for 

simulation and real developments are needed like MICROSOFT Robotics Studio 

(physics, graphical & webservices composition), Urbi19 or ALDEBARAN20 

Choregraphe (simple components in Python & Urbi). Urbi is a universal 

interface for Interactive systems, it's a language and a programmable platform 

to develop and run C++ components.  

Microsoft robotics Studio parallel or concurrent applications can be developed in 

any languages using or not the .NET framework, a visual robotics programming 

language (VPL) is added to fast design a control system by graphically linking 

sensors, actuators or code boxes. It includes two programming systems: a 

decentralized system services (DSS) to manage services and a concurrency and 

coordination runtime (CCR) to execute services with concurrency. See the 

architecture in figure 2.11. They simulate and properly prepare the programs to 

be embedded in a target real-time OS. As Applications, GOSTAI, the French 

conceptor of Urbi, has made a tourist Robot able to assist users in their visit of 

the Sciences City of Paris. Since January 2009, GOSTAI is developing a robotics 

cloud computing to bring payable services to robots like web video surveillance 

compatible with Spykee robot. ALDEBARAN, a French company, is the 

hardware conceptor of the humanoid robot Nao not yet sold. Urbi and MSRS are 

good to design scenarios & events, parallel tasks, to use visual programming and 

simulate low level hardware parts. In the other hand, they need more high level 

intelligent software to realize intelligent applications.  

We may add VRML, Virtual Reality Mark-up Language, is very good and can be 

easily coupled with a 3D generator. It describes very well the environment with 

agents on a web virtual space. Several others formats exist like 3DML, 3DXML 

developed by Dassault Systems and the ISO standard X3D. One of the most 

used and powerful 3D engine is Microsoft DirectX. 

We must add that more and more systems use graphics multi cores (GPU) array 

available on graphics boards. These graphics boards are used as powerful 

parallel processing systems. For instance, Sharp (2008) has implemented a fast 

decision tree algorithm and a work of (Diamos et al., 2011). Some others like 

(Farabet, 2011) develop their own dedicated processor. 

2.8 Conclusion 

In this chapter, the study of these theories is very interesting for our work and 

is now mature. We have to draws our own definition and conclusion on how to 

integrate them and model components of our interaction architecture respecting 

formalisms and standards. This state of the art was necessary to understand all 

required basis: the multimodal interaction issues and context management; the 

definition of fusion and fission processes which we want to implement; artificial 

                                                

18 OPENHRP3: http://www.openrtp.jp/openhrp3/en/download.html 
19 Urbi homepage: http://www.gostai.com 
20 ALDEBARAN homepage: http://www.aldebaran-robotics.com 

http://www.openrtp.jp/openhrp3/en/download.html
http://www.gostai.com/
http://www.aldebaran-robotics.com/
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intelligence and symbol grounding problem to define reasoning components able 

to understand the environment; the description and knowledge representation 

languages and logic in order to model our architecture and the systems present 

in the environment in a semantic and more natural way; and finally the 

definition of ambient intelligence, ubiquitous services and pervasive context to 

integrate a modularly composition and orchestration mechanisms. We presented 

several existing interaction architectures to compare later to our work . We 

finished by a short tour around several development platforms useful to 

implement our architecture. In the next chapter, we will define requirements as 

a synthesis of this chapter and make our design choices. We will model our 

interaction architecture comprising semantic agent and services as basic 

components and a new environment knowledge representation language as 

connector. Following chapters will present this architecture in the pervasive 

context of ambient intelligence.  
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CHAPTER 3 

  SEMANTICS COMPONENTS 

FOR ARCHITECTURE 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER 3 – INTERACTION ARCHITECTURE DESIGN 
  

« No theory of reality compatible with 

quantum theory can require spatially separate 

events to be independent » 

John Stewart Bell 
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3.1 Introduction 

In this thesis, we want to define new active components to represent the 

environment, to reason on it and then reinforce multimodal interaction. After a 

general study of existing domains and components, we are now able to give our 

definitions of all information needed to model a compliant architecture and the 

knowledge representation in our components. In this chapter, we will define and 

show the design of our architecture and methodology. 

Architectural 

Level 

Systems Development and Management 

Objective, Quality, Conception, Configuration, Deployment, 
Monitoring, … 

Dynamics 

Level 

Coordination 

EKRL, Petri Nets 

Adaptation 

Selecting, Filtering, Change 

Component 

Level 

Functional Components 

Perception, Reasoning (Decision), Action 

Semantic 

Level 

Semantic Agents and Services Integration 

Query, Answer, Event Matching, Memory 

Communication 

Level 

Network and System Abstraction 

Infrastructure, Connection Ports 

Figure 3.1 – Architecture Modelling Levels  

Figure 3.1 presents the five directions to develop and manage our architecture: 

1. Network and System abstraction are the possible connections, 

communications protocols and links between components. 

2. Semantic agents and services integration are system integration of 

component in an interaction application and information models to 

achieve one or several modalities 

3. Functional Components like Perception, Memorizing, Reasoning and 

Action are the job operations or functional parts designed to reach a goal 

in one step of a global process. It needs composition and communication. 

4. Coordination and Adaptation are a composition of services and agents 

working together to realize a cooperative operation. This operation can be 

an adaptation of the basic architecture or any other tasks to perform. 

5. Systems development and management contains all objectives, functional 

and non-functional requirements, conception constraints, possible 

configurations, deployments and monitoring tools. It can manage present 

or future input/output components that will be integrated in the service 

composition. Generic components can be specialised in agent, service, 

sensors or actuators with a messaging system and the surrounding 

environment (objects and physical phenomena). 
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Our models architecture can be seen as a development platform integrating 

physical and logical components. All components will be represented and well 

defined in this chapter. 

This architecture is composed of seven complex functional components with a 

specific operational role presented section 3.5.3. Each component at any level is 

built from a basic and generic component; this component is a webservice with 

networking, software and hardware capabilities. With these generic services, we 

will be able to design, recompose, reuse, improve and adapt our intelligent 

ambient architecture. 

Our main purpose in the chapter is the design of an interoperable, scalable and 

efficient architecture composed of services. This design must take account of 

these following points: 

 Oriented systems to manage hardware, real-time constraints and 

software required for intelligent components 

 Oriented ubiquitous Webservice with an automatic Services Composition 

and Discovery 

 Ambient intelligence to integrate and use others components for 

changing environment 

 Centralized, Shared and diffuse architecture 

This chapter proposes requirements to build architecture and systems included 

in the environment. It clarifies basic information concepts, knowledge 

definitions and environment representation. It describes modelling of our global 

architecture and components like services and semantic agents.  

3.2 Requirements 

3.2.1 Knowledge Functional Requirements 

Req.1 Environment Modelling 

This requirement concerns complexity of knowledge representation, knowledge 

fusion, reasoning, planning, execution control and learning in distributed 

configuration, algorithms to manage a high volume of data by expert systems, 

logics like First order Logic (FOL), High Order Logic (HOL) or Fuzzy logic (FL). 
Hughes (1989) explains why arbitrary higher-order functions are essential for 

decomposing programs into modular parts. 

System is designed for acting in the real world and thus usually faces with a 

large set of high-dimensional input signals. In order to further process these 

high-volume datasets, abstraction processes that extract relevant information 

from the input data or events are necessary. (Amount of information) 

There is an ongoing debate whether and when to generate symbolic descriptions 

of the relevant information in the input space. A drastic compression of the 

input data is needed, e.g., by the generation of abstract models for 

categorization. These models can for instance be beneficial in dealing with 

missing information or to introduce context within the symbolic domain. 

Furthermore, symbolic descriptions are the basic means of communication about 

the perceived entities or events and can be used to interact with other systems 

or humans (Symbolic description) 
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From a system‘s perspective, this calls for the possibility to exchange these 

descriptions in extensible representations between the different cognitive 

modules. Within every artificial cognitive system processes exchange 

information and work on representations of this data. As soon as learning and 

adaptation is intended, for instance to dynamically add new environment 

features and behaviours that are extracted by perceptual modules, 

representations must be able to dynamically evolve. Hence, data structures 

must represent information in an extensible way (Extensible Representations) 

In addition to the benefits that openness provides for an architecture, the 

exchanged data items need to be self-descriptive and dynamically interpretable 

by components that manage features and knowledge about the exchanged data. 

This requirement implies the understanding of the situation (Interpretable 
Representations) 

In order to provide a basis for a seamless communication with humans, 

improvement in interaction and communication capabilities of cognitive systems 

is extremely important. A basis for these capabilities and further advanced 

capabilities of cognitive system is thus some kind of a memory structure or a 

federation of different memories. This is due to the fact that memorization 

capabilities are prerequisites of learning and adaptation in cognitive beings, 

particularly if learning processes are active over a longer period of time. In 

cognitive functions, memories manage information and knowledge from various 

knowledge sources like spatial and contextual information, as well as scene and 

event descriptions. Hence, an important feature of memory systems is the ability 

to relate new information to already existing information. Additionally, 

accounting for the fact that memory is basically a limited resource, processes 

that distinguish relevant from irrelevant information and act upon that decision 

like forgetting or compacting are necessary. The processes in architectures for 

cognitive system require some kind of memory (Curse of dimensionality, 
Learning and Forgetting) 

Req.2 Uncertainty of the environment 

Uncertainty is in sensing and in the result of actions over the environment 

inherent to robots. It is posing serious challenges to existing methodologies for 

MAS which rarely take uncertainty into account. This requirement concerns the 

capability for our architecture to perceive correctly the environment, then the 

understanding and the interpretability of the environment (Uncertainty) 

Req.3 Multiviews of environment 

Consistently handle different and even opposite views of the world (Bessam and 

Kimour, 2009). To improve efficiency by limiting the search and recognition, and 

evaluate a minimum of rules to decide and act in complex environment with a 

complete or partial description where the interaction occurs. Multiple contexts 

exist like, for instances, context of user and other entities, or current task 

contexts (Contextual Representation) 

3.2.2 Architecture Functional Requirements 

The focus is set on the specification of hardware and software deployment, e.g., 

specifying the distribution of software components in architecture of systems. As 

the functionality of systems is different, the architecture is also typically specific 
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to each class or family of systems. The resulting challenge is to raise the level of 

descriptiveness and to facilitate the modelling of different components of the 

systems like structural composition or dynamic execution in a distributed 

system.  

Req.4 Communication, Coordination and Adaptation 

Consistency of a set of components concerns the design of functional software or 

hardware architectures, networking infrastructure, distributed systems 

(coordination, orchestration), distributed knowledge and processing. The use of 

multi-modalities and multiple machines to increase power, flexibility and 

redundancy is always profitable and may also improve capacities of sensing or 

action and security in case of failure. 

Dynamic coordination is necessary in a technical architecture that exploits 

parallelism and provides an avenue for managing the dynamic behaviours that 

can be executed in the system. While the focus of sequencing is the mapping of 

serial behaviours to a synchronized series of system actions, coordination goes 

beyond this and provides structures for executing complex behaviours and tasks 

that depend on the runtime dynamics, for instance on the current perceptual 

state of the system or temporal aspects (Coordination) 

In time and possibly in space of several modalities is important to analyse the 

correlation between events coming from each modality. If two events of two 

modalities occur in approximately same time (Synchronization) 

Instead of predefined feed-forward processing chains, a CVS uses multiple 

sensors and recognition pathways to gather information about its environmental 

context. In order to build architectures for such systems, flexible means of 

managing the interconnection between different cognitive processes are 

required, for instance to realize hybrid architectures that allow for sensory 

bottom-up as well as actuators top-down processing (Flexible Orchestration) 

A distributed computing system is a set of computer programs, executed on one 

or more systems, and coordinating actions by exchanging messages. Distributed 

configuration is considered when there are multiple autonomous systems 

interacting in a common environment, and especially if they have to cooperate in 

order to achieve their common and individual goals (Distributed System) 

Transparency in a distributed system describes the degree to which the 

differences between a local and a remote interaction are masked out, e.g., for 

users working with an application on the system level or software developers 

utilizing a middleware in a specific programming language. While even more 

dimensions of transparency have been defined in the literature, most important 

dimensions of distribution transparency are Access, Location, Migration, 

Relocation, Concurrency and Failure (Tanenbaum and Van Steen, 2002) and 

their relevance to the integration approach in the context of its network 

functionality. (Transparency) 

In contrast to some processes tightly coupled hardware systems that need real-

time performance, the higher level perceptual components in our system may 

process the percepts in soft real-time. Because of the limited resources on the 

mobile or robotics platform, large parts of the processing therefore need to be 

distributed to external processing nodes (Distributed and Pervasive Processing) 
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A scenario can get worse as the number of components increase and/or whenever 

two sets of components are using the same media or network (Noisy and limited 
bandwidth communication) 

As networking infrastructure becomes more and more commonplace, it is 

important that the architecture properly support working across Ethernet 

networks. Furthermore, remote process control and shared data across networks 

is desirable (Networking support) 

Req.5 Integration, Monitoring and Testing 

We need to integrate several methodologies that handle the subsystems of each 

individual system (extended to system of systems, objects, modalities and 

agencies in a cooperative setting) in a consistent manner; such that the 

integration becomes the most important problem to be solved, ensuring a timely 

execution of planned tasks.  

Although this can be difficult to measure, the goal should be to provide 

convenient and flexible mechanisms to integrate the modules developed under 

this architecture with external libraries and applications, for example, 

customized software developed by third parties (Ease of integration with 
external applications) 

The system should provide tight perception action feedback loops to react 

promptly to unexpected situations as well as higher-level planning for efficient 

use of resources over longer time frames. Plans should guide, not control, 

reactive components (Reactive and Deliberative) 

3.2.3 Non Functional Requirements 

Non-functional requirements which need to be considered in a suitable 

integration approach: Quality attributes on the implementation level like high 

availability and external as well as process constraints, e.g., with regard to legal 

requirements or the development process. Compared to the functional aspects, 

non-functional aspects place constraints on the realization or feasibility of 

certain conceptual design decisions within the integration architecture with 

regard to, e.g., performance, reliability or scalability. 

Req.6 Modularity and Reusability 

Multimodal system architectures reveal a richer set of classical modelling and 

development approaches. They are employed to build hybrid architectures 

combining data-driven bottom up with goal-directed and knowledge-based top-

down processing. It can even be necessary to connect different processes at 

runtime, therefore yielding fully dynamic system architecture. The architecture 

should include support and guidelines for a modular code structure that allows 

only the applicable portions of the code to be installed, executed, or updated. 

This includes providing the support infrastructure for easily composing the 

modules to form a seamlessly integrated system (Modularity). 

A software architecture yields modular decomposability when it facilitates the 

comprehensible decomposition of a problem into a smaller number of easier sub 

problems that are still manageable by the integration architecture. In order to 

satisfy this constraint, the resulting partitioning should allow for independent, 
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parallel development and interconnection through a structure as simple as 

possible (Modular Decomposability) 

This property of modularity relates to reusability of already existing building 

blocks of functionality in different contexts. An architecture satisfying 

composability shall allow to freely integrating existing building blocks in novel 

applications that were not foreseen during the initial development of these 

modules (Modular Composability) 

If software favours modular understandability, it shall be comparatively easy for 

humans to understand the system-level functionality of a software module. It 

needs to be possible to understand the interactions of a module without getting 

to know all other modules within an architecture. In order to allow for better 

understandability, our assumption is that traceability of the dynamic behaviour 

of modules is an equally important requirement (Modular Understandability) 

The aim of this property is to limit the impact of change. A software architecture 

conforms to modular continuity when a change in one of the domain modules 

yields only a minimal number of changes in other modules. This property poses 

questions of versioning and backward compatibility of interfaces. (Modular 
Continuity) 

While continuity is concerned with the impact of a change, this property is 

concerned with the impact of failure. It states that the number of modules of an 

architecture that are affected by an abnormal condition within one module shall 

be minimal. This challenge relates to the question of combined critical 

dependencies introduced previously and the aim to achieve a high degree of 

robustness (Modular Protection) 

It should allow dynamic reconfiguration of the system, including adding, 

removing, upgrading, or reconnecting components to the system. This includes 

the infrastructure for maintaining and updating the system over time (Dynamic 
reconfiguration) 

An architecture must permit to execute multiple computations and parallelize 

the processing of decomposed modules, e.g., by using multiple processing units 

on a single physical computer system or by distributing the computations over a 

set of several networked processors or computers The integration architecture 

needs to support means for the development of concurrent software systems, 

because of the inherent parallelism in the application domain. It should provide 

higher level abstractions for dealing with these challenges than regular 

programming language constructs. The resulting programming model must 

support synchronous or asynchronous use (Concurrency and Parallelism) 

This implies that modules can be reused in a variety of applications and should 

support working across different configurations, for example, as sensor type and 

placement is modified (component or component reusability) 

Req.7 Complexity and Heterogeneity 

We have complexity classes from theory. We build complex systems that do 

amazing, but often unpredictable, things. Is there a meaning of system 

complexity that spans the theory and practice of computing? Do current systems 

have to be so complex? Can we build systems with simple designs, which are 

easy to understand, modify, and maintain, yet provide the rich complexity in 

functionality of systems that we enjoy today? Managing complexity is one of the 
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most critical aspects of integration for robotic systems. One way is towards 

keeping much focused, simple devices. The trick for the system integrator, of 

course, is how to manage system complexity to make it acceptable. For robotic 

systems, unfortunately it can be difficult to provide precise measures of 

complexity. For the current context, we will generally think of two types of 

complexity: components level and task or system level complexity. In both cases, 

we tend to focus on two types of measures, namely, quantity or variety. 

Complexity may also refer the complexity of the environment (know/unknown, 

certainty/uncertainty, determinist/non determinist). 

The Heterogeneity requirement is subjacent to coordination and adaptation. 

Components can be heterogeneous (network protocols, services, modalities, 

devices) and it can often reveal some communication problems. Cohesion and 

consistency make software, such as wrappers or converting systems, necessary. 

Req.8 Portability 

The standards compliance of an integration approach describes what standards 

are defined or supported by an integration approach. This aspect also relates to 

the openness of an approach (Standard Compliance) 

This aspect describes for which hardware and software platforms 

implementations of an integration concept are available. In many cases, it is 

desirable to use the software developed for an application across different 

hardware (e.g., CPUs, GPU, robots, and embedded board) and software (e.g., 

operating systems) platforms. On the hardware side, this means that the 

software should be easily configurable for different robot configurations, such as 

sensor type and layout, motor type, and overall mobility. In the commercial 

sector, an important aspect of this is to support implementations that can run 

on embedded microprocessors with limited memory and processing power. A 

small dependency graph regarding external libraries and components is 

desirable for reasons of software complexity and maintainability (Portability and 
platform independence) 

The system should enable access to the implementation of the architecture 

through a well-established application program interface (API), common 

language and protocols compatible with standards, and should provide flexibility 

in allowing customizations that respect the overall architecture design. (Open 
and flexible) 

The ability to integrate additional services and modules as well as being itself 

integrable with other frameworks by concise definition of the integration 

interfaces and the used protocols is an important requirement for the overall 

approach. Ideally, the approach shall be based on well-known standard protocols 

and techniques that are beneficial for building distributed systems. Additionally, 

the framework shall support portability in terms of hardware platforms, 

operating systems and programming languages (Openness) 

Req.9 User Preferences and Responsiveness 

In an awareness application, the latency between visualization and head 

movement must match the user‘s expectations with regard to comfortable 
interaction speed. We also talk about acceptance criteria. (Comfort, 
Responsiveness) 
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Req.10 Scalability 

Another requirement for the utility of an integration approach is the level of 

scalability. It should be easy to expand the system by adding new software 

modules and hardware components. Also, the overhead of supporting modular 

components should increase reasonably with the scale of the system. A system is 

said to be scalable if it can handle the addition of users and resources without 

suffering a noticeable loss of performance or increase in administrative 

complexity. Architecture needs to provide at least two properties of scalability: 

On the one hand, scalability is provided if an increased number of components 

reasonable for the given domain performing different tasks do not degrade 

overall system performance. Multi-core and Multi-thread architectures are 

needed to gain more computational resources. Conversely, the overall system 

performance shall scale up if the processing of a single component is distributed 

to a number of different components. Additionally, geographical scalability must 

be supported at least in terms of addressing the needs of the integration 

environment (Scalability) 

Req.11 Reliability  

It is an additional requirement introduced here that is obviously important, 

even in the context of experimental systems research. As a non-functional 

aspect, it relates to almost any of the functional aspects (Reliability) 

3.3 Components Specifications 

Our objective is to reinforce the interaction machine-human and machine-

machine by means of multiple input and output modalities. The goals for our 

research can be divided into these main categories: 

1. Definition of relevant information to represent environment 

2. Modelling an interaction architecture able to understand what is 

happening in the environment with the fusion and fission processes 

3. Definition of functional features to model which the architecture will 

manage 

4. Designing components able to model the environment 

5. Maintaining multimodal communication 

6. Discovery of services for adaptation and ambient intelligence 

7. Extending architecture to ubiquitous network and pervasive environment 

To achieve these goals, we have to define the environment knowledge 

representation (EKRL). We have to model the components to manage this 

knowledge. Then we must integrate these components in an adaptable 

architecture capable of improving the ambient intelligence. Management of 

complexity and heterogeneity of systems will be solved by: reducing the amount 

of events managed by agents, forcing the use of EKRL for the communication 

into our architecture and develop a concentrator as a wrapper with virtual and 

real services (sensors, actuators and web services), and adapting the 

architecture by the discovery and composition of components respecting criteria 

chosen by user. 
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3.3.1 Information 

To represent the environment, it is necessary to understand the nature of 

information present in the human environment. Wisdom (Know and know-how) 

and Behaviours are stored in an ontology and permit reasoning on Knowledge. 

For the perception and understanding, we are agree with Shedroff (1999), see 

Figure 3.2, data (covering creation, gathering and discovery) to information 
(covering presentation and organization), knowledge (covering conversation, 

narrative process and integration) and finally wisdom (covering interpretation of 

the meaning, evaluation and retrospection). 

 

Figure 3.2 – Information Levels 

 

 
Figure 3.3 – Three facets of meaning (Complex and Primitives behaviours, and 

Environment) 

 

Our definition of meaning and understanding is well explained by Malle (2004). 

The two processes of fusion and fission lie on the definition of the meaning 

(Russel, 1921; Landragin et al., 2004). To analyze and model the meaning of 

interactive behaviours produced or interpreted by humans there are (at least) 

three main facets we need to consider. First, behaviours refer to objects, actions, 

properties and relations in the physical environment – words have referential 

meaning. Second, interactive behaviours (low level) are produced intentionally 

to achieve effects on the interpreter (human or software) – interactive 
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behaviours have functional meaning. Finally, models of concepts or behaviours 

(high level), resulting of a composition of primitives models and concepts, have 

connotative meaning where connotation is defined as the name of a concept, a 

word or a model invokes in a person or an agent in addition to its literal or 

primary meaning. 

The most important question in this thesis is how to model the environment. 

Environment is a composition of natural and synthetic systems. What has to be 

modelled? Figure 3.4 answers this question (Dourlens, 2011c). 

 

Figure 3.4 – Environment Modelling 

We have presented in the previous chapter an interesting set of standard tools 

to model architecture, components, Interaction and Evolution. The evolution is 

toward environment or complex systems with EKRL (Figure 3.5). 

 

Figure 3.5 – Standards Modelling 

Understanding the environment can be summarized in 3 questions: 

1. What are the entities or symbols? We need to store and query conceptual 

information about entities in the environment. 

2. What are the current actions or properties realized by these entities? We 

need to store and query behavioural information about facts. 

3. What are the current scenario running or planned? We need to store and 

query scenario, programs or rules, possibly recursive (High Order Logic). 

In his thesis, Heckmann (2006) talks about User Modelling and proposes these 4 

observations: 
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 Information describes an ordered reality that varies across time and 

space. 

 Information describes an ordered reality that varies from culture to 

culture depends on living places, concerned domains and used languages. 

 Information describes an ordered reality that varies from person to 

person depends on family or close relationships and emotional aspects 

absorbed. 

 Information describes ordered beliefs that can be ―found‖ only by those 

with the proper observing skills and technologies. 

We prefer to talk about System Modelling where system can be done by a 

human, a software service, an object or a machine. From these 4 observations, 

we can define our 5 basis assumptions: 

 A1 ―Information is related to time, space or location, domain or language 
or relation, and social or technological networks‖ 

 A2 ―Information is related to our personal perception and memory in 
term of history‖ 

 A3 ―Information can be related to others information‖ 

 A4 ―All information can be valued‖ 

 A5 ―Information is related to queries‖ 

A1 is a direct assumption from observations, we assume all known resources are 

in the network, given by other parts or stored into memory storage service. In 

A2, we think about the type of existing information depending on the underlying 

goal which wanted to be transmitted. Information is often a narrative text (a 

news or an event) bringing a change of perception or state of a current situation 

and caring a meaning or a knowledge to reason on it. This new information can 

even bring negative information to create a misunderstanding in our mind or a 

change in our beliefs depends of our knowledge that permits to accept or reject 

it. In A3, from the nature of the language and perception, we know links exist to 

structure our thought, our discourse or any knowledge for a qualitative point of 

view. In A4, we assume some information can be more important or accurate, 

equal or lesser than another for a quantitative point of view. In the A5, we 

assume, in an information exchange (dialog or any communication protocol), 

Information can be enhanced depending on an asked question; this question is a 

need for a specific information or to establish a link between information. This 

last point is very important to reason on this information, to refine information 

or to reinforce knowledge. 

3.3.2 Ontology 

From previous assumptions, we have the basis to define items needed in our 

work. Definitions follow: 

 D1 ―Information can be stored as a descriptive formal language L of 
classes of concepts C and classes of event models P‖. 

 D2 ―Classes and Instances are atoms and Attributes or Roles are 
formulae of our Description Language L―. 

 D3 ―Information can be perceived from and sent to a social interaction or 
a technological network, a sentence or an assertion will be stored in a 
Predicate relation denoted p P L.‖ 
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 D4 ―Concepts (static) or Instances (dynamic) are text or numeric values 
related to information in the natural language L‖. 

 D5 ―Valued information is related to a proper scale, granularity or 
uncertainty‖. 

 D6 ―Accuracy of information is related to independent scales and 
metrics‖. 

 D7 ―Role names (denoted r) are atoms of the predication and syntactic 
relations between r R and the predicate p P L‖. 

 D8 ―Arguments A are specific concept instances associated to a role.‖ 
 D9 ―An atomic event e or action a is a narrative predicate relation 

containing roles and arguments‖ L((R1,A1) (R2,A2)… (Rn,An)) where an 
event e is a predicate p  from P in the language L. 

 D10 ―A state denoted s S or a scenario (composed of several states) 
denoted x X is a specific predicate p to link several events (fusion) and/or 
actions (fission) representing a graph, a scheme or a program‖ 

We will define an ontology with two kinds of classes: models of events and 

concepts. In opposition to OWL (section 2.3.3), we will use the terms: concept for 

the classes of concepts, models for the classes of models, property for a property 

of a concept, a role for a property of a model, concept instance for an instance of 

a class of concept, and fact for an instance of a class of model. 

3.3.3 Reasoning 

Now, definition permits to present information that will give the memorization 

function. Information retrieval will be also explained with our fast tree 

matching using a deep link between questions and templates predicates. 

 D11 ―Rules with antecedent (precondition or premise) and consequent 
(post condition or conclusion) are also stored in ontology as a specific 
model of events (a predicate p) to evaluate answers to a request, to query 
contexts of a situation or actions to perform. We call them Rule Models‖. 

 D12 ―Situation x can be defined as compound of states (being like that), 
activities (doing that), accomplishments (narrative), achievements (goals 
reached) on a time period‖. 

 D13 ―Context is a restrictive field of interaction in time, space and 
domain (subject of talk)‖. 

 D14 ―Meaning m or situational context x is intrinsic of the ontology 
structure and events filling only if ontology is enough consistent―. 

Rule models are used by the inference engine to perform matching with the 

predicate logic. Deduction process uses axioms and concepts (definitions) to 

produce tautological results in the choice of instances already written in the 

premises (consequent of the law); it can be used to add new concepts and new 

instances. Induction process tries to find or to generalize a law from a given 

meaning to new instances but most of the time it‘s an approximation. 

Varieties of meaning exist (Millikan, 2004). Meaning of the situation must be 

quickly extracted to take a reactive decision. This meaning is very important to 

obtain a correct interpretation. Meaning of the situation requires developing a 

description of the current relationships among entities and events in the 

environment. Meaning of entities is easy to find because of the subsumption 

relationship between concepts. The ontological storage of events and extraction 

of the meaning in the memory of agents to understand what is happening is very 
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important for the interpretation. A meaning function that maps elements of the 

symbolic/conceptual algebra (i.e., nodes in an abstract tree that is a part of an 

ontology) to their meanings in the semantic algebra: relationships between 

nodes (concepts or events) in a role of a predicate (event model) in KRL. Each 

event is said to denote its image under the meaning function. In practice, the 

meaning function is specified by a collection of so-called valuation functions 

(roles relationships), one for each symbolic domain or contextual information 

defined by the abstract syntax of the language. Not all functions can serve as a 

meaning function; the function must be a homomorphism between the symbolic 

algebra and the semantic algebra. This is just the technical condition that 

constrains the meaning of an abstract syntax tree node to be determined from 

the meaning of its sub nodes. It can be stated more formally as follows: 

Suppose f is a meaning function (the common function of each event evaluation 

can be an inference function accomplished by an inference engine) and c is a 

concept or an event, with children c1, . . . , ck. then 

mc= f(mc1 . . .mck)      (Formula 2) 

where m M, f is a semantic formula on each role Ri of c and determined by the 

class of c. 

The reason to restrict meaning functions to homomorphisms is that their 

structure-preserving behaviour greatly simplifies reasoning. This design choice 

accounts for a property of denotational semantics we call compositionality that 

is summarized by the motto ―the meaning of the whole is composed out of the 
meaning of the parts.‖ A key consequence of compositionality is that the 

meaning of the environment remains the same when one of its events is replaced 

by another event with the same meaning. Compositionality also facilitates the 

implementation of programming systems. The core symbolic processing 

procedures of interpreters and translators based on denotational semantics have 

a natural recursive structure that mimics the recursive structure of the 

valuation functions and the abstract trees they manipulate. Moreover, if 

meanings are produced by a generic software component, then compositionality 

is also applied to the modelling of the system‘s structure which is composed of 

these software components. We can now call them semantic components. 

Semantic contexts can be physical, lingual, social and cultural as said by 

cognitive grammar researchers. These contexts are essential to understand the 

human environment and act in accordance with human norms (defined by 

human).  

3.3.4 Models 

To realize situated interaction, we will store all models in our memory 

component including discourse models, domain models, task models and 

available media models. We use OWL semantic relationships between concepts 

in predicate roles. XML W3C Standards compliant appliances or sensors are 

already designed and operational (Sirin et al., 2005). Our roles allow defining 

source of information directly in the event. They include systems that 

automatically process input like language, gesture, or graphics and that render 

multimodal output. There are systems that can automatically design graphics 

from structured data or coordinate the layout of multimedia content in time and 

space. 
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 D15 (Ubiquitous System) ―A ubiquitous system consists of a 
heterogeneous set of services from any agents (computing or not), a set of 
supported tasks, and some infrastructure on which all agents rely on in 
order to carry out their tasks. These services, web or not, are 
discoverable.‖ 

 D16 (Service Model) ―A Service model is a knowledge source in a system 
which contains explicit assumptions on all aspects of the agent that may 
be relevant to the behaviour of the system. These assumptions can be 
separable by the system from the rest of the system‘s knowledge.‖ 

 D17 (Service Modelling Component) ―An agent/service modelling 
component is that part of a system whose function is to incrementally 
construct an agent model; to store, update and delete states and roles; to 
maintain the consistency of the model; and to supply other components of 
the system with assumptions about the user.‖ 

 D18 (State and Action Model) ―A state action model is a template 
predicate respecting D9‖ 

 D19 (Scenario Model) ―A scenario or activity model x is a graph stored as 
a predicate p respecting D10.‖ 

 D20 (Human-Service Interaction) ―Human service interaction is defined 
as the interaction of a human with the environment and with artefacts 
which is aimed to accomplish a goal. Within this process the system 
acquires implicit inputs from the user and may present implicit outputs 
to the user through the environment.‖ 

 D21 (Service Discovery Model) ―D15 and D19 implies a Service discovery 
model is used for an exchange between agents or more precisely to extend 
their abilities to sense or to act in cooperation with others agents or 
services‖ 

We notice D19 is an arranged definition from Schmidt (2003) about the extended 

concept of implicit Human-Computer Interaction. 

Until now, we expressed a modelling of ubiquitous domain-independent 

component. We will see further how these definitions impact the context of 

Robotics interactions. Here, we extended the notion of Human-Machine 

Interaction or Human Robot Interaction to Services Interaction in an ambient 

network. 

 D22 (Situation-Awareness) Situation-awareness denotes the combination 
of agent-adaptivity, resource-adaptivity, context-awareness, service-
discovery-awareness and memory-awareness. 

 D23 (Situated Interaction) Situated interaction denotes the explicit, 
implicit and indirect interaction between an agent and an intelligent 
environment (or systems and their interaction services), that take 
situation awareness into account. 

Note that our definitions don‘t distinct user context, environment context and 

system context. It‘s because in our formalism of predicates we don‘t distinct the 

services: human, robot, software agent or environmental objects. But anyway, 

they are taken into account in the concepts and instances associated to events 

and then can be differentiate in term of question or requests to our memory 

component. In the same way, we won‘t distinct virtual objects or systems from 

physical one so they will work without any difference. Be sure our query system 

will differentiate them by their attributes or composition. 
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In addition, our definitions permit the interaction in simulations, real world or 

virtual reality. Furthermore, it is already sufficient to uniquely identify 

everyday objects and map them to their virtual counterparts which do the 

information processing part for the original object. In ambient network, now lots 

exist like sensors (Temperature, Light, Mouse click, Application events, 

Heartbeat sensor, vocal recognition, alarm, motion camera, energy level) and 

services (Heater, computing tasks, clock, coffee machine, mails vocal reader,…). 

3.3.5 Behaviours 

We will see later the impact of D18, D19 and D20 on Markovian Decision 

Processes (Papadimitriou and Tsilsilis, 1987; Putermann 1994, Kaelbling, 1998) 

to reason and to make planning in interaction. 

 

Figure 3.6 – Markovian Decision Process 

Situation can be explicated by a composition of events or states classified on 

Table 3.2. To apply rules on a precondition is the same thing as to apply an 

evaluation of a predicate function on a list of arguments in events instances. As 

defined in D9, in a perpetual changing environment, a state denoted s is like a 

request on happened events e for a chosen instant time with possibly the use of 

constraints. An action a is always applied before the state change and the event 

appears after the change once a sensor has detected it. We can choose common 

representation for action, state, event (models) or fact (happened event). This 

will be a predicate of roles and arguments that we can called a primitive state s. 

If we want to know all of what happened in the environment at a chosen instant 

time, we must memorize that information and query this memory. A composed 

event will be a higher level fact deduced from the presence of lower level 

(primitives) events. These new events must be produced at the arrival of new 

primitive facts. Our approach is quite similar to Hierarchical task network 

(HTN) approaches introduced by Nau (1994), later by Ghallab et al. (2004) and 

recently Kaelbling and Lozano-Perez (2011). 

 (Sansonnet et al., 2005) showed we need five criteria of feasibility: 

 Representation: formal representation of desired features 

 Reasoning: heuristic to reason on formal representation 

 Dialog management: User-system management module working in 

cooperation with the progress of a task. 

 Interpretation: ability for the agent to understand the meaning of 

interaction (language or actions) of the user in all their dimensions : 

provision of information and demands, but also its mental states (what 

he is thinking of the system), emotional (e.g. angry with the agent or in 

the other hand non-motivation) 

 Production: Ability for the agent to express pertinent information and 

behaviours to be understood and appreciated by the user. 
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Some experiences are defined to evaluate the influence of the presence (or 

absence) of a software or hardware function on the User-System interaction, 

under four main evaluation criteria: 

 Efficiency: Efficient performance measure  of user-agent in the progress 

of a task 

 Usability: Is it easy for the user to understand how works the system and 

how to easily use it? 

 User-friendliness: User feeling about pleasant to use (attraction, 

engagement, aesthetics, comfort). 

 Believability: User feeling on what the agent can understand and solve 

his problem and help him. 

 Trust: ‗User feeling on what agent will behave as friendly and 

cooperative entity. 

For Hangos and Cameron (2003), during the model design phase, the 

behavioural model of a system will be determined. It will represent the 

functional relationships between inputs and outputs, which were assigned in the 

input–output diagram. The model that will be used will consist of differential 

equations and additional equations and the assumptions under which the model 

is valid. A model can be formulated top down by its structure, the functions and 

the parameters. The following design activities can be distinguished: 

 determine the assumptions 

 determine the model structure 

 determine the model equations or laws (i.e. strategies or scenarios) 

 determine the model parameters 

 model verification 

 model validation 

 
Figure 3.7 – Sequential Activity Model from (Hsu, 2008) 

Jane Hsu from the National Taiwan University designed a context Aware 

activity recognition (Lin and Hsu, 2006) integrated in a mobile PDA to support 

people in their daily tasks (eating, sleeping, bathing, dressing, phoning, 

shopping, cooking, housekeeping and managing medication). The objective is to 

monitor and recognize the activities of people within the environment in order to 

provide timely support for safety, comfort, and convenience. Activity and 

Behaviour Modelling parts of her system are: 

 Event: Sensor Signals (Device-dependent sensor model at low level) 

 Scenario of actions: Temporal Event Sequence 
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o HMM: Hidden Markov Model 

o GMM: Gaussian mixture model 

o DBN: Dynamic Bayesian network 

 Activity: Evidential Reasoning Model 

o Bayesian networks 

o Case Base Reasoning 

The sequential activity model links events to desired actions like shown in 

Figure 3.7. She used a SOUPA ontology built with OWL is also used to manage 

categories: Agent, Space, Event, Action, Time, Devices, Schedules, and so on. 

Voice in the figure is just one of the output modalities we can manage. This 

architecture is very interesting to realize a Fusion function in our own model 

even if we don‘t want in this thesis work on low levels of perception and action. 

Our design should also rely on input services able to extract sensors 

information, output services able to control actuators and software services. This 

architecture is limited to some activities, a house and the monitoring of users. 

Components are not distributed.  For example, no concept of agent is used. The 

representation of the environment is quite simple limited to objects and 

locations. The meaning of situation is manually analyzed. Components are rigid 

and the architecture can‘t evolve. Modalities are GPS, Voice and the PDA 

screen. A generalization of this work should be taken into account in a more 

flexible architecture. 

3.4 Environment Knowledge Representation Language 

3.4.1 EKRL Grammar & Syntax 

Environment Knowledge Representation Language (EKRL) allows the 

represention of what is happening in the environment during execution, in 

terms of meaning or interpretation. The objective of EKRL is to communicate, 

store and reason on perceived events by respecting the previous definitions of 

given in the previous sections. EKRL is a connector for our components. EKRL is 

a semantic formal language L that can describe events in a narrative way very 

close to a natural language. 

EKRL is solely used to build event messages (to inform or to query agents) and 

store facts directly in their class of models in the the memory of agents. The 

formal system is composed of the formal language based on variable arity 

relations in predicate logic (event frames). It enables us to perform semantic 

inference in order to extract meaning from the situation. Ontologies are useful 

and powerful structures for storing events and extracting meaning. Inference 

systems may use models to match the ontology instances. In EKRL, frames are 

predicates with slots that represent pieces of information. A slot is represented 

by a role associated with an argument. 

A predicate P is a semantic n-ary relationship between Roles and Arguments 

and represents a simple event e or a composite event e‘; it is denoted by the 

following formula: 

P((R1 A1)… (RnAn))    (i.e. Formula 1) 

where Ri is a predicate role and Aj is a list of arguments. Roles Rn are the 

possible roles (dedicated variables storing arguments) in the event model and An 
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are the possible combination of values or instances of concepts in a stored model 

or fact. 

Figure 3.8 shows how knowledge (conceptual and behavioural information) 

should be represented with relationships between concepts, events, references 

(facts), contexts and dictionary definitions. Concepts and events (verbs) are 

extracted from a dictionary to form facts of references directly stored in an array 

of roles and arguments. Each model of event or reference is linked to a query 

because in a question, we often use the verbs and concepts corresponding to 

existing facts previously memorized. 

 

Figure 3.8 – Knowledge base representation 

<RootPredicate>:<PredicateName>  (name of the event model) 
Natural language: ‗<Predicate Description>' (optional natural language 
description) 

<Role1><Arguments1> 

<Role2><Arguments2> 

<Role3><Arguments3> 

Figure 3.9 – Event Model Description 

Figure 3.9 shows a sample model written with the EKRL syntax. The list of all 

roles is part of the Meta ontology of the the memory of agents. The term Role 

can be, for example, OBJECTIVE, SOURCE, BENEFICIARY, MODALITY, 

TOPIC, CONTEXT, MODIFIER, DATE, and so on. Event models are models of 

predicates and instances of predicates specific to a situation. 

Exist: Available Service 

     OBJECT: composition 

     SENDER: services 

     DATE1: date time 

     LOCATION: location 

Figure 3.10 – ―Exist:Available Service‖ event model 

Figure 3.10 shows a predicate model of an ―available service‖ event. ―Exist‖ is 

one of the root predicates of the model‘s ontology tree (along with MOVE, 

RECEIVE, BEHAVE, OWN). ―Exist‖ is a general event model of the event model 
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ontology expressing a creation or discovery of anything. OBJECT (objective), 

SENDER, DATE1, DATE2 and LOCATION are the roles of this predicate. This 

event model will let agents know new services are connected and available for 

composition. This event will be sent by services to inform about their 

availability. In the instances of this model, agents will be able to know the 

service name, start and end date of existence, and location of the services. 

 

event:  rootpredicate ":" predicate frame 

frame: frame role args 

role:    Meta-concept 

args:    NIL | args arg 

arg:    Concept | string | number | operator "(" args ")" 

operator: Meta-concept 

Figure 3.11 – EKRL Grammar of an event model 

A formal grammar is required to achieve this task. Meta-concept and Concept 
are parts of a Meta ontology and Ontology of concepts (Figure 3.11). 

The notion of operators exists in Description Language to present relationships 

between several arguments or properties linked to the same role for a concept or 

an individual, normally to refine the meaning of the event. We will use the 

operators defined in Table 3.1. 

 Operator Logical Operation 

A ALTERN (alternative) Disjunction (OR logic) 

 

E ENUM (enumeration) Distribution (Generalization) 

  

C COORD (coordination) Conjunction (AND logic) 

S SPECIF (specification) Attribution (Specialization) 

CA CAUSE (strict causality) Necessary and sufficient  

RE REFER (weak causality) Necessary but not sufficient 

GO GOAL (strict intention) First argument necessary to realize second 

argument 

MO MOTIV (motivation,  

weak intention) 

First argument not necessary but second is 

sufficient to explain the first 

CO COND (condition) First argument will be realized if second can be 

realized  

Table 3.1 – Binding Arguments Operators 

ALTERN and COORD are standard OR and AND logical operators. 
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ENUM is a list of items. In a formal semantics, we can note: 

(ENUM e1 e2)= (e1 ∧ e2 ∧ ¬ (COORD e1 e2))  (Formula 3) 

(SPECIF ei a b) = (SPECIF ei b a)   (Formula 4) 

Formula 3 shows a relationship between possible concepts or instances (ei) in an 

argument of a predicate. Concepts or instances are required to satisfy this 

relationship between predicate and structured arguments, they can be used 

separately. Formula 4 is a specification link. Others operators (greys) are useful 

to link several arguments as cause, intention, condition to realize an event. 

Name: Move:TransferOfServiceToSomeone 

Natural language description: 'Transfer or Supply a Service to Entity' 

MOVE SUBJET  ALTERN(Actuator29,Actuator30) 

            OBJECT  Service:Location 

            SOURCE  Server:Location 

            BENEFICIARY Agent:Location 

            MODALITY COORD(Composition,Execution) 

            TOPIC  UDDI 

            CONTEXT COORD(Home Network,Emergency) 

          MODIFIER forced 

            DATE-1   10
th
 September 2009 / 10:00 

           DATE-2             10
th
 September 2009 / 11:00 

Figure 3.12 –Move:TransferOfServiceToSomeone event model 

 

Figure 3.12 shows the ―MOVE:TransferOfServiceToSomeone” predicate of the 

description of an event model to supply a particular service or component (to 

control actuator29 or actuator30) to an agent. UDDI server will allow the 

webservices composition at the defined time period. 

Our interaction models have the 4 main levels presented table 3.2. 

This information contains multiple classifications considering the different 

possible roles: in time, by actors, by concepts domain, by objects, and so on. 

A meta model is an intrinsic n-ary predicate P where n is the number of roles R 
that permit to add, modify or remove any concepts, any models or any sets 

linking concepts (sub tree) or models together (scenarios or schemes). This type 

of predicates is used only by the ontology manager; they can be associated to 

management events like a demand of storage of a concept or an instance in case 

of refinement. 

Composed models or schemes are special predicates where arguments can be 

predicates. Thus these models link several predicates and after instances of each 

predicate are stored, we can query or evaluate a scenario. Rules of decision or 

reasoning will be also represented by one or several predicates.  

Rules of Description Logic with the use of linguistic variables and values in our 

scales will be very close to fuzzy description logic. Since many concepts that are 

needed for Intelligent Systems lack well defined boundaries, or precisely defined 

criteria of membership, we need fuzzy logic to deal with notions of vagueness 

http://en.wikipedia.org/wiki/Intelligent_systems
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and imprecision. This offers a motivation for a generalization of description 

logics towards dealing with imprecise and vague concepts. What people should 

also think about for intelligent systems is multiple viewpoints of the data. This 

will lead to subjective (as opposed to objective) intelligent systems. And thus, 

our reasoning and querying systems will be able to adapt scales to find the best 

approximate solution to a current problem without changing the logic. 

Level Description Formalism 

Meta Management and execution 

scenarios, evaluation and adaption 

of the agent like choosing the 

program 

M: A,E,C,CS → A',E',C',CS' 

High Complex scenario (reasoning, 

dialog, learning, awareness, 

planning) like a software program. 

CS: list of C in a graph or 

scheme order 

Middle Composed events and services, 

simple scenarios, situational and 

operational facts like functions of a 

software program. 

C: list of linked predicates in a 

graph or scheme order 

Low Fixed simple events and actions 

realized by a service 

E: x→x' past 

A: s→s' future 

where x is a environment 

state, s an agent state, E an 
event function and A are 

predicates. 

Table 3.2 – Model Levels 

The implicit nature of knowledge applies not only to common sense knowledge, 

but also to a wide variety of expertise and skills we possess. Such domain-

specific knowledge is often represented as procedures, rather than facts and 

rules. In addition, areas which rely on procedural or implicit knowledge such as 

sensory/motor processes are much more difficult to handle within the Symbolic 

AI framework. That's why we introduce this work a brand new approach 

permitting symbolic AI to perform complex scenarios and actions. We will see in 

the chapter 5 how we manage events to control the composition of services, 

reactive architecture and operational tasks like awareness and focus.  

3.4.2 Modelling Entities 

Environment is a set of entities like human, agents, robots or objects. They are 

linked to different attributes. For instance, cars is a concept class with 

subClassOf(terrestrial transport) relationship like trains, buses or trucks 

classes. Instances of concept trains can be Orient Express. Metaconcepts are 

used to build all ontologies (nodes properties and relationships). The root of the 

Concept ontology is named Thing. Each node of ontologies have a unique 

reference (RDF about term), a comment (RDF comment term) and relationships 

like owl:complementOf, owl:oneof, owl:unionOf, rdfs:subClassOf, 
rdfs:EquivalentOf or owl:intersectionOf. These give us the possibility to directly 

insert OWL files into our ontology of concepts. Meta and Concept ontologies are 
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not bounded to external entities in the environment but they also contain 

internal parts of the designed system interacting with the environment. 

One key idea must be highlighted here. Meta and Concepts ontologies are built 

with OWL v2 formalism but we have limited them to a tree structure and not a 

complex graph to ensure a fast search browsing of concepts and instances and 

especially ensure graph closure. Direct relationships between a class and a 

subclass are only allowed. So now questions are: - Where are others more 

complex OWL relationships? And - Where are the logical rules to infer the 

properties of these concepts? The answer is in Section 3.4.3, they are parts of the 

facts description and they are simply EKRL event models. 

To improve the system and manage fuzziness later, we have added four values to 

each ontology node. More precisely, scaled values attached to concepts of some 

nodes: access control list to manage access rights, rank to order concepts in list, 

strength for % of truth for the inference system and status to active/deactivate 

it.  

3.4.3 Modelling Behaviours 

Ontology of concepts of the previous section is presented as a tree structure. The 

same relationships can exist between models. That‘s why we design our ontology 

of event models exactly like the ontology of concepts. The main difference is that 

the node structure of models respects the EKRL grammar. So models (our 

predicates) are much complex and each role into the model contain a formula on 

concepts (case of an event instance) or other models (case of a rule model). They 

are frames with slots where slots are our roles. 

Behaviours are modelled by a list of events. All event models and past events 

(model instances called ―facts‖) are stored in the ontology of models. EKRL root-

predicates correspond to all possible events happening to components. Under 

these root predicates, subclasses of predicates will stand to describe more refined 

event models respecting the subsumption relation of the ontology of models.  

Name Description 

Exist New component appears or exist 

Receive Sense or receive 

Own Membership relations between entities or objects 

Move All simple moves, exchanges or transfers (even virtual like bank 

transfer) 

Produce Transformation or build process 

Behave All complex moves, adaptation &interaction schemes 

Experience Use or experiment, evaluate & measure 

Table 3.3 – Root predicates 

In Table 3.3, we give a description of the root-predicates. Exist, Own and Receive 

are root-predicates corresponding to action level (figure 3.4). For example, 

―Exist:EntityPosition‖ is an event model indicating a change in the position of an 

entity. Move and Produce are root-predicates corresponding to scenario level. 

―Move:RobotWalk‖ is another event model, it is a composition of several 
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memorized past facts under ―Exist:EntityPosition‖ event model. Behave and 

Experience are root-predicates at modelling complex or dynamic behaviours 

level. Under these root-predicates are all specialised predicates; they are formed 

from the root-predicate and at different levels of the tree. Sub-predicates are 

specialised from their parent predicates. So parent predicates subsume children 

classes, and children predicates specialise parent predicates. The subsumption 

relation in the structure of our ontology realizes a part of the meaning function. 

Behave corresponds to a specific behaviour and can be applied to any entities 

like agent or process. Behave can also be used for architectural changes by 

replacing or disabling components of the architectural level. Architectural level 

also corresponds to the terms in the Meta ontology and permits to refine the 

ontologies. Any other root predicate may be employed to any kind of events while 

the integrity of all behavioural events in the ontology of models is respected. We 

have only presented in the figure the rootpredicates and predicates that have 

been used in our agents.  

Our EKRL matches well behavioural levels since the ontology of models is 

partitioned in sub trees of root predicates for a fast querying and reasoning 

system (Figure 3.13). EKRL Formal grammar is used to generate and describe 

components and events. EKRL Formal language is used to query facts 

(instances) and recognize scenario using meta operators and concepts in a role of 

an event model. Roles are like properties in OWL. Roles in our EKRL describe 

an event happening on these entities or objects in all possible contexts and 

modal logics: temporal, spatial, acoustic, visual, danger, medical, emergency and 

so on. Examples of roles are SUBJECT (who or what is concerned), OBJECT 

(objective, goal), CONTEXT, CONTENT (values or string), LOCATION (space), 

DATE (date and time), and so on. 

 

Figure 3.13 Space-Time Predicates 

3.4.4 Modelling Connectors 
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Interaction Architecture can be defined with agent components and event 

messages, we define now the layers of exchanged and stored information (Table 

3.5). Descriptions of these levels of information are: 

1. Networking packets and SOAP web services protocol for interoperability. 

This layer implies a web or TCP-IP network and is useful for ambient and 

pervasive architecture but it is more related to physical transport of 

information. These messages are identical to electronic mails with FROM, 

TO, SUBJECT and CONTENT fields. 

2. EKRL Events are used in communications between components. They are 

textual messages in the CONTENT field of the first layer. The content in a 

message is built under the form of the EKRL grammar. 

3. KRL concepts and models in our two ontologies permits event storage like 

facts (past events) and models of events, models of query and models of 

scenarios. 

4. Meta concepts are stored in a Meta ontology used to build Concepts and 

Models ontologies. 

 

Level Information Layer 

1 Networking 

2 Events Communication 

3 Events Storage 

4 Meta Information 

Table 3.4 – Information layers. Lower abstraction level is 1, higher abstraction level is 4. 

All agents must be conceived to integrate the 4 layers of Table 3.4. 

 

Figure 3.14 – Communication Protocols 

Figure 3.14 shows our design of the memory access (store and query all 

information) of our webservice components. It is composed of 4 layers. The 

Network/Transport layer manages all XML exchanges that are performed at the 

Network level using SOAP or any standard webservice protocols. KRL Query in 

the description language is extracted and given to the Service component layer 

that will interpret the demand, realize operations. Memory Layer is the KRL 



Multimodal Interaction Semantic Architecture for Ambient Intelligence   
Sébastien Dourlens 

14 May 2012  

 

 88 

 

inference system which manages information stored in the ontologies. 

Ontologies are stored in the database. Memory creates and sends SQL queries to 

the database. Database layer is just a functional component integrated to store 

and query information in a fastest way. Memory role is necessary to reason and 

query the ontology at the different abstraction levels seen at Table 3.4 and to 

use the predicates and bring the meaning for the Service component to be able 

to act physically, logically or manage the network interaction. 

3.4.5 Scales 

Scales are special relationships used to implicitly link linguistics variables (set 

of concepts) to one or several ranges of numeric values depending on the context.  

 

Figure 3.15 – Types of scale 

They are very interesting to convert numerical values to linguistic variable and 

vice versa. As presented Figure 3.15, any numbers, linguistic symbols, 

distributions of probability or media with different attributes can have the same 

meaning in a specific context. As we defined a unique reference to any concept in 

the ontology of concepts, it is easy to attach any supplementary information to a 

concept. The notion of scale deals with predefined ordered set of concepts 

attached to values to convert a NL sentence in values and a value in a word. 

When used in conjunction with our inference engine, it appears very close to the 

paradigm of Computing With Words (CWW) recently introduced by Zadeh 

(Mendel et al., 2010).  

Type Description Sample 

Numerical to numerical Unit or contextual conversion °C → °K 

Numerical to symbolic Conceptual meaning 0.5 → middle 

Symbolic to numerical Numerical meaning close → 1 cm 

Symbolic to symbolic Abstract level or contextual meaning Move → Fly  

Table 3.5 – Types of scale 

Scales must be ordered, have a type (Table 3.5) and have a unit. And scales may 

possibly be attached to a unit conversion function available in the Library box of 

our agent. 

μc = scalex(v)      (Formula 5) 
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for a digital to symbolic conversion where v is a numerical value, c is a linguistic 

symbol, x is a situational context. We obtain a probability distribution for c. 

v= scalex(c)      (Formula 6) 

for a symbolic to digital conversion where v is a numerical value, c is a 

conceptual symbol, x is a situational context. The value v (attached to its unit) is 

directly extracted from the scale for the concept c in the context x. 

For example, let us take the scale of distance: {―CLOSE‖, ―NORMAL‖, ―FAR‖}. If 

our context is about a boxing combat, close is equivalent to 10 cm, normal to 1 m 

and far to 2 m. If the context is about a trip in France, our scale is equivalent { 

200 km, 400 km, 800 km } or { 2 hours, 4 hours, 8 hours }. In a robotics context 

where the robot manipulates an object, our scale will be { 1 mm, 10 cm, 1 m  }. 

3.5 Modelling Architecture  

3.5.1 Interaction Architecture 

In control theory, the system is often decomposed in a controller, a plant to be 

controlled and a closed loop given a return from environment. Most automatic 

systems are designed following this scheme. Situation awareness model is built 

with multiple inputs and multiple outputs (Figure 3.16). In the interaction case, 

we consider all parts of the systems integrated in the environment. It is same for 

Multi agent systems (MAS), inputs received by sensors and outputs realized by 

actuators, are in interaction with the environment. But interaction can be 

extended to all components of the systems and the environment (Figure 3.17).  

Figure 3.16 – Control Theory 

 

Figure 3.17 – Agents Interaction 
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Figure 3.18 – Interaction Architecture 

These agents are parts of a robot and interact between them and between 

environment items using events messages. Then we understand that complexity 

increases with the quantity of exchanges. Our architecture to be compliant with 

specifications must be modular and extendable. Architecture will provide all 

possible internal and external concurrent components. Figure 3.18 presents the 

composition of input and output services in the network and the agents 

managing the interaction. This architecture is modelled by the composition of 

the two Fusion and Fission main processes previously defined and required by 

the interaction. Fusion plays 2 main roles: First is selection of modalities. 

Second is meaning extraction (Formula 2) at different level of abstraction of 

information (numeric, symbolic, semantic, and cognitive). Rule models used to 

achieve this goal are predicates in memory. Fission plays also 2 mains roles: 

First is decision extraction. Second is output resources management. Fusion and 

Fission are realized by multiple semantic components called Fusion Agents and 

Fission Agents.  Services are represented outside the environment in Figure 

3.18 but in fact all the architecture (agents and services) is also parts of the 

environment. We also note that only one way is possible for the information to 

go through the architecture in the aim of efficiency and simplicity. It also means 

that the architecture is reactive but not only and agents work as state machines 

where their program is designed to anticipate and manage incoming events. 

Some effects on agents will be internal and personal to agents but other effects 

will be sent in the environment and observed by all other parts as it is the case 

in human environment for human. 

To formally describe Figure 3.18, we denote: 

X=FusionAgents(P) and P‘=FissionAgents(X)  (Formula 7) 

<=> P‘=FissionAgents(FusionAgents(P))   (Formula 8) 

And P=input_services(E), A=output_services(P‘)  (Formula 9) 

Where E is a vector of data coming from the environment, P are events encoded 

at a higher level of abstraction of the features extracted from data, X is the state 

or the situation including the situational and user contexts, P‘ are events sent to 

output services, A is a set of actions controlled by output services following the 

orders sent by fission agents. If the services are semantic or have a wrapper to 
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encode and decode events using an environment knowledge representation 

language (EKRL), we may also write: 

P=EKRL(E)       (Formula 10) 

 where EKRL event are generated by input services 

A= EKRL-1(P‘)      (Formula 11) 

where EKRL orders are sent to output services which will control actuators 

(hardware) or call network functions (software) to execute these orders. 

3.5.2 Architecture Components 

Formally, Figure 3.19 presents the composition of same agent component, and 

then we can denote: 

X=FusionAgents(P) and P‘=FissionAgents(X)    

 X= l i Agentl,i(P) and P‘= l i Agentl,i(X)  (Formula 12) 

where P is the percept events vector, X is the complete situation vector (past and 

now), l is the layer and i the agent number, P‘ is the action events vector. 

The complete situation X is stored in the last layer of fusion agents and sent to 

the first layer of fission agents that can also store or forget these events after 

processing it. 

If these agents are knowledge based, the data processing will be realized by an 

inference engine and then we can now write: 

  P‘=FissionAgents(FusionAgents(P)) 

   P‘= l i Agentl,i(P) 

   P‘= l i Inferencel,i(P)    (Formula 13) 

 Inference function is realized by the inference engine of the agent i in the layer 

l. The architecture is a network or a grid of inference components. 

 

Figure 3.19 – Fusion and Fission 

Conceptually, a policy is a mean offered to agents to define and modify the 

organization and the behaviour of a system. It generally contains rules, deriving 
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from strategy description and specifying to the system the actions to undertake 

to answer to a given situation. Policies are rules governing the choices in 

behaviour of a system. Or formally, a policy can be defined from two 

perspectives: 

 A strategy, goals and objectives to guide and determine present and 

future actions to be performed within the environment or the system. 

 A set of rules to administer, monitor and control access to system 

resources. 

These definitions highlight the different levels of abstraction introduced by the 

specification of policies, according to the user. The job level abstractions simplify 

the administrators in defining their needs as a global goal as the rules go into 

details of the implementation of the strategy to use to achieve these goals. 

Meanings or actions are extracted by rules of agents (in the knowledge base) by 

the inference engine from situation, context and objectives inputs. 

This makes the system more flexible and able to reconfigure during their 

execution if necessary, to comply with the predefined rules. The rules that 

comprise policies are generally described by variants of the paradigm Event 

Condition Action (ECA). Rules used by the inference engine can be written in 

this form: 

preconditions => postconditions   (Formula 14) 

Antecedent (preconditions) and consequent (postconditions) contain transition 

models. Informally, the rule asserts: ―If the transitions specified by the 

antecedents are valid, then the transition specified by the consequent is valid.‖  

For such rules, the preconditions are evaluated when a new event is inserted in 

the knowledge base and the postconditions will be executed if the preconditions 

are matching a rule model.  

The transition relation, =>, for our KRL semantic is specified by a set of rule 
models. A rule model is a predicate p where some roles Ri contain relationships 

on other event models. In case of fusion process, a rule model produces one new 

fact from several input event, this fact will have the name of the consequent 

model. In case of fission process, it is exactly the same but there will be the same 

number of rule models that there are envisaged output facts or orders. We will 

present later an example of fusion and fission composite events for the 

« PutThatHere » scenario. The name of the rule is the name of the predicate 

used as a rule model to evaluate the preconditions. Inference engine will 

compare facts with this model (an in particular, compare all roles that are not 

empty) to check if the fact match the model. If it is the case, the output event is 

filled with the compound content of roles of concerned facts matching models, 

becomes an instance of the model and is sent to other agents (postcondition 

aggregation). 

This architecture allows: Multimodal Fusion of events coming from the 

environment choosing input modalities and events to compose. Query the 
system as any incoming events will produce a response of the agents at the 

condition that they understand and don‘t ignore these events. It means that 

agents must obviously be programmed to manage these events. Maintaining the 
situation of any systems of the environment if sensors are able to observe all 

these systems. Multimodal Fission of events to select output modalities and 
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realize Decision, Planning or Execution by sending order to hardware controller 

services or software services. Learning is also possible by adding an external 

system to train the agents of this architecture or by adding internal agents to 

manage and adapt the events and the program of the other agents.  

We may add that all agents can be autonomous and execution can be made by 

concurrent or parallel tasks. All components (agents, service and the 

environment) are connected by the mean of a common network. Implementation 

can be fully compliant with Microsoft Robotics Studio, URBI, JADE platforms. 

3.5.3 Interaction Features 

Little different from the OODA model presented in (Steinberg, 2008), we will 

now define our OODFA model. It is more precise and complete because the 

added Fusion process stores all situations in KRL in the memory of our agent 

component. This operation will permit the decision process to directly find 

decision using the fully stored meaning. 

Operation Information Output stored in 

memory 

Observe 

All event messages 

coming from the 

environment 

 

All event messages 

come from network 

services (sensors, 

actuators, others) 

Orient 

focus composition 

 

 

Categorized events 

in an ontology 

Fusion 

time composition 

Each process acts 

concurrently on 

several data sets 

(parallel schemas or 

scenarios) so 

δ parameter is 

different based on 

sample rate of the 

different stored 

scenarios. 
 

Change and 

relationships are 

stored in memory to 

extract meaning. 

Blue events are 

stored but can be 

ignored or not 

depending of 

relationships with 

other information. 

Decide  

Use meaning 

related to goals  to 

choose actions to do 

- Concerned Entities 

- Recognized Scenarios 

- Constraints & Possible Operations 

Fission will realize 

interpretation of 

incoming events 

(situational 
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in future taking 

account of time of 

network transfer, 

time of planning 

and time of 

execution 

- Predict using scenario 

 

meaning), evaluate 

options, split the 

task to execute and 

plan actions to 

achieve  

Act 

all planned action 

messages are sent 

to actuators or 

services or sensor 

controllers. 

- Internal Actions  

(focus, process, memorize) 

- External Actions 

(send orders  to actuators, composition of 

services) 

Actions/Orders 

messages 

Figure 3.20 – OOFDA Model 

 

Figure 3.20 shows how components act as filters to bring features. 

OOFDA is an interaction model, Letters stand for these operations: 

 Observe receives cleaned acquired data sent from intelligent sensors in a 

XML message format. 

 Orient interpret and classifies events to be stored belongs to several 

categories. 

 Fusion extracts all meaningful information related to possible scenarios 

in time. Scenarios of environments and Meta-Scenarios of the 

Architecture execution. It is useful to update the world state and obtain a 

complete perception of the context in which all tasks will be deliberated 

 Decide uses meaning related to mission goals to continually reason on 

opportunities and situations, and choose actions to do in future taking 

account of temporal aspects such as time of network transfer, time of 

planning and time of execution. 

 Act manages the composition of service, planning to act in time and 

executing. All planned action messages sent to actuators or services or 

sensor controllers. 

There are differences between our architecture and OOFDA model. Planning 

and decision events are managed by the Decide operation. Execution events are 

controlled in the Act operation. If an execution problem occurs, the event will do 

the loop and Decide operation will adapt the planning. Memory of agents is used 

to store all events and queries are used to retrieve all information and needed 

meaning, they are used by all operations. We will see how they can be integrated 

in one or several basic component structure in the next sections. 
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Figure 3.21 – Final Features  

In Figure 3.21, we present the semantic agent able to extract any meanings 

from events (situational or contextual for fusion or operational for fission). From 

this semantic agent, we obtain the fusion agent and fission agent. They will be 

designed to make Orient, Fusion and Decide operations of OOFDA model to 

store, retrieve and filter information to be exploited. In our case, Observe and 

Act operations will be managed by services and agents, and Orient, Fusion and 

Decide only by agents. We decompose the interaction problem in two main 

processes: - Fusion process which is the first half part of interaction integrating 

Observe, Orient and Fusion operations of the OOFDA model; and – Fission 
process which is the second half part of interaction integrating Decide and Act 
operations. 

3.6 Modelling Components of the Architecture  

3.6.1 Component Classes 

In our interaction architecture, a component can be an agent, an input service or 

an output service. Figure 3.22 shows the UML classes of our components. All our 

components are webservices. Webservice is a generic component with additional 

WS public methods. Then, intrinsically, each component can be discovered and 

can provide a set of personal functions to other components. Connector is the 

same for all components and is a standard network, often including TCP-IP with 

SOAP or REST protocols. Communication is done between agents, services, 

sensors and human interfaces.  

Service and Agent, our two main components used in our interaction 

architecture inherit of the webservice component. Service can manage software 

and hardware and agent can only store and reason about information received. 

They can be several with being assigned with a specific task and a limited set of 

modalities. It permits to solve problems with several concurrent goals. Of 

course, the same type of components may have different names for the 
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composition to be very open for the designer of any interaction architecture. 

These services will be integrated in a network of computers or embedded 

systems as software services but they can also be integrated in hardware parts 

like into a mobile robot. Our model is platform independent. 

 

 

Figure 3.22 – UML Classes 

3.6.2 Generic and Webservice Components 

The generic component is functioning on the hardware component. In Figure 

3.23, the content of generic and webservice components is shown. Memory can 

contain information of the data types: raw, database, ontology or any required 

structures. Code is the program or the inference engine to operate. Library is a 

set of functions specific to the job of the component; they can be software (agent 

and software service) or hardware (driver service). 

Private methods are: 

 Code executed by the processor reading the execution schemes in memory 

following received messages. Memory management is realized by the 

Code box, reading or writing data in the memory. A bootstrap method or 

component constructor initializes the memory and starts the component 

execution, generally run at hardware start or following a reset. 

 Library (software or hardware management) composed of services or 

devices drivers and any control schemes. 

Public methods are:  

 Receive and Queuing Messages which performs network reception of 

messages that are buffered and then read and removed by the Code box.  

 Queuing and Send Messages, these messages should be in the protocol 

format. 
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Figure 3.23 – Generic and Webservice Components 

For the webservice component, methods are now augmented:  

 Code of the component constructor performs the webservice registration 

in the network and starts the web service listening function (WsInit). 

 Receive and Queuing Messages which gets XML events messages or 

UDDI request for discovery, integration or execution (SOAP, REST, 

OWL-S) from the network. They are buffered and sent to the Code box.  

 Queuing and Send Messages coming from by the Code box. It can be also 

used for webservice composition sending WS specific events: WSDL 

description file or UDDI messages to others. 

A webservice is located at a fixed address; it has a list of functions that are 

running on demand by clients. It may automatically trigger regular events. 

These components are pure standard Web services using SOAP for inter-

operability. They interact with the environment via the wireless or wired 

network, also part of the environment. OWL-S repositories and UDDI directory 

servers for discovery are also input services to our architecture. We will present 

later their importance in the composition of services and agencies. Using 

external standard Web services requires an XML to EKRL wrapper (input 

services), since they do not use EKRL semantics. The result is that our 

architecture is operating-system independent and built on standards to remain 

compliant. To achieve composition, agent memories will keep the service profile, 

service grounding and service model in memory. Agent and Services have an IP 

address and one or more TCP ports. Mobile agents must change IP address by 

moving from one network connection to another. Additional security schemes 

may be added to manage the privacy of information, services, or the network 

when the mobile agent acquires a new address or a Kerberos ticket is granted to 

access a service. 

3.6.3 Service Component 

The Input/Output service is a webservice component structure that will permit 

to design, compose and build any low levels operations of our architecture. A 

service can be a sensor input controller, an actuator output controller, a 

functional web service (software operation, storage, searching, sorting, and so 

on) or a non-functional web service (QoS, Performance, and so on). Moreover, it 

will permit to reuse existing components and adapt a configuration of a dynamic 

architecture in real time.  
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Figure 3.24 – Input/Output Service Component class 

In Figure 3.24, Memory Header comprises the service name, service id, service 

list of available public methods, IP address, and IP port. This header will be 

useful for webservices discovery, composition and to store on a UDDI server as a 

WSDL file.  

There are two differences with the webservice component in the private 

methods: 

  Library contains a set of software functions and a set of hardware drivers to 

control attached hardware parts. 

 Code can fill a very short set of EKRL messages (flat event models and 

concerned concepts without ontology) to send extracted features from 

sensors data to agents and code can read EKRL messages from agents to 

control hardware or run software functions. Code will also realize the 

operations and to convert information from the service to others services 

using any standards XML protocols depending on the modality or method of 

the target webservice which delivers the service on Internet. 

We assume incoming EKRL message contain models recognized by agents. If a 

known predicate is not included in the EKRL message, then the fact will be 

ignored. Same for service which receives a message of which it has no model. 

Our web services are special web services, they can communicate using 

semantics knowledge in messages (the events) but they are not semantic. We 

will describe semantic knowledge representation language and show later how 

to use these web services in our architecture to develop powerful multimodal 

interaction applications in an ambient or pervasive architectures with the use of 

semantic agents. For example, different vocal sensors are located everywhere in 

a house and when one of them receive a vocal message from a user, it will 

interpret the message, translate the sound in the message in natural language 

or in a VoiceXML protocol comprising message, location, date, time and sent it 

to the fusion agent component. Maybe this vocal sensor could control the volume 

of sound or any sharp by using the Hardware Output block. 

 

 



Multimodal Interaction Semantic Architecture for Ambient Intelligence   
Sébastien Dourlens 

14 May 2012  

 

 99  

3.6.4 Agent Component 

Our agent can be seen as the Match-Update-Prediction cyclic process of Crowley 

and Demazeau (1993). Starting from the Principles of fusion and fission, we 

define: 

Principle 1) Primitives in the world model should be expressed as a set of roles. 
A model primitive expresses an association of properties which describe the 

state of some part of the world. This association is typically based on spatial 

position. For numerical quantities, each role can be listed as an estimate 

accompanied by a precision. For symbolic entities, the role slot can be filled with 

a list of possible concepts, from a finite vocabulary. This association of properties 

is known as the "state vector" in estimation theory. Schema provides just such a 

representation. The roles may be symbolic labels or numerical measures. 

Principle 2) Observation, Model and Action should be expressed in a common 
coordinate system. This principle is a set of relationships between concepts and 

event models. This association may be on the basis of spatial or temporal 

coordinates, or it may be on the basis of a relationship between roles. Spatial 

location role is a powerful logic for associating information. Temporal start/end 

roles are also a powerful logic for associating information. Coordination depends 

of the context or the current situation too. A context is a collection of symbols 

and relations which are used to describe a situation. 

Principle 3) Observation, Model and Action should be expressed in a common 
vocabulary. Common vocabulary is a set of concepts and event models. All parts 

of the architecture must use this common language to understand and act in the 

environment. This permits description to proceed by a process of prediction and 

verification. 

Principle 4) Roles should include an explicit representation of uncertainty. As 

with numerical roles or concepts, symbolic roles or concepts have two kinds of 

uncertainties: precision and confidence. The classic AI method for representing 

precision is to provide a list of possible values. Such lists are used both for 

symbolic roles and for relations. Constraints are applied by intersecting lists of 

possible values. We defined a specific type to attach numerical values (fuzzy 

sets) to symbolic concepts (linguistics variables) called scales depending on the 

context. 

Principle 5) Primitives should be accompanied by a confidence factor. This 
characterizes the quality of incoming information. 

The Agent is a webservice component structure that will permit to perform any 

reasoning or cognitive function by processing high levels operations of our 

architecture. An agent is a web service that acts and communicates 

autonomously (Figure 3.25).  

The memory is a knowledge base of classes, concepts, events and instances. 

Some events in memory correspond to the agent program. This program is a list 

of query models read in memory and applied to models and facts in memory. To 

run this program, the blue box code has been split in two parts:  

 the code to start the agent and the inference engine and, to initialize the 

knowledge base and the network messaging 

 the inference engine to store new recognized facts coming from the network 

and placed in the incoming queue, to match query models with facts 
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producing new events at a higher level of abstraction (case of fusion agents) 

or lower level of abstraction (case of fission agents). 

 
Figure 3.25 – Agent Component class 

As for the generic component class, the agent component can use its own library 

of functions. It allows inference engine to execute basic functions (mathematical 

operations, temporal differences, distances & units conversion and so on) 

without waiting the answer from the network. It is important for a gain of 

performance. In the aim of interaction, agent will be dedicated to Fusion or 

Fission processes. Because of this ability to extract meaning, we call him 

Semantic Agent. A semantic agent can directly use natural language or EKRL to 

communicate. If it manages quality attributes like Quality of service, 

Performance, it will be called a non-functional agent. If it acts socially 

regrouping agents to do a task, it will be called manager agent. A meta agent 
can be: a meta functional agent capable to adapt the architecture, or a meta 

semantic agent capable to update the knowledge base (memory) of other agents. 

3.7 Designing Semantic Agents 

3.7.1 Definition 

Semantic agents inherit web services components of our architecture model. 

They are different and a little more complex because they are cognitive. They 

possess cognitive abilities and programs to achieve their tasks and goals. 

Semantic agents contain their own embedded inference system able to process a 

matching operation. They can store EKRL events in a knowledge base (memory), 

answer a query and produce new events by extracting meaning of the situation. 

Scenarios or execution schemes are stored in their knowledge base. The only 

difference between two agents is the knowledge in memory, all agents have the 

same inference engine in the Code box. In particular, rule models stored in the 

agent‘s memory define the agent program, i.e., the role of an agent in the 

organization. They receive, filter, and attach facts to their own event models. 

Along the same lines, they will send event orders or new composed events 

according to their internal query models for the function they are designed for. 
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The developer programs agents by reusing default concepts and models and by 

adding specific query models in the agent‘s memory via an editor.  

 

Figure 3.26 – Service and Agent Design 

Figure 3.26 shows the interaction between an agent and a service. An agent 

comprises its knowledge base (also called memory of the agent), inference 

engine, and communication module. A service has only code and standard 

memory (properties and methods in the generic programming object model), a 

communication module, and a hardware controller module. The hardware 

controller enables the service to receive information from a sensor or drive an 

actuator. The communication module contains the network card and its 

semantic functionalities to write and send or to receive events in EKRL. 

3.7.2 Memory of Agent 

Agent‘s memory is the most important piece of software for our agent to be 

cognitive: ability to store and retrieve events, to understand the situational 

meaning, and to create new events to be sent to other semantic agents and 

services. Meta concepts, concepts, event models, query models and instances are 

stored in ontologies. Instances are facts, scenarios that have happened, and 

context knowledge. 

Agent‘s memory is a knowledge base storing all events coming from the network 

and used for cognitive operations by recalling any past facts or for reasoning and 

acting according to stored event models. This memory is made of a domain 

ontology called Ontology of concepts and a second ontology called Ontology of 
models. Event models are fully linked with concepts in frames to give the agent 

its cognitive abilities. 

Figure 3.27 is detailed. It represents the knowledge base and inference modules 

of the agent. StoringEngine and QueryEngine are functional parts of the 

ontological inference engine. The cylinders are components of the knowledge 

base (Figure 3.28) and are the ontologies of (meta, concepts, models) classes and 

instance bases respectively. All inserted facts coming from the network are fully 

and rationally linked to concepts and models in this the memory of the agent. 
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Figure 3.27 – Storage and Querying the memory of the agent 

 

Figure 3.28 – Knowledge base content 

Building an ontology is deciding on a set of primitives of representation of 

knowledge (entities, relations, functions, axioms and authorities). With these 

primitives, an operational semantics is given by clarifying the relations which 

bind these primitives between them compared to certain rules (rules of 

constructions and deductions) and the conditions of activating these rules. This 

requires the use of a formal language of representation of the ontology which 

can use the same formalism or two different formalisms of the system containing 

knowledge in which the primitives will be used like OWL and EKRL. 

Meta Ontology is a domain ontology which has all types of nodes and 

relationships, roles and modifiers to build the concepts and models ontologies. 

The Meta ontology (Figure 3.29) is fully compliant with OWL2 XML language 

terms and relations: subsumption, memberships, equivalence, synonymy, 

discrepancy, sentence modifiers (multimodal logic of the natural language). 

Ontology of concepts (Figure 3.30) is a common domain ontology containing 

hierarchically sorted concepts with instances of concepts fully compatible with 

the OWL2 standard. Ontology of models is a knowledge base (Figure 3.8) 

containing hierarchically sorted predicates with model instances called facts. It 

embeds event templates (formal T-BOX of models) under the form of predicates 

and instances of events (formal A-BOX). Gravier et al. (2011) studied A-Box 

revisions in Semantic Context-Aware Systems. Models are filled with concepts 

and instances of concepts to build the facts. (Figure 3.31) 
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Figure 3.29 – Meta Ontology 
 

 

Figure 3.30 – Ontology of concepts 
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Figure 3.31 – Ontology of models 

3.7.3 Inference Engine Algorithms 

We propose the use of EKRL for the agent‘s communication, storage, and events 

ontology format. In all other platforms, agent behaviours are programmed in 

Java, C, or C++. Developers of our agents just need to insert EKRL events in 

order to program them. Generally speaking, ontology is a shared blackboard 

used for transmitting data between agents in ACL messages. Besides the 

programming work, converters/wrappers need to be developed, and standards 

and protocols controlled, resulting in an expert software engineering task that is 

difficult to implement and maintain. For defining and controlling applications, 

current standards rely on higher level protocols, requiring a lot of programming 

for executing tasks and interpreting the situation, rather than a more natural 

language. This was a motivating factor behind our contribution. 

Data transmitted over the network are used by the other agents‘ code but are 

not stored in a memory using an ontology of models and not interpreted. We 

might say that these agents are rational but not cognitive. Event calculus 

increases these abilities (Kowalski and Sergot 1986, Reiter 2001, Shvaiko 2008). 

One more point is that our ontologies are in no way restricted to communication 

only; they store facts and compose new higher level facts in the case of fusion 

and lower level facts in the case of fission. We include some event models in the 
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memory that correspond to actions or scenarios in order to make this memory 

recognize facts of a similar nature and send higher level meaning. It is more a 

modelling and agent programming memory than a self-adapting memory. We 

wanted a well organized symbolic memory able to fulfil system interaction 

requirements. Models are used so that: 

 Agent can store the various events; 

 Agent can read its program. This program is in the form of query models 

stored in memory, because the work of the fusion or fission agent is limited to 

producing events from those already present in its memory; 

 Developer/Designer can question the memory to check instances of concepts, 

events and recorded facts; 

 Developer/Designer can program the agent, adding or modifying concepts, 

event models, request models; 

 Facts and actions can be stored directly under the corresponding event 

models. Thus EKRL is also used as a programming language besides as a 

language for communication and storage. 

The Agent inference engine processes memory information and is used to: 

1. Store events using event models already in memory 

2. Query the memory (using query models) to find direct answers (direct 

matching) or to find indirect answers (matching requires the execution of 

operations) using operations on concepts as arguments of a role and operation 

on events (other predicates) as arguments of a role, or query rule models 

(program of the agent). 

3. Execute scenarios (send/broadcast several events to one or more service 

agents). 

Input: QueryModels 

Do 

   Facts←krl_listen() 

   If Facts Then NewFact←StoreFact(Facts) 

   [Result, [Queries]]← QueryEvents(QueryModels) 

   If Result or NewFact Then 

       For each Query of Queries 

          [Result, [MatchEvents]]← QueryEvents(Query) 

          If Result Then krl_send(Aggregation(MatchEvents)) 

       Next 

    End If 

Loop 

Algorithm 1 – Main Code 

Algorithm 1 is the main algorithm executed by the agent‘s code. The main loop 

stores new facts and checks for query models (equivalent to the agent‘s 

program). If new facts are added or the queries match query instances, the main 

algorithm will check for new matching facts and send them to other agents able 

to accept them (i.e., if they have the same models in memory). If an event model 

doesn‘t exist, the new fact will simply be ignored. The agent then won‘t manage 

this kind of event meaning and will concentrate on the tasks it is programmed 

for. The [vectorname] syntax denotes a vector named vectorname. 
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StoreFact Function 

This function stores a fact in memory under its event model. If Result (Boolean) 

is true, the fact is stored under its model. Else the event is ignored. If no 

corresponding event model is found, it means the agent is not designed to 

process this type of event, reducing its memory and workloads. The function 

prototype is: [Result]← StoreFact(Fact). 

[ParseError,RootPredicate, Predicate, [Roles], [Arguments]]←Split(Fact) 

If ParseError Then Return False 

EventPredicateID ←Matching(RootPredicate, Predicate) 

If EventPredicateID>0 Then  

    StoreRA(EventPredicateID, [Roles], [Arguments]) 

    Return True 

Else 

    Return False 

End If 

Algorithm 2 – StoreFact 

QueryEvents Function 

This function queries memory for event models and facts. If Result is true, 

events found are sent to all other agents. Else no event is sent. Prototype of the 

function is: [Result, [MatchEvents]]← QueryEvents(QueryModel or 
QueryModelID). 

If (QueryModelID) Then QueryModel←Get(QueryModelID)  

[ParseError, RootPredicate, Predicate, Roles, Arguments]←Split(QueryModel) 

If ParseError Then Return [False, EmptySet] 

[EventsPredicateID]←Matching(RootPredicate, Predicate, [Roles],[Arguments]) 

If count(EventsPredicateID)>0 Then  

    [MatchEvents]←GetTextEvents([EventsPredicateID]) 

    Return [True, [MatchEvents]] 

Else 

    Return [False, EmptySet] 

End If 

Algorithm 3 – QueryEvents 

Matching Function 

This function performs matching operations between predicates and roles. 

StoreRA() and ReadRA() are SQL Insert and Select operations respectively in 

the Role-Arguments table filtered by ID arguments given to these two functions. 

Modifier is a role for modifying the sense of an event. Depending on modifiers, 

the matching result can vary. If the sense of the fact is negative, the event‘s 

sense is inverted so matching must take account of this too. The function 

prototype is [EventsPredicateID]←Matching(RootPredicate, Predicate, [Roles], 
[Arguments]). 
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RootPredicateID← GetNodeID(RootPredicate) 

PredicateID←GetNodeID (Predicate) 

[RolesID] ← GetNodeID ([Roles]) 

[ArgsID] ← GetNodeID ([Arguments]) 

[EventsID]←ReadRA(RootPredicateID, PredicateID,[RolesID]) 

For Each EventID in [EventsPredicatesID] 

  [[EventRolesID],[EventArgsID]] ←ReadRA(EventID) 

 For Each ArgID in [ArgsID] 

  EventArgID←EventsArgsID[rank(ArgID)] 

  If not MatchArguments(ArgID,EventArgID) Then Next EventID 

 Next ArgID 

 If ApplyModifier(EventRolesID) != ApplyModifier(RoleID) Then Next EventID 

  [EventsPredicateID]← [EventsPredicateIDEventID] 

Next EventID 

Return [EventsPredicateID] 

Algorithm 4 – Events Matching 

MatchArguments Function 

This function performs matching operations between two arguments of a role. 

ReadConcept(QueryArgID) is an SQL Select operation in the nodes table, where 

the node type is concept classes or instances and where these nodes are under 

the given node using the subsumption relationship of the links table. The SQL 

request gives all the subtree nodes sorted. The ―date‖, ‖location‖, ―context‖, 

‖content‖ and ―value‖ role arguments will be compared using specific meta 

operators like ―>‖, ―<‖, ―<=‖, ―>=‖,‖AND‖,‖OR‖ to check the given event models. 

This explains why the CompareEvents() function returns a boolean. In fact, any 

event calculi are made using this function. The MODIFIER is a role of predicate 

to change the meaning of the sentence (fact) and thus the applied logic 

(temporal, spatial, modal with necessity and obligation modalities, and so on). 

This function compares all arguments and applies a modifier to the final boolean 

result. The function prototype is [MatchingResult] ← 
MatchArguments(QueryArgID, EventArgID). 

If QueryArgID=EventArgID Then Return True 

[ArgsID]=ReadConcept(QueryArgID) 

For all ArgId in ArgsID 

     If ArgId=EventArgID then Return True 

     Else Return CompareEvents(ArgId, EventArgID) 

Next 

Return False 

Algorithm 5 – Argument Matching 

Aggregation Function 

The main code can be called at each time new facts are stored or at different 

time (interval specific to the agent triggered by a timer set by the designer). The 

given arguments are the rule models stored in the agent‘s memory. If rule 

models match past and incoming facts (the precondition) then new events are 

produced (the postcondition). These events are obtained from the class of rule 

models. The arguments in the roles of all corresponding facts are aggregated to 

fill the roles of the rule models. Each role corresponds to a modality (section 3.4). 
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The precondition is a specific role (of the rule model) containing a formula on 

roles and arguments of different event models. 

Behave:PutThatHere 

Object:precondition 

User: f1.User 

Source: f3.content 

Recipient: f6.content 

Date1: inf(fk.date1), for k=1 to 7 

Date2: sup(fk.date2), for k=1 to 7 

Location: f1.location 

Figure 3.32 – ―Behave:PutThatHere‖ Rule model 

In our example of scenario ―PutThatHere‖, there is a rule model 

―Behave:PutThatHere‖ (Figure 3.32) which is composed of 7 facts (Table 3.6). 

Usually, the event names are used but, we used fk for readability. The 

precondition is in the Object role of the model (Figure 3.33). We could also add 

and f3.source=OneOf(Objects) and f6.Source= OneOf(Objects) to match objects of 

the concept ontology. If the precondition is true, i.e. the arguments of facts 

match the arguments of the Object role, then the inference engine will produce 

the ―Behave:PutThatHere‖ fact which is the aggregation of the arguments of the 

facts f1 to f7 in the other roles of the model. 

 

fact Event names Roles Arguments 

f1 ArmShowsPosition User, Content, 

date1, date2 

―James‖, ―Point‖ 

.38 s, 1.95 s 

f2 SpeechOrder User, Content, 

date1, date2 

―James‖, ―Put‖ 

.42 s, 1.45 s 

f3 ArmShowsObject User, Content, 

location, date1, 

date2 

―James‖, ―Glass5‖ 

―room1‖,‖1.34 s, 2.05 s 

f4 SpeechOrder User, Content, 

date1, date2 

―James‖, ―That‖ 

1.7 s, 2.3 s 

f5 ArmShowsPosition User,Content, 

date1, date2 

―James‖, ―Point‖ 

3.1 s, 4.2 s 

f6 ArmShowsObject User, Content, 

date1, date2 

―James‖, ―Table2‖ 

―room2‖, 3.5 s, 4.3 s 

f7 SpeechOrder User, Content, 

date1, date2 

―James‖, ―Here‖ 

3.9 s, 4.45 s 

Table 3.6 – Facts matching ―Behave:PutThatHere‖ rule model 
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Depending on used roles in the precondition and postcondition, the matching 

will use temporal logic (working on dates), spatial logic (working on locations) 

and in general in multi modal logics corresponding to any roles of the model. We 

will present the temporal, spatial and multimodal validation of logic associated 

to this rule model with the formal Petri nets in Chapter 5. 

 

precondition (m1.date1 fk.date1 and fk.date2 m1.date2) and same(fk.Source) 
for k=1 to 7, and f1.content=‖Point‖ and f2.content=‖Put‖ and f4.content=‖That‖ 
and f5.content=‖Point‖ and f7.content=‖Here‖ 

Figure 3.33 – ―Behave:PutThatHere Rule model Precondition 

 

3.7.4 Memory Editor 

Figure 3.34 shows our editor of agent‘s memory. The application user or 

developer can build and import concepts, models, term definitions and unified 

media related links. No programming is necessary. Some concepts can be 

attached to multiple media URI/URL.  

To build the concept ontology, other standardized OWL editors exist: Protégé, 

Swoop, or any other that is OWL v2 compliant. OWL files can be imported into 

the agent knowledge base with our editor as well as exported to OWL (Menu). 

French and English languages are integrated. We also developed dictionaries 

importated directly into the database. The interest of our own editor is to build 

and modify model frames for the ontology of models that comply with EKRL 

syntax. The memory of agent is composed of three ontologies. Memory of agent 

is developed in an SQL database within 8 tables (Figure 3.35). One frame query 

is equivalent to one SQL query sent to the database and the matching is direct 

and very fast because of the complexity obtained from storing the ontology in 

database tables at the time of creation of concepts and models.  

On Figure 3.35, schema shows all tables with their fields, these tables are 

grouped by categories: 

 Nodes of the ontology of concepts and the ontology of models are in nodes, 
labels, and links tables 

 Roles of models (event classes) and facts (event instances) are in roles-

arguments ra table 

 Natural language sentences attached to a node in nlsentences table 

 Dictionaries, media and samples can also be attached to a label. 

 Medias and samples are attached to a definition of the dictionary table. 

Relations between primary keys are also presented in Figure 3.36. 
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         Argument Auto-completion 

 

 

 

 

 

 

Figure 3.34 – Ontologies in the editor of the agent‘s memory  
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Figure 3.35 – Database Relational Model 

Table Description 

Nodes Nodes of the global ontology (ontology vertices) 

where a node can be a metaconcept, a concept, a 

concept instance, a model or a model instance 

Labels Unique reference name of a node 

Links Relationships between nodes (ontology edges) 

Ra Predicate model or instance (role-argument edges) 

dictionary Definition attached to a node 

nlsentences Natural language sentences describing a node 

medias Media attached to a node (picture, video, URL, …) 

samples Samples attached to a definition 

Table 3.7 – Ontologies Database Tables 

To store all ontologies, we will use database tables on the following Table 3.7. 

Roles and associated Operators and modifiers can be variable depending on 

runtime. But it is not really required to add meta-predicates to manage them at 

runtime because we have defined enough default roles, operators and modifiers. 

These few close relations between concepts, models and questions (in the ra 

table) are the spine of our database system bringing speed, power and extracted 

meaning. Additionally, we have done an important improvement to make it 

faster, we assume arguments are sub-concepts of a concept because arguments 

are also words and concepts, so ontology designer must distinct the names of 

concepts of the names of attributes using a personal syntax. 

3.7.5 Fusion Agent 

A fusion agent is a semantic agent which has the role of extracting a specific 

meaning from several events. The matching operation in the inference engine 
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will use event models to extract the required meaning at a higher level of 

abstraction. 

Once information is extracted from the knowledge base, the fusion agent will be 

able to create a composed event that will also be stored in the knowledge base 

and possibly shared with other agents by sending it to other agents in the 

network. Each fusion agent is specialised for a task or a domain to compose new 

events (of a higher abstraction level used in scenarios) or to act in the 

environment using linked semantic services. This specialization is performed by 

a composition agent. All fusion agents have a program as defined in Algorithm 1 

in the previous section. The fusion agent will read its own code in its memory in 

the form of a scenario of actions to perform according to the affected role at that 

time. 

 

Figure 3.36 – ―Behave:PutThatHere‖ events production 

Behave:PutThatHere 
      PRECONDITION: COORD(ArmShowsObject, ArmShowsPosition, SpeechOrder) 

      SOURCE: COORD(GestureSensors, VocalSensors) 

      DATE: date time 

      LOCATION: location 
Figure 3.37 – ―Behave:PutThatHere‖ event model (fusion) 

Behave:PutThatHere 

      PRECONDITION: COORD(ArmShowsObject, ArmShowsPosition, 

                                   SpeechOrder) 

      SOURCE: COORD(GestureSensor1, GestureSensor1, VocalRecognition1) 

      DATE: 09/04/2010 10:04 

      LOCATION: room 5 
Figure 3.38 – ―Behave:PutThatHere‖ fact 

We return to our initial ―PutThatHere‖ scenario. Figure 3.37 shows the fusion of 

events coming from two input services of the type ―Gesture Sensor‖ and ―Vocal 

Recognition‖. It‘s a composed event that represents ―a human giving an order 

and pointing at an object and a location‖. One instance of our fusion agents is in 

charge of merging events that happen in the same period of time and are sent by 

two services embedded in the robot or parts of the house. Thus at a scheduled 

interval of time and after new events take place in the memory of agent , it can 

compose an instance of the Behave:PutThatHere model. Fusion Agent uses an 

event model that awaits three events: ―Behave:ArmShowsObject‖, 
―Behave:ArmShowsPosition‖, and ―Behave:SpeechOrder‖. Figure 3.37 is the 

predicate of the event model in EKRL, and Figure 3.38 is an instance of the 

event model (simplified version of Figures 3.32 and 3.33). Event instance (fact) 
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appears at 10:04, sent by the two service instances: The first service 

―GestureSensor1‖ is in charge of the detection of gestures produced by a human, 

it also uses the ―Object Recognition‖ service to name the pointed object. The 

second service, ―VocalRecognition1‖, uses one or more microphones to recognize 

a speech sentence. Note that GestureSensor1 is defined twice in the model 

because three events are needed even if only one service, ―GestureSensor1‖, sent 

two different events. The interval of time for receiving events can be managed 

by changing DATE role by DATE1 and DATE 2 roles. 

Services are also able to send their basic event in parallel with any other agents 

in one of two modes: directly addressed (BENEFICIARY role is specified), or to 

all agents (no BENEFICIARY role specified for broadcasting). The 

interpretation of events happening in an environment is very simple and fast. 

The matching operation that follows a query will give a true description of the 

event. 

3.7.6 Fission Agent 

A fission agent is a semantic agent which has the role of managing actuator 

services of the Nao robot. The fission agent acts exactly like the fusion agent 

except that it also produces orders sent to services to execute present or future 

jobs. Fission agents control hardware services or execute software services at a 

specific time. The agent model presented in section 3.6.5 is the same for the 

fission agent, but the meaning is of a different type because events will be orders 

or plans called ―execution events‖ and sent to actuator services (to act 

physically) or software services (to execute a program). 

 

Figure 3.39 Fission Agent 

Figure 3.39 presents an example of fission agent that manages different services 

to move the robot Nao in our ―PutThatHere‖ scenario. This agent with the 

―Move:MoveArm‖ event can decide to move a part of the robot (head, arm, body) 

in order to take or move an object. 

If the ―Behave:PutThatHere‖ arrives and because it is part of the preconditions 

set of the ―Move:MoveArm‖ event model (Figure 3.40), the inference engine of 

this agent will produce the order ―Move:MoveArm‖ (Figure 3.41), store in its 

memory and sent it to services via the network connection. As we force the 

output modality via the role MODALITY in the event model, we specialise this 

fission agent to control the Nao robot. And then the ―Nao1Proxy1ArmLeft‖ 

service receiving this order will choose a hardware arm (left or right) to take or 

move the object. 
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Move:MoveArm 
      SUBJECT: ALTERN(Behave:PutThatHere,Behave:DoMoveArm) 

      OBJECT: entities 

      TARGET: entities 

      MODALITY: NaoProxyArms 

      DATE: date time 

      LOCATION: location 

Figure 3.40 – ―Behave:PutThatHere‖ event model (fission) 

Move:MoveArm 

      SUBJECT: Behave:PutThatHere 

      OBJECT: Book1 

      TARGET: Table2 

      MODALITY: Nao1Proxy1ArmLeft 

      DATE: 09/04/2010 10:04 

      LOCATION: room 5 
Figure 3.41 – ―Move:MoveArm‖ order 

If we don‘t force this modality, meaning we don‘t specialise this fission agent, 

any other actuator of our architecture can accept the order and move the object 

for the reason that it is job-free or closer to the object. The elicitation mechanism 

is based on W3C standard web service composition. 

3.8 Conclusion 

In the previous Chapter 2, we have presented different scientific domains which 

can be useful for interaction with the environment. To complete this step of our 

work, we have listed here the necessary requirements applied to our 

architecture. We have given our own knowledge definitions and specifications 

before modelling all the components of the interaction architecture. These 

components are defined to perform an assembly at all levels: environment 

representation, information storage and retrieval, connection to hardware and 

software services, and communication. To ensure interaction, we derived the 

fusion and fission processes of the OOFDA operational model. We made the 

choices that we expected to give the best results to fulfil the requirements. Since 

agents and services are basic components based on web services, our approach is 

distributed, can store any information using predefined models of concept, event 

and question in agents. Incoming events or queries, and outgoing actions or 

answers, can be distributed in a concurrent functioning. Information can be 

exchanged with other components and web services respecting W3C standards.  

The components of the designed interaction architecture are organized in a 

closed loop integrating the environment as introduced Figure 3.44. We have paid 

more attention on the knowledge representation language for the information 

managed. Concerning the EKRL choice, we justify its use by the expressiveness 

regarding to the natural language and the no limitations of the multimodal logic 

associated, in particular for the management of events which is a limitation of 

any existing inference engine like Pellet in standard tools like Stanford Protégé. 

We defined the items of the memory component used in our agent and service 

components. Memory of agents is composed of concepts, instances of concepts, 

models of events and facts stored in a database. Webservices are the basis of our 

components. SOAP/REST XML messages directly contain EKRL queries used in 

the inference/reasoning engine of our semantic agents. In the aim to develop 

interaction architecture, and in particular, to realize fusion and fission process 
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of all information coming through the architecture, we specialised semantic 

agents in fusion agents fission agents to extract meaning from input information 

(perception) to a global context and from this global context to output 

information (orders to act). Agents and knowledge are entangled at different 

level of abstraction in order to model any compositional semantic architecture.  

In the next chapters, all actions or scenarios like composition and adaptation 

will be presented using EKRL models and instances. EKRL is the language to 

represent the environment and, the behaviour of our architecture and its 

components. In chapter 4, we will adapt our components to fulfil the problem of 

interaction and the inherent mechanisms like composition, adaptation and 

learning in a pervasive context. Lots of optimizations have been realized here in 

the design of agents. Inference system has been detailed to bring powerful 

search or query. We will check the measured performances in chapter 5. Next 

chapters will present our use cases scenarios of basic theories described in 

chapters 4 and 5. Application samples will show the interest of all these 

principles. 
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CHAPTER 4 

 P ERVASIVE COMPUTING 
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CHAPTE

R 4 – PERVASIVE COMPUTING AND INTERACTION 

 

  

« We have to live not in a new world of which 

it would be possible at least to make 

description, but in a mobile world, i.e. the 

concept of adaptation must be generalized to 

remain applicable to our society in 

acceleration » Gaston Berger 

 

 

http://www.evene.fr/celebre/biographie/gaston-berger-330.php
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4.1 Introduction 

In the previous chapter, we presented agent and service components and the 

knowledge representation language to describe the environment and the 

exchanged events to make components communicate. Perception and execution 

tasks are realized by input and output services. This chapter describes the 

mechanisms of interaction such as discovery, composition, orchestration, 

modality management, awareness management, integration and adaptation. In 

that perspective, we specialise the components of the architecture to manage the 

interaction. First, we will come back to the interaction architecture principles 

and present an example of a fully connected architecture for interaction. Second, 

we present the specialised components for composition and adaptation to make 

the architecture pervasive. Third, we will show how the architecture can 

manage the multimodal interaction. Interaction is realized with several 

modalities on simple examples knowing that we rest mostly on the abilities of 

each input service to synthesize a part of information (events) required in their 

area of expertise. We also study several types of awareness management like 

perception awareness based on several contexts of input modalities, and action 

awareness based on tasks and actions to achieve in planning. Fourth part is 

related to learning at different semantic levels like knowledge, agent and 

interaction in the agency. 

4.2 Interaction Architecture 

4.2.1 Introduction 

The interaction architecture is built with services and agents previously defined 

in chapter 3. Agent is a semantic component manipulating only information 

(EKRL events), it is composed of a communication module, an inference engine 

and a knowledge base. The two possible roles of the agent is to extract meaning 

in a fusion process of incoming events from services or from other agents, and a 

deciding role in a fission process or decomposition of actions and orders to 

execute where orders and actions are output events. Agent may act at different 

levels of abstraction to manage knowledge at different level of granularity. 

Service is not semantic but can send EKRL messages by filling some models 

with perceived data and receive EKRL messages to execute tasks, hardware to 

act in the environment or software to run a function or a program. Next section 

presents the building of interaction architecture. 

4.2.2 Interaction Architecture 

Interaction architecture is a composition of agents and services (Lécué and 

Léger, 2006). An agency is a composition of agents. A semantic agency is a 

composition of semantic agents in order to produce higher level of abstraction 

events or lower level of abstraction actions. The composition is virtual because 

agents remain autonomous and free to collaborate or not between themselves 

according to their program (rule events for agents). Figure 4.1 present a network 

with agent and service components. 
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Figure 4.1 Network of agents and services 

Below we give an example of an interaction architecture (Figure 4.2). This 

architecture contains an agency (a set of agents working together) to understand 

and reason about the environment and services to sense and execute in the 

environment. Agency is not uniformly composed of fusion and fission agents. We 

split agents of the network into two parts (the fission part and the fusion part). 

This possible agency can be embedded in a robot or any parts of the environment 

connected by a network. Here, the composition largely depends on the designer‘s 

or developer‘s choices and the implementation of the agents‘ program (rule 

models in memory). 

 

Figure 4.2 – Agents and Services for Interaction 

Figure 4.3 is the same representation of figure 4.2 but we explicitly separate 

input services from output services. The interest is the emergence of the four 

important function of the interaction: sense, understand, decide and act. 



Multimodal Interaction Semantic Architecture for Ambient Intelligence   
Sébastien Dourlens 

14 May 2012  

 

 120 

 

 

Figure 4.3 – Decomposition of the interaction architecture 

With an aim of clarification, we separate the fusion part of the fission part in the 

next figures but the architecture stays similar to Figures 4.1 and 4.2. 

4.2.3 Composition Example 

Figure 4.4 and 4.5 present an example of interaction architecture to drive a 

robot of assistance to human for safety or caring. Sensor services allow detecting 

object information about location and objects in the room. Output services allow 

controlling room‘s temperature drive a robot, call for emergency help and make 

the robot or the house to speak. 

Figure 4.4 shows a composition of input services and fusion agents. It is a more 

concrete example and the architecture is a composition of several fusion agents 

to build composed events at different layers of abstraction that will be sent over 

the network and stored by the memory of all other agents in order to be used for 

reasoning, acting, or adapting the architecture itself. As a designer, we give 

names to agents that are specific to the desired role. In this example, the 

Context FA (fusion agent) is in charge of reading all single events from the 

environment context: time, sound level, location building temperature, etc. The 

state fusion agent receives a focused object context from the environment by 

reading the object's temperature, activity status, name of the object recognized 

by the object recognition sensor. The Shift FA agent perceives basic events in 

the behaviour of the focused object: speed and direction. Other fusion agents 

(layers entities level and behavioural level in the figure) will receive extracted 

meaning for the previous layer under the form of event messages, to produce in 

their turn an event of higher-level abstraction. In this example, we have 

deliberately chosen to give the names of last-layer agents according to root 

predicates of the ontology. Each agent can then be dedicated to part of the whole 

ontology. This ontology is spread over several agents. 

Figure 4.5 shows the second part of the interaction architecture, it is an example 

of composition of fission agents and the output services performed by three 

fission agents: Settings (fission agent), Communication (fission agent), and Move 
(fission agent). Agents are represented as disks and services as boxes, with 

arrows representing the communication of events to the agents. Past facts or 

previous events sent over the network are available in the agent memories. We 

notice two types of service: software services with useable methods and 

hardware services that drive actuators. The choice of software and hardware 

services also depends on the designed robotics application or composition. 
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Figure 4.4 – Input services and fusion agents (first part) 

 

 

Figure 4.5 – Fission agents and output services (second part) 

This short section was necessary to explain how to manually model concrete 

interaction architecture from the previously defined components available in the 

network. We introduced different notions like agency, abstractions levels of 

knowledge and roles of agents. Next sections will be more precise on the 

mechanisms of discovery, selection, composition and execution of services in a 

pervasive context. 
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4.3 Architecture for Pervasive Computing 

4.3.1 Definition 

Pervasive architecture extends the concept of interaction architecture to 

encompass worldwide web services. To make the architecture pervasive, we have 

to add discovery and composition mechanisms. Composition requires two 

important processes: discovery and selection. We have introduced the 

mechanisms of web services composition in Chapter 2. As our components are 

webservices, we may exploit these mechanisms but there is a major difference. It 

is the ability for some agents to take in charge of the composition. A second key 

point is the pervasive property to integrate any agents and services to the 

interaction architecture because, precisely, they are already web services as 

defined in Chapter 3. If any of the components on the network, whatever their 

location is, are declared in a UDDI server or WSDL files, they are available to 

make part of the architecture. The agency and the services can then be extended 

to a wide network. Another idea is that all agents can benefit from the expertise 

and resources of others without knowing how they will achieve their sub-goals. 

This section explains how pervasive architecture and ambient intelligence may 

be managed and will emerge in the architecture. Complex social organization 

emerges from self-organization according to previously determined or chosen 

objectives. In this section, we assume an agency is able to execute one 

coordinated or cooperative scenario at a time.  

4.3.2 Architecture Composition 

The architecture composition is an important mechanism for pervasive 

computing and pervasive environment to explore more space and actions in 

order to solve the tasks required by the user of the application. The composition 

(Bertoli et al., 2007) requires five steps as presented in the workflow of Figure 

4.6: 

1. Discovery: It consists in receiving any information about available services 

on the network for a future work. This operation is realized by a specific 

service (UDDI or WSDL files server), called discovery service, to collect 

services information and registration in a directory. To correctly start the 

application, this service should be known or should declare itself to the 

agents. To regularly update the memory of agents, a composition agent 
sends a discovery message to this service. This agent is a fission agent 

containing the ―Exist:Available Services‖ and ―Exist:Available Agents‖ 

query models of event. If the discovery service is able to send these events 

periodically without receiving a request, then the composition agent 

becomes superfluous. It only depends of the design of this service. 

2. Filtering: Discovery service will send the list of registered services and their 

skills (EKRL models built in services). Answers are received by fusion 

agents. They will send the recognized actions that a service can do to the 

discovery agent. Retained models of services have to be among the possible 

models of actions in memory of these agents. Agents will extract meaning 

from incoming events to be sent as facts of the ―Exist:Available Services‖ 

and ―Exist:Available Agents‖ models of event. 

3. Recording: The discovery agent is a fusion agent keeping a list of services 

and skills. The facts, coming from the discovery service, will be stored as 
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instances of the ―Exist:Available Services‖ and ―Exist:Available Agents‖ 

models of event. Discovery agent will send possible actions, which can be 

executed by services, to fission agents for selection to solve a task. These 

messages are EKRL models of actions to inform fission agents about the 

offered possibilities. Even without answer from discovery service, the 

discovery agent will received the ―Exist:Available Services‖ and 

―Exist:Available Agents‖ events sent from the composition agent in the 

environment interaction loop and then will also send the required 

information. This agent internally plays the role of discovery service. 

4. Selection: A fission agent also called selection agent must select output 

modalities or services regarding the tasks to execute currently. The 

selection agent, reasoning about goals and actions, will decide to send a 

query or an order in the network to target services. These tasks can be 

actions to execute in the environment by output services or queries sent to 

input services.  

5. Responses: Regardless of the type of services (input/output or 

hardware/software), they will send answers to fusion agents respecting the 

interaction loop. The interaction will continue indefinitely. In case of the 

services send no answer, fusion will use other perception modalities to 

inform fission agents of confirmation or rejection of the orders, a meaning 

will be created about the situation and fission agents will again decide what 

to do to finally achieve the goal or inform the user that the goal can‘t be 

reached and what continuation should be considered. 

Blue arrows are network messages, red circles are agents and blue boxes are 

services and environment. 

 

Figure 4.6 – Composition of services 
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Figure 4.7 – UML Classes of agents 

Composition affects all web services due to the respect of W3C standards. It 

means all components are concerned: agents and services. All components are 

pieces of software in the network and can be integrated into the architecture, 

they have to be registered in the UDDI server or share a WSDL file. Figure 4.6 

shows the composition of services using services when there is a need. According 

to the content of their knowledge base, and more accurately the event models 

into the knowledge base to reason on environment, agents will be fusion agent 

or fission agent, discovery agent, selection agent or composition agent, and then 

will extract and send their meaning of the situation or the orders to execute to 

other agents or to services, independently of their positions and discovery in the 

network. If they are made to take into account an input event, a fact or a query, 

they will automatically store the event, reason and eventually produce a new 

event of higher abstraction level. This mechanism can also be used to decompose 

or unselect services. It is also possible to simply ignore events from some input 

services and never send orders to output services depending on the context or 

current situation. Figure 4.7 shows the new agent classes with inheritance. 

Discovery Agent 

A discovery agent is a fusion agent whose role is to find web services that can be 

exploited by fission agents for their requirements in terms of task execution and 

available services. It is a ―meta‖ agent programmed to select and compose the 

architecture at a scheduled period of time in order to achieve goals or needs. It 

can act like an interaction manager and a modality selector. 

 

Figure 4.8 – Multimodal Services Discovery  

Figure 4.8 shows a part of the architecture of agents and services with a 

discovery agent. Some input services have been designed with SOAP protocol to 

access UDDI server or WSDL files on the Internet (WSDL, UDDI1, 

UDDI2/OWL-S in Figure 4.8). They periodically access servers to refresh their 
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web services directory with all the web service properties and methods they 

provide. From these data, the services create events about available services and 

agents, their location, their possible roles, and their performance and send them 

to the fusion agents and thus to the discovery agent. The two event models to 

check available services and agents are in Figures 4.9 and 4.10. The first model 

checks existing services and availability of these resources, depending on the 

emergency and any other criteria or qualities. 

Exist: Available Services 

      OBJECT: activities 

      SENDER: agent 

      DATE1: start date time 

      DATE2: end date time 

      MODE: modalities 

      MODIFIER : emergency 

      LOCATION: location 
Figure 4.9 – ―Exist:Available Services‖ event model 

 

Exist: Available Agents (or Agency) 

      OBJECT: activities 

      SENDER: agent 

      DATE1: start date time 

      DATE2: end date time 

      ROLE: agent skills 

      MODIFIER : emergency 

      LOCATION: location 
Figure 4.10 – ―Exist:Available Agents‖ event model 

 

The second model is only necessary to check activated or deactivated agents 

because the agent composition is automatic once agents are connected to the 

network. For instance, the unavailability of some agents may occur if the 

computer is temporarily inaccessible. It also can be useful for security checking 

if existing agents are well authorized to receive or produce events. We will see in 

the chapter 6 about applications how we use these models. 

Depending on its program or the current context, discovery agent will inform 

fission agents about changes by sending them new events. Fission agents will be 

able to use these services. In an adaptation scenario, the discovery agent will be 

able to replace services with a better and more efficient one. This mechanism 

will be explained in the next sections. 

Selection Agent 

Selection agent is a fission agent who has the role is to select services of 

modalities, manage the orchestration and run the execution of tasks. Tasks are 

executed by services. Most often the selection agent is dedicated to a modality or 

a task. When an agent has to start a previously scheduled job or to plane a new 

job, due to the reception of events from other agents, this agent chooses the 

service and the action to achieve. The selection agent is directly connected with 

discovery agent and works in relationship with composition agent. It helps to 

the composition of the services in the architecture if it can‘t achieve its goal 
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alone. The job of the selection agent can be summarized in the following 

planning process: 

1. List all possible scenarios or actions at the current state of the scenario 

(not started, started, paused, cancelled, or finished). This operation is a 

result of the work of all other fission agents concerning the task. 

2. Get available service resources sorted by their skills and possibly by their 

quotation. Check if redundancy requirements can be used here. This 

operation is often given by the discovery agent. 

3. Schedule a plan to achieve the goal. Each agent will receive an event from 

its modified schedule in terms of actions to complete or sub-goals to 

achieve. This operation corresponds to a set of models (the program) of the 

selection agent to achieve the task or to control a modality. 

4. Monitor execution. Steps of the scenario are followed by fusion agents and 

when precondition are reached to go to the next step,  stop a scenario or 

start a new task, the selection agent receives specific decision to apply 

from other fission agents. 

5. If one or more agents are late or show failures, go to step 1 

In pervasive composition, all fusion agents in our architecture could be able to 

select resources to help them achieve their goal. A list of possible scenarios or 

tasks that others can do may be found with a single EKRL discovery query sent 

to the network. The same process is used to check the schedule of required 

resources in the memory of agents . 

To illustrate the selection mechanism, we can take the ―PutThatHere‖ example. 

We want our architecture (fusion agents) to be able to detect 

―Behave:PutThatHere‖ facts.  The model of event ―Behave:PutThatHere‖ 

requires 2 modalities (visual and vocal) and at least 3 sensors (Human gesture 

recognition, Human voice recognition and Object recognition) managed by at 

least 3 services (Figures 3.36 to 3.38). In this example, the role of the selection 

agent is to select the two services ―GestureSensor1‖ and ―VocalRecognition1‖ 

where ―GestureSensor1‖ can send 2 types of event (one for object recognition and 

one for pointing) and ―Vocal Recognition1‖ sends one event with the recognized 

word. After the discovery, selection agent sends an order of connection or 

activation of these services. Events from these services are now continuously 

sent to fusion agents. If some events like ―Behave:ArmShowsObject‖, 
―Behave:ArmShowsPosition‖, and ―Behave:SpeechOrder‖‖ are received by fusion 

agents, then they confirm the composition. This was an example of composition 

of inputs services with fusion agents but it is simpler to select output services by 

fission agents. In figure 3.39, the ―Nao1Proxy1ArmLeft‖ service is available and 

allows the architecture to control the left arm of the robot Nao1. All services of 

type ―NaoProxyArms‖ are working to achieve the ―Move:MoveArm‖ action in a 

more complex scenario. In figure 3.39, the choice criteria could be more stringent 

if we add more conditions in the role ―Modality‖ of the ―Move:MoveArm‖ model. 

For instance, the condition could be MODALITY: Coord(NaoProxyArms, 
NaoProxyArms.MaxSpeed>.7, NaoProxyArms.PositionErrorRate<.2) where 
MaxSpeed is the maximum speed of the arm move and PositionErrorRate is a 

measure of error between  the desired position and the real position. This 
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condition is feasible because this information is directly available and accessible 

in the nao proxy. 

4.3.3 Architecture Reconfiguration & Adaptation 

Discovery agent, selection agent and composition agent allow the modification of 

the architecture by discovery, expansion and redundancy. This is a form of quick 

reconfiguration adapted to needs and to be flexible internally and externally 

(extending the scope of the network and looking for other agencies) respecting 

current standards recommended by W3C consortium. Many parts of the 

architecture can be adapted to solve one of these required tasks: 

 Exploring, by searching resources like new possible web service components 

(by heritage, our services or agents) 

 Operation, by sorting all discovered or used services by performance 

(measured by a specific service) with minimum time and resources 

 Coordination or Orchestration, by sharing a scenario, managing centralized 

or distributed services by choosing the service with the best skills and 

sending to it the planning of the desired task execution 

 Monitoring and evaluation of services and scenarios past or in progress 

Web services composition provides an open, standards-based approach for 

connecting webservices together to create higher level scenario and expanding 

the architecture. Standards are designed to reduce complexity to compose web 

services, hence reducing time and costs, and increasing overall efficiency. In a 

point of view of requirements, it allows to invoke web services in an 

asynchronous way to achieve reliability, scalability and adaptability. It provides 

a dynamic, flexible and adaptable framework with a modular approach 

separating control logic of cooperation and coordination and the web service 

components. 

Figure 4.11 presents a little more complex mechanism including the same 

principle (Figure 4.6) but with additional input services to manage qualities, 

user needs or preferences and contexts, and agents to take into account these 

new observations. In the figure, we have three types of incoming events: 

Qualities measured by the Evaluation service, Users goals and preferences given 

by the User(s) service, and situational or contextual events coming from any 

other services including the UDDI service. These 3 services can be specific to the 

developed system or can be discovery and then external. For example, the 

evaluation service can manage SGDS and ISO standard qualities measures. The 

evaluation service may use OWL-S for example. OWL-S is a OWL-based Web 

service ontology, which supplies Web service providers with a core set of mark-

up language constructs for describing the properties and capabilities of their 

Web services in unambiguous, computer-interpretable form. OWL-S mark-up of 

Web services will facilitate the automation of Web service tasks, including 

automated Web service discovery, execution, composition and interoperation. 

But the details of the evaluation service are beyond the scope of this thesis.  
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 Figure 4.11 Architecture reconfiguration 

We specify three new agents appear in the figure:  

 Measures agent which is a fusion agent that captures a trace of all 

relevant measures extracted and compiled by other fusion agents. 

 Evaluation agent which is a fission agent that uses the measures given 

by the Measures agent and the list of discovered services and their 

personal information sent by the discovery agent, to send it to the 

Evaluation service. 

 Adaptation agent which is a fission agent that uses the measures given 

by the Measures agent and the list of discovered services to adapt the 

architecture by activating, deactivating or replacing a component. An 

agent can be deactivate the extraction of meaning is not enough relevant, 

a service can be replaced by another service more efficient or in case of 

failure. 

On services, principles of composition are similar to the previous section but the 

selection mechanism is enhanced by the evaluation of quality of service. Agents 

are also managed by the UDDI service because they are also web services. In 

practice, the adaptation of agents of the architecture is simply activation and 

deactivation of agents, it means the conceptor created a set of agents available 

before the execution of the system and, over the time, the adaptation agent may 

augment the reasoning capacities. No change is made into the memory of agents 

in terms of models and concepts adaptation. There is no notion of learning for 

the moment. 

4.3.4 Scenario Evaluation 

Exactly in the same principle of the previous section (Figure 4.11), we will now 

be capable of evaluating a scenario. After a task is executed, a fusion agent in 
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charge to evaluate a part or the complete scenario (a measures agent) can send 

the results to the evaluation agent to store the qualities in the evaluation 

services. These qualities and quotations about the service and its performance to 

realize or not the desired action can be stored for future selection and use. So, 

according to the scenario to start or in progress, fission agent will be able to 

choose the best service candidate.  

The interaction is realized in EKRL. To start an evaluation, which will be 

realized by the evaluation service, selection agent or adaptation agent may use 

the ―Produce:Evaluation Situation‖ and ―Behave:Monitor‖ event models in 

Figures 4.12 and 4.13. The following events show how the selection agent can 

interact with other agents in a precise location, a given context, a specific 

activity, and a period of time in order to compose an agency to execute a 

scenario. We assume a list of scenarios has been previously entered in the 

memory of the agent. The action or the scenario is an event model in this 

memory. A single action could be a ―Behave:Speak‖ event sent to the service in 

charge of speech synthesis actuator (Figure 4.14).  

Produce: Evaluate Situation 

    OBJECT: contexts 

    SENDER: COORD(Agents, Services) 

    DATE1: start date time 

    DATE2: end date time 

    LOCATION: location 
Figure 4.12 – ―Exist:Evaluate Situation‖ event model 

 

Behave: Monitor 

     SUBJECT: COORD(Monitoring,Task Achieved, Failure) 

     SENDER: COORD(Agents, Sensors Services, Actuators Services) 

     RECIPIENT: agent 

     DATE: date time 

     LOCATION: location 
Figure 4.13 – ―Behave: Monitor‖ event model 

 

Behave: Speak 

      OBJECT: activities 

      CONTENT: ―Be careful of the object in front of you‖ 

      RECIPIENT: SpeechActuator1 

      DATE: 25/04/2010 14:05:34 

      LOCATION: location 
Figure 4.14 – ―Behave: Speak‖ action 

 

Behave:AskInternet 

      OBJECT: coord(GoogleSearch,coord(WaitResult,Speak),Display,Speak) 

      CONTENT: coord(query,coord(―Waiting‖,‖Search in progress‖),‖Over‖) 

      RECIPIENT: coordGoogleService1,coord(Timer1,SpeechActuator1),Monitor1, 

                                       SpeechActuator1) 

      DATE1: 25/04/2010 14:05:34                                       // start date 

      DURATION: coord(0,coord(5s,3s), 2s,2s)                    // from start date 

      CONTEXT: User Query 

      LOCATION: Office 

Figure 4.15 – ―Behave:AskInternet‖ scenario 
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A scenario is a rule model which is a composition of actions. Figure 4.15 is a 

scenario to ask a question to an internet search engine. Selection agent sends 

this event to all concerned services (in the Recipient role), the user query is 

embedded and sent to the search engine service. After waiting the answer, a 

presentation of the results is done and the user is informed by vocal message 

during the search and at the end. The first role of the event (Object) contains a 

coordination of actions (event models). In the figure, they are GoogleSearch for 

searching information in Internet, WaitResult to wait for some time, Speak to 

say a sentence and Display to show found webpages. Each event in the 

composition is executed one after another (comma separator) or concurrently (& 

separator or coord keyword). Once the scenario is established, the plan (the 

―Behave:Askinternet‖ scenario) is directly sent to all services which will act in 

the scenario with the corresponding date and time.  

# Step Information 

1 Discovery 

existing 

components 

 

2 Qualified 

components 

for the 

scenario 

 

Components 

c1=GoogleService1 

c2=Timer1 

c3=SpeechActuator1 

c4=Monitor1 

c5=YahooService1 

c6=BingService1 
 

3 Possible 

scenarios (in 

memory of 

agent) with 

c1 or c5 

starting from 

c1  

    
Coord(c1, Coord(c2,c3), c4, c3)  (Scenario 1) 

Coord(c5, Coord(c2,c3), c4, c3)  (Scenario 2) 

4 Execution 

d‘un scenario 

c1,c2&c3,c4,c5 

c1,c2&c3,c4,c6 

5 Evaluation 

du scenario 

Q1=75%, Q2=84%  c6 > c5 

Table 4.1 – Scenario and component Evaluation 

Table 4.1 is a simple example of steps to evaluate a scenario or an action and 

even the components. The first step of the evaluation is now well known; it is the 

discovery of all existing components to compose a scenario. The second step is 

the filtering by selection agent of the existing components regarding the scenario 

to execute. The third step is the evaluation of the scenario using different 

components if we have enough information about the qualities of these scenarios 

and the components in the scenario. Else the selection agent will choose to 
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execute the scenario with the first component (c1 in the figure) and, the next 

times, it will choose the second component (c5 in the figure). Table 4.1 scenarios 

at step 3 are similar to Figure 4.15. The step 4 is the execution of the scenario 

until the display of information on the monitor. At the execution step, all 

information coming from the GoogleService1 is sent to the agency (via a 

―Exist:SearchResults‖ event), and then the content will be transferred to the 

monitor or rerouted to another modality if required by another multimodal 

context. For example, if the user is blind, the context will replace the monitor 

service by a speech service. This knowledge management can take place because 

of the use of the CONTEXT role in the ―Behave:AskInternet‖ event. All events 

sharing this context can use content of it. The User Query context is a variable 

of the global context or situation X of the architecture. The figure shows the 2 

executed scenarios after two execution times. The step 5 is the evaluation of the 

2 global qualities Q1 for scenario 1 and Q2 for scenario 2 are measured. A 

quality value is computed from values of attribute such as functionality, 

performance, security, availability and possibly cost. In this example, the results 

of the evaluation are that scenario 2 is better than scenario 1 and we can also 

deduce component c5 (for example GoogleService1) is more efficient than 

component c1 (for example YahooService1). 

In addition, accuracy and number of events depends on the period of time asked 

for and the current scenario. For example, the long term granularity of events 

will be larger, depending on the abstraction level. This means that if, for 

example, a human walks for 2 hours, we don‘t consider each step but only the 

followed path, or the start and end points. Execution in an agency is exactly the 

same as for a stand-alone agent but with the distribution of tasks to other 

agents involving more communication and monitoring. Along the same lines, an 

agency can get help from other agencies in the form of a recursive deployment of 

executable tasks to the appropriate agency that has the right skills, time, and 

energy to execute the desired goal. Social intelligence is a result of cooperation 

and increasing knowledge. It is very important to understand that any 

evaluation of the architecture is executed and evaluated by one or several 

services and sent to the agents which will store services qualities for further 

requests. 

Once all components are chosen and interconnected (integrated), the 

orchestration defines the behaviours of the system: dataflow between 

components, execution priorities, and reactions of systems to events. In our 

approach, the programming and the distribution of behaviours is flexible, 

directly related to components; scenarios and communication are using EKRL.  

4.3.5 Worldwide Agency Nodes 

Services are located anywhere on internet. The incorporation of UDDI servers 

can help to reduce or expand the architecture by a composition of services. Until 

now, we have considered a set of agents (an agency) on the same computer, a 

same local network or a same location (room, house, building, and street). We 

also may give the name of agency node. As agents are semantic components, we 

may also call them a semantic agency. In fact, each agency node is part of a 

network working on a specific domain of knowledge with some different means 

to solve a problem. They can connect the other agencies in this network if they 

are open to other networks in different locations or made part of a more 

pervasive agency (Figure 4.16). It can be very advantageous to share this 
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knowledge and abilities (concepts, models and instances from the memory of 

agents) for many reasons like backup, security, replication, improvement, 

learning and so on.   

There are two ways for an agency to exploit the knowledge of others:  

 Importation of knowledge from other agencies is interesting for an agent, 

which can assimilate their experience and also compose and perform a 

new job with agents that are not too busy. This knowledge (concepts, 

models and relevant instances) is fully or partially transferred, or the two 

or more agencies accept to cooperate together. The first case is 

interesting if the knowledge is not changing too often and is not 

dedicated to the location. Each agency has fission agents with specialised 

event models customized to exchange information about their 

accomplished jobs and knowledge, we call them information agent. If we 

take the example of the Post office, the agency of the Post has to keep 

track of recorded deliveries and then inform people when they are arrived 

by email or by postman. They have to work for everybody on every 

delivery letter and package. It is not possible to give this work to a local 

agency at home for example. But it is possible to do the same work in a 

big company where some agents are dedicated to deliver mails to the 

different offices.  

 Exploiting: The second case solicits a composition mechanism. For 

instance, Post office is a service we need sometimes: inform about a 

delivery package and timetable, or deliver mails. Our agency does not 

need their knowledge. The composition between several agencies uses the 

same mechanisms we have already introduced. The types of EKRL 

message may possibly change and be at higher level of abstraction than 

limited to services more basic. Manage and deliver mails is a complex 

task. 

The way events are propagated, the expansion of the tasks in the scenario, and 

the use of agents in the whole network are potential problems. But these can be 

limited by application modelling (i.e., the human user) or automatically through 

the location of the required hardware sensors and actuators.  

In addition, we assume that each agent, service, entity, and object in the 

environment has a unique reference name, which is an instance of a concept in 

the ontology of concepts of the agent‘s memory. Thus all event messages are 

signed. In this work, we shall not talk about the network security, which is 

important especially when controlling hardware with an open agency. But an 

access permission policy can be easily added replacing each reference name by a 

unique hash code or by using a cryptographic encryption according an inter-

agencies agreement.  
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Figure 4.16 – Agency Nodes 

Figure 4.16 shows a simple example of interconnected nodes in the world. Using 

the agencies of these nodes, a robot can help a human at home, provide 

navigation in a car or when walking to shops, company or the post office. Some 

agencies are accessible from home, like the medical centre which the robot will 

call in case of emergency. Some agencies associated with roads will be accessible 

for navigation from home to work, informing the robot about road traffic, and 

even giving the current colour of the traffic lights at the crossroads. The agency 

in the shop will give information about opening hours, the quantity of bread 

available, or what's new in fashion. The same goes for the post office, which 

could give information on packages delivered following an on-line purchase. At 

home, the network might inform the robot about the current health of the 

human, the daily living tasks in progress, or any abnormal situation.  

4.4 Interaction Management with our architecture 

4.4.1 Modality Selection 

Modality selection is a mechanism allowing managing and choosing the best 

modalities in order to achieve a task, present information or dialog with a user 

in the human environment. We showed that our architecture has been designed 

to achieve a dynamic selection of services. A modality is a set of input and 

output services. Modality management just implies a higher level of abstraction. 

Our semantic agents are designed to manage several levels of abstraction 

depending on their event models. Thus agents are able to manage the modalities 

in real-time by taking into account multimodal contexts: user like health, 

disability; temporal like day or night, spatial like location, ambient like light, 

sound volume, dialog, cooperation, failure, and so on. They do this work inside 

the architecture by the exchange of EKRL messages. A modal context x is 

presented here as a part of the input vector P (read from sensors by input 

services) and after some refinements by some fusion agents, x will also be a part 

of the vector of the situation X which is useful for fission agents. Modality 

management allows the selection of modalities according to a current context 

(activate/deactivate a service), reroute or ask services a conversion of modalities 

to another more suitable, and control the active modalities. Modality selection is 

a part of the composition and adaptation mechanisms where modalities contain 

different input/output services. Modalities are directly managed by agents 

according to their rule models. These agents play 2 main roles: A role of 
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meaning extraction retrieving information about current multimodal context 

and a role of decision and selection of modalities by fission agents. Semantic 

rules used to achieve this goal are rule models in the memory of agents. For 

fusion agents, they work like the ―PutThatHere‖ example (Figure 3.32 in section 

3.7.3) and for fission agents, they work like the ―AskInternet‖ example 

presented in Section 4.3.4. 

To illustrate our discourse, Figure 4.17 shows an architecture with services and 

agents fully connected to manage hardware and software modalities. Agents 

(circles) in green receive events from input modalities, generate specific contexts 

related to this input modalities and then corresponding output modalities. To 

make this example clear, we suppose agents execute one specific job and level of 

abstraction. Fusion agents Ak build the context and Fission agents Bk select 

modalities according to the context (user context, ambient context, audio 

context, visual context). In the figure, two input modalities are sending 

information, Audio and Vision. For Audio input modality (i.e. audition), sound 

level is low and speech recognition works fine. That is why Talk service in the 

Audio output modality is enabled. We see in the figure that agents A1, A3 and 

A6 manage the audition context; agents A5 and A7 manage the gesture input 

context. Agent B1 builds the message to deliver and agent B4 sends the message 

in text format to two different modalities, Talk service has a text-to-speech 

functionality; Television Message service has the ability to control television and 

then display a computer screen or windows on the TV. In addition, as Gesture 
recognition is also working, agents propose to display a message or a menu on 

the television set and Writing modality is then on.  Human Detection service 

and Ambiance modality are not available with a reliable confidence where 

confidence is directly provided by services. Many management scenarios are 

conceivable. 

 

Figure 4.17 – Modalities Selection 
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Figure 4.18 – Noise Level Management 

Figure 4.18 is another illustration where noise context is used to manage output 

modalities. In the figure, the GPS sensor of Location modality sends an event to 

inform the system (more precisely agent A1) that silence is required in this 

location. Agent A5 interprets the current state of noise with the equivalent rule 

model of Table 4.2. At the same time, a user says ―hello‖ and makes the ―hello‖ 

gesture, the information is extracted by agents A2 and A3. Agent A4 couples 

Speech recognition and Gesture recognition events in order to generate the 

―Behave:SayHello― event. The noise context and user action are now available 

for fission agents. Fission agent B1 understands that it must mute the sound of 

the audio modality. The direct effect is that the agent B3 can‘t generate a vocal 

speech. Agent B4 decides to return the greeting and then generates a 

―Behave:SayHello‖ order to agents B3 (speech agent) and B2 (robot move agent). 

Unfortunately, agent B3 can‘t send an execution order. But fortunately, agent 

B2 can move the robot arm to say hello. Table 4.3 is an abstract of the output 

modalities management according to the required level of noise at the current 

location. 

Noise Level (dB) Meaning 

0-40 Quiet 

41-50 Moderate 

51-100 Noisy 

Table 4.2 – Meaning of Noise Levels 

GPS 

Location C1 

Output Audio 

Mute B1 

Output Vocal Speech 

B3 

Output robot Moves 

B2 

Quiet required Yes No Yes 

Quiet not required No Yes Yes 

Table 4.3 – Output Modalities 
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Furthermore, Audition modality connected to agents A5 and A3 is the same as 

the one connected to B3. But, in our case, the selection agents only control the 

output services of the Audition modality. It means that the systems will 

continue to ―hear‖ what is happening in the environment and Audition input 

won‘t be muted. Output services are well managed by the extracted context and 

inputs are always being present to keep informing the system about the 

environment. It‘s a rule of good usage but, in some more complex cases, it is still 

allowed to mute the inputs. It is to the goodwill of the designers and developers. 

4.4.2 Multimodal Interaction 

Audio Modality 

Audio interaction concerns recognized sounds and vocal messages in the 

environment where the scene takes place. Audition modality brought input and 

output audio services together. We want to show how our architecture can be 

suitable to audio modality management. We take the example where we have a 

security robot at home listening sound and moving its head to check if someone 

is there. Figure 4.19 illustrates the semantic event flow between services and 

agents of our architecture in recognition of barking dog integrated in the 

interaction loop between the system and the environment (read by sensors). 

GPS sensor of Location modality sends an event to inform the system, more 

precisely agent A1, that silence is required in this location. But a dog is barking 

in the street, agent A3 interprets the current state of noise with the help of 

Table 4.2 and agent A5 detects that the type of sound is ―Barking‖. A video 

camera is looking outside to possibly allow a user or another system to identify 

the sound‘s source. Distance of sound and angle of the video camera are 

managed by agent A4. This situation is composed of a noise context, a location 

context and audition context, and is managed by agent A6. It is now available 

for fission agents. Fission agent B1 understands that it must mute the sound of 

the audition modality using the Settings service. Settings service manages audio 

channels selection, volume up and down, mute and so on. The direct 

consequence is that the agent B3 can‘t generate a vocal speech. Agent B4 can‘t 

inform the user with the vocal service but could use another modality. It is also 

in charge of video camera rotation so it sends a message to agent B2 in order to 

move the camera where the louder sound level is. We design a kind of awareness 

loop. 

 

Figure 4.19 – Audio Management 
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The understanding process is always the same. After the capture of stimuli from 

sensors, using sound level and video angle to manage awareness, services 

compose EKRL messages and send them to our agents. Inference engine of 

agents will store information in the events ontology as a fact. Figure 4.21 

explains the semantic relationships between the ―Behave:Bark‖ event (Figure 

4.20) and the knowledge base of agents, here, the agents A4 and B4. The audio 

information is immediately connected to event models (Ontology of models), 

concepts (Ontology of concepts), dictionary and media in the database of an 

agent. One important key here is that the agent can store the model of barking 

sound as a reference to the media for a future use. Other services of audition 

modalities could use this reference compose and exchanges sound detection 

information, here, the dog barking sound. 

Behave:Bark 

      SUBJECT:  Brutus (Dog) 

      CONTENT: Angle=320°, Distance=1500 m 

      SOURCE:    Agent A4 

      DATE1:       01/10/2011 20:45:31 

      CONTEXT: Nuisance 

      LOCATION:Home 

Figure 4.20 – ―Behave:Bark‖ Event 

 

Figure 4.21 – Audio & Event Relationships 

The architecture is compliant to manage and reinforce the audition interaction. 

As previously said, we introduced in the database a confidence factor which can 

increase with time and with this kind of reinforcement. We introduce the notion 

of awareness that will be explained more deeply in Section 4.3.3. 

Vision Modality 

We may apply the same principle to the Vision modality. Vision modality has 

different services at different levels of abstraction working on video pictures, 

colours and histograms (Low level image processing), optical flow (Middle level), 

gesture recognition system and shape identification (High level). 

We set an example where entities (humans, horses, dogs) are moving, walking or 

running in a indoor stadium or a outdoor marked track with an unique armband 

to identify the entity. A camera with gesture recognition is able to send EKRL 

messages about entities movements. GPS service gives information about 

location (for instance, Olympic stadium, London). Date and time service gives 

temporal information. Video cameras recognize the gestures, identify the 

person‘s mark. The speed of the runner is taken at crossing points. After 
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reception of inputs from services, agent fusion sends a message ―Jimmy is 

running‖ with subject, date, time, location and speed. (See Figure 4.22) 

 

Move:Run 

      SUBJECT:   Jimmy (human entity) 

      CONTENT:  Speed=15 km/h 

      SOURCE:     VideoGesture210 

      MEDIA:        \\dfs\storage7\215421524.avi 

      CONTEXT:  Olympic games 

      DATE1:        01/10/2011 10:14:31 

      LOCATION: Olympic stadium, London 

Figure 4.22 – ―Move:Run‖ Event 

Agents will store the fact in their knowledge. Figure 4.23 presents the semantic 

relationships between events and video media reference. The media can 

automatically be retrieved when querying the fact with a ―Move:Run‖ query 

model. The reference of the video media about running is stored in the media 

table of the database. This media can also be transferred to any components. 

  

Figure 4.23 – Video & Event Relationships 

Some services could use this media to compare with other videos to classify 

running samples. Shape of entities and speed are often enough to quickly deduce 

the entity and the running action (>10 km/h for human). But it depends on 

available modalities and sensors. Today many sensors use fast video processing. 

 

Dialog Modality 

The dialog is another case of interaction where system and human can talk 

together. Paying attention of classified speech acts (Searle 1975), we can 

summarize them into 3 kinds of dialog interactions between human and system: 

informative (answering, assertive or declarative), request (action, question, 

directive or commitment) and expressive (calling, courtesy and gestures). We 

may add practicing which is a form of learning with others or improving itself. 

We are more interested by existence of an assertion than by truth of this 

assertion. Inference engine will deal with corresponding modal logics. 
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Behave:Ask 

      SOURCE:   Jimmy (human entity) 

      CONTENT:  How are you? 

      CONTEXT:  Kindness 

      DATE1:        01/11/2011 10:01:05 

      LOCATION: Versailles University 

Figure 4.24 – ―Behave:Ask‖ Event 

Behave:Speak 

      CONDITION: Behave:Ask 

      TARGET:        Nao1 (robot) 

      CONTENT:     I‘m fine, and you? 

      CONTEXT:     Kindness 

      DATE1:           01/11/2011 10:01:08 

      LOCATION:   Versailles University 

Figure 4.25 – ―Behave:Speak‖ Event 

Dialog management in our loop architecture depends on the new input events 

and the past facts already in the memory of agents. Following a discussion 

consists to keep one or several dialog contexts by using a context name attached 

to the EKRL event. The dictionary can help to swap subjects. When a context is 

clearly identified in the event, inference engine will directly retrieve all events of 

the same context on a chosen interval of time. 

 

Figure 4.26 – Dialog Interaction 

Figure 4.26 illustrates the semantic relationships between event and vocal input 

with speech recognition and output modality. It concerns an example where the 

robot listens to the human. Fusion agent send a ―Behave:Ask‖ event to inform 

the system that Jimmy asks a question (Figure 4.24). The interpretation of the 

speech by agents is important to define the act of speech and then formulate an 

answer and or an action. The output modality also depends on the multimodal 

context. The answer can be vocal, gestural, written, and so on. Dialog and 

communication in general is not limited to vocal modality. For human, it is most 

often multimodal. System chooses to send a ―Behave:Speak‖ event to answer 

Jimmy (Figure 4.25). A similar work of meaning extraction from dialog is 

presented in (Reckman et al., 2011).  
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Dialog Scenario 

Let‘s assume we are in the ―PutThatHere‖ scenario with 4 input services 

(corresponding to 4 different modalities) and 4 output services. Four agents 

must manage the dialog. Figure 4.27 presents the architecture. Arrows 

represent the dataflow of events between components. 2 services send gestures 

and vocal query of the user. 2 other services give more information about the 

user context (current health and room). In particular, the user profile contains 

user information stored in the global situation context X of the system like if the 

user is in a normal state, incapacitated or handicapped. 

 

 

Figure 4.27 – Dialog Management 

 

In Table 4.4, we wrote the rule models of each agent under the form ―post 

condition events → triggered precondition events‖. It corresponds to the 

semantic reasoning of agents. Fusion agents will take several events and 

compose one. Fission agents will take one event and decompose into several 

events. The fusion agents A1 and A2 from the first layer receive and store the 2 

events, ―Behave:Point‖ and ―Behave:Speak‖ coming from the Gesture 
Recognition and Speech Recognition sensor services. They send their events to 

the second layer where the fusion agent A4 is standing. Agent A3 manages the 

user health and location in the house coming from the User Health and Location 

Detector services. Agent A4 receives the events from agents A1, A2 and A3. Its 

inference engine finds a matching with the 3 events ―Behave:Show‖, 

―Exist:HearingLevel‖ and ―Exist:AvailableModalities‖ which are sent to the 

fission agent B4. . User query and user context are parts of the global context. 

Coord and & are the symbols used for the and operator, i.e. a temporal or spatial 

coordination for the inference engine of the agent. Agent B4 can now decide 

what is the best modalities (here ―Audio‖ and ―Video‖) corresponding to the user 

context. It sends the ―Produce:Message‖ to be displayed and/or said to agents B2 

and B3 in charge of the video and audio modalities, and sends the 

―Move:MoveArm‖ event to the agent B1 controlling the Move service (a Nao 

robot proxy). 
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Agent Rule Models 

Preconditions → Postconditions 

A1 ―Point‖(gesture) → Behave:Point(Object) 

A2 ―That‖ (vocal) → Behave:Speak(―That‖)  

A3 ―Health=bad hearing‖ → Exist:HearingLevel(Value=Low) 

―Location=livingroom‖ → Exist:AvailableModalities(modality= 

Coord(―Video‖,‖Audio‖), location=‖livingroom‖) 

A4 Behave:Point(Object) & Behave:Speak(―That‖) → Behave:Show(Object) 

B4 Exist: HearingLevel(Value=Low) & 

Exist:AvailableModalities(modality=Coord(―Video‖,‖Audio‖), 

location=‖livingroom‖) & Behave:Show(Object) →  

Produce: Message(―I take the object‖,coord(‖Video‖,‖Audio‖)) and 

Move:MoveArm(Object) 

B3 

B2 

B1 

Produce:Message(―I take the object‖,coord(‖Video‖,‖Audio‖)) → 

Behave:Speak(―I take the object‖) 

Produce:Message(―I take the object‖,coord(‖Video‖,‖Audio‖)) → 

Produce:WriteMessage(―I take the object‖) 

Move:MoveArm(Object) → Move:MoveArm(Object, coord(―Nao1‖, ―ArmLeft‖)) 

Table 4.4 – Rule Models (Semantic reasoning) 

4.4.3 Situation Awareness 

Definition 

It is a higher level function of the system, often considered as a tactical objective 

after situation assessment, i.e. situational understanding realized by fusion 

agents. We define situation awareness as the priority and attention 

management. It means fission agents will decide where to pay attention from 

some contexts. This attention can be focused on tasks to achieve, perception 

modalities or knowledge in ―mental‖ visualization. 

In Robotics and Control systems in general, it is very important to always know 

the state of the hardware system we command. In particular, we can‘t let the 

robot body parts to move freely. It is the same when a robot or a human have to 

use a hardware device or a tool. These multiple control loops, submerged into 

the global interaction loop of our architecture, require attention (Posner, 1980; 

Corbetta and Shulman, 2002). It is necessary to keep these states in a part of 

the global context to take continually in charge these modalities extending the 

architecture. The main reason is the possible risks of injury. In the same point of 

view, we have to keep the control of software agencies until the task to do is 

definitively achieved.  

Awareness is used to focus on contexts, modalities or knowledge. It permits to 

orient a part of the architecture (agents) on goals with higher priorities and thus 
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focus on reduced memory and activity spaces to improve the quality and 

efficiency of the context-driven processing. We have presented how multimodal 

meaning extraction forms a global context X from different modalities. Contexts 

xi X, like task contexts, require more attention, some others have less priority. 

Each context can have its own awareness needs. Thus we have several types of 

awareness. For example, Visual awareness, based on visual context, helps to 

follow moving objects with eyes (video camera). Audition awareness, based on 

audition context, allows to focus on activities around us like traffic flow, speaker 

in the conversation and abnormal noises in house (gas or water leak), and also 

evaluate distance of danger. Health awareness, based on user profile and human 

medical models, is a lot more complex but rests with user context. Perception 
awareness is calculated from services sensing speed, direction and current 

location of an entity or an object and sending it in the Content role of a Move 

event to fusion agents. Task context or goal context is about planning of tasks. 

Looking at the required execution date (in late, close to now, far in the future) 

and space where to realize a task (location or distance), the Action awareness is 

realized by fission agent and integrated in the composite event to be sent to 

other agents and output services. Mixed contexts awareness is another type 

where awareness can be based on multiple modality contexts and knowledge 

context like objective, actor, source, destination, energy, health, and more 

generally, all roles which can be found in the predicate or our event models. 

We will present how to develop Perception awareness, Action awareness and 

mixed contexts awareness with well-known and standard fuzzy logic. The idea is 

to make our multimodal architecture to focus on the priority between several 

contexts at a time. We show the importance of awareness in the ―PutThatHere‖ 

scenario. 

 

Perception Awareness 

We want to manage the perception awareness by affecting values to objects of 

the current scene. Each object has a speed and is located somewhere close or far 

from a visual system (here it can be a video camera). We choose to develop a 

Sugeno-type fuzzy inference system (Takagi and Sugeno, 1985) to give an 

awareness importance to each object (Figure 4.28). Our experiments are made 

on Matlab 2010 Fuzzy Toolbox. 

 

 

Figure 4.28 – Fuzzy Object Awareness 

 



Multimodal Interaction Semantic Architecture for Ambient Intelligence   
Sébastien Dourlens 

14 May 2012  

 

 143  

Speed/Space Close Middle Far 

Slow High Middle Low 

Middle High Middle Middle 

Fast High High Middle 

Table 4.5 – Awareness rules function to Speed and Space 

 

 

 

Figure 4.29 – Perception Awareness Curve & Rule Viewer 

In this example, speed parameter is attached to a symbolic scale { ―Slow‖, 

―Middle‖, ‖Fast‖ } and normalized values [0,1], and the space parameter 

(computed from location or distance) is attached to the scale {―Close‖, ―Middle‖, 

―Far‖ } and normalized values [0,2]. We apply the rules in Table 4.5. We obtain 

the non-linear surface curve in Figure 4.29. Output is attached to the scale 

{―Low‖, ―Middle‖, ―High‖ } and is a normalized value in [0,1]. 
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For instance, if an event, describing an object movement, indicates speed of this 

object is fast (.75) and current location of the object is at a short distance (.25) 

from the head of the robot in the room then awareness is high (.875) and priority 

of perception management increases. The trajectory of the object is checked to 

validate if the object can hurt someone or the robot, can be caught or not, and so 

on. If this operation is repeated in parallel for all objects of the scene, then we 

obtain a classification of perception priority. A second step of this operation is to 

reduce perception priority for all objects that have been used to seeing moving at 

a rapid rate such as a pet or a small robot vacuum cleaner (awareness/2).  

Action Awareness 

Here, we want to manage the action awareness by affecting values to actions to 

be started (planned), running or to be stopped in the current scene. Each task to 

achieve depends on the temporal context (date and duration, or starting date 

and end date) and spatial context (location where this task takes place). Action 

awareness is only necessary to plane and start a task. If the task requires to be 

stopped, another task will be planned to stop this previous task. Planning a task 

requires preparing a composition of agents and services before the task starts, 

the focus on a task in advance permits to integrate this anticipation time. As for 

the perception awareness, we developed a Sugeno-type fuzzy inference system to 

give an awareness importance to each object (Figure 4.30). 

 

 

Figure 4.30 – Fuzzy Action Awareness 

 

Time/Space Near Middle Far 

Past Middle Low Middle 

Present High Middle Low 

Future Middle Middle Low 

Table 4.6 – Awareness rules function to time and space 
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In this example, membership functions for the time input value are presented in 

Figure 4.30. Time parameter is attached to a symbolic scale { ―Past‖, ―Present‖, 

‖Future‖} and normalized values [-1,1], and the space parameter (computed from 

location or distance) is attached to the scale {―Near‖, ―Middle‖, ―Far‖ } and 

normalized values [0,2]. We apply the rules in Table 4.6. We obtain the non-

linear surface curve in Figure 4.31. Output is attached to the scale {―Low‖, 

―Middle‖, ―High‖ } and is a normalized value in [0,1]. Rules can be modified by 

developer before running, or adapted by user preferences or a learning system at 

runtime. An awareness calculus is shown in Figure 4.31. 

For instance, if an event, describing a near future action to execute, indicates 

time of this action is future (.25) and current space parameter (location or 

distance where action will be executed) is at a near distance (.25) from the head 

of the system or robot in the room then awareness is high (.729) and priority of 

action management increases. 

 

 

 

Figure 4.31 – Action Awareness Curve and Rule Viewer 
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Mixed Contexts Awareness 

In most of cases, spatial and temporal contexts are not sufficient to calculate 

priorities and focus on perception or action. For example, in the previous case of 

action awareness, once a task is running, if this task requires more attention for 

any reasons (emergency, danger, required precision, and so on), the temporal 

and spatial contexts won‘t suffice, a task context is added to well manage the 

attention of the robot, the user or other systems. Multiple contexts must be 

taken into account. We propose to add normalized input values 0 vi i to our 

Sugeno box where vi is a value of a context xi and i is the importance factor of 

the modal context xi. xi is the ith modal context belonging to the situational 

context X. for example, x1 is spatial context, x2 is temporal context, x3 is user 

state context, x4 is weather context, x5 is noise context, all are included in X. 

Some contexts are more important than others, for example, the personal health 

care context. i is chosen by developer. Output awareness is a Sugeno-type 

inference. To generalize the method, we don‘t use our symbolic scales but we 

define the same n (n>1) membership functions { F1(),…,Fn() }, equivalent to n 

linguistics variables, for each modal context xi. Membership functions can be 

triangle, Gaussian or other. The total number of rules is N=ni. For each rule k 

between 1 and N, the rule output is zk=  where aj and c are constants. 

In an instant context Xk, zk is weighted by the following rule weights (firing 

strengths): wk=AndMethod(Fk,i(v1),…,Fk,i(vi)) for each modal context i, AndMethod() 

is often the min() function. And finally, the fuzzy box ouput is the awareness 

value: 

 At=      (Formula 15) 

Figure 4.32 shows a simple example with the 5 previous contexts xi with i=1 (i 
from 1 to 5) measured at 2 different dates t1 and t2 (orange and blue). For each 

date, we obtain a surface, awareness will be the barycentre. We notice 

awareness A1 is more oriented to space and sound, and awareness A2 is more 

oriented to user health and temporal. The resulting architecture is focusing to 

different contexts and, more concretely, it will help fission agents to decide 

which action is a priority.  

 

Figure 4.32 – Multi-contexts awareness 
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Priority of awareness and latency of adaptation should be manually set. We 

apply this operation to multi-contexts but it can be applied to multivariable 

perceptions, actions, goals, any qualities attributes or any decision processes to 

focus on. In conclusion, awareness can be applied to all information present in 

the global context contained by the higher level agents, the last layer of fusion 

agents and the first layer of fission agent. 

Awareness in ―PutThatHere‖ scenario 

In the ―PutThatHere‖ scenario, several problems of awareness appear. We have 

two perception contexts: visual and audition. In case it‘s a robot, we have to 

control the orientation of the head to make the video camera follow object to 

grasp (the ball) and object to put grasped object on (the table) and control the 

orientation of the head to make the microphones locate and listen the voice 

orders of human to hear ―Put‖, ―That‖ and ―Here‖ (from the Speech Recognition 

service). That means awareness is swapping from vocal to visual context in time 

or is locked between the 2 contexts. We experiment the awareness on a Nao 

robot with a 2D moving head (Figure 4.33). It embeds 4 mikes (left, right, front, 

behind) and 2 video camera (up (0°),down (35°)). 2 motors allow changing pitch 

and yaw of the head. 

 

Figure 4.33 – Nao robot Head (Audio and Video sensors, Move Actuators) 

 

 

Figure 4.34 – Swapping Awareness  

 

 

Figure 4.35 – Awareness based on event changes 

 

 

Figure 4.36 – Awareness vision-oriented 
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We measure values of awareness (red curve) varying between the visual and 

vocal contexts. Timeline is in seconds. Visual events are brown for gesture 

recognition and green for object recognition. Vocal events are in blue for 

recognized words. 

Only at each new incoming event, the context is modified. But Figure 4.34, even 

if no new event appears, we observe a schizophrenic behaviour of the head. This 

is related to awareness instability oscillating between 2 contexts. After adapting 

the evolution of the variation Awareness/ t, it is the case of Figure 4.35, we 

reduce the speed of the head move and fission agents act only after an event 

reception to keep it into a fixed stable area. The problem with these two 

previous methods of awareness management is that the detection of glass and 

table objects is not good, so we change vision/audition ratio to .75 (Figure 4.36). 

The quality of objects detection has been improved and audio is still quite good 

due to the orientation of 4 mikes and the environment is quiet. Awareness is 

necessary in this case, where 2 modalities are on the same physical support 

controlled by one output service (here, Nao proxy service), to orient the head on 

visual events. Other events than the ―PutThatHere‖ one will require different 

awarenesses. It is also necessary to manage goals priority and knowledge 

priority. We try here to bring a semantic solution taking into account of multiple 

contexts but awareness also requires control theory and parameters adaptation 

to be fully integrated in the control loop. It means that a part of awareness 

should be cleverly distributed into the fission agents and the services. It could be 

a future work. 

4.4.4 Semantic Learning 

Introduction 

Machine Learning (Mitchell, 1997) is of great interest in what it supposes little 

knowledge a priori, they enriched with experience related to the environment, in 

opposition to the traditional solutions, largely centred on knowledge a priori (or 

at least know-how). Learning methods are a kind of man machine interaction 

and learning often use communication acts with environment (Hoet and 

Sabouret, 2010). Learning and autonomy of a system is in fact the system‘s 

ability to evolve in a space of behaviours more or less defined by the engineer or 

scientist (Könick and Laird, 2006). These approaches help to develop creative 

solutions without the intervention of the designer but the knowledge of the 

search space. It is possible, based on current research in developmental system 

engineering to move towards systems capable of cognitive abilities like real 

learning, of dynamically constructing the meaning and objectives at several 

levels of abstraction, and so, to allow the system not to be programmed but to be 

educated. System can learn new tasks, new concepts and also new rules, as it is 

done today with a child. Because our systems have to exist in a human 

environment, social interaction becomes an important facet of research. Building 

social interaction into systems provides not only a natural means of human-

machine interaction but also a mechanism for bootstrapping more complex 

behaviours. Humans serve both as models the system can emulate and 

instructors that help to shape the system‘s behaviour.  

The objective of learning is the adaptation of the designed system. Adaptation of 

the architecture can be made at different levels: conceptual, behavioural, 
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functional and structural. Structurally, we have seen how to adapt the 

architecture with the discovery, composition and selection mechanisms based on 

specific agents. Services were more concerned by this adaptation of the 

architecture than agents. We have seen that agents have no need to be 

structured or fixed as they are autonomous, distributed and may communicate 

with each others. The link between agents in our architecture is made by the 

agent communication language and the rule models of the agent determining its 

position in term of level of abstraction. In reality, agents can work on any levels 

of abstraction. They can have a very large and complete knowledge base or a 

very simple one, according to the role and domain in which they operate. Two 

adaptations are possible for agents, the adaptation of their knowledge base only 

because inference engine and communication functions can‘t be modified, and 

the adaptation of the fusion and fission processes in their entirety. The first, 

agent learning, implies the modification of concepts, instance of concepts, and 

event models in the knowledge base. Most important operation is the 

modification of rule models, i.e. the behaviour of the agent. As for human, 

memorization is necessary; it is the support of learning. Stored facts are cases of 

reference. Models represented at different levels of abstraction can be used to 

quickly compare the base of facts to find analogies and transposed solutions. 

Conceptual learning consists to make concept ontology evolve. Behavioural and 

functional learning consists to make model ontology evolve. The second, 

semantic learning, will concern a set of agents which has to realize the process 

of fusion or fission. Semantic learning concerns the learning of meaning 

extraction realized by fusion and fission agents on events passing through our 

architecture and how agents are exploiting their semantic memory and 

inference engine to manage events. 

Agent learning 

As inference engine and communication function are fixed, agents can only learn 

concepts classes and instances, event models classes, behavioural rule models. 

But in most cases, for the sake of simplification and modularity, only rule 

models are adaptable. Concepts and models modification concern the issue of 

ontology refinement which it is not our concern in this thesis. In our work, we 

added the importation and exportation of concepts via OWL files until the root 

concept root of the tree of concepts classes to import has the same reference in 

an existing concept in our ontology. It is also possible to remove some erroneous 

facts by setting their confidence to 0 in order to validate theories. In rule models, 

conditions are in predicate role and parameters (numerical or symbolic) are 

based on scales. These key points are important and well defined in Section 3.4, 

3.6 and 3.7. 

 

Figure 4.37 – Agent Learning 
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Most of the time, scales are corrects and fixed. Some missing facts can also 

explain an error in the production of a rule but, in this case, the mistake is not 

attributable to the agent. In conclusion, agent learning lies on rule models 

refinement, that is, agent programming by rule addition, rule removing or 

modification of arguments formulae. This operation must be applied when some 

expected events are not produced by the agent or when agent produce erroneous 

events. The training program must have a set of event examples and act as a 

supervised learning (Figure 4.37). As we have designed our component with a 

library block, we may add the learning function in the library block to store the 

part of P, X and P‘ information in the memory for future use. They are already 

memorized if the agent has the corresponding rule models. We can consider an 

agent: 

 Consistent if there is no error of classification. Adding a concept or a model 

implies to know the class of concept or model and the name of this class 

which must already exist in the concept or model ontology. So the definition 

of our agents - knowledge base and inference engine - implies they are 

always consistent. This is guarantee by the fact that all events which have 

no model in the ontologies are rejected by the matching function of the 

inference engine. 

 Correct if all examples are correctly classified. This is still the case as all 

facts are directly classified under its predicate model. If the model doesn‘t 

exist, no fact can be inserted and inferred. All roles and concepts must 

respectively exist in the Meta ontology and the concept ontology. 

 Complete if all possible examples are represented. If the agents are specific 

to a task or if they are general but not able to manage all possible concepts 

and models of their environment, they are not complete. It is only the case 

in a perfectly known environment or if the agents always give the correct 

answer (produced event) for all the examples occurring in the scene. Our 

agents are rarely complete; it depends of the application and of the designer 

of the architecture. 

Semantic learning 

The ability to learn is a key aspect of intelligence and thus understanding. Let‘s 

assume fusion agents are producing a situation vector X from an input vector P 

and fission agents are producing a vector P‘ from an input vector X. Figure 4.38 

shows how the learning box (light blue) could be connected to the interaction box 

(light blue), in an external system able to read P, X and P‘.  
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Figure 4.38 – External Fusion and Fission Learning 

In Figure 4.38, at an instant t, E is the raw input events coming from the 

environment, P is the vector of predicates sent by services to fusion agents, X is 

the state or situation produced by the last layer of fusion agents and stored into 

the first layer of fission agents (see Figure 3.19), P‘ is the vector of predicates 

sent to service to act in the environment, A are the actions and plans controlled 

by services on systems or entities in the environment. The objective of the fusion 

and fission learning boxes (red) are to improve the quality of the fusion and 

fission boxes containing agents (red). Fusion learning has P and X as inputs and 

a fusion learning vector as output. Modification of fusion agents is done by 

adding motivation events into P in order to update the agents and then fusion 

learning can be denoted: 

Fusion learning: (P,X)  P+      (Formula 16) 

where P+ is an augmented input vector to train fusion agents. 

Fission learning have P‘ and X as inputs and a fission learning vector as output. 

Modification of fission agents is done by adding motivation events into X and 

then fission learning can be denoted: 

Fission learning: (X,P‘)  X+     (Formula 17) 

where X+ is an augmented situation vector to train fission agents. 

As X and P‘ are already produced before the learning time (loopback arrows in 

Figure 4.38), the update events X+ and P+ are actually applied at the next step of 

the global loop (system-environment interaction). Red bold arrows represent the 

obligatory paths for events in X and P in order to be in inputs of the learning 

boxes. It means learning boxes (in red) can find and modify the X information 

necessary to work (symbolized by the forbidden panels in the figure). In practice, 

the learning part of Figure 4.38 is not feasible as is to be an internal operation of 

the architecture, because it required agents that manage events in a reverse 

flow, and it cannot be as a part of the environment due to the necessity to get 

the situation X even if X could be added to P‘ and exploited by the environment. 

In real life, humans have all their own observations O of the environment. And 

more accurate is the perception, more it means that the difference between real 
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situation and observation is weak (X-O=  where 0). This is still better when 

people are sharing the same language, culture, job, environment, location, 

situation and life. But in the other cases,  can be >>0, i.e. lots of 

misunderstandings occur requiring further explanations to elucidated the true 

meanings. To train the whole system, it is also possible to add an external 

teaching component (human or not in the environment) which only requires a 

perfect outcome P‘ for all presented input P.  

 

Figure 4.39 – Internal Fusion and Fission Learning 

Otherwise, a solution is to integrate the learning boxes into the architecture 

(Figure 4.39) under the assumption that the information from situation X is well 

preserved by the environment or well transmitted to perception P for future 

interaction. It is often the case of learning or improving actions performed in the 

environment, the environment keeps the trace of the last facts. 

In this case, at discrete step k+1, we can denote: 

 P+
k Learning(Pk+1, [Pk,] Xk Pk+1)     (Formula 18) 

where Pk has been kept in the learning box at the step k. 

and X+
k  Learning(Xk+1, [Xk,] P‘k Pk+1)    (Formula 19) 

where Xk has been kept in the learning box at the step k. 

P+ and X+ are P and X augmented with the training events. Learning boxes 

contain agents able to interpret errors in produced events by the fusion and 

fission agents of the step k and possibly k-1, k-2, ...,k-n according to needs. At 

step k+1, these training agents will send additional events to change internal 

rules of some fusion and fission agents. 

Learning boxes use classical learning algorithms to measure the error and send 

the correction to be applied. Target agents must have a rule model to apply 

these corrections. The 3 correction events are ―Exist:AddRule‖, 

―Exist:DeactivateRule‖, ―Exist;ModifyRuleCondition‖.   

It‘s not our assumption, but if we wanted to modify concepts and models, we 

could add these 4 correction events: ―Exist:AddConcept‖, ―Exist:ModifyConcept‖, 

―Exist:AddModel‖ and ―Exist:ModifyModel‖. Note that we can‘t delete a concept 

or a model at runtime but only modify or adapt it. 
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RSVr :

Reinforcement learning applied to our architecture 

Reinforcement Learning (RL) is a technique to train a system directly connected 

to the environment, i.e. the system is learning while interacting, which can give 

a reward for the actions previously done by agents (Sutton and Barto, 1998). It 

is learning by experience. The main advantages of RL over other methods in 

system learning and control are: 

 There is no need to know a prior model of the environment. This is a 

crucial advantage because in most complex tasks a model of the 

environment is unknown or is too complex to fully describe. 

 There is no need to know previously what actions for each situation must 

be presented to the learner. 

 The learning process is online by directly interacting with the 

environment. 

 It is capable of learning from scratch.  

RL can be applied to manage tasks in a very simple way. The basic elements of 

the RL learning system, in our case of predicate frame, i.e. role-argument 

representation as a vector space consisting of a fixed number of independent 

dimensions, are: 

 An agent or a group of agents that perceives the environment (typically 

called state s) and behaves on the environment producing actions a. s S 
and a A with S the set of states and A the set of actions. State s is a part 

or our entire input vector P, a set of incoming events which are under the 

form of predicates p. And action a is a part or our entire output vector P‘, 
a set of output events which are under the form of predicates p. All 

predicates p are models in the model ontology. 
 The environment in which the agents live, that could be a simulated 

world or the real world, including our services. 

 A reward signal r that represents the evaluation of the state and it is 

used by the agents to evaluate its behavioural policies. The reward can 

be directly given by the environment via a service sending a clear reward 

event or by the learning boxes evaluating the situation of the 

environment and composing a reward or a correction event (in P+ or X+). 

The formulation of reinforcement learning must include three aspects: 

perception, action and goal. It can be expressed as follows: 

 A hypothesis or fact space H describing policy functions :S A  [0,1] 

 A reward function R: S  A   (real) 

 A transition function T: S A  (S)  T :S A S [0,1] 
 An optimization criterion J that enforces any policy  and a reward r to a 

function value such as 

RL problem can be described formally as a Markov Decision Process (MDP) 

(Puterman, 1994; kaelbling, 1998), i.e. a 4-tuple <S,A,T,R>. (S) is a  probability 

distribution applied to the set S. We denote T(s,a,s‘) the probability to get a 

transition from state s to next state s‘ using action a. R is a function that gives 

an expected reward function of current state and action of an agent or a set of 

agents. Markov model implies state transitions independent of previous 

environment states and actions. MDP ensure convergence of the learning 

algorithm. 
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The trade-off between exploration (determining the scope for action in time: 

memory for past, untested actions for the future),i.e. at≠at*, and exploitation 

(choice of action, interaction with the environment and reward obtaining) can‘t 

be neglected, i.e. at=at* . Exploration and exploitation are dependent and must 

be executed alternately. Another important point of the reinforcement learning 

is its ability to treat the problem as a whole even and especially in an uncertain 

environment. 

Value Function and Optimality 

The value function V  is the sum of reward values r obtained by iteration during 

time following a policy . It is a mapping function between states and values. 

The objective is to obtain the maximum value in each state. In a considered 

infinite horizon, we may use the discount rate  which can be also called 

the forgetting factor. In this case, MDP will be a 5-tuple <S,A,T,R, >. t is the 

step or time, and k is the number of previous rewards. E is the expectation 

operator. 

Rt = rt+1 + rt+2 + 2rt+3 + 3rt+4 +… 

= rt+1 + (rt+2 + rt+3 + 2rt+4 +… 

= rt+1 + Rt+1 

Bellman‘s equation gives the expression of a value function in terms of possible 

successors s‘ to the current state value s (Bellman, 1957). In the probabilistic 

case, we use transition probabilities and in the stochastic case, we use estimated 

values. 

V  (s)= E  {Rt | st=s} = E  {
0

1

k

kt

k r  | st=s} = E  {rt+1+
0

2

k

kt

k r  | st=s} 

And without the expectation error: 

V  (s)= 
a

a

ss

s

a

ss sVRTas )'(),( '

'

'     (Formula 20) 

Kopecky (2006) proposes a study of the value function iteration The Bellman‘s 

optimality equation is the maximum reward over chosen actions: 

V*(s) =     (Formula 21) 

which is equivalent to V*(s) =  where  in 

equiprobability of transition. The discount factor  can also be set to 1 
depending on the value function. The goal of reinforcement learner is to learn a 

good estimate of V(s) from its own experience and use this estimate to choose the 

best policy to achieve a task or a scenario on a time period. The optimal value 

function is V*(s)=max  (V  (s)) is the maximum possible value of Vπ(s), where  

is a policy allowed to change. We determine an optimal policy *(s)=argmaxa 
[R(s,a)+V*(T(s,a))] resulting from a maximum value function of V* compared 

to all other policies  with values V . V* is the unique solution of a system of 

non-linear equations. 

These important formulae allow executing the useful Value and Policy Iteration 

algorithms of Sutton and Barto. 
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Introduction to Symbolic Dynamic Programming and Bounded rationality 

Symbolic dynamic programming and symbolic reinforcement learning solve two 

main issues: curse of dimensionality by reducing the problem space at different 

levels of abstraction and symbolic learning which is very lightly reached in the 

scientific literature because of its complexity and of the difficulty of expressing 

the conceptual and contextual relations. Symbolic dynamic programming is a 

new research paradigm designed to find optimal policy in symbolic 

representation of information, like frames, events or predicates, of first or higher 

order logic. However, some attempts by Reiter (1991) and others, like Sanner 

and Boutilier (2009), Sanner and Kersting (2010), have been studied to mix 

reinforcement learning with first order logic in so-called fluent.  

Because of the large number of possible transitions and resources constraints, 

some researchers work on bounded rationality (Simon, 1982; Horvitz 1988; 

Cherniak 1990; Russel and Wefald, 1991; Russell and Subramanian, 1995: 

Bratman et al., 1998; Doyle, 1998; Nobre et al., 2009) to reduce the logical 

operations and memory space required to solve a problem. We also can bound 

the rationality of our agents by using contextual roles of our frame and then 

limiting choices of action and by allocating few tasks or actions by agents in a 

distributed architecture. 

Semantic Reinforcement Learning will permit to affect a value to events. It can 

be used to reduce or sort produced events by fusion agent following a contextual 

policy or to take decision by fission agents to act in the environment. Bounded 

rationality is equivalent for us to the storage of events of abstraction levels in 

the concepts and models ontologies. Multilevel Learning is learning at different 

layers of agents and levels of abstraction. It is also be use as a problem solver. 

Semantic Reinforcement Learning 

In our case, our leaning boxes want to correct the set of events produced at a 

time t by an agent, i.e. actions of agents in MDP. In our agent, a state s is a 

specific configuration of the agent‘s memory. The evolution of the configuration 

is deeply related to the incoming facts p stored in memory and integrated in s, 
the state becoming s‘. The production of new events (actions a) directly depends 

on the rule models, the new facts in s‘ and the past facts in s related to the event 

models of the new facts in s‘. They are read by the inference engine. These facts 

must have their event model in the precondition of the rule models. The 

inference engine of agents is the common transition process to make an agent 

change of state. As in dynamic programming, agents are MDP. In our semantic 

agents, the possible states correspond to facts of event models, and possible 

actions correspond to rule models which characterize the agent‘s behaviour. RL 

can rank all agents in a global view for a given objective and related to final 

actions done in the environment, or can be applied on agents individually. We 

will see the global learning in the next section. An agent obtains an individual 

optimal reward if it maximizes its rewards over time by acting in accordance 

with the environment. It means that the agent has the good rule models but not 

the good parameters of these rule models, or that the agent does not have the 

good rule. In the second case, the learning box should make next agents create 

new rules. If it is not the role of this agent to produce this type of events, then 

agent will ignore the modification. In the first case, RL can be applied with the 

following algorithms.  
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Vp(s) Vp(s)+r  where r=-.1 if action failed 

Vp(s) Vp(s)+r  where r=+.1 if action succeed 

Algorithm 6 – Semantic RL with state 

Algorithm 6 increases the rank of the right applied rule models p. Vp is 

kept in memory of learning boxes for all states s. So, in state s, action a, 

i.e produced event from rule models p, of the agent will be reinforced with 

time, and this works in a parallel manner. 

Vp Vp+r  where r=-.1 if action failed and Vp>0 

Vp Vp+r  where r=+.1 if action succeed and Vp<1 

Algorithm 7 – Semantic RL state-independent 

As rule models are active only for their specific roles and arguments of the facts 

in s‘ are present, we may remove s from the algorithm 6 and only change the 

value of confidence in the database (Algorithm 7). The Value Iteration algorithm 

can solve the problem over execution or simulation time. No need to keep State-

Action values in memory. Space complexity O(SA) become O(A) where S is all 

possible states of the memory configurations and A all rule models in memory. 

In addition, r can be chosen more accurately based on the total number of rule 

models or the number rules using the same information in s‘ to produce other 

events.  

Vp Vp(xi)+r  where r=-.1 if action failed and Vp>0 

Vp Vp(xi)+r  where r=+.1 if action succeed and Vp<1 

Algorithm 8 – Contextual Semantic RL  

Algorithm 8 is a Semantic RL version taking into account some possible contexts 

xi readable in the situational context X for fission or in inputs P+ for fusion. Now, 

space complexity is O(XA) where X is all possible contexts and A all rule models 

in memory. This is very interesting for two reasons: the first is contexts are not 

so many, and the second is: compared to O(SA), O(XA) is a good compromise to 

act differently based on context. 

Multilevel Semantic Learning 

In this section, we are more interested by the synergy of agents through layers 

than individuals and this by the evaluation of the semantic meaning extraction, 

in other words, by the quality of the fusion and fission processes. 

To find the optimal policy or optimal reward values, we need to affect a value to 

each agent of the grid cell. The environment gives a reward for the actions made 

by the whole system. Semantic learning should be applied to agent components. 

Be the Formula 13, P‘= l i Inferencel,i(P) where i is the agent, l the layer of the 

agent and L is the number of layers of a grid. Under the assumption of fusion 

processes and fission process, i.e. two grids of agents, the abstraction level of the 

meaning produced by an agent depends of the layer l. And l is therefore the 

abstraction level increasing for fusion agent layers and decreasing for fission 

agent layers (Figure 3.19 and Figure 4.39). 
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The grid of fusion agents or fission agents receives a reward r given by the 

environment according to the quality of the response (events of meaning and 

orders) which is measured and compared to an objective of meaning. In the 

Semantic Learning section, we have seen that X is the meaning generated by 

fusion process and P‘ the meaning or orders generated by fission process. Thus 

learning box of a grid (fusion or fission agents) has to maximize the learning 

values V corresponding to outputs of agents at different levels l in the grid in 

order to reach optimal value and policy using the formula 22. 

V*(s) =     (Formula 22) 

The value V*(s) is distributed over the grid of agents, each agent of a layer 

obtains a reward  and its affected value is: 

    (Formula 23) 

Note that the st+1 is the next state after the meaning or action is started or 

finished and the effect is rewarded by the environment, t+1 indicates the next 

step in time, this is the reasoning time plus the perception time. Note too that 

no learning solution can be found in the case where two meanings are 

conflicting, so we assume there is no contradictory expected meaning. If it is the 

case, learning will tend to equilibrium between these meanings. This is an 

interesting property for game theory (Nash 1950). 

Moreover, the evaluation is independent of the architecture, if a UDDI server 

may send the quality of service (QOS) or quality attributes of a service (OWL-S) 

to our learning box, learning box can be able to use these quality values to 

optimize the architecture following the workflows and mechanisms introduced 

in Section 4.3. Learning box can also measures performance of learning with a 

mean-squared error over a probability distribution T such as 

 following a known policy  or 

 following an optimal policy *. 

Problem Solving 

The previous multilevel RL algorithm gives us an enormous advantage for 

problem solving (Breese and Fehling, 1990). Knowing that we have the values 

related to different levels of abstraction, it is now possible to divide the problem 

in sub problems.  

1. Find a solution at the higher level of abstraction l=L 

2. Solution evaluation (states, actions) using RL values 

3. If solution found at level l, return the solution 

4. If l=1 (lower level of primitives), return ―no solution, need more 

information‖ 

5. If no solution at level l, decompose in states/actions at level l-1 

6. If solution found, return to level l+1 else goto step 2 

Algorithm 9 – Problem Solving 

Beginning at the higher level of abstraction L, solving the problem is looking for 

a direct solution at the current level or finding an optimal path between high 
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level meanings to primitive percepts for the fusion agents and high level 

meanings to primitive actions for fission agents. To find the path, the algorithm 

checks the values of possible actions a of the agent i of layer l (Step 2). 

4.5 Conclusion 

In this chapter, we explained how to build complex architecture in interaction 

with many services, modalities and systems in the environment. We highlighted 

the possibilities of our architecture to be suitable for ambient intelligence and 

pervasive context in the search of considering expected requirements, and more 

specifically to manage multiple levels of abstraction of knowledge in different 

layers of fusion and fission agents. 

We explained the mechanisms that show how our architecture can solve 

interaction issues and how agents are the pieces dedicated to fusion and fission 

processes. These mechanisms are discovery of new services or agents; 

composition of services and agents; extensibility and adaptation of the 

architecture; modality selection; audio, video and dialog interaction using EKRL 

events; perception, action and multi-contexts awareness management with fuzzy 

logic. We also presented our semantic learning which is symbolic and meaning 

learning in our semantic agent but in agency too. We applied this semantic 

learning to the fusion and fission processes. We then present how reinforcement 

learning and dynamic programming value function is applied to the different 

levels of abstraction of the knowledge and behaviours of entities in the 

environment. We propose a problem solving algorithm based on the previously 

presented value function. These mechanisms are very important to take account 

of all contextual variations and reinforce interaction in multimodal and 

pervasive contexts. 
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« To think is easy. To act is hard. But the 

hardest thing in the world is to act in 

accordance with your thinking » Johann 

Wolfgang von Goethe 
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http://www.google.fr/url?sa=t&rct=j&q=goethe&source=web&cd=1&ved=0CDcQFjAA&url=http%3A%2F%2Ffr.wikipedia.org%2Fwiki%2FJohann_Wolfgang_von_Goethe&ei=Sz7iTq7uFcOQ8gONu_GbBA&usg=AFQjCNHbeZAwTqg-s1TkRNiFkSrrh5ZH1g
http://www.google.fr/url?sa=t&rct=j&q=goethe&source=web&cd=1&ved=0CDcQFjAA&url=http%3A%2F%2Ffr.wikipedia.org%2Fwiki%2FJohann_Wolfgang_von_Goethe&ei=Sz7iTq7uFcOQ8gONu_GbBA&usg=AFQjCNHbeZAwTqg-s1TkRNiFkSrrh5ZH1g
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5.1 Introduction 

Last chapters defined the state of the art, requirements, definitions, modelling 

of components of the architecture, modelling of interaction architecture and 

different interaction mechanisms. Semantic agents, Services and Editor of 

agents‘ memory have also been modelled.  

In this chapter, we fully present the implementation of our Semantic Agents and 

services for Multimodal Interaction (SAMI) framework. It includes the EKRL 

concentrator, an important piece of the architecture to interconnect services 

available in several locations of an ambient intelligence system, some PC at 

home and Internet web services.  The aim of this concentrator is to allow 

external systems communicating with our architecture and become part of our 

architecture through a network. We analyse the performance of the network, the 

knowledge base access, the inference engine time, consistency and robustness of 

the events management. Complexity of the information storage and retrieval is 

also analysed. To validate that inference engine of agents well manage the 

temporal aspects when matching sequences of facts with rule models into the 

knowledge base, we developed two formal coloured stochastic Petri nets, one 

specific to the ―PutThatHere‖ scenario and one for the general case of any 

possible scenarios. 

We finish this evaluation with the presentation of a comparative study of 

different approaches made with existing platforms, semantic architecture or 

rational  agents, able to solve part of all the human environment interaction. 

5.2 SAMI Framework 

5.2.1 Framework Definition 

From the modelling of the components of our architecture for multimodal 

interaction, we developed a framework for designers and developers in order to: 

- Develop and plug virtual, network and physical services through a web 

interface embedded in a EKRL concentrator 

- Design semantic agents working on a personal computer and edit their 

semantic memory 

- Test our agents in several situations 

- Check mechanisms previously introduced in this thesis 

- Measure performances 

 

Figure 5.1 – Agent & Service Development 
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Agent and Service must be developed and integrated in a network to work 

together (Figure 5.1). Services are often implemented by third party. So designer 

and ―knowledge‖ conceptor may focus on communication and interaction 

between agents and services using EKRL messages, and on the conception of 

agents. Communication between agents is automatic. Communication between 

agents and services is realized by the EKRL concentrator which requires a 

setting. We draw the conceptor‘s attention to the fact that no code writing is 

necessary for agents, only directly modifying concepts and models in the 

memory of agents. The system is not pre-programmed with a sequence of 

executable commands. 

 

Figure 5.2 – Ambient Intelligence Environment 

Figure 5.2 shows the parts of the framework interconnected on a TCP-IP 

networking protocol. Messages (requests and responses) are directly exchanged 

in EKRL. The EKRL concentrator is an embedded Linux system that allows 

setting and running services connected to this concentrator. One key point is 

that the EKRL concentrator is a wrapper system which translates services data 

into EKRL messages, and vice versa. The concentrator‘s objective is to make 

services communicate with agents in EKRL. These services can be virtual, 

network or physical. Virtual services are pieces of code to simulate hardware 

services which can be sensors or actuators. Virtual services are very useful to 

test the agent behaviours receiving the EKRL messages produced by them, and 

in general test the behaviour of the whole system. Network services are driving 

services accessible via TCP-IP network, like, for example, MS Robotics 

webservices controlling hardware or simulated hardware or any web services on 

Internet like unit converters, money converters, shop opening hours, and so on. 

Finally, hardware services are driving hardware parts directly connected to the 

board. On the figure, Services of physical device or robot platforms can also be 

driven by EKRL concentrator or directly communicate using EKRL messages. 

Other services are fully software executing required operations, they are 

distributed code libraries in the network, they can also be driven by EKRL 

concentrator or natively communicate using EKRL messages. The last 

components are our semantic agents. They are storing information, 

communicating and reasoning purely in EKRL.  

Figure 5.3 presents the different blocks of our framework. Blue blocks have been 

developed for this framework. The hardware layer is in black; it comprises 

computers, RoBoard, Nao robot and parts, sensors and actuators. The common 

operating systems layer is in purple; they are MS Windows, Linux and Apple 

MacOS. Orange layers contain system and development tools like .NET and 
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JADE frameworks, Visual Studio, Robotics Studio; DSS/CCR and Nao API. 

Programming languages are PHP5, HTML, Python, C#, C++, VB.NET and SQL, 

Java. Green boxes are specific connector, library or webservices from tiers, like 

MySQL connector for .Net applications, FIPA library to manage physical agents 

and Robotics web services provided to drive robot parts. EKRL messages have 

been well defined in Chapter 3.  

 

Figure 5.3 –Framework 

5.2.2 Communication 

EKRL messages are transferred over TCP-IP. 

They may be encapsulated in one of these 

standard protocols: SOAP, HTTP/REST or 

HTTPS/REST, and possibly in mails SMTP/POP. 

These protocols work in local area network and 

in wide area network on Internet. Web services 

can be parts of Internet web server, local web 

server and applications like Robotics Studio 

where robotics services are accessible through 

Decentralized Software Services (DSS) protocol. 

Interoperability of web services is an important and powerful quality and 

requirement to ensure openness and distributed computing. Existing Universal 

Description, Discovery, and Integration (UDDI) and OWL-S servers are used for 

the discovery of web services.  

Communication module of web services (agents or services) manages 3 main 

operations: registration and publishing of its own description as a service 

provider to an UDDI service (Service registry) and, reception and dispatch of 

EKRL messages. The Find operation (Figure 2.9) is managed by UDDI services 

and Bind operation is virtually realized by fission agents. 

Figure 5.4 (part A) presents the CPNTools schema of processing EKRL 

messages from arrival (part B) to processing in a web service (part C). EKRL 
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messages are classified by emergency and sent date, and then stored in a first in 

first out (FIFO) queue (Msgs). Execution of service‘s code or agent‘s inference 

engine will remove them successively from queue over working time. Agent will 

consider incoming messages as EKRL queries. Service will consider incoming 

messages as orders to execute now or at a scheduled time. In this latter case, 

service will keep the message in a jobs queue for a future execution (planned). 

 

Figure 5.4 –EKRL Message Reception Queue in CPNTools 

In contrast, there is no queue to send messages, they are directly sent to other 

components of the network - in a broadcast way (all recipients will receive and 

check if they are concerned by the predicate and root predicate of in the 

message) or - in a more specific way with the agent or service IP address (for 

example, 192.168.0.1), or if several components network address (for example, 

192.168.0.0) is provided. 

5.2.3 EKRL Concentrator 

As things stand there is no web service, sensor, 

or actuator able to communicate in EKRL with 

our agents. We developed an EKRL concentrator 

in order to manage communication between 

services and agents. EKRL concentrator is an 

inputs/outputs platform to develop and connect 

different devices of a room or a house to agents 

of a TCP-IP network. Services can also be 

embedded in a robot for example. They 

communicate via the network (most often 

wireless). The concentrator can manage virtual services that are programs 

running on it and sending EKRL events at a specific time period emulating 

hardware devices. The concentrator can also manage networking services 

converting their information to EKRL messages. The concentrator plays the role 

of wrapper and can receive EKRL messages from agents and drive material 

devices using specific drivers. We will call the EKRL hub of events EKRL: 

―EKRL concentrator‖. 

The concentrator (blue rectangle) comprises different modules (red figures): 

drivers of services with their configuration (virtual services are internal, 

physical are connected by wire to the RoBoard and network services are 
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connected to the TCP-IP network), a scheduler to run the services and drivers, a 

network reception to queue messages, a network emission and the website 

administrated by a manager or a developer (Figure 5.5). 

 

Figure 5.5 – EKRL Concentrator 

Platform 

EKRL concentrator runs under Debian Linux Lenny (release 5.0.2) in a RoBoard 

RB-110 card (Figure 5.6) containing a Vortex86DX processor (32bits, 1GHz) with 

a 256 MB RAM and 2GB Micro-SD memory card. The board works with a 9V 

battery spending little energy. We have also developed a Web graphical user 

interface (GUI) to manage the box and services. This Web site runs with Apache 

2, PHP5, JQuery and a MySQL5 database to store settings (blue). All EKRL 

messages are sent on TCP-IP messages built from templates to be filled with 

drivers‘ data. 

 

Figure 5.6 –EKRL Concentrator 

For our application it is necessary to install the RoBoard an operating system, 

and there is a choice between Windows XP EC (embedded) or Linux. We chose to 

install Debian Linux 5.0.2 Lenny because Debian Lenny 5.0.2 is freeware and 

the RoBoard website provided the Linux drivers for the network adapter. 

Installing Debian 5.0.2 on the map can be done with several methods: 

Installation with VirtualBox or installing Linux from scratch (with a bootable 

USB drive). The RoBoard website also provides ISO images that can be directly 

put on a USB drive. During installation, we carry out several manual 

configuration steps: 
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1. We choose English for the installation because the image does not include 

maintenance of another language. 

2. Set Network configuration (IP address, subnet mask, DNS ...). 

3. Set the date and time is very essential for the application but we will 

configure the system once installed. 

4. Create and configure two partitions (ext3 and swap). 

5. Install the software base, and check that the NIC was connected to the 

Internet; the installation of missing software will be downloaded 

automatically. 

6 Set the root password. 

7 Install SSH to be able to connect to the system remotely and work on it. 

6. Install and configure Iptables (firewall) to secure the system. 

7. Install Apache HTTP Server to host the website and webservices. 

8. Install PHP5 to develop the website and PHP_SOAP module is required 

to manage webservices. 

9. Install Mysql to create the database for the website and make it 

dynamical. 

10. Install the phpmyadmin interface to access the Mysql database. 

Once finished installing Linux, we made a copy of the memory card containing 

the configured operating system for future use.  

Types of Service 

EKRL concentrator can manage three kinds of service: 

 Virtual Services. These services simulate behaviours and send EKRL 

messages to agents. They let us check our agents‘ performance without 

actual service information. They help check agents‘ responses. Several 

tests are made: identifying bad facts (consistency checking), maximum 

EKRL messages accepted by agents, and execution time.  

 Hardware Services. These services directly drive sensors or actuators 

connected to the multiple ports of our RoBoard. They get data from sensors 

and send EKRL messages to agents. They also receive EKRL messages 

from agents and send orders to actuators. For example, they might read 

temperature and light sensors while driving servo motors. 

 Network Services. These services manage software or hardware drivers 

connected to the same TCP/IP network. For example, MS Kinect gesture 

recognition hardware can be connected to the USB port of another PC on 

the network. This PC runs a virtual reality peripheral network (VRPN) 

that sends human gestures or postures to our concentrator. Another 

example is a Web service able to perform complex mathematics operations, 

convert currency, or convert units. Values and units to be calculated or 

converted are sent to the Web service. The latter returns one or more 

resulting values along with their corresponding units to the driver on the 

concentrator. The driver inserts the data into an EKRL template message 

and sends it to the agents. 

Website Interface 

The administration website allows managing EKRL box settings; virtual sensors 

creation, modification and deletion; hardware sensors creation, modification and 
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deletion; network devices creation, modification and deletion; actuators sensors 

creation, modification and deletion; monitoring of the activities (Figure 5.7). 

  

Figure 5.7 – Web Site and graphical interface 

Users can surf the website with any web navigators. The homepage proposes to 

log into the site, a page appear with a menu at left and corresponding contents 

to menu items at right. The website is secured by user and password to open a 

session. At any time, it is possible to logout. Once logged in, it is possible to 

modify settings of the box, and monitor the activity of running services and 

network load. Other menu items allow the modification of services and actuators 

information. The 3 buttons at bottom of the page are used to create, modify or 

delete items of the menu (i.e. services). 

Each code of a service is associated to a configuration: a state (Boolean), a name 

(String), an activation condition (string), a trigger period, connection IP address 

and port (for network service), recipient IP addresses (forced agents or services, 

if empty, broadcast), EKRL message with variables to be filled, C code of driver 

and location of the service. The Compile button allows checking and building an 

executable program. Source code for the services is directly written in the 

textbox. All these information are stored in the MySQL database for the 

administrator and in configuration files for the scheduler.  

Website Code 

Administration website is developed in PHP5 and HTML for the pages structure 

and display. The menu has been implemented with JQuery javascript library. 

PHP Program has the behaviour presented in the following flowchart (Figure 

5.8). 

This structure is general and can work to build many websites with different 

contents. A homepage asks for user login and password. Session is managed by 

the apache server for the authenticated user. Menu and content is displayed on 

the same page. For each menu item, a dynamic content is generated. All fields 

can be modified and saved. A service can be activated and deactivated manually. 

EKRL message template can be written in order to be filled by data given by 

service and sent by the scheduler. Service code can be modified and compiled. 
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Once activated, the website generates a .conf file containing the complete 

configuration of the service which will be used by the scheduler to execute the 

compiled code. 

 

Figure 5.8 –WebSite Flowchart 

Website Database 

We have created a Mysql database to make the website dynamic. Figure 5.9 

shows the relational database built. All information about users, menu items 

and content of the site are managed in the database.  

 

Figure 5.9 – Relational Database 
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We made the website secure with a login phase where the user has to enter a 

name and a password to access the website content. Table users allow logging. 

Table content is named here ―services― to contain services‘ information of this 

website. Table categories contains the items of menu and Table services contains 

the sub items of menu. 

Services Code 

The website appears like a development environment where settings, EKRL 

templates and code of the service can be managed. The service‘s code is written 

in C language and is compiled with gcc. A window indicates if there is a 

compilation error. The configuration files generated by the website will be read 

by a scheduler that must run the service at a predetermined date and time. 

For example, once the temperature sensor service is activated, it is launched by 

the scheduler, it gets the temperature value from the hardware sensor through 

the input ports of the RoBoard, it takes the EKRL model and replaces the 

@@temperature@@ string by the obtained value temperature, and finally sends 

the well-formed EKRL message to agents in the communications network. 

In another example, EKRL concentrator receive an EKRL from agents, 

―RECEPIENT‖ role‘s content is compared by network reception module to 

service names in the database to know what are the concerned services and if 

these services are currently activated. If it‘s the case, message is renamed with 

name of the services and the current date and saved into the messages directory. 

Each service has a piece of code to check if one or several messages are present 

in it‘s the messages directory. If yes, it opens it and search for the roles, 

arguments and values that can be used to control an actuator, most often values 

are stored in the CONTENT role.  

We realized an example to drive a +5V servo motor connected to an output port 

of the RoBoard. The angle is determined by the duration of a pulse that is 

applied to the control wire also called pulse-width modulation (PWM). Each 20 

ms, the service is executed by the scheduler. Once the EKRL message is 

received, the pulse changes. For example, a 1.5 ms pulse will make the motor 

turn to the 90 degree position (neutral position). 

Scheduler 

The scheduler runs at start of the Linux system. The scheduler begins to load all 

configuration files (Figure 5.10). It executes all activated services at the required 

date, time or period specified in the configuration file. 

For the servo motor example previously introduced, we take the vsc.conf file 

from the Vehicle Speed Control service. The first line is the name of the 

concerned service. The second line is the activation value, 1 is on, 0 is off. §In 

the third line, we defined a specific language to read date, time and period. 

―Sat,Sun‖ indicates we will run the service only Saturday and Sunday of week. 

―Jul‖ means july. ―15:00:‖ means any seconds at 15:00, ―14:‖ would mean any 

minutes and seconds of 14 o‘clock. 2011 indicates we limit the execution to year 

2011. In the fourth line, ms=200 is the period in milliseconds, so each 200 ms, of 

the date in the third line, we will run the vsc service. 
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Figure 5.10 – Scheduler Flowchart & VSC conf file sample 

EKRL Wrapper 

EKRL Wrapper allows the EKRL interaction between services in the EKRL 

concentrator and the agents outside the box and in the same network. As we 

explained, an EKRL model is stored in the settings page of each service. This 

model is only used to send EKRL messages with service data to agents. Agents 

may also drive output service by sending EKRL messages. This message will be 

directly transmited by the network reception module to the service which must 

be able to parse it and use it to drive the hardware part or the start the 

execution of a software function. 

5.2.4 Semantic Agents 

Semantic agents are deeply modelled in Chapter 

3. We present here the implementation of an 

agent and its components. Agent contains a 

communication module, an inference engine and 

a memory (its knowledge base). Communication 

module has already been presented in section 

5.2.2 and agent communication language is 

simply EKRL. So we will focus on platforms, the 

inference engine which has been developed as a 

library and the agent‘s memory stored in a 

Mysql database. 

vsc.conf 
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Figure 5.11 – Agent Flowchart 

Figure 5.11 is the general flowchart of the agent. Agent continuously wait for a 

query message containing a question or a new fact, or wait for a scheduled timer 

event to check if previously stored events are matching current date and time, in 

order to produce new events. Reception box listens to communication module 

(Com.) and stores EKRL messages in queue. Store new fact box removes a 

message of the stack. If it‘s a fact, it stores it in the event ontology as event 

instance (facts). If it‘s a query, there is no storage. Then it calls the inference 
engine for a matching operation with the query if it‘s a query or with rule 

models in the event ontology matching the root predicate and predicate name of 

the query or of the fact. If matching facts exist in the knowledge base, they are 

directly sent to the network via the Emission box. Other facts are created 

following a matching with rule models. They are corresponding to meaning at 

higher level of abstraction if the agent is a fusion agent, and they are 

corresponding to meaning or order at lower level of abstraction if the agent is a 

fission agent. They will be stored in the ontology by the Storage box and then 

sent by the Emission box. 

Third Party Platforms 

Our agents are programs embedded in a single or several computers with one or 

more cores. In our case, we use a single computer with a 4-core Intel i7 920 

processor, one core has two threads and one thread is running one agent. On 

Windows operating system, we developed 8 agents with VB.NET (native code) in 

Visual Studio 2010 connected to a MySQL 5 database using the MySQL.Net 

connector 6. The MySQL server can be installed on any platforms. It works on 

.Net 3.5 and 4 Frameworks. On other platforms, we used JADE 4, an open 

source platform developed by Telecom Italia Lab, with the FIPA21 Library and 

agents have been developed in JAVA22. With JADE and Eclipse, agents read and 

write data directly in OWL DL file using the JADEOWLCodec23 or the 

                                                

21 http://www.fipa.org 

22 http://jade.tilab.com/ 

23 http://www8.informatik.uni-erlangen.de/en/demosdownloads.html#jadeowlcodec 

http://www.fipa.org/
http://jade.tilab.com/
http://www8.informatik.uni-erlangen.de/en/demosdownloads.html#jadeowlcodec
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AgentOWL24 libray. Please note that JADE version is slower and limited in 

terms of third party libraries and multicores management. Our future 

experiments and performances have been measured on Windows platform. 

Inference engine 

The inference engine allows storing and querying memory. Algorithms of the 

Section 3.7.3 have been implemented as a C# class. Its code is very fast and 

lightweight. The inference engine has several roles: All EKRL requests are 

transformed in SQL queries. It works only with reference terms (nodes) of the 

ontology stored in database, thus reasoning is independent of human languages 

like English and French. Note that EKRL messages containing facts or queries 

are in text format. Role Concepts types are compared such as texts, numeric 

values, dates and concept indexes during the matching process.  

InferenceEngine Class contains the following public functions: 

 ParseRole(string) to check and parse the role content in a line of a frame. 

 ExplicitParseRole(string) to parse the role content in a line of a frame 

without checking the role format. 

 CheckRole(string) to check the role format. 

 StoreEvent(EventMessage) to store a fact in the model ontology. 

 Query(QueryMessage) to store a fact and call matching function. 

 Query(QueryId) to call matching function with a known event model. 

InferenceEngine Class contains the following private functions: 

 GetModelId(reference,rootmodel) to find the index of a model. 

 GetRoleId(reference) to find the index of a role. 

 CleanMessage() to check and correct the format of a fact. 

 StoreRA() to store the fact in the Role-Argument table. 

 SetMemoryName(name) to select the memory of an agent. 

 Matching(queryid,textoutput) to match a query with previously stored 

facts. 

 MatchSubTree(parent) to match a subtree of the model ontology when 

parent model (ontology node) is known. 

 MatchEvent(FactId) to compare two events. 

 ApplyModifier(ModifierId) to apply a (modal logic) modifier to a matching 

result. 

 MatchConcept(ConceptId1,ConceptId2) to compare two concepts of the 

same type. 

Memory 

Memories of agents are independent components. To interconnect the inference 

engine of an agent and a memory in the database engine, we developed a library 

called BDConnection which uses .NET Mysql Connector. MySQL can store many 

memories. So to connect, disconnect, query or store a memory, an agent may call 

the following functions: 

 ConnectDB(MemoryName) to connect an existing memory (i.e. database) 

 ExistDB(MemoryName) to check if a memory exists 

                                                

24 http://agentowl.sourceforge.net/ 

http://agentowl.sourceforge.net/
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 ListDB() to list all memories in the database engine 

 ResetDB(MemoryName) to reinitialize a memory to an empty content 

 DisconnectDB() to disconnect the memory 

 QueryDBToCombobox(Sql,Combo) to query the memory and store the 

results in a combox 

 QueryDBToListbox(Sql,List) to query the memory and store the results in 

a listbox 

 QueryDBToString(Sql) to query the memory and store the results in a 

string 

 InsertDB(Sql) to insert data in the memory 

To build a memory, we prepared 2 SQL files: - a minimal version of 57 tree 

nodes containing the structure of the database and the meta concepts; - a basic 

version of 752 tree nodes containing the minimal version plus many concepts 

and models. The first version is the most suitable for developers to only 

integrate the concepts and models required by the desired application. Each 

node has a unique reference. We choose to put the reference in English. All node 

labels are for now in English and in French but any languages can be inserted. 

We have also developed and tested a version with all dictionary words and 

definitions imported in more than 50000 tree nodes but this version is not 

optimized to develop multilevel structure because it contains all possible 

concepts at all levels. It takes about 30 seconds to load on a Pentium double 

core. Note that once the data are loaded in the computer‘s memory, agent still 

stays fast for querying and storing data. 

 

Figure 5.12 – Querying agent‘s memory 

Figure 5.12 presents a screenshot of a SQL query to get all nodes in French in a 

n array. For a better ergonomic use, we develop the agent‘s memory editor. All 

concepts and models of the memory are modified in the memory editor. All 

concepts can be imported and exported from Protégé or other OWL editors like 

SWOOP. 
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5.2.5 Memory Editor 

 The memory editor can load a memory, allow 

modification of ontologies (nodes, labels, 

relationships, concepts and models) and is able to 

import and export data in OWL. Description is in 

Section 3.7.4 . The interface is Multilanguage and 

you may choose the language to edit the labels. The 

inference engine queries and stores facts 

independently of the memory editor. And, in general, 

sub components of agents and memory editor are 

independent (Figure 5.13). It means memories can be shared by the inference 

engine of an agent (or several agents) and in same time by Memory editors. 

Memories are permutable between agents. They also can be cloned or 

duplicated. It is an offered option to replace temporarily or indefinitely the 

memory of an agent by another more appropriate to a situation where a specific 

knowledge and know-how is required. SQL connector and DBConnection class 

allow changes of IP address and SQL database name. 

 

Figure 5.13 – Sub components interconnection 

Platform 

Memory editor is working on Windows operating systems. It is developed with 

VB.NET in Visual Studio 2010 connected to the MySQL 5 database using the 

MySQL.Net connector 6. It works on .Net 3.5 and 4 Frameworks. Concepts in 

OWL files can be developed in standard editors like Protégé or SWOOP but our 

editor is still required for models of events. These java editors work on any 

platforms. 

Interface 

The interface of the agent‘s memory editor (Figure 5.14) contains: 

 A title bar with the name of the current opened memory 

 A menu bar to edit a memory (Memory, Node, Edit, View menu items),  

change language (Tools menu item) and an help (? menu item) 

 A tree structure at left that displays the Memory ontology which contains 

the Meta ontology (Modifiers, Event Types, Relationship Types, Role 

names, Node types of all ontologies and itself, Properties), Ontology of 

concepts (concept classes and instances) and the Ontology of models (rule 

models, event models and facts). 
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 A frame (at right up) that displays the OWL information of the selected 

node in the tree. An OWL node contains a label, a node index, a node type 

(meta concept, concept class, concept instance, model class, model 

instance), an OWL relationship type (for example, SubClassOf), an about 

tag (i.e. reference) and a comment tag. 

 A frame (at right bottom) that display all information of the node to be 

modified in the current language (node information, model information if 

the node is a model, properties if the node is a property, instances to view 

the list of all instances associated to a class, a set of concepts which is a list 

of independent concept nodes, dictionary definitions, dictionary samples or 

media URL) 

 A status bar to display loaded nodes for example. 

 

Figure 5.14 – Editor of Agent‘s Memory 

Once started, the editor load the default data of the memory (named 

Agent1Memory) in a tree view with the LoadTree() function. The tree structure 

is based on the ra sql table. The nodes of the tree view have labels in the 

selected language in the Tools menu (Figure 5.15). 

 

 

Figure 5.15 –Memory Editor Menu 

OWL Import/Export 

Concepts of OWL Files can be imported and exported. For these operations, we 

develop the function OWL2DBImport(file) and DB2OWLExport(file) to realize 
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this operation once the chosen agent‘s memory is loaded. It is accessible in the 

Memory menu (Figure 5.15). 

Ontologies Edition 

Memory Editor allow designer to modify the nodes of the ontologies. It is 

possible to add or delete a node (of types Concept, Concept Instance, Concept 

Property, Model, and Model Instance), cut a branch of the tree and insert a node 

into a branch (menu in Figure 5.15). To modify node information, designer has 

to select a node by a click in the tree view and uses the (left bottom) frame and 

tabs to change information. The ―Node‖ tab contains the general OWL 

information about the node (Figures 5.16 and 5.17) and The ―Model‖ or ‖Fact‖ 

tab allows to write the EKRL model and facts by filling several roles with 

formulae on arguments, it is the case of event model and facts modification, and 

other models, it is the case of rule models modification. For instance, Figures 

5.17 and 5.18 show the information of the ―Nao1 robot is walking at home‖ fact. 

 

Figure 5.16 – Model Node Edition 

 

Figure 5.17 – Fact Node Edition 
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Figure 5.18 – Fact Roles Edition 

5.2.6 Robotics Platforms 

Robotics Studio Simulation platform 

We introduced the Robotics Developer Studio simulation platform at the end of 

the chapter2. The most important aspect of this platform is the concurrency 

(CCR) and management of robotics web services (DSS). Concurrency and 

Coordination Runtime helps make it easier to handle asynchronous input and 

output by eliminating the conventional complexities of manual threading, locks, 

and semaphores. Lightweight state-oriented Decentralized Software Services 

framework enables to create program modules that can interoperate on a robot 

and connected PCs by using a relatively simple, open protocol.  Once a 

simulation or any hardware controllers are launched, it is possible to access 

these services using a network connection. They are network services of our 

platform and can be managed by EKRL concentrator. Visual Simulation 

Environment (VSE) provides the ability to simulate and test robotic applications 

using a 3D physics-based simulation tool. Visual simulation environment (VSE) 

allows developers to create robotics applications without the hardware. Sample 

simulation models and environments allow testing our application in a variety of 

3D virtual environments. This platform provides a large choice of real and 

virtual environments, actuators, sensors and featured robots (Figure 5.19). 

  

Figure 5.19 – Environment Simulation 

We will use it to drive cars in a city, simulate a smart house and test 

applications with the simulated nao robot. 
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Nao Robot Platform 

Nao robot is a hardware platform controllable from a TCP-IP network 

connecting the NaoQi Proxy (by wifi or wire). We also use the SDK 1.10.37 to 

drive the robot in more complex tasks than those already programmed. 

 

Figure 5.20 – Nao Robot Platform 

Nao robot platform25 includes a lots of sensors and actuators: Tactile sensor on 

its head, Infrared emitter and receiver, 2 video camera, 4 microphones, 2 

Loudspeaker, 2 sonar transmitters, 2 sonar receivers, 20 coloured diodes, chest 

button, feet bumpers, 8 feet pressure sensors (Force Sensitive Resistors), 25 

degrees of freedom, 2 axis gyrometer and 3 axis accelerometer.  

We use this platform to interact with human users and environment, and mostly 

demonstrate our use cases in Chapter 6 (Figure 5.20). 

5.3 Performance 

5.3.1 Introduction 

Measures of performance are necessary to evaluate the solution. We measure 

three kinds of performance on a test platform: networking load, database access 
time, and inference time. And we introduce the cognitive workload to check the 

overall system regarding a task or an activity. 

For these experiments, we use the 2 previous computers: a PC with an i7 (64 

bits, 2.67 GHz, 6 GB RAM, Windows 7), a RoBoard with a Vortex86DX (32 bits, 

1GHz, 256 MB RAM, Linux Debian 5.0.2) and another PC with a Pentium 4 (32 

bits, 3 GHz, 2 GB RAM, Windows XP). A 1 gigabit/second network card is shared 

between computers. Different performances can be measured depending on the 

hardware solution chosen by the developer. 

5.3.2 Networking load 

The networking load indicates the maximum number of messages per second 

that can be transmitted from our RoBoard to the PC i7 and added to a reception 

queue with 2 methods. The first method consists of executing the CURL 

command on the RoBoard to send messages and receive them with Apache in a 

Webdav directory. The second method involves developing our own client-server 

                                                

25 NAO Full Documentation http://users.aldebaran-robotics.com/docs/site_en/index_doc.html 

http://users.aldebaran-robotics.com/docs/site_en/index_doc.html
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protocol based on TCP/IP sockets. The results are shown in Figure 5.21. 

Attention must be paid to the distribution of events between the hardware parts 

and other parts of the complete system in order to meet message queuing 

limitations. This is why lower abstraction levels working on low level data must 

be wisely combined in the hardware then sent to the concentrator. A higher level 

of abstraction is then required. Another solution is to interconnect computers 

and hardware components with optic fibber and build a faster processor into the 

networking card, with the disadvantage of cost and some inter-operability 

problems with respect to other computers on the slower Internet. 

 

Figure 5.21 – Networking load – Event message transfer rate 

5.3.3 Knowledge base access time 

Knowledge base access time is the worst measurement obtained from 10 read 

access attempts on the ra SQL table containing different numbers of events. We 

have to avoid the disk/memory buffering effect, where subsequent 

measurements are faster than the first one; we can do this when the amount of 

events exceeds the buffer size (greater than 100000 events in the 3 machines). 

All events are read in a single query.  

 

Figure 5.22 – Knowledge base access - Rate of events read into the database 

The results are displayed in Figure 5.22. Even though we are reliant on 

database engine performance, our system is still very fast. Obtaining better 

performance means developing our own database engine limited to query 

operations on the SQL ra table. Note in this section that we focus on querying 
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the agent‘s memory and we consider all past facts stored at the time of reading 

the memory. Actually, there is some latency before new events appear in 

memory, but we consider the memory contains a larger number of events than 

the number of incoming events. 

5.3.4 Inference time 

Inference time is a measurement of the maximum number of inferences 

performed per second. It depends on the number of data read from the database. 

We build a data set to insert the concepts and models into the ontologies of our 

agents (same memory content). Considering there is no queuing event, we send 

a query on facts to the agent. The query is an EKRL event with all possible roles 

filled, containing a combination of five arguments taken from the concept 

ontology. The total execution time of a single inference is equivalent to a 

database access time added to a complex comparison processing time 

(Algorithms in Section 3.7.3). Our query takes very little time, especially with 

the i7 processor, so we measure the required time for the agent to execute nbe 

inferences, where nbe is the maximum number of events that can be returned by 

the database. Measurements are displayed in Figures 5.23 and 5.24. 

 

Figure 5.23 – Inference time needed to process the maximum number of events 

 

Figure 5.24 – Rate of inferences by second 
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5.3.5 Consistency and Robustness 

The major drawback of models is that development concerns cannot truly be 

investigated by themselves, since concerns tend to affect one another. Successful 

and precise product development supported via models thus requires that 

common assumptions and definitions are recognized and maintained in a 

consistent fashion. In other words, having models with inconsistent assumptions 

about a system‘s expected environment reduces their usefulness and possibly 

renders invalid all solutions based on them (such as analyses and simulations). 

To date, however, transitioning information between models is still not a 

straightforward task despite the massive attention this problem has received 

from the software engineering community. In our system, conceptual and 

behavioural models are fixed knowledge at different levels of abstraction and 

models‘ definition is unique. All unknown event models are ignored. Two rule 

models can produce contradictory events which can be detected a posteriori by 

other agents and services. Model checking of concept classes (OWL classes) and 

concept instances (OWL individuals), is a standard ABox. Gravier et al. (2011) 

studied reasoning with context and A-Box revisions in semantic context-aware 

systems. Automatic analysis of models and subclass checking can be realized by 

verifying logical entailment of OWL TBox and by execution of the matching 

function of the inference engine. The latter requires sending a sequence of 

events to agents and checking produced events stored in the agent‘s memory. 

Consistent theory in second-order logic (Arnborg, 1994) is equivalent to check 

satisfiable OWL classes (true propositions in determined conditions). Our 

framework provides strong support for logical heterogeneity in models. 

To check consistency and robustness, we define a test procedure during 25 s. We 

control the number of generated events sent to input by a virtual service in the 

EKRL concentrator. We monitor output events of the agent during the test by 

looking in the messages queue of a targeted service. We monitor also agent‘s 

memory after the test by checking « correct » events found in the agent‘s memory 

(knowledge base in the database). We focus our analysis on ignored events 

compared to well compose events to insure generated meaning (i.e. consistency). 

After a verification of event models, we check the good correlation between 

expected output and inputs. We also wanted to check robustness with noisy 

events and by increasing events load in time. 

 

Figure 5.25 – Rate of inferences by second 

Results of the experiment on this agent are presented in Figure 5.25 and Table 

5.1. Consistency decreases if too much events occur. Performance of agents 

decreases due to their processing speed but robustness is always good because, 
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in this human situation, events are very redundant so there is no impact on 

outputs. Agents are able to ignore events when they are not matching predicate 

name, time, location and other roles in event. Robustness remains good in case 

of noisy data without taking into account uncertainty measure coming from 

sensors and hence corrupted data. Consistency is weak because false data in 

events impact correct events at 8%. 

Events Consistency Robustness 

Normal  

<1000 events/s 

100% 100% 

Overload  

>1000 events/s 

71%  

29% ignored 

100% 

Noisy  

50% unknown events 

50%  

50% events ignored 

100% 

Noisy  

50% false data in 

known events 

42%  

17% events not in time 

so they are ignored 

96% 

Table 5.1 – Consistency and Robustness Results 

5.3.6 Cognitive Workload 

In order to manage the energy, the awareness in the priority of contexts and the 

stability of the architecture, it is very important to measure the cognitive 

workload (mental, physical and temporal demands) of the system in the 

realization of tasks. Hart and Staveland (1988) have proposed multi dimensional 

rating scales after a study lasting several years and a lot of patients. Finally 

they found 10 major factors (Table 5.2) that can be combined into 16 different 

experiments. TLX means Task Load Index. 

Measure workload = ( )   (Formula 24) 

where Ratingi is a score [0,100] for the ith measure of Table 5.2, Weighti 

corresponds of one of the 15 factors pairs of Table 5.3 (Select the members of 

each pair that provided the most significant source of workload variation in the 

measured tasks). In our architecture, Mental and physical demands can also be 

communications load (network latency and bandwidth) and, agents and services 

management load (composition, orchestration and maintenance effort). 

This measure is subjective, but well adapted to human workload and our agent 

workload. Benefits of subjective evaluation are: 

• Direct measurement: no inference made from data (e.g. physiological or 

behavioural) 

• Measures readily available, easily adaptable to different work environments 

• Low cost method 

• Atheoric because it is not necessary to keep a theoretical framework or 

conceptual sophistication to use the method. 
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It is often used as a means to validate more objective methods. Comparatively, 

other performance measures are:  

- Cooper-Harper Scale or MCH: Modified Cooper-Harper scale26 

- Bedford scale (one-dimensional) (Roscoe and Ellis, 1990) 

- OW: Overall workload (one-dimensional scale from 1 to 20) 

- SWAT: Subjective Workload Assessment Technique (multidimensional) 

(Reid et al. 1981) 

- ISA: Instant Self Assessment of Workload (Jordan, 1992),  

- MACE: Malvern Capacity Estimate (Goillau and Kelly, 1996), 

- DRAWS: Defence Research Agency Workload Scale (Farmer et al. 1995). 

Barrouillet et al. (2004) define the cognitive load CL of a task involving an 

uninterrupted series of retrievals as a function of the number and difficulty of 

retrievals to be performed in a given period of time:  

      (Formula 25) 

where ni is the retrievals of type i, ai the difficulty of these retrievals i, i.e. the 

time each of these retrievals totally capture attention, and T the total duration 

during which these retrievals are to be performed. This work can be realized by 

querying facts stored in memory of agents with specific query models.  

Title Endpoints Descriptions 

OVERALL 

WORKLOAD 

Low/High The total workload associated with the task, 

considering all sources and components. 

TASK DIFFICULTY Low/High Whether the task was easy or demanding, 

simple or complex, exacting or forgiving. 

ACTIVITY TYPE Skill Based/ 

Rule Based/ 

Knowledge 

Based 

The degree to which the task required 

mindless reaction to well-learned routines or 

required the application of known rules or 

required problem solving and decision 

making.  

MENTAL DEMAND Low/High How much mental and perceptual activity 

was required (e.g., thinking, deciding, 

calculating, remembering, looking, 

searching, etc.)?  

PHYSICAL 

DEMAND 

Low/High How much physical activity was required 

(e.g. pushing, pulling, turning, controlling, 

activating, etc.)? Was the task easy or 

demanding, slow or brisk, slack or strenuous 

restful or laborious? 

TEMPORAL 

DEMAND 

Low/High How much time pressure did you feel due to 

the rate or pace at which the tasks or task 

elements occurred? Was the pace slow and 

leisurely or rapid and frantic? 

                                                

26 http://en.wikipedia.org/wiki/Cooper-Harper_rating_scale 

http://en.wikipedia.org/wiki/Cooper-Harper_rating_scale
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PERFORMANCE Good/Poor How successful do you think you were in 

accomplishing the goals of the task set by 

the experimenter (or yourself)? How 

satisfied were you with your performance in 

accomplishing these goals? 

ENERGY Low/High How much energy or how hard did you have 

to work to accomplish your level of 

performance?  

FRUSTRATION 

LEVEL 

Low/High How insecure, discouraged, irritated, 

stressed and annoyed versus secure, 

gratified, content, relaxed and complacent 

did you feel during the task? 

STRESS LEVEL Relaxed/Tense How anxious, worried, uptight, and 

harassed or calm, tranquil, placid, and 

relaxed you felt. 

Table 5.2 – NASA-TLX Rating Scale Definitions (Hart and Staveland, 1988) 

Energy or 

Performance 

Temporal 

requirement or 

Frustration 

Temporal 

requirement or 

Energy 

Physical 

requirement or 

Frustration 

Performance or 

Frustration 

Physical 

requirement or 

Temporal 

requirement 

Physical 

requirement or 

Performance 

Temporal 

requirement or 

Mental 

requirement 

Frustration or 

Energy 

Performance or 

Mental 

requirement 

Performance or 

Temporal 

requirement 

Mental 

requirement or 

Energy 

Mental 

requirement or 

Physical 

requirement 

Energy or 

Physical 

requirement 

Frustration or 

Mental 

requirement 

Table 5.3 – NASA-TLX Sources of workload 

5.4 Inference Engine Complexity 

It is critical that we define complexity metrics that focus strictly on the nature of 

the problem and not on the nature of a particular solution. The problem of the 

inference engine is to manage knowledge answering queries and producing new 

events with rule models using matching function. A metric based on counting 

the number of rules, to take one example, is equivalent to making the 

assumption that the semantic architecture that does the reasoning is, at its core, 

a production system. We need avoid this trap. There are various general sets of 

factors to consider when deciding how complex a problem or task is. First, we 

want to distinguish between the complexity of a problem (a.k.a. a semantic task) 

as opposed to the context (i.e., problem space) in which the problem exists. In 

any system, (e.g., an automobile) there are simple problems that need to be dealt 

with (e.g., we‘re out of gas) and complex problems (e.g., an intermittent short in 

the wiring). System complexity and problem complexity are not totally 

independent however. Fuelling a space shuttle is more complex than performing 

the equivalent task with the family car. The complexity of problem solving and 

decision making is not the same as the complexity of learning. An additional 

issue is the complexity of executing a course of action (i.e., is cooperative 
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behaviour by a group of agents required?). A good metric for problem complexity 

incorporates properties of both the specific problem at hand as well as the 

overall context (i.e., the problem space). To cover both aspects, we use two sets of 

characteristics: 

 Problem Space Characteristics: How many concepts & classes (i.e., symbols) 

in the ontology (i.e., degree of heterogeneity)? How many objects and facts in 

the problem space (i.e., size of the problem space as presented to the 

observer)? How dynamic is the state of the objects in the problem space? How 

tightly coupled (i.e., interdependent) are object states? How transparent is 

the observable problem space (i.e., expected ratio of known to unknown facts 

under best-case/normal/worst-case operating conditions)? 

 Problem Characteristics: How ‗noisy‘ is the problem (i.e., ratio of relevant to 

non-relevant facts for any given problem/task/goal)? How visible is the 

problem (ratio of relevant facts that may be obtained via observation or 

direct questioning of other actors vs. those that require inference & 

reasoning to obtain)? 

These characteristics will be useful to make choices of architecture in order to 

implement the application in the next chapter. And, especially, take care of 

requirements and other criteria like heterogeneity, size, and interdependence of 

the problem space. 

Inference engine of Agent (Section 3.7.3) has been explained. We propose to 

detail the computation of the complexity. We remind the reader that there are 

several types of models in the ontology of models: event models, query models 

and rule models. In querying the agent‘s memory, we are interested in two types 

of model:  

- Direct Query models to find matching facts where roles and arguments of a 

query match up with the roles and arguments of facts stored in the agent‘s 

memory. In this case, the logic of the inference engine is first order. We 

may note that only a sub-tree of the model ontology is searched, depending 

on the predicate location of the query model. 

- Rule models that are sent (post-condition) by the agent if some facts have 

expected event models defined as a combination of arguments for the first 

role of these rule models (pre-condition). The argument thus contains a 

composition of other event models of lower abstraction levels (in the case of 

a fusion process). Such a matching operation is recursive. Normally, an 

agent is designed to manage fusion (or fission) at a defined abstraction 

level in the architecture and fuses (or separates) events of the previous (or 

next) level only. This advantage limits the recursion depth to a second 

level of abstraction and thus the logic of the inference engine is limited to 

second order. 

For a direct facts query, in the first case, we query the agent (its inference 

engine) on facts whose arguments contain a composition of concepts. The 

algorithm complexity is based on the number N of facts stored under the event 

model predicate in the event ontology, which is a tree structure. As our roles and 

arguments are indexed in a row of the ra database table, complexity in space is 

O(N) and maximum time of execution is N*ACT, where ACT is the argument 

calculation time depending on the type of this argument (string, number, time 

value, space value, and so on). For example, Figure 4.9 shows the 
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Exist:Available Service model. This model can be used as a direct query to 

search facts corresponding to new available Web services over a specific period 

of time and limited to a location with the SENDER, DATE1, DATE2 and 

LOCATION roles. 

For a rule model, we extract all models combined in the first argument and we 

query the agent on facts directly matching these models. Complexity in space 

becomes O(M*N) where M is the number of combined models and N is the 

number of facts under all combined models. Maximum execution time is 

M*N*ACT, where ACT is the argument calculation time of the rule model. For 

example, Figure 3.34 shows the Rule model to compose the 

―Behave:PutThatHere‖ fact if the precondition is validated. 

In our architecture design (Figures 4.4 and 4.5), agents can be arranged by 

layers as shown Figure 3.19. Each layer is restrained to an abstraction level of 

fusion or fission. The agent‘s memory can be made to contain only the relevant 

event models to reduce search space and increase execution speed. 

5.5 Inference Engine Temporal validation 

5.5.1 Introduction 

Our system is asynchronous. In order to validate formally our temporal logic 

integrated in the aggregation function of our inference engine. We decided to 

check it on the ―PutThatHere‖ fusion scenario defined section 1.3 with 

CPNTools27 (Jensen, 1991). A CPN model of a system is an executable model 

representing the states of the system and the events (transitions) that can cause 

the system to change state. CPN Tools is an industrial-strength computer tool 

for constructing and analysing CPN models. Using CPN Tools, it is possible to 

investigate the behaviour of the modelled system using simulation, to verify 

properties by means of state space methods and model checking, and to conduct 

simulation-based performance analysis. 

 

Figure 5.26 – ―PutThatHere‖ Temporal Validation 

                                                

27 CPNTOOLS http://cpntools.org/start 

http://cpntools.org/start
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Figure 5.26 represents the temporal validation synoptic of the inference engine 

processing the matching of the rule model ―PutThatHere‖. Comparators at right 

present the exact name and time (minimum start, maximum end) of the 

expected events in this time line. Figure presents only the useful events but in 

the network simulation we will generate these events and many other false 

events. In the ―PutThatHere‖ scenario, two modalities: vocal for saying ―put‖ 
―that‖ and ―here‖, and gestural by pointing to the object (corresponding to ―that‖) 
and the place where the object must be placed (corresponding to ―here‖). Our 

schema is equivalent to the precondition of Figure 3.33 and is composed of 3 

sensor services, a generator of events and 7 comparators. If a comparator 

returns false then the sequence is invalidated and the loop is reset. If the 7th 

comparator is true then the event is validated. The generator randomly 

activates the 3 services and gives it a random number. The random number 

allows service selecting a correct or an invalid event of its database. Then the 

service generates an event name attached to a start time and an end time, and 

sends it to the inference engine of the agent modelled by the comparators of the 

figure. 

We want to verify the following conditions: 

 Events Completeness to check if all events required in the precondition 

are present to evaluate the corresponding predicate (to produce composite 

event); 

 Event arrivals order to verify if events sent from modalities are 

respecting the expected order; 

 Temporal aspect of vocal and gestural commands, taking into account the 

time needed by a modality to detect a command and the time to merge 

data; 

 Consistency to check if recognized entities exist in the ontology of 

concepts.  

5.5.2 ―PutThatHere‖ Validation 

Coloured Stochastic Petri Nets 

A Petri net is a quadruple (P, T, F, W), where 

1. P is the finite set of places;  

2. T is a finite set of transitions;  

3. P  T  ; 

4. F  { P  T}  { T  P} is the flow relation; and 

5. W: F N – {0} is the weight function, which associates a nonzero natural 

value to each element of F. If no weight value is explicitly associated with 

a flow element, the default value 1 is assumed for the function. 

This notation is only used in this section and specific to Petri nets. 

Events Generator 
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Figure 5.27 represents a part of the coloured Petri network describing the 

generator responsible of generating random events designed by Djenidi (2004). 

We use CPN Tools version 3.2.2.  

 
Figure 5.27- Random Events Generator 

 

 

Figure 5.28 – ―PutThatHere‖ CPN Declarations 

The stochastic coloured Petri net allows modelling processing time which follows 

laws of probability (see codes associated with the Recognition and Execution 
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transitions) and, in the same network, the Generator transition associated with 

the place EventWaiting models a stochastic random generator. When this 

transition is fired after a time period which follows an exponential law (see code 

associated with the Generator transition), a token of colour (i.e. a type) 

ObjectAttribut specified by the expression in CPN-ML (object, N, intTime()) is 

generated in the Queue‘s place. At the same time the n+1 and event tokens are 

generated in the EventWaiting and CurrentValue places, respectively. The 

token in Queue is composed of three attributes. The first, object, symbolizes the 

nature of the fragments of information arrived in the place. The second is the 

value of the number of arrivals and the third is the value of the arrival time of 

the tokens in the place. This modelling of events, their temporal characteristics 

and activities with random times represent temporal and stochastic aspects 

used in the coloured Petri nets model presented below. 

―PutThatHere‖ Matching Solution 

The second part of the network (red part Figure 5.29) is dedicated for the vocal 

commands ―put‖, ―that‖ and ―here‖. According to the table in figure 5.26, we gave 

each vocal command an index and an interval of time (for example ―put‖, 2, 0.5, 

1.5). These data can be seen in the state List Of Words. The Vocal Sensor State 

receive events E in a certain time T randomly (the function inTime () in 

declarations convert the time to an integer, the converted value is T).  Vocal 
Sensor is related to 3 comparators: Comparison of 1st word place, Comparison of 
2nd word place and Comparison of 3rd word place. Each place receives a random 

event E in a certain time T. E and T are compared with the data of List Of 
Words state that sends W which is the index of a command, Tb and Te which are 

the beginning time and the end time of a command respectively. The if condition 

compares these data, so if E equal to W and W equal to 2 (index of the command 

―put‖ according to table) and T (the time of a random event) is between Tb and 

Te, then 2, which means that the command ―put‖ is fired and the word is 

recognized, else E (the random event) is fired and sent to Feedback and the word 

is not recognized. This means that the vocal sensor is sending another word that 

doesn‘t have a meaning according to our system. The same comparison is done 

for ―that‖ (index 4) and for ―here‖ (index 7) commands using Comparison of 2nd 
word and Comparison of 3rd word places. 

The green part (Figure 5.30) represents the gesture models like ―point to a 

location‖. The state locationOntology is a knowledge base that contains all 

recognized locations before. The state GestureSensor1 receives random timed 

events from the generator via E and T. In this part, two comparisons are done, a 

comparison for the old location where the entity stands, and the new location 

where the entity must be placed, this comparison is done by using the two places 

Comparison Of Location1 and Comparison Of Location 2. The if condition 

compares each location to the random timed event (E, T) sent by the 

GestureSensor1 state. For location1, if E equal to Loc and T is between Tb and 

Te then 1 (index of point defined in the table) ―point‖ is fired and the initial 

location is located, else E (the random event) is fired and sent to feedback and 

the location is not recognized. The same comparison is done for the second 

location Loc2 which is the new location where to place an entity. 
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Figure 5.29 – comparators for vocal sensor 

 

 

Figure 5.30 – gesture sensor and its comparators of location 
 

The rose part (Figure 5.31) represents the part of the entity to place. It could be an 

object, a human or an animal (in our scenario the entity is an object). ThingOntology 

state is a base knowledge that contains all recognized things before. The state Object 
Recognition receives random timed events from the generator (E, T). In this part two 

comparisons are done, the first one is for the object to place (―glass‖ which has the index 

3 in the table) and the second one is for the place to put the object on (―table‖ which has 

the index 6 in the table). These comparisons are realized using the two places 

Comparison Of Entity1 and Comparison Of entity 2. The if condition compares each 

entity to the random timed event (E, T) sent by the Object Recognition state. For 

entity1, if E equal to En and T is between Tb and Te then 3 (index of ―glass‖ defined in 
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the table). ―glass‖ is fired and the object to place is recognized, else the random event E 

is fired and sent to feedback and the entity  is not recognized. The same comparison is 

now done for the second location En2 which is the other object or location where to place 

the 1st object on. 

 

Figure 5.31 – Things ontology and its comparators of entities 

 

Figure 5.32 – ―PutThatHere‖ Fusion 

Once the seven comparisons are successful and the seven indexes 1 to 7 of the 

table are sent to the Fusion place (Figure 5.32), we are ready to merge these 

data so that the state Data Merged is fired and the result will be the 

―PutThatHere‖ event { ―put‖, ―that‖, the object to place, the initial location, 

―here‖, the new location or object to put on }. 

5.5.3 General Case Validation 

We would use the last experiment in order to generalize the procedure to any 

events case and thus fully validate our matching algorithm. For this purpose, we 
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use the same timed event generator. Event and time of the event are received 

and sent to the Matching function of the inference engine. Unlike the previous 

network limited to the recognition of the ―PutThatHere‖ event, this new network 

manages three main functions: 

 Event model matching compares the incoming event containing the 

model name of the event or fact (predicate name) and its time (DATE1 

and DATE2 roles) to the event models in the ontology of models. This 

matching is used to extract past facts regarding to a query event. This 

function has been fully detailed in Chapter 3 and in Section 5.4. 

 Rule model matching compares the incoming event containing model 

name and arguments of the roles to the precondition of the rule models in 

the ontology of models. For instance, it is the case of ―PutThatHere‖ 

fusion model. This matching is used to check precondition of a rule model 

and send this rule model after aggregating the roles of this event with 

role contents of precondition events. This algorithm is not limited to 

fusion process but works also fine for fission process. For fusion process, 

several incoming events fire only one event. For fission process, several 

events are fired from only one sequence of incoming events. Aggregation 

still remains the same. This function has also been fully explained in 

Chapter 3 and in Section 5.4. 

 Sequences‘ cleaning cleans saved sequences of events required for 

matching rule models precondition with current event and time. A 

sequence is a combination of event names used to compare the events in 

the precondition to those that are received and respecting the time order 

of events in the sequence. These sequences are saved in a list for a 

limited time (if TimeWin variable>0) and for an unlimited time (if 

TimeWin variable=0). The first case means only last events in the time 

window stays in the sequences list, from Now minus TimeWin to Now. A 

future work could be managing this time window regarding to the 

concerned event. The latter is useful if the agent is limited to some rule 

events. And it means, after sometimes or long time, size of the sequences 

list will be same as the number of rule models. The problem in this case 

will be that after receiving any event, all matching sequences will be 

found and a large amount of aggregated models will sent to other agents 

and services. 

Figure 5.33 present a general coloured stochastic network. If the event name is 

in the ontology of models, the incoming event is a query. If facts related to this 

event model (i.e. query model) exist in the time period defined by DATE1 and 

DATE2 roles of the event, they can be sent to other agents and services (red 

block in the figure). If the event name is in the precondition of rule models, the 

event may be the only model to be in rule models precondition or may be a part 

of a sequence of events in the rule models precondition. Name, precondition and 

time of the matching rule models are extracted of the ontology of models. 

Sequences of events of the rule models are then added to the Sequences if they 

are not in. Previous sequences in the Sequences list and event are concatenate 

to build a new sequence. Each new sequence and time is also compared with rule 

models. This is realized by the Matching – InsertSequenceOnce - GetSequence 

loop. Finally, all matching rule models which are aggregated with all received 

events of the precondition are also sent to other agents and services.  
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From this schema, we generate a source code. We execute the applications on 

several scenarios for different models in the ontology of models, different 

sequences of events generated and we check the recognition of composite events 

related to existing models. We will now explain our experiments and present 

how the matching function generates the results. 

 

Figure 5.33 – Matching of events 

 

Figure 5.34 – Matching CPN Declarations 
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Rule Model Matching Experiments 

We experiment our rule models matching algorithm. We don‘t present direct 

matching as it is a simple comparison of model name and all its roles with 

existing facts already present in the ontology of models. We will send some 

events in a specific order to check the matching through the building of 

sequences of events present in the precondition of the rule models. 

 

Rule Model 

Name 

M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 

Sequence of 

events in 

precondition 

A AB ABCD ABCD ABCF AC B DE ED D 

Table 5.4 – Rule models in the ontology of models 

Table 5.4 is the list of rule models and the sequence of events in the 

precondition. Rule models names are M1 to M10. Sequences are composed of 

event models A to Z where a letter stands for a fulfilled predicate frame. These 

sequences are in the precondition role of the rule models. We take several 

significant examples of sequences: all event models are not in the list so should 

be ignored (for example, there is no sequence with only C), order of events (A 

before B in AB or A before C in AC) should be respected, some sequences begin 

with the same subsequence (M2, M3, M4, M5 contain A and AB) and are even 

equals like for rule models M3 and M4. 

 

Time 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Event E C E C A A B C D E D B C D F 

Table 5.5 – Incoming Events 

Table 5.5 shows the incoming events at each time. To simplify the writing for a 

better readability and understanding, we assume one letter (instead of a 

complete string) is used to identify an event and its roles including time. We also 

assume Time as an integer index. Discrete time Time=1 means any real time t1 

in seconds before Time=2 (real time t2 in seconds) where t1<=t2. At each 

discrete time, a new event is coming to be compared alone with rule models 

precondition sequences and to compared in association with the other sequences 

already present (concatenation). If two events A are coming at Time=1 and at 

Time=5, the InsertSequenceOnce function only keeps the last one at the end of 

the list of sequences. This function inserts a new event in the Sequences list only 

once. So A(Time=1) will be replaced by A(Time=5). There is absolutely no impact 

on the algorithm because roles of DATE1 and DATE2 of A are the same for 

Time=1 and Time=5, it‘s the same event with the same roles (including dates) to 

be compared. This table is interesting because main cases are represented to 

ensure algorithm works well: it must ignore unknown and noisy events (Time 2 

to 4), and manage the order of sequences (Time 6 to 9) and repeatability of 

produced events for a time period (Time 11 to 14). 
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Infinite Time Window Execution 

Table 5.6 presents the evolution of the list of sequences with an infinite time 

window and the fired rule models in outbox where sequences of events are 

matching these rule models. Comments give explanations on what is happening. 

Time List of Sequences Outbox Comments 

1 E in M9  E exists in rule model M9 

2 E in M9  C ignored because no rule 

models begins with C and 

there no sequence EC in 

rule models. 

3 E in M9   

4 E in M9  C ignored 

5 E in M9 

A in M1, M2, M3, M4, M5, M6 

A in M1 Precondition of M1 fired 

by the first A. Sequence in 

light red is the new one. 

6 E in M9 

A in M1, M2, M3, M4, M5, M6 

A in M1 Precondition of M1 fired 

by the second A. 

List of sequences not 

changed (normal). 

7 E in M9 

A in M1, M2, M3, M4, M5, M6 

AB in M2, M3, M4, M5 

B in M7 

AB in M2 

B in M7 

B has fired preconditions 

of M2 and M7. Previous A 

with B give AB. 

8 E in M9 

A in M1, M2, M3, M4, M5, M6 

AB in M2, M3, M4, M5 

B in M7 

AC in M6 

ABC in M3, M4, M5 

AC in M6 C has fired precondition 

of M6. 

Sequences AC, ABCD, 

ABCF have been found. 

Note the two different 

models M3 and M4 are 

found. 

9 E in M9 

A in M1, M2, M3, M4, M5, M6 

AB in M2, M3, M4, M5 

B in M7 

AC in M6 

ABC in M3, M4, M5 

ED in M9 

ABCD in M3, M4 

D in M8, M10 

ED in M9 

ABCD in M3 

ABCD in M4 

D in M10 

D has fired preconditions 

of M9, M3, M4 and M10 

10 A in M1, M2, M3, M4, M5, M6 

AB in M2, M3, M4, M5 

B in M7 

AC in M6 

ABC in M3, M4, M5 

ED in M9 

ABCD in M3, M4 

D in M8, M10 

DE in M8 

DE in M8 E with previous D fired 

precondition of M8. 

Note there is no rule 

model with only E, that‘s 

why it is not in outbox. 
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E in M9 

11 A in M1, M2, M3, M4, M5, M6 

AB in M2, M3, M4, M5 

B in M7 

AC in M6 

ABC in M3, M4, M5 

DE in M8 

E in M9 

ABCD in M3, M4 

ED in M9 

D in M8, M10 

ABCD in M3 

ABCD in M4 

ED in M9 

D in M10 

D has fired again 

preconditions of M3, M4, 

M9 and M10. This is due 

to infinite time window. 

Note the list of sequences 

has not changed, only 

sequences ending by D 

moved at the end of the 

list (brown colour). 

12 A in M1, M2, M3, M4, M5, M6 

AC in M6 

ABC in M3, M4, M5 

DE in M8 

E in M9 

ABCD in M3, M4 

ED in M9 

D in M8, M10 

AB in M2, M3, M4, M5 

B in M7 

AB in M2 

B in M7 

B fired again 

preconditions of M2 and 

M7. This is due to infinite 

time window. 

 

Note the list of sequences 

has not changed. 

13 A in M1, M2, M3, M4, M5, M6 

DE in M8 

E in M9 

ABCD in M3, M4 

ED in M9 

D in M8, M10 

AB in M2, M3, M4, M5 

B in M7 

AC in M6 

ABC in M3, M4, M5 

AC in M6 C fired again precondition 

of M6. 

Note the list of sequences 

has not changed 

14 A in M1, M2, M3, M4, M5, M6 

DE in M8 

E in M9 

AB in M2, M3, M4, M5 

B in M7 

AC in M6 

ABC in M3, M4, M5 

ED in M9 

ABCD in M3, M4 

D in M8, M10 

ED in M9 

ABCD in M3 

ABCD in M4 

D in M10 

D fired again 

preconditions of M9, M3, 

M4 and M10. This is due 

to infinite time window. 

15 A in M1, M2, M3, M4, M5, M6 

DE in M8 

E in M9 

AB in M2, M3, M4, M5 

B in M7 

AC in M6 

ABC in M3, M4, M5 

ED in M9 

ABCD in M3, M4 

D in M8, M10 

ABCF in M5 

ABCF in M5 A new rule model M5 is 

inserted in the list 

because of the incoming 

event F. 

Table 5.6 – Infinite Time Window Results 
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Finite Time Window Execution 

TimeWin=5 is set to limit matching to sequences of events in the window [Now-
TimeWin, Now]. The Clean Sequence function removes the events outside this 

time window. Table 5.7 presents the new results. Red comments present the 

changes. 

Time List of Sequences Outbox Comments 

1 E in M9   

2 E in M9   

3 E in M9  E of Time=3 replaced E of 

Time=1 so it has a new 

place in the time window. 

4 E in M9   

5 E in M9 

A in M1, M2, M3, M4, M5, M6 

A in M1 Precondition of M1 fired 

by the first A. Sequence in 

light red is the new one. 

6 E in M9 

A in M1, M2, M3, M4, M5, M6 

A in M1 Precondition of M1 fired 

by the second A. 

List of sequences not 

changed (normal). 

7 E in M9 

A in M1, M2, M3, M4, M5, M6 

AB in M2, M3, M4, M5 

B in M7 

AB in M2 

B in M7 

B has fired preconditions 

of M2 and M7. Previous A 

with B give AB. 

8 A in M1, M2, M3, M4, M5, M6 

AB in M2, M3, M4, M5 

B in M7 

AC in M6 

ABC in M3, M4, M5 

AC in M6 C has fired precondition 

of M6. 

E in M9 has been 

removed  

 

9 A in M1, M2, M3, M4, M5, M6 

AB in M2, M3, M4, M5 

B in M7 

AC in M6 

ABC in M3, M4, M5 

ABCD in M3, M4 

D in M8, M10 

ABCD in M3 

ABCD in M4 

D in M10 

D has fired preconditions 

of M3, M4 and M10. 

ED in M9 is not fired! 

10 A in M1, M2, M3, M4, M5, M6 

AB in M2, M3, M4, M5 

B in M7 

AC in M6 

ABC in M3, M4, M5 

ABCD in M3, M4 

D in M8, M10 

DE in M8 

E in M9 

DE in M8 E with previous D fired 

precondition of M8. 

 

11 AB in M2, M3, M4, M5 

B in M7 

AC in M6 

ABC in M3, M4, M5 

ABCD in M3 

ABCD in M4 

ED in M9 

D in M10 

A in M1, M2, M3, M4, M5, 

M6 is removed but not 

AB, AC, ABC 
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DE in M8 

E in M9 

ABCD in M3, M4 

ED in M9 

D in M8, M10 

12 AC in M6 

ABC in M3, M4, M5 

DE in M8 

E in M9 

ABCD in M3, M4 

ED in M9 

D in M8, M10 

B in M7 

B in M7 AB is removed in list. 

AB in M2 is not fired 

again. 

13 DE in M8 

E in M9 

ABCD in M3, M4 

ED in M9 

D in M8, M10 

B in M7 

 AC in M6 and ABC in M3, 

M4, M5 are removed. 

AC in M6 is not fired 

again! 

14 DE in M8 

E in M9 

ABCD in M3, M4 

B in M7 

ED in M9 

D in M8, M10 

ED in M9 

D in M10 

ABCD in M3 and ABCD 

in M4 are not fired again. 

15 ABCD in M3, M4 

B in M7 

ED in M9 

D in M8, M10 

 ABCF in M5 is not fired 

with a time window of 5 

but could be still fired 

with a time window =8 

Table 5.7 – Finite Time Window Results 

The use of the time window limits the repetition of already sent events. It can be 

a problem (case where M5 is not fired) or be normal (too late to understand M5 

has happened because F has arrived late after ABC to compose ABCF). We 

deduce that time window should be tuned. It greatly depends on the meaning 

and context of rule models and thus on the precondition. It also depends on the 

use of an event in several rule models with very different meanings. In fact, 

cleaning of the sequences list must be learnt by experience or manually defined 

in order to clean some sequences of events after a rule model is fired. Incoming 

events, well recognized, i.e. not ignored, are kept as facts in the ontology of 

models so a first optimization of the algorithm could be that the list of sequences 

will be a specific database table with fact indexes.  

A second optimization could be to insert sequence of events used in the 

precondition of a rule model in this table directly at the rule model creation like 

in Figure 5.35. idrulemodel is the rule model index in the list of nodes of the 

ontology of models. idevent is the index of the fact or model of event. eventrank 

is used for the order of events in the sequence indexed by idrulemodel. status 

tells if the event has been received. teceivedate is the date of reception of the 

event. We added activationperiod to manage the time window before 

deactivating the current sequence containing this event. 
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Figure 5.35 – Sequences table 

In conclusion, precondition of a rule model with only one event is immediately 

fired and this event, once aggregated with event information in its roles, is sent 

to other agents and services. For a rule model with a precondition containing 

several events, the sending of the aggregated event (instance of the rule event) 

will be done when the last event of the sequence will be received. 

5.5.4 Results 

After running the CPN models several times on a period of 30 seconds, we 

obtain the results in Table 5.4. 

Constraint Result 

Events Completeness 100% 

Event arrivals order 100% 

Temporal aspect 100% 

Consistency 100% 

Table 5.8 – Validation Results 

We may explain these results by the fact that unknown events are ignored and 

the validation can‘t continue. If the event arrivals order is not respected, the 

engine doesn‘t wait and restarts again to the first event. The temporal 

validation allows validating the event arrivals order and the start time and end 

time is corresponding to the table in Figure 5.26. Consistency is respected 

because of the presence of the concept and model in our ontologies, and because 

no generated events is altered by the network transmission or by a limitation of 

the reception queue in this program. If it is not the case, the event is ignored 

and the matching process must keep on. Inconsistency doesn‘t mean there is no 

repetition of the same output event. We presented how to manage this problem. 

Our inference engine is validated for all scenarios because, if the rule model 

changes, only the comparators of the schema changes. Only the arguments of 

the roles of the incoming events will be matched with the rule model 

precondition. 
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5.6 Comparative Study of Architecture 

We performed a non-exhaustive comparison between our architecture and MAS 

architectures (Bayardo et al., 1997; Tambe et al., 2000; Esteva et al., 2004; Gil 

Iranzo, 2004; Heckmann 2005; Lech and Wienhofen, 2005; Lin and Hsu, 2006; 

Gateau, 2007; Mastrogiovanni et al., 2007; Bach, 2008; Alain et al., 2009; 

Billington et al., 2009; Kameas et al., 2009; Kapahnke et al., 2010; Subercase 

and Maret, 2010 & 2011) presented in Chapter 2. In the case of these semantic 

architectures, performance measurement in terms of quantitative and 

qualitative satisfaction is quite rare. These MAS architectures have some of our 

properties but not all (columns of Table 5.9). To justify our choice, we focused 

our appraisal on the following properties:  

 Architecture: Agents may be part of - a distributed system where agents 

are autonomous and communicate through a computer network; - a 

collaborative system where autonomous agents are managed by a 

centralized server around a centric task; - a fixed architecture where 

agents are structured like functional parts of a computer program fixed by 

the developer. In addition, architecture and components of the architecture 

may be adaptable and reusable by using adaptation and composition 

mechanisms. 

 Pervasive or Ubiquitous Computing Architecture: The architecture can be 

automatically extended using a discovery mechanism and current 

standards for webservices. 

 Multimodal Interaction: The architecture is designed to manage multiple 

input/output modalities (audition, visual, textual, dialog) or devices. 

 Platform independent: The architecture is independent of any operating 

systems and hardware platforms (robotics for example). Our components 

are autonomous pieces of software working in a computer network, not 

necessarily embedded in the system to control or manage. 

 Types of agent: agents are distinguished between different independent 

properties like autonomy, knowledge and know-how (eventually offered as 

services), decision capacity.  

- Rational agents are based on rational behaviours using logical rules and 

a knowledge base. Reflection is done by a reasoning engine before 

acting. They try to maximize a utility function. 

- Cognitive agents are often rational agents but with designed cognitive 

functions similar to those in the human brain like short term memory, 

long term memory, human reasoning mechanisms. They are built by 

psychologists to check their assumptions on the study of human 

behaviours. 

- Belief-Desire-Intention agent (BDI) is another specific kind of rational 

agent where beliefs are inputs, desires are goals and intentions are 

planned actions. Belief, Desire, Intention are logical function to 

dissipate ambiguities in managed information during reasoning (Cohen 

and Levesque, 1990; Rao and Georgeff, 1991). 

- Programmed agents have a fixed program made by a developer. They 

make no choice but they can manipulate different types of data and 

work in synergy between each others. 
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 Genericity of agents: Agents genericity means agents are components able 

to implement any functions. For rational agents, these functions will be 

based on the content of their knowledge base but not in the modelling 

parts of the agent. Concepts and models taking place in the knowledge 

base define the agent and are independent of the implementation. In our 

case, the agent is a standard webservice with three generic modules: the 

communication module, the inference engine and the knowledge base (i.e. 

memory). The executed internal code of these agents is always the same 

and only data in memory change when modifying the agent's behaviour. It 

is also the case for BDI agents. Non-generic agents are built with different 

specific modules depending of the job they are designed to. 

 Agent Communication Language (ACL): Declarative communication 

language used between agents, and between agents and other components 

to dialog and share concepts and ontologies. In our case, it is EKRL. There 

are now several XML, RDF, OWL languages for communication, 

interoperability and interconnection. Some became standards like, FIPA-

ACL (Foundation for Intelligent Physical Agents), SWRL (Semantic Web 

Rule Language), RuleML (Rule Mark-up), KQML (Knowledge Query and 

Manipulation Language), KIF (Knowledge Interchange Format), etc. Other 

agents don‘t use ACL or use their own language. 

 Knowledge Base: The agent program is contained in (internal) or 

connected to (external) one or more formal ontologies (memories in our 

case), meets the best case: distributed (independent to other software part) 

or the worst case: centralized (software dependent), or is connected to a 

blackboard. SWRL rules are also a static agent program defined as a 

database stored in an XML file. Some agents share their own knowledge 

base, which can be accessed by other software parts in the network; these 

agents become slow and dependent. 

 Static Base: Indicates whether the knowledge base (KB) is static or can 

change in-line. Some KBs can be adapted at run time. 

 Concept Ontology: This type of ontology is a standard domain ontology 

containing concept classes, instances, properties, and semantic 

relationships between them. Most existing ontologies are of this type. 

 Ontology of models: We defined the ontology of event models as a 

predicates ontology applied to concepts or other models. Some properties in 

the concept ontology can do this, but their action field is limited to the 

class to which they are attached. Our predicates (frames of 

roles/arguments) are independent of concept classes, reducing the 

redundancy of a property. Our predicates are exactly like behavioural 

rules but are perfectly structured in our ontology through semantic 

relationships between models. Another important advantage is that we 

reduce search time and increase performance in our inference engine by 

reducing search space (subtrees of models classes and instances). When 

models are in regular domain ontology, the tree structure advantage is 

lost; many relationships appear, leading to an unreadable graph with 

absolutely no guarantee of closure.  

 Close to NL: Predicate logic, like propositional logic with semantic 

relationships, is obviously closer to human language than any other 
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knowledge representation. Defining our EKRL, this way also enables us to 

reach a solution to natural language processing (NLP), scientific and 

linguistic researches.  

 Consistency checking: Consistency checking is a mechanism for checking 

semantics and whether rule models are semantically consistent to avoid 

conflicts. Our ontologies contain only a single reference to a concept or a 

behavioural meaning; this important point ensures consistency of concepts, 

models and instances. Due to the formality of the reference model the 

component models can be checked formally and it can be proven which 

development relations and composition operations are compatible with 

each other. Consistency checking is thus intrinsic to the inference engine 

for an agent and to the design in multiple layers for the system. And it 

should be required for any other systems or architectures. 

 Model Based behaviours: Agents or MAS contain behavioural models in 

their knowledge base that allow them to understand the behaviour of 

entities present in the environment including them. 

 

The preferred properties of an architecture or agent are shown in bold type in 

Table 5.9 below. To summarize this comparison, it shows that we have 

developed a pervasive and multimodal MAS architecture that contains the most 

generic agents, the same semantic language for all cognitive agent operations 

(fact storage, event inference, communication), making it easy to model and 

understand behaviours. Our EKRL is a protocol containing words and values 

between tags; it is the content of a simplified natural language exchanged 

between agents that manipulate human concepts. Models of the EKRL language 

are narratives (agent knows and tells what‘s happening), performative, or 

imperative (agent send orders to be executed) and allow fast memory 

organization and storage of past facts in the ontology of models. In addition, a 

developer may program the agents directly with EKRL models in their memory. 

Agents will know what to do when facts come on-line. A final key point is that 

our architecture reasons on facts in memory, just like humans do, by truly 

manipulating concepts in natural language. Other agents are implemented only 

with logical statements. Other architectures are often a mixture of technologies 

using the same languages to communicate or exchange data with or without 

required wrappers. These architectures use reasoners for data mining, not for 

truly extracting meaning; so they are not easily adaptable. Notion of rational 

agency is not much found in the scientific literature except in a paper of Van der 

Hoek and Wooldridge (2003) using modal logic and dedicated to BDI agents. 
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Table 5.9 – Comparison of Multi Agents Systems using semantics  
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5.7 Conclusion 

This chapter presents the implementation of the SAMI framework containing a 

complete package of software and hardware: the semantic agents, editor of the 

memory of agents, TCP-IP communication module with its messages queue, 

inference engine API, ConnectDB API, Third party and robotics platforms, 

ERKL concentrator managing services and including EKRL wrapper, 

installation procedure, use procedure and scheduler. All these detailed parts 

have been realized and are fully operational. 

The second part of this chapter was dedicated to the analysis of important 

performance measures of the architecture and components. In particular, we 

analyse the networking load, the knowledge base access time, inference time to 

evaluate the maximum load and events which can be processed by our 

architecture. We realized this validation on current machines and network. 

Despite the fact that measures are really excellent, to build ambient intelligence 

architecture, and in particular with EKRL protocol, it‘s clear that, in the future, 

these components will be much more fast and powerful. Happily, our 

architecture components are not limited to an operating system or a material. 

Even the EKRL concentrator can be replaced by a more powerful hardware 

board later, only the embedded I/O ports for hardly connected devices should be 

taken into consideration. From an internal point of view of knowledge base, we 

checked Consistency and Robustness of events sent to the system with attention, 

some of the results are obtained after implementation of uses cases of the next 

chapter. We check that in case of overload of events by second, consistency may 

decrease, and in case of non noisy events, robustness can be obviously decreased 

but stay at a correct and normal level. We also explored the cognitive workload 

and cognitive load measures of the NASA model, made by Hart and Staveland, 

they are subjective measures which can be adapted to our architecture for future 

work. We have studied the complexity of our inference engine algorithm during 

the storage and retrieval processes using the matching function. This is an 

algorithm fast in time and linearly dependant in space of ra table which 

drastically reduce space. This is an important result showing a big improvement 

compared to the curse of dimensionality and all large data management 

systems, mostly because of the knowledge base designed in an tree structure 

ontology, the concepts and models indexes aligned in only one database table 

(the ra table) and because of the name of concept pointing on a little sub tree of 

the ontology. Temporal validation of inference engine was made with formal 

coloured Petri nets on case a limited to ―PutThatHere‖ scenario and on the 

general case of all possible scenarios represented by rule models in the ontology 

of models. We checked completeness, order of arrival, temporal constraint due to 

precondition of rule model and consistency. All constraints are perfectly well 

respected due to the conception of the knowledge base and the inference engine 

algorithm. To avoid too many event repetitions, we proposed to index and 

manage sequences of rule model preconditions in a specific database table. The 

time window will be managed by designer at the rule models insertion. 

The third part of this chapter is a comparative study of numerous recent 

platforms, architectures and agents able to process semantically or rationally 

events in a network. The result is interesting and shows that there are some 

apparent similarities like, for example, distributed architecture. But, in reality, 

there are major differences and, in particular, interaction aspects are not 

implemented and human environment is not understood, the fusion and fission 
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processes are not encoded to extract meaning of the situation, inference engine 

is poor often limited to first order logic, temporal aspects are eluded and they 

focus on a single application. Moreover, our EKRL is much closer than natural 

language, and is used for communication and ACL, events storage and 

reasoning. Another point is the symbols grounding to the environment.  

We propose as a future work to go further in the validation of all mechanisms 

presented and implemented in the previous chapter. 
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CHAPTER 6 

 U SE CASES  

 

 

 

 

 

 

 

 

 

 

 

CHAPTER 6 – USE CASES 

 

  

« To understand is to be able to do »  

André Gide 

 

 

 

http://www.evene.fr/celebre/biographie/gaston-berger-330.php
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6.1 Introduction 

6.1.1 Objective 

After the introduction of the implementation procedure and development 

environment, our objective is to show the suitability and the fitness of our 

architecture and platform applied to different assistance applications like indoor 

daily living activities, healthcare, outdoor crossroad help. We highlight the 

interaction with multiple modalities and event models in different architecture 

with the implementation of fusion and fission processes. We bring functioning 

results. We want the architecture to avoid situation failures, ignored events, and 

random behaviours. The architecture and programming of agents depend on the 

conceptor and models inserted in the memory of agents . For failure tolerance, a 

simple scenario of adaptation can easily be integrated (in the form of query 

models) to replace a service that has broken down by another that is available. 

6.1.2 Implementation Procedure 

To build an application with our framework, several steps have to be followed. 

Procedure (Figure 6.1) is derived from system and software engineering but is 

close to knowledge engineering. As for any products, first step is the system 

definition with requirements and objectives clearly expressed in a technical 

agreement. Second step is the system analysis to refine and complete the 

specifications corresponding to requirements and objectives, and define the 

functions of the system and eventually the systems of the system. This work has 

to be done by a system or software engineer. 

 

Figure 6.1 –Procedure 

Third step is the Architectural design. Our framework helps to design 

interaction architecture of agents and services connected to and parts of the 

environment. You design the system with its inputs and outputs (services), and 
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its memory and logic (agents). Services can be chosen now or can be selected and 

composed online but at least functions of these services should be conceptualized 

in the next step to ensure a correct the detection and integration of these 

functions. We recall that services will be the functional parts of the system and 

agents will be the reasoning and knowledge parts of the system. Services can be 

created or reused, and third party web services can be connected. It is the time 

to size the architecture in terms of number of virtual layers and number of 

agents by layer. We proposed in last chapters to consider layers of agents like 

abstraction levels of the meaning of information passing through the agents. 

And, in addition, to consider the first half layers as the fusion process of the 

interaction and the other half as the fission process of the interaction (See 

Figures 4.2 to 4.4). According to the physical processing power and memory load 

required, you can use a single agent with all necessary knowledge in its memory 

to a large set of simple agents. Agents will be modified at the next step. The 

architecture is scalable and replicable. 

Fourth step is very important to realize the conceptual and behaviour modelling 

of the system and the environment where the system will work. This work can 

be realized by knowledge engineer together with system domain experts. All 

necessary concepts (entities, words, values, scales) should be entered in the 

ontology of concepts of the agent‘s memory using the memory editor. Existing 

agents can be easily cloned and reused by copying the database of the agent to 

another. Conceptual knowledge of agents can be easily reused by importing and 

exporting concepts from the ontology of concepts. Models (event models, rule 

models, query models and instances) can be created, edited and modified in the 

ontology of models with the memory editor. Fusion Agents must be used to 

extract meaning of situation and fission agents to select and generate actions or 

plans. It is important to keep the situational meaning or global context between 

the fusion and fission processes. Granularity refers to the degree of resolution or 

abstraction of the structure and behaviour of the system. It depends on models 

and concepts of the task or problem to solve. For a compositional system, it is 

determined by the granularity of systems, which may be more fine-grained than 

required. Functional parts are realized by services and representation by models 

in the memory of agents. The granularity of behaviour descriptions is 

determined by the purpose to achieve. EKRL models allow all possible designs. 

Representation of the system in a hierarchical structure and at multiple levels 

of abstraction allows comprehending subsystems at a higher level. 

Fifth step is interesting to check your architecture, a service, an agent, a set of 

services or a set of agents. The website interface of the EKRL concentrator allow 

creating virtual sensors and actuators to generate events, capture resulting 

events and then monitor activities of services and agents. Real sensors and 

actuators can also be connected to the EKRL concentrator to test a part of the 

architecture. Different quality measurements on these data can be implemented 

in order to evaluate scenarios, user preferences or comfort, check connections 

and adaptation, or manually refine of the architecture. Quality of services and 

quality measurements in general is not part of this thesis more dedicated to 

knowledge representation, understanding and reasoning with semantic agents 

but it can easily be implemented by using existing webservices for quality 

measurements. 

Sixth step is the execution of the framework in the real environment like a room 

or a house (indoor assistance, health care, and safety), a street or an itinerary 
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(traffic analysis), a city (smart city projects) and so on. Network and web 

services discovery should be adapted to the application giving the list of 

available network addresses or services. Composition and selection agents and 

service can be used. We suggest the designer to use an EKRL concentrator by 

room or by street.  

Seventh step is useful to take account of simulation and execution reports to 

refine the architectural design at step 3 and the environment modelling at step 

4. 

This general procedure can be adapted to different domains of engineering to 

develop intelligent products requiring reasoning and understanding of the 

environment. Moreover, this procedure can serve to build new cognitive and 

problem solving architecture by developing multilevel functions of human 

psychology like memory and learning like mechanisms presented in Chapter 4. 

6.1.3 Development Environment 

In the applications presented in the next sections, we used several robotics 

platforms (NAO and Spykee robots), Input modalities (2 MS Kinect) Microsoft 

Robotics Studio (input/output services and 3D simulation), Aldebaran 

NaoQi.NET (Nao service), MS Kinect SDK, MS Visual Studio 2010, .NET4 

(Multicores agents, Editor of agents‘ memory), JADE (Multi Agents System), 

CPNTOOLS, MySQL (Storage in the agent‘s memory), Roboard, Embedded 

Linux Debian, Apache 2 and PHP5, gcc, IPTable (Firewall). We also used the 

EKRL concentrator presented in section 5.2. The test environment is composed 

of a network with a room containing objects. We project a simulation on the wall 

of the room. Robots are directly to agents but are not containing agents in their 

system. We prefer considering robot parts as hardware services. 

6.2 Daily Activities 

6.2.1 Context 

As a proof of concept, in this section we look at two simple scenarios using the 

architecture of semantic agents and services working together in an agency: a 

monitoring scenario and an assistance scenario showing fusion and fission 

agents in action. Activity recognition and monitoring use multiple sensors like 

solution of (Maurer et al., 2006) on body positions. Robots contain agents 

interconnected to the network. The objective of the application is to provide 

house security through a smart monitoring or alarm system, human safety, 

health care assistance for old or disabled persons, personal comfort with the 

simplification of human tasks, and companionship for lonely people or children 

by reading, playing, and conversing.  

Jack is a human being alone at home. His house is composed of walls, doors, 

windows, and intelligent equipment connected in a domotic network. The robots 

and house contain semantic agents and services as defined in Chapter 3. Robots 

are able to communicate with all sensors and actuators, such as video cameras 

and vocal synthesis, and perform face and object recognition. Nao acts as a 

companion, Spykee as a security guard, and Roomba as a vacuum cleaner for 

Jack‘s housekeeping. 
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Hardware Services Event Models 

Video Camera 

Sensor 

Object Recognition, 
Entity Recognition 

(House, Spykee) 

Exist:Object, Exist:Human,  

Move:Human 

Speakers Audio Emission (Nao) Behave:Play, Behave:Speak 

Mic Sensors Vocal Recognition, 
Sound Direction (Nao) 

Exist:Entities, Move:Entities, 
Behave:HumanTalk, Exist:SoundLevel 

Neck Actuator Move Head (Nao) Behave:Awareness, Behave:Look 

Hand Grasp Object (Nao) Behave:Grasp 

Legs Walk (Nao) Move:Walk 

Wheels Roll (Spykee) Move:Navigate 

Human Detector Human Location (House) Move:Human 

Vacuum cleaner Clean, Battery (Roomba) Behave:Clean Room, Behave:Recharge, 
Exist:Battery Level 

UDDI .OWL-S 

Server 

UDDI (input/output 

service), WSExecute 

(output) 

Exist:AvailableServices, 

Exist:AvailableAgents, 

Behave:ExecuteService 

Table 6.1 – Events of Services 

 

Table 6.1 summarizes the architectural design and modelling steps of the 

implementation procedure. It shows relationships between hardware parts 

(sensors and actuators), service parts (drivers), and event models 

(representation in memory) used in our scenarios. Memory of agents has a set of 

event models to recognize or use other agents and services on the network. 

Many events and concepts relative to house objects and human activities have 

been entered in the memory of agents.  

6.2.2 Monitoring Scenario 

To monitor and evaluate daily living activities, our agent‘s memory contains all 

the facts (event instances) under the ―Behave:Living‖ predicate model. 

Depending on the period of time required or the granularity of the scenario, the 

matching process done by the inference engine under a query will send a 

collection of facts to the agent. These are explicit situations of what has 

happened. 

A list of stored event models and the compliance of the scenario in time allow is 

to put together a day by day vision of human activities (Figure 6.2). These 

measurements are taken by monitoring the real environment. It is useful to 

monitor usual or abnormal contexts. The robot or manager agent for this task 

will be able to make a decision following the degradation or improvement of the 

patient's state.  
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Figure 6.2 – Activities events recognition at home 

 

Behave: Sleep 

     SUBJECT: Jack 

      SENDER: Human Detector 

      DATE1: 25/04/2010 21:09:05 

      DATE2: 25/04/2010 17:25:14 

      LOCATION: double bedroom 

Exist: Sound Level 

      CONTENT: Very Weak (10 %) 

      DATE1: 25/04/2010 17:25:26 

      LOCATION: double bedroom 

Figure 6.3 – ―Behave:Sleep‖ and ―Exist:Sound Level‖ abnormal facts 

 

Behave: Call 

      SUBJECT: Jack (Human, 86 years old) 

      SENDER: Nao 
      CONTENT: Please, Send help to this address ―house address‖ 

      RECIPIENT: COORD(Vocal Synthesizer, Phone Service) 

      DATE1: 25/04/2010 15:26:00 

      MODIFIER: Emergency 

Figure 6.4 – ―Behave:Call‖ order 

 

It is also used as an alarm to trigger an emergency call, checking different 

activity time periods. In this scenario (Figure 6.3), Jack is sleeping too much 

(sleep time is abnormal), with low breathing noise (abnormal situation too). The 

agent will fuse ―Behave:Sleep‖ and ―Exist:Sound Level‖ predicates into a 

―Behave:Call‖ predicate. It is a critical situation like this that requires action (Figure 

6.4). Lots of monitoring cases can be programmed too. The architecture is also 

used to anticipate Jack's needs (alarm clock setting, food orders, and so on). All 

these event models and facts are stored as is in the memory of agents. 

6.2.3 Assistance Scenario 

Jack moves in the home and Nao helps him avoid obstacles. Nao agents can 

discover all available agents and services with the two EKRL messages 

―Exist:Available Services‖ and ―Exist:Available Agents‖. They will check all 

available modalities to interact with Jack but they do not need to know which 

sensors are sending messages, because each time something is detected by a 

sensor, an event is sent to all other agents (Figures 6.5 and 6.6). 
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Move:Walk 

   SUBJECT: Jack (instance of human being) 

   POSITION: Between Sofa and TV (x=25,y=10) 

   DIRECTION: Left (d=45°) 

   SPEED: Slow (s=1m/s) 

   SENDER: GestureDetectionVideo1 

   DATE: 09/01/2010 10:30:10 

   LOCATION: drawing room (r=3) 
Figure 6.5 – ―Move:Walk‖ fact 

Exist:Existing Objects 

   SUBJECT: Table (instance of furnitures) 

   POSITION: Between Sofa and TV (x=27,y=12) 

   SENDER: GestureDetectionVideo2 

   DATE: 09/01/2010 10:30:11 

   LOCATION: drawing room (r=3) 
Figure 6.6 – ―Exist:ExistingObjects‖ fact 

Nao agents focus on video camera sensors sending events concerning Jack (path, 

location, objects and potential obstacles). Nao understands Jack will hit the 

table. With its reasoner, Nao chooses the best modality to prevent Jack doing so 

(Figure 6.7). 

Behave:Speak 

      SUBJECT: Obstacle Warning 

       CONTENT: ―Be careful, Jack, you will hit the table!‖ 

      SENDER: NaoRobot1 (instance of robots) 

      DATE: 09/01/2010 10:30:11 

      LOCATION: drawing room (r=3) 
Figure 6.7 – ―Behave:Speak‖ order 

Nao send orders to several output modalities (output services) depending on the 

reasoner rules and by making sure the room is not too noisy (using any other 

multimodal sources). Jack now knows about the obstacle and can avoid it. Nao 

continues to be aware of all events happening in the environment. 

6.3 Healthcare 

6.3.1 Ederly Falling Prevention 

In community dwelling (assisted living/nursing homes) elderly people, falls and 

fall-related injuries are common and appear to be independent determinants of 

functional decline (Figure 6.8). At least 30% of people over the age of 65 years 

old fall each year, and this proportion increases to 40% after the age of 75. These 

resulting functional limitations can be used to significantly predict costs related 

to physician visits, hospitalizations, mortality, and nursing home admissions. 

Falls, and even the fear of falling, could also affect health-related quality of life. 

Because muscle weakness and impaired balance are associated with an 

increased risk of falls in the elderly an intervention to prevent these conditions 

would reduce the frequency of falls. At home, lots of services are available, 

detectors in the doors, coffee maker in the kitchen, drink distributor in the 

saloon, human detectors in the rooms and corridors. Once connected to the home 

area network (HAN), our system is able to use all services according to their 
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availability (Benta et al., 2009). An example of context-aware monitoring is in 

(Mileo et al., 2010). 

 

    

Figure 6.8 – Ederly falls 

Management agents of the system discover services and compose a new 

architecture depending on the application or system objective. All actuators, 

devices and sensors are fully described in the ontology of concepts of the agents 

under the ―entities:parts‖ class. It is the same for the walls and furniture 

positions in the house. To know where the human, animal or any entities are, 

agents may use the following models to query their memory: ―Exist:Existing 
Entities‖ and ―Exist:Locate Entity‖. To achieve scheduled tasks, robot agents 

will read planning in their memory and compose or adapt the architecture with 

available resources of the system then acts. Triggered tasks are also taken into 

account by receiving an emergency event from the fusion agents following some 

priorities. Figures 6.9 and 6.10 represent the situation where someone is falling 

down in the living room. Management agents delay all current tasks and adapt 

the architecture for the system (house systems or mobile robot) to hold, retain or 

catch the one if possible. Else it will alert the rescue from a phone call.  

 

Name: Move: Someone Falls Down 

Father: Move:Move Someone 

Natural language description: ‗James is falling down‘ 

MOVE  

         SUBJECT: ―fall‖ (possible moves detected by the camera) 
         SENDER: MoveDetectionVideo5 (instance of sensors) 
         SOURCE: James (instance of human_being) 
         MODALITY: COORD(Behave:Adapt, Move, Behave:Catch Someone) 
         TOPIC:  Monitoring 
         CONTEXT: House Activities 
         LOCATION: Living room (instance of Building) 
         MODIFIER:  forced (emergency) 
         DATE-1:  10/10/2010 10:21:59 

Figure 6.9 – People falls down detection implies robot assistance 
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Name: Behave: Catch Someone 

Father: Behave:Assist 

Natural language description: ‗Robot is catching James‘ 

MOVE  

            SOURCE:  Robot (instance of robots) 
            BENEFICIARY: James (instance of human_being) 
            MODALITY:  COORD(Left Arm,Left Hand,Right Arm,Right Hand) 
            TOPIC:   Assistance 
            MODIFIER:  forced (emergency) 
            DATE-1:   10/10/2010 10:22:01 

Figure 6.10 – Robot has helped James 

Robot was doing something else, agents receive the ―Move:Someone Falls Down‖ 

event coming from the MoveDetectionVideo5 service located in the living room 

(Figure 6.9). As it‘s a case of emergency and the modality ―Behave:Adapt‖ is 

defined in this event, management agents organize the change by ending events 

to planning agent and compose architecture to move the robot near the human 

being called James and to catch him before James hurts the ground. All input 

modalities stay activated but output modalities are chosen. Fission agents in 

charge of the coordination of moves control the robot wheels and the rotation 

actuators to put arms and hands in the right position. During the fall, agents 

will modify the trajectory of robot arms. To obtain the right position of the body 

of the human and the speed of fall to calculate the appropriate position of the 

robot, fission agents can send queries to MoveDetectionVideo5 service. After the 

reply; fission agents control the actuators to achieve the goal. The scenario will 

end when MoveDetectionVideo5 service detects a secure position of the human 

being. Lots of scenario can be integrated by the addition of our predicate models: 

More simple scenarios like to recognize a vocal order from the human and 

executing it, to send an event to actuators to close the shutters at night or call 

the police on intrusion detection. Or more complex scenarios like to dialog with 

the human, to learn gestures or actions by imitating human, and realize 

complex behaviours. 

6.3.2 Sport Activities 

Motivation and monitoring of sport activities are necessary to take care of the 

people health. Exactly as the indoor scenario (Section 6.2.2), we propose to 

monitor the John during sport activities. Our memory editor allows writing 

event models and event instances following a hierarchy of different levels of 

abstraction. Figure 6.11 shows the ontology of models of the memory of an 

agent. Behave and Move are two root predicates. We observe Gym event model 

is a subclass of Practice Sport event model, and is composed of Jump and Walk 

event models which are subclasses of Move. 

Models are basic events (Jump,Walk), composite events or scenarii (Gym) and 

query event (to find events in memory) as shown on Figure 6.12. This example is 

to show the simplicity of the implementation and how it is easy to manage 

multilevel activities in the ontology of models.  

In addition, it is possible to use Gym as a query on the figure. It can also be  a 

rule model to generate Gym facts. For this purpose, we could add a more 

complex precondition on the coordination of Walk and Jump event models based 

on Date1, Date2, a specific instance of Subject, and any other arguments in roles 

of the ―Behave:Gym‖ predicate. 
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Figure 6.11 – ―Behave:Gym‖ composite model 

 

 

Figure 6.12 – ―Behave:Gym‖ event and fact 
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6.4 Crossroad Assistance 

In this section, we present how our semantic architecture of agents can help the 

pedestrian to cross a road. 

6.4.1 Context 

Assistant robot helps people to cross a road by checking the colour of red light, 

presence of car on the road, position and speed of that car. The objective of our 

application is to keep a valid user aware of the situation or to protect disabled, 

blind or old people by making them avoid crossing in situations of danger. We 

will focus on people crossing the roads and to avoid being a victim of traffic. We 

use our multimodal architecture to solve this type of problem by applying it to 

only one crossroad. Obviously, some more actions could be performed, like the 

robots could assist disabled persons, control the pedestrian signal or car signal 

(keeping it ―red‖ until arrival to the other side), make an emergency call in the 

case of someone wants to inform authorities about an accident. 

 

Light color 

No car present Car stopped Car not stopped 

Speed null Speed decreases Speed 

increase 

Green Wait Wait Wait Wait 

Orange Wait Wait Wait Wait 

Red Walk Walk Wait Wait 

Table 6.2 – Pedestrians are waiting on the sidewalk 

 

Light color 

No car present Car stopped Car not stopped 

Speed null Speed 

decreases 

Speed 

increase 

Any color Walk Walk Run if 

possible 

Run if 

possible 

Table 6.3 – Pedestrians are crossing 

Tables 6.2 and 6.3 present possible situations and required actions in order to 

protect pedestrians. Table 6.2 shows the case where pedestrians are waiting on 

the sidewalk and Table 6.3 shows the case where pedestrians are going across 

the road. For each situation evaluation of danger (matching of events), robot 

acts by speaking to humans for example. 

6.4.2 Architecture 

System architecture contains 3 layers: Hardware, Software Services and 

Software Agents.  Hardware layer consists of sensors and actuators into the 

robot or from a network around our robot. Our Nao robot‘s body has 1 head with 

four mikes and two video cameras, 1 neck, 2 legs, 2 arms and 2 hands for a total 

of 25 DOF. It can listen, speak, walk and connect a TCP-IP network. Many 

complementary tasks could be developed later. We added in the environment a 



Multimodal Interaction Semantic Architecture for Ambient Intelligence   
Sébastien Dourlens 

14 May 2012  

 

 216 

 

MS Kinect to recognize human gestures and moves on the sidewalk. Software 

layer is a suitable composition of fusion and fission agents (internal or external 

mind) and embodied services. Agents will deal with input and output events to 

finally manage awareness and hardware controllers (Figure 6.13). 

 

Figure 6.13 – Fusion Agents dedicated to Robot Awareness 

Object State agent, in charge of object detection, composes the following event 

from sensors events. Still Object fusion agent will receive and store this event 

concerning the signal. These events will be composed by next agents to start 

evaluate events concerning cars and signal. Figures 6.14, 6.16 and 6.16 are 

composite events made by fusion agents. 

 

Exist: Signal Color 

    OBJECT:         Pedestrian Signal4 

    VALUE:          Green Color=1 

    ACCURACY:  100% 

    DATE:             10/05/2010 10:05 

    LOCATION:    COORD(Hoche Street,5th Avenue) 

Figure 6.14 – Composite event ―Exist:Signal Color‖ 

 

Move: MoveObject 

    OBJECT:         FourFourCar1 

    VALUE:           Speed=20 km/h (deceleration) 

    ACCURACY:   95% 

    DATE:             10/05/2010 10:05 

    LOCATION:    Hoche Street 

Figure 6.15 – Composite event ―Move:Object‖ 
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Move:Walk 

    OBJECT:         Human 

    SENDER:        MobileObjectFA 

    DATE:             10/05/2010 10:05 

    LOCATION:    Hoche Street, crossroad4 

Figure 6.16 – Composite event ―Move:Walk‖ made by fusion agents 

Figure 6.17 shows a composition of fission agents to act on hardware layer. 

Depending of input events, objective is to prevent user to across a road when 

danger is present. To achieve this goal, a set of actuators are available. Figure 

6.18 presents an example of output orders sent from Control Agent to a robot 

control service (LeftArmMotor) to move the left arm up to the 45° position. 

Figure 6.19 is an example of order to speak sent to the VoicalSynthesis1 service 

embedded in a robot or elsewhere (speaker set in a wall or on the red light). 

 
 

Figure 6.17 – Fission 

Move:MoveArm 

      OBJECT: NaoRobot1 

      VALUE: 45° 

      SOURCE: Control Agent 

      RECIPIENT: LeftArmMotor 

      DATE: 25/04/2010 11:05:56 

Figure 6.18 – ―Move:MoveArm‖ event instance 

 

Behave:Speak 

      SOURCE: Coord(GreenColor,CarStop) 

      CONTENT: ―You can walk‖ 

      SENDER: Communication Agent 

      RECIPIENT: VocalSynthesis1 

      DATE: 25/04/2010 11:05:56 

Figure 6.19 – ―Behave:Speak‖ event instance 
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Figure 6.20 – Robotics Studio Simulation (by SimplySim) 

 
Figure 6.21 – Virtual Reality Projection on the wall of the virtual room 

 
Figure 6.22 – Car and Red light Services view in 3D simulation 
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Car and Red Light are simulated web services into a MS Robotics Studio 

simulation (Figure 6.20) and projected on a wall in a virtual reality room (Figure 

6.21). They send event about their own actions (car moves, car stops, light colour 

changes), car speed (0 to 50 km/h) and colour of light (green, orange, red) (Figure 

6.22). 

6.4.3 Simulation 

This simulation is done in a virtual reality room with the simulation projected 

on a wall. Humans (one or two people) and Nao robot are real. A Kinect sends 

high level events of human gestures and postures to agents. When the humans 

are close to the wall of video-projection (less than 2 meters from the wall), we 

consider them on the pedestrian crossing else we consider them on the sidewalk 

(more than 2 meters from the wall). Cars and Red Light parts are web services 

which sending events about themselves to agents. The car goes around the block 

with different speeds so that the arrival is random. Sometimes it stops at the 

red light, sometimes not, making it unpredictable. When car‘s position is higher 

than 50 meters from the crossroad, we consider it is a situation where no car is 

present. Hardware and software parts of the robot are controlled by services 

connected to agents and waiting for orders. In case of possible injury, robot will 

speak or play a sound to warn users by triggering an output event. We are now 

able to run our experimentations. We tried all situations of Tables 6.2 and 6.3 in 

real. 

6.4.4 Results 

Most of knowledge about cars, signal and behavioural scenario were stored in 

the memory of agents. Evaluation of the situation consists to query this memory. 

Agents evaluate the meaning of the situation with its past recorded events. 

Different situations summarized in Tables 6.4 and 6.5 have been simulated with 

100 tries. We have also tested these cases with several cars. 

 

Light 

color 

No car 

present 

Car stopped Car not stopped 

Speed null Speed decreases Speed 

increase 

Any 

color 

100% 100% 99% 98% 

Table 6.4 – Pedestrians are crossing with one car 

 

Light 

color 

No car 

present 

First car 

stopped 

Car not stopped 

Speed null Speed 

decreases 

Speed 

increase 

Any 

color 

100% 100% 86% 79% 

Table 6.5 – Pedestrians are crossing with several cars 

In the case ―Pedestrians are waiting on the sidewalk‖ of table I, results are 100% 

successful. Other results for the case ―Pedestrians are crossing‖ with one car and 
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with several cars are presented in tables III and IV. And as it was expected, cars 

speed determines the dangerousness especially when pedestrians are on the 

walkway. In this clean environment (no sunlight, no other objects moving) and 

after a short time of Microsoft Kinect calibration, with sometimes some 

erroneous gesture recognition events, results are: - at slow speeds 100% of the 

cases are successful; - at fast speeds with one car, we have 98% of cases are 

successful; - at fast speeds and several cars, 79% of cases are successful. These 

problems are due to the short distance between two cars that may occur like in 

true life when people drive when the orange light is on or don‘t see people are 

crossing. If people are not on the pedestrian crossing, it is always possible to 

avoid danger but once on the pedestrian crossing, in most of the cases, it is 

impossible to avoid the accident. To the event that vocally allows pedestrians to 

go cross the road, we added an event model that checks if more than one car 

comes and if the first car stops at the red light. With this new event, we succeed 

100% of any cases. 

6.5 Conclusion 

After an introduction to the implementation procedure to use our platform in 

development, we presented our architecture with multi levels of abstraction 

based on semantic agents suitable for interaction in the human environments 

like home and city. Our architecture brings a software part of the solution and 

manages multiples input and output modalities for interaction. A fast 

evaluation of possible scenarios is done by understanding and taking into 

account of all past events and behaviours. It may be easily adapted to several 

different tasks and contexts by adding appropriate concepts and models in the 

memory. We have proved it works well for human assistance in virtual reality 

simulation (in a dedicated room or at home) but, in real world, we will certainly 

need more reliable services: better video camera managing sunlight, real-time 

communicative devices embedded in cars and in red lights. Future work will be 

the auto-reconfiguration of the architecture depending on other situational 

contexts and user preferences profiles. Moreover our architecture may be 

extended to large network and agents can be located to multiple computers. 

Many other scenarios can be considered like: - to travel in city taking account of 

the traffic, of the opening hours of the shops, post, and gym locations; - to travel 

in train or plane taking account of delay and cancelling; and so on. 

We hope this contribution can help the future projects of smart homes (large 

scale events), smart cities (very large scale events), medical healthcare and sport 

motivation and various human assistance applications. 
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CHAPTER 7 – CONCLUSION 

 

  

« Whoever wants to reach perfection wants to 

walk on the horizon » Paul Carvel 

http://www.evene.fr/celebre/biographie/gaston-berger-330.php
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7.1 Contribution 

We have modelled and implemented our architecture of semantic agents and 

services to solve interaction problems in pervasive context. This architecture is 

embedded in a multi-agent system modelling technique. For this purpose we 

have modeled the environment using a knowledge representation and 

communication language (EKRL, Ontology). The obtained semantic 

environment model is used in two main semantic inference processes: fusion and 

fission of events at different levels of abstraction. They are considered as two 

context-aware operations.  The overall architecture of fusion and fission is 

validated under our framework SAMI (agents, services, EKRL concentrator). We 

have developed this framework in order to design and execute this interaction 

architecture and to develop different performance analysis on some use cases 

such as monitoring and assistance in daily activities at home and on the town. 

We have seen that all behavioural scenarios are fully operational and simple to 

implement.  The agent‘s memory is very fast and enables these agents to really 

store, communicate and reason about the environment. Discovery and 

communication between agents and services is effective. Performance depends 

on the system and sensor hardware. Good detection depends on sensor accuracy 

and the fusion agent's ability (event and rule models) to build higher abstraction 

level events. In our case, it is good enough, as shown in the daily living tasks 

examples. The decision to execute orders or compose events is invoked by 

scenario recognition (events list of scenario models). Response time depends on 

the activity but is adequate because it is much faster than a human‘s in a 

simplified context related to the application. This work is a step forward in the 

design of Multi-agent systems for managing multimodal interaction and Human 

System Interaction, and for modelling intelligent applications that require 

understanding and decisional aid in using our learning models. 

7.2 Synthesis 

This thesis is a subtle mixture of software engineering, architecture design, 

knowledge representation and reasoning. Distributed semantic agents and 

services reinforce the interaction managing multiple modalities. Each domain 

brings a stone to our architecture to solve the interaction issues. Ontology has 

been used to give conceptualizations of environment knowledge and to make 

explicit and machine-understandable the meaning of the natural language 

adopted as a common communication, storage and reasoning language. 

Semantic Web, with standard web services, exploits ontologies for providing 

resources with semantically meaningful information.  

The main point of this thesis is the understanding of the environment and the 

extraction, creation and exploitation of the meaning of what is happening. 

Multimodal fusion solves and provides effective and advanced human-computer 

interaction by using complementary or redundant modalities. Multimodal fusion 

helps to provide more informative, exact, complete, reliable interpretation. 

Dependency between modalities allows reciprocal disambiguation and improves 

recognition in the interpretation of the scene. Our architecture is able to reason, 

learn, compose, cooperate, adapt and extend because the meaning is integrated 

in our semantic agents. Our approach is model-based. The models can be events 

to store facts, query to retrieve facts and rules to recursively program the agent. 
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In a very complex environment like the human one and with so much 

multimodal events to process, it is easy to overload them in terms of memory 

and processor resources. There are several choices of architecture with such 

agents but we propose a multilayer architecture to manage multiple levels of 

abstraction of knowledge. All messages and stored facts are built in EKRL. This 

representation language permits a disambiguation of the events with the 

ontology terms and to avoid ontology mapping. We developed an inference 

engine able to read and generate EKRL messages. The main reason of this new 

development is the lack of reasoners able to manage high order logic EKRL 

events. By storing and querying the agent‘s memory, inference engine extracts 

meanings of fusion and fission processes. Situation refinement is made by an 

aggregation function based on multi modal logics inserted into the roles-

arguments formula. We highlight EKRL, close to natural language, which can 

be used as a common language to all interaction operations. 

To fulfil the requirements, we design generic components; we connect them 

together to model the system managing, reinforcing interaction and the 

behaviours of entities in the environment. We applied the architecture on 

different interaction mechanisms like modalities selection, dialog, coordination, 

cooperation and learning. We take care of multiple contexts like goals, 

situational, dialog, user, execution, location and cooperation constraining the 

system. The scope of the application can be managed using scales. Next section 

presents the fulfilled requirements. Qualitative and quantitative analysis is 

simple.  

In a pervasive context, discovery, composition, orchestration and evaluation of 

web services and agents can be realized autonomously based on EKRL events. 

We rely on OLW-S, SOAP and REST protocols. We present our EKRL 

concentrator for the interoperability in ubiquitous network or ambient 

intelligence. We measure some performance of the agent and the networking 

architecture. We compare with other semantic agent approaches. To verify the 

feasibility of our design and as proofs of concept, we presented several use cases 

interesting in assistance applications to aid the user at home or outside with all 

implied constraints. We present simulations and real applications realized with 

Nao robot. 

In conclusion, we may add that our study has merged different scientific 

domains in order to produce a new semantic architecture for the interaction 

problem. The hierarchical management of information, events, behaviours, 

activities and contexts allows a continuous processing of the environment 

without requiring a-priori discretization of the state and action spaces. Our 

architecture is designed as a control loop allowing building real-time 

applications. The complexity is distributed on several layers of agents. Number 

of layers depends on the degrees of abstraction required by the application to 

design. We provide a powerful development platform where no coding is 

necessary to program the system. Strict optimality is not crucial but we propose 

algorithms to ensure optimal policies. Very few architecture globally integrates 

symbolic information representing the environment to realize all operations 

required for the interaction.  
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7.3 Fulfilled Requirements 

We present in Table 7.1 our proposed solution to the requirements of Chapter 3. 

Environment Modelling has been deeply explained in Chapter 3 and proved to 

be efficient in following chapters. Uncertainty management is at different levels: 

For events, consistency of the knowledge base, structure of the ontology of 

models and rule models condition controls the event recognition. For fact 

contents, in role of predicate frame, concepts and values are verified with the 

ontology of concepts and scales, a confidence field of the database can be used by 

our inference engine. Moreover, Hadjiski et al. (2010) proposes to manage 

uncertain systems by adaptation of fuzzy ontologies; we think some common 

points like our definition of scales may be complementary. Multiview 

requirements are realized by the last layer of fusion agents and the first layer of 

fission agents in the architecture; they continually maintain the global context X 

in memory. This allows control and monitoring of sub contexts by querying these 

agents. Modality and reusability are possible by the use of composition and 

selection mechanisms, and structurally because our components are web 

services. Communication between components is made by EKRL on the 

network; other components or services should be connected to a driver embedded 

in the EKRL concentrator to be able to join the semantic network of the 

architecture. Integration is similar to modularity and communication 

requirements in our case. Complexity and heterogeneity requirements are 

complex which depend on the application and the systems of the environment. 

Modelling complexity of knowledge, agent inference engine, external 

components and architecture is possible in ontology and in EKRL. Optimal 

policies and complex scenarios can also be learned. Heterogeneity management 

managed by a webservice composition, modalities selection and EKRL 

concentrator must be used as a wrapper for third party components. Software 

portability of architecture, components and services on multiple platforms is 

guaranteed by W3C standards compliance, web services discovery and 

composition, and the EKRL concentrator. User preferences and profiles can be 

transmitted to the architecture by the means of input service dedicated to user 

as we have presented in architecture samples, and the user context can be 

retrieved in the global context. This context will be taken in consideration in the 

fission process to choose suitable modalities. Scalability of the architecture can 

be ensured by discovery of distributed services and agents to increase processing 

and knowledge storage load, and by EKRL protocol and EKRL concentrator to 

improve communication, reasoning and add or replace third party services. 

Performance improvements and efficiency must be measured by specific services 

to validate the necessity and practical advantages of the growth. Finally, 

reliability relies on modularity and redundancy of web services components. 
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Req. Name Solution 

1 Environment 

Modelling 

Ontology-based formalism embedded in the SAMI 

framework to build the memory of agents and EKRL 

2 Uncertainty Confidence storage in database and EKRL messages 

3 Multiviews Contextual Management and Awareness 

4 Communication EKRL as an ACL and a common language close to NL. 

Rule models are used to program agents, manage and 

synchronize events of a task  

5 Integration Standards respect. Architecture modelling. Modalities 

selection and composition mechanisms. EKRL 

concentrator part. Inspection of knowledge base. 

6 Modularity & 

Reusability 

Design of generic and easy to connect webservices 

components. Architecture composition and adaptation 

mechanisms 

7 Complexity & 

Heterogeneity 

Optimal policy management and learning. Modalities 

selection. Heterogeneity management managed by 

webservices and EKRL concentrator as a wrapper 

8 Portability W3C Standards compliance. Common development 

tools. Components Genericity and architecture 

openness. 

9 User 

preferences 

Specific modality and User context management as a 

part of the situational context 

10 Scalability Utility and performance measurement allows 

managing several policies in different contexts. 

Optimization and learning may control the scalability 

11 Reliability Modularity of webservice components allows the 

discovery, evaluation and composition of redundancy 

and security to ensure reliability to realize a task 

Table 7.1 – Fulfilled requirements 

7.4 Perspective 

Many optimizations can still be done. For example, any interesting and 

attainable facts must have a query model; in this case, we could introduce a 

storage limitation: any new produced events following a rule models application 

which is not attached to any query models can be sent and cannot be stored. On 

the contrary, this optimization prevents the learning of new query models which 

will be not efficient if related facts have been eluded. 

In future work, we propose to pay more attention in metrics and measures of 

interaction mechanisms in an architectural and contextual point of view like 

adaptation for example. We have not focus on this work as it already exists for 

any standard web service components attaching OWL-S information to UDDI 

server to manage quality of services and other quality attributes. But we have 

proposed and shown how to use such services as input. The work of Alain Abran 

(2010) on metrics may certainly bring a substantial help. For network security 
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requirement, we have chosen not to enter in this area due to the existing 

cryptographic mechanisms like virtual private network, HTTP secured layers, 

Kerberos and single sign on systems for centralized authentication server, and 

contracts and manifests management like in the Microsoft Robotics platforms. 

Other security requirements can be processed like human body protection, limits 

of and wear on hardware parts, data backup, and so on.  

Automatic recording of our simple and complex event models will be interesting 

like for example in (Kim et al., 2010). And finally, we suggest adapting and 

creating scales, concepts, values and models by learning. They will tend to 

improve learning by demonstration and developmental robotics paradigms. This 

will bring the advantage to naturally program the architecture by imitation 

without using the memory editor. 

 

 

Figure 7.1 – Towards intelligent agent 

 

This work is heading towards more reasoning entities and intelligent agents 

living in the human environment. This research can evolve to more ambient 

intelligence to assist the user in its daily tasks like writing a letter from a 

document template, adapting house to its preference or disabilities, building 

virtual simulations with vocal commands and gestures, motivating user to move, 

to walk outside and take care of his health, retrieving information on semantic 

web. Many applications can be developed with our semantic agents. Figure 7.1 

presents in red our contribution to reach this possible goal. Intelligent agent can 

be defined as an ―artificial intelligence‖ or ―artificial life‖ able to reason on the 

human environment and find out how to accompany users in the goal of the 

application to be built by an engineer or a designer. 
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More personnaly, a future research work is to continue to promote and develop 

the new domain of Cognitive & Pervasive Interaction in ambient intelligence 

and multi contexts management (Figure 7.2). This new domain will more deeply 

mix Computational Intelligence, Software engineering, Multimodal Interaction 

and Knowledge Representation on the basis given in this thesis to better 

understand, store, learn, act, and interact with humans more naturally.  

 

 

Figure 7.2 – Towards Cognitive & Pervasive Interaction 

 

Other researches may also integrate Developmental Robotics, Cognitive 

Sciences, Ergonomics paradigms, and simulation experiences (virtual reality 

and serious games) to learn and evaluate knowledge from observed systems of 

the real life. 
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TABLE OF SYMBOLS 

 

Symbol Name Description 

Ω Universe Universe of possible 

W Worlds World of Universe (global environment  

ω World A world (local environment  or knowledge 

or Science domain into the world 

π Policy Policy (a control law, a choice of graph, …) 

π* Optimal policy Optimal Policy 

 Policies Set of policies functions 

X Situations Set of possible situations (environment) 

S States Set of possible states (environment) 

A Actions Set of actions 

x Situation vector Vector of a situation 

s State State of agent 

a Action Action in environment or into agent 

g Goal Goal (an agent state) 

e Event Event or Experiences 

L Language Knowledge representation language 

Formal Description Logic Language 

Alphabet* of symbols (labels) of things 

K Knowledge Knowledge or Memory of Agent(s) 

k New knowledge New knowledge 

C Ontology of concepts Classes of Concept Ontology (included in K) 

A Formal Classification  

P Ontology of event 

models 

Ontology of classes of event models,  

Set of predicates (included in K) or 

Set of possible events or experiences 

c Concept Concept (Class) label of C – Atomic concept of C 

ci Concept instance Concept Instance (noun,…) 

p Event Model 

Predicate 

Predicate or logic clause of P 

pi Predicate instance Predicate Instance of P (= e) 

V Value function Value function or set of Values 

v Value Value of state 

Q Quality function Quality function or set of Qualities 

q Quality Quality of a state 
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MR Roles Set of roles from Meta ontology 

R Role Role of a Predicate/Event 

KA Arguments Set of arguments 

ka Argument Argument of Predicates 

T Transitions function Probability of transition   

τ Belief function Belief state transition function 

B Beliefs Set of belief states over Partially Observable 

Markov Decision Process (PO MDP) 

J Objective function Objective function or Optimization criteria 

O Observations Set of observations 

t Time Time 

α Learning Coefficient Learning or Reinforcement (refinement) of 

knowledge 

D Decisions Set of decisions (subset of P) 

G Graphs Set of graphs/Scenarios (state-action graph) 

λ Meta Language Meta models & Meta concepts 

N Node Node 

M Meanings Set Possible meanings/senses of word ci 

m meaning  

I Invariants Constraints, Invariants, Forced, Limits 

U Utility function  

r Reward function Reward function  

H Hypothesis Hypothesis space describing policy functions 
 

 Quality estimation  

E Esperance  

μ measure Probability distribution 

γ Discount Factor  

 Formula A formal proposition 

 

S‘=E(S), E is a list of e (events representing a possible action), S a list of e (all 

events to represent a state). 

*An alphabet is a finite set of elements which are called symbols. For example, {a, b, c, . . . , z} is an 

alphabet, as is {up, down, left, right}. 
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GLOSSARY 

Action 

Realization of a will or an intention. Exercise capacity to act. (Dictionary) Something that an agent does by 

sending an order to a service. The most primitive unit of activity. Primitive actions are executed by services 

(web services with SOAP or REST). Compound actions are defined by a sequence or parallel sequences of 

actions of lower level in a graphical flow. 

Activity 

An activity uniquely defined a set of rules, i.e., a set of models that relates to a distributed activity. 

Agent 

A piece of software that can be viewed as perceiving its environment through sensors and acting upon that 

environment through actuators. An agent is an object that contains methods to communicate with 

environment and other agents. In our case, agent is a part of a global semantic architecture. 

Agent-based approach 

Generalises object-oriented software engineering. 

Agent-oriented software engineering methodology 

A kind of software engineering methodology that uses the notion of agent or actor in all stages of its software 

engineering process 

Agent‘s behaviour 

It is described by the agent function that maps any given percept sequence to an action or a new produced 

event. 

Agent function 

The agent function is implemented by an agent program. This agent function is an abstract mathematical 

description; the agent program is a concrete implementation of the agent function running on the agent 

architecture. 

Aggregation 

During matching of inference, aggregation allows filling roles of composite predicate with the combination of 

operations on concepts or models in the arguments of these roles. 

Anchorage 

Memory associated to physical sense/perception 

Artificial Intelligence 

An observation of intelligence (conceptual reasoning or behaviour) performed by a non natural system. 

Attribute  

A characterization of a physical agent or physical object in one or more quality dimensions. 

Autonomous agent  

A kind of agent that creates and pursues its own job as opposed to functioning under the control of another 

agent. 

Behaviour 

A behaviour is a reified piece of activity in which a system engages in itself or in the environment. A system 

behaves in various ways. A behaviour is a model of event or an instance of event in our agent. 

Beliefs  

The facts and rule models possessed by an agent. 

Communication 

A kind of physical action where an agent or a service sends a message to another agent or another service.  

Component 

In modelling, a component is an object or an agent modelling following an UML design. Components have 

several levels of abstraction from a global component (composed) to a single component. An UML diagram 

depicts how a software system is split up into components and shows the dependencies among these 

components. Our Memory component can be a single component or integrated in an agent component. 

Composition of services 
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Service composition can be defined as the process of combining existing services to form new services‖. With 

the property of loose coupling of services, service-oriented programming allows to easily perform such 

compositions. In the world of web services, there are two approaches to design compositions: orchestrations 

and choreography. 

Choreography describes the flow of messages exchanged by a Web service when interacting with other 

services. It is therefore in a decentralized way of managing a Web service composition as each actor is 

responsible for part of the workflow. In particular, the standard Web Services Choreography Interface (WSCI) 

to specify the behavior of Web service from the rest of the composition. 

Orchestration comprises a central element responsible for the composition as a whole. The process then 

becomes the sum of its sub-processes and the entity responsible for the composition, called "orchestrator" only 

manages message exchanges. Many studies have focused on execution languages of business processes, 

including WSFL from IBM and XLANG from Microsoft. These efforts were then merged into a common 

specification named BPEL4WS9 (called BPEL for short). BPEL is now an essential standard for the 

specification and implementation of service compositions. This is particular to this language that has turned 

the efforts of the industry by developing multiple implementation technologies of BPEL (Microsoft BizTalk 

Server, IBM BPWS4J, Oracle BPEL Server, etc.). 

Computational Intelligence 

Computerized mechanisms, methods or paradigms of the artificial intelligence like fuzzy logic (vague 

reasoning), artificial neural networks (machine learning), computing with words (Zadeh 2010) and so on. 

Concept 

A kind of knowledge item used for mentally representing an entity. In a knowledge representation language or 

an ontology representation system, a concept is a system of general ideas targeting a domain of knowledge or 

philosophy in a well defined context. Concepts are words that bring meaning to a sentence. Concepts are used 

to reason and permit to categorize any items, spatial and temporal perception of the world of experience at 

different scales, from more global to more specialized. Concepts can also be seen as picture or metaphors in our 

brain. Concept can be abstract (mental) or concrete (physical). A concept in an ontology of domain is like an 

object with properties and attributes. 

Concept Instance 

Concept instance are all possible names of things owning all common points matching the concept. 

Context 

Contexts are propagated from agents to agents. They help the understanding by limiting event/action to a 

possible meaning. A scientific domain or a class of concepts can be also used as a context. 

Coordination 

Coordinations are characterized by inferences, expressed or implied, that the subject sees or uses as if they are 

imposed on him, with all intermediaries between the subjective obvious and logical necessity. The criterion of 

necessary or required pseudo-inferences is that this is not simply inductive generalizations (...) but to build 

new relationships: for example, anticipating that the shock of a ball A against a ball B will always be followed 

by a motion of B will not be called "coordination", while this term applies to the assumption of a transmission 

such as the "momentum" of A past to B, because a transmission of movement is never observable in itself. 

(Piaget 1975) 

Culture 

―Culture consists in the shared patterns of behavior and associated meanings that people learn and participate 

in within the groups to which they belong‖ (Whitten and Hunter, 1976) 

In the context of this research, a more cognitive definition of culture is desired, with the focus on behavioral 

rules, knowledge, norms and meanings. A culture is a configuration them which are shared and transmitted by 

members of a particular group and therefore understandable and acceptable to its members. 

Deduction 

Find a specific rule. The deduction proceeds from the conception that the means are more important than the 

end (conclusion). Incorrect deduction often comes from a missing relationship in the assertion like, for 

example, membership between two concepts used in the assertion. 

Denotation  

It refers to what the sign refers and can be found in the dictionary or encyclopedia. 

Bertrand Russell (1872-1970) is by the importance of his philosophical work and his political commitment, one 

of the greatest intellectuals of the twentieth century. By "language denotation" he means an expression similar 

to any of the following expressions: a man, any man, every man, all men, the present king of France, ... Russell 

will make a distinction between direct knowledge and knowledge about, to distinguish the things we have 

mental representations, things that we attain only through language denotation. Moreover, it often happens 
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that we know that a certain phrase denotes unambiguously, although we have no direct knowledge of what it 

denotes: this is what happens in the case of center of mass. In perception, we have direct knowledge of the 

objects of perception, and we have in mind a direct knowledge of objects of a more abstract sense, but we do not 

have necessarily knowledge about these objects that denote the expressions composed of words which we know 

the meaning through direct knowledge. Here is an interesting example: there seems no reason to believe that 

we know directly the minds of others as they are not perceived directly, too, what we know about them, we get 

by means of denotation. Think always seems to take its starting point in a direct knowledge, but we have 

thought about many things which we have no direct knowledge. Everything, nothing and something are 

assumed to have no meaning in isolation, but a meaning is assigned to each proposal in which they appear. 

The principle of the theory of denotation that it wishes to defend is the following: the denoting expressions 

never meaningless in themselves, but each proposal in the verbal expression which they have found a way. 

The difficulties are related to the denotation, in his opinion, the result of poor analysis of propositions whose 

verbal expressions contain denoting expressions. What speaks in favor of this theory, it is the difficulties 

inevitably encounter when you consider that the denoting expressions represent the genuine components of 

proposals in the verbal expression which they appear. Of course, there is the theory of Frege which avoids 

precisely this violation of the law of contradiction. He distinguishes, in a denoting expression, two elements 

that we can call meaning and denotation. One of the benefits between meaning and denotation is that this 

distinction permits to show why it is often useful to assert identity. So to recap: you can choose the first 

solution assuming, as Meinong, objects that do not subsist, and denying that they obey the law of 

contradiction. But it is required, wherever possible, avoid it. Another way to defend the same solution is 

pursued by Frege providing, by means of a definition, a purely conventional denotation for cases where there 

would otherwise be none. But, however, the relationship between meaning and denotation is not a purely 

linguistic relationship; a logical relationship is necessarily involved, which we express by saying that the 

meaning denotes the denotation. From another point of view, the correct way to speak is to say that some 

meanings have denotations. This theory of denotation has an interesting consequence: when we have no 

immediate direct knowledge of something, but only one definition by means of denoting expressions, the 

proposals where this thing is introduced by a denoting expression do not really count this thing among their 

constituents, but contain instead the constituents expressed by different words in the denoting expression. 

Also in each proposal that we can understand (that is to say, not just those of the truth or falsity of which we 

can judge, but all the ones we can think of), all components are real entities which we have direct knowledge. 

Now we do not know such things as the material (in the sense that the material was in physics) or the minds of 

others, than by language indicating, that is to say that we do not know not directly, but only as what has such 

and such properties. We do not know directly who say the proposals that we know these things have to be true, 

because we cannot apprehend the actual entities in question. Also in each proposal that we can understand 

(not just those of the truth or falsity of which we can judge, but all the ones we can think of), all components 

are real entities which we have direct knowledge. But we do not know such things as the material (in the 

material meaning in physics) or the minds of others, than by denoting expressions, that we do not know not 

directly, but only as what has such and such properties. We do not know directly who say the proposals that 

we know these things have to be true, because we cannot apprehend the actual entities in question. 

Entity 

Any concepts observable, perceivable, conceivable or mentally manipulable. 

Environment 

A first class abstraction that provides the surrounding conditions for agents to exist and that mediates both 

the interaction among agents, services and systems and the access to resources. 

Epistemology derived from logic 

Piaget distinguishes six major varieties of epistemology derived from logic, as they are based on 

interpretations of transcendental (1-3) or natural (4-6) the logic and whether they focus on experimental data 

(1 and 4), on already established structures (2 and 5) or constructive interactions (3 and 6). This classification 

allows it to locate the constructivist point of view, which is his own, compared to other common 

epistemological: 

1. The Platonic conception of logic is an example of transcendental interpretation focused on objective 

data about the discovered through the ability to "design". 

2. The apriorism is a transcendental interpretation focuses on the structures of the subject. 

3. The transcendental phenomenology invokes an interaction between subject and object and uses an 

intuitive "pure" essence. 

4. The empiricist interpretation of logic is to reduce the logic to read data from experience, that it is 

internal or external. 

5. The nominalist interpretation of logical positivism reduces the logic of linguistic structures or 

conventions. 

6. Finally, the interactionist and constructivist interpretation of Piaget is the axiomatization of the 

logic of the activities and operational structures of the subject. 

(Legendre 2011) 

Event 
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An event expression (a formal logical frame) defines when a rule should be applied. It is a predicate that is 

true when it appears (i.e. it is recognized) or it must be done (i.e recognition of an event of higher level by 

fusion or an action to be executed as a postcondition of a rule). An event expression is a model. 

Event Instance 

An event instance is a happened event, action or scenario (composite event) matching an event model. We may 

also call them ―facts‖. 

Event Model 

A class of models representing an event. An event model or action model is a predicate in a defined state, 

situation or context. 

Fact 

We can consider the "fact" -  a property of an action or of any event - as observed from the time it is 

"interpreted", that is wearing a relative meaning on a broader context, while a single observable (for any 

equation already that gives a meaning) can remain entirely local in space and even time. One fact is in turn 

always the product of the composition between a share contributed by the objects and another built by the 

subject. The intervention of the latter is so important that it can even be a distortion or even a discharge of 

observance, which then distorts made according to the interpretation. (Piaget, 1983) 

A "fact" presupposes interpretations implied from the position of the problem and from the finding, but it is a 

scientific fact that if it leads to (...) an explicit interpretation that ensures understanding. (Piaget, 1974a) 

To achieve the same reading of the facts, the subject must be in possession of schemes to assimilate them, not 

even in the sense of assimilation explanatory, but a simple recognition as a given. (...) To connect a data 

collected at the following (and in this relationship is essentially the same as inductive generalization), it must 

be in possession of deductive models (...) the first work of the mind, to make given the passage of the law (and 

thus to achieve induction), is therefore to build new patterns represent (and sometimes f irst perceptual), may 

allow the same data record, which remains impossible without them but to build new schemes, it is to link the 

data with each successive, and therefore, first, to save them properly. (Piaget, 1950) 

(...) the subject is not called as pure experience in any cognitive development (...) any observable is always 

interpreted and any "fact" necessarily implies an interaction between subject and object in question. These 

results in all areas of knowledge, exactly as though mistaken, have an inferential aspect and for each cognitive 

area (...) the contribution of the subject is beyond dispute (...). (The) "facts" (...) are naturally achieved by 

approximations (trial and error), and even with the obligation to abandon any property which appeared 

constitutive, but the maintenance would have contradicted the new one. (...) The "facts", despite their obvious 

links with external sources (immediate or mediate), cannot be independent of endogenous structures through 

which the subject interprets a mixture of continuous findings and inferences (the first preceding the second or 

vice versa). (Piaget, 1983) 

Fission 

Decomposition of a high level scenario or global context in events of lower level of abstraction or execution 

orders by combination of concepts and model of events. And selection of output components. 

Fluent 

Fluents are (logical) propositions whose value is subject to change over time. 

Frame Problem 

The frame problem as an issue in Cognitive Architectures can be described as the task of any agent acting in a 

dynamic environment to keep its model of the world and its knowledge in general in synchrony with the world. 

In the case of detecting changes and asserting them perceptually, the problem is logically trivial. However, the 

effect of these changes on derivational knowledge and on the state of goals and strategies is non-trivial and not 

understood. 

Functional Architecture 

A Functional Architecture represents the constraints of a hypothesis or model of the network of functional 

areas in the brain that makes different modules or components interact.  

System Architecture is a representation of a system in which there is a mapping of functionality onto 

hardware and software components, a mapping of the software architecture onto the hardware architecture, 

and human interaction with these components (Carnegie Mellon Software Engineering Institute. Software 

engineering glossary. October 2006). 

Fusion 

Composition of events of higher level of abstraction by aggregation or combination of concepts and model of 

events. And selection of input components. 

Generalization 
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A taxonomic formal relation between more general and more specific types of entities. 

Generic component 

A generic component is a primitive or basic component which we specialize to create more specific component. 

Goal 

A ‗goal‘ is a token which represents at a high level something which the agent is trying to achieve. Generally 

speaking, a goal is represented as a state of the world which the agent would like to see happen: for example, 

that the car is parked without denting anything. 

Induction 

Find a general rule from observation (more often a probabilistic way). However, induction does not prove the 

certainty of the rule because an immediate counterexample will break it. 

Integration Architecture 

An integration architecture deals with the structural composition of software components into a system 

instance. It provides design elements which bind domain functionality provided by software components to 

artefacts of the integration architecture, thereby exposing their services to other components. It provides 

design patterns for the composition of design elements and establishes guidelines for the selection among 

design alternatives. It provides functionality for physical distribution, communication, synchronization and 

coordination between design elements and functionality for data access within the architecture. 

Interaction 

Reciprocal action, effect, or influence of systems (dictionary) 

Lexeme 

Smallest unit of information that is meaningful. 

Meaning 

Interpretation of a word, a symbol or an expression. It can be ―giving the possible senses or ―the concept that a 

signifier denotes‖. In fact, this definition is not clear at all because a cognitive process consists to find 

relationships with words well known/defined of the applicant.  

―In the case of the simpler kind of propositions, namely those that I call "atomic" propositions, where there is 
only one word expressing a relation, the objective which would verify our proposition, assuming that the word 
"not" is absent, is obtained by replacing each word by what it means, the word meaning a relation being 
replaced by this relation among the meanings of the other words.‖ (Russel, 1921) 

We define meaning as a function realizing: 

- fusion (composition) from lower level of input data to higher level of abstraction of information, or  

- fission (decomposition) from higher level to lower level of action or event. This function is executed by 

the inference engine of the agent.  

Meaning often results of a need of clarification or equivalence. 

Meta Level 

More abstract level. A meta level contains the vocabulary and the semantics necessary to explain the level just 

below. Each meta level subsumes the below level and then explains the understanding 

(description/decomposition of a level meaning by the low levels in a relation of generalization (down-up) or 

specialization (top-down)). An equivalence relationship may also permit to explain a class of concept by 

analogy if the equivalent class is first clearly understood (thus well described by a subsumption relationship). 

In brief, it‘s a denotation. 

Modal 

Modals — words that express modalities — qualify a statement. 

Modal logic  

It is a type of formal logic primarily developed in the 1960s that extends classical propositional and predicate 

logic to include operators expressing modality. 

Model 

A kind of knowledge item used for mentally representing a behaviour. structure that gives meaning to the 

sentences of a formal language is called a model (Structure of mathematical logic: In universal algebra and in 

model theory, a structure consists of a set along with a collection of finitary functions and relations which are 

defined on it) for the language. If a model for a language moreover satisfies a particular sentence or theory (set 

of sentences), it is called a model of the sentence or theory. 

Modifier 
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A modifier specifies the event or fact. It is used by inference engine to activate or not a rule (i.e. a model). It 

can be temporal, spatial, negative, modal, and so on. 

Motivation 

It conducts to use a tool or to do something (act). 

Multiagent system 

A kind of system where several, perhaps all, of the connected entities are agents. 

Multimodal Interaction 

Interaction of several input and output modalities (like human senses: vision, audition, touching, smelling, 

gustativeness, any sensors and any actuators). Different types of interaction exist like communication, dialog, 

feedback or physical contact. Multimodal interaction refers to modalities management mechanisms like 

composition, selection, orchestration, conversion, fusion and fission. Multimodal interaction can also refer to 

interoperation on several modalities. 

Multimodal Logic 

Applied to NLP, it can be seen as an application of a preposition in a NL sentence. Most frequent prepositions 

types are: rank (in front of, behind, after), location (in, into, at, to, under), time (before, after, at, since), cause 

(for, because, seeing that), manner (with, without, within, according to), goal (in order to, for, to), separation 

(without, except, unless, apart from, but). Rank can be seen as a location in a list of objects. We call them 

modifiers too because they modify the interpretation of the sentence and then must be taken into the inference 

engine. Other modifiers like emotions, feelings and so on are defined in the meta ontology. Nuances or concept 

types like matter, quantity, price, weight, distance, and so on are specific roles also defined in the meta  

ontology. 

Negation 

Rejection, prohibition, self-prohibition, disappearance, unfulfilled expectation, truth functional denial. 

Object 

In programming, an object is a language mechanism for binding data (also called attributes) with methods 

(also called properties) that operate on that data. Generally, an object is an instance of a class or array. In 

physical environment, an object can be mobile or not but it has no communication skills and no thinking 

abilities. On the contrary, it can have different functions depending of use done by an agent 

Observable  

We consider, in fact, as observed anything that can be saved by a simple statement of fact (or empirical: a 

singular event, a relationship repeatable, momentary or even a regular covariation) allowing to speak of 

functional dependence or law. In this broad sense, a relationship or a regular function of two observables is 

still observable. (...) By cons, we reserve the term inferential coordination to unrecognized connections but 

deduced by operating composition (and not by simple extensional generalization) and exceeding the scope of 

observable, especially as introducing necessity relationships, for example, coordination based on transitivity 

(...). (Piaget, 1974b) 

Ontology 

A structure of knowledge of the problem domain. A domain ontology is a taxonomy added to relationships like 

subsumption, equivalence and specialization. The memory of our agents comprises 3 ontologies: a meta 

ontology to build the two other ontologies, an ontology of concepts (common model of domain ontology) and an 

ontology of event models (frame-based). For an inference engine optimization purpose, they are tree-

structured. 

Percept 

Agent‘s perceptual input at any given instant. In our case, a fact or an event. 

Percept sequence 

History of everything the agent has ever perceived. 

Predicate Logic 

In mathematical logic, predicate logic is the generic term for symbolic formal systems like first-order logic, 

second-order logic, many-sorted logic or infinitary logic. This formal system is distinguished from other 

systems in that its formulae contain variables which can be quantified. Two common quantifiers are the 

existential ∃ ("there exists") and universal ∀ ("for all") quantifiers. The variables could be elements in the 

universe under discussion, or perhaps relations or functions over that universe. For instance, an existential 

quantifier over a function symbol would be interpreted as modifier "there is a function". 

http://en.wikipedia.org/wiki/Infinitary_logic
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Predicate calculus symbols may represent either variables, constants, functions or predicates. Constants name 

specific objects or properties in the domain of discourse. Thus George, tree, tall and blue are examples of well 

formed constant symbols. The constants (true) and  (false) are sometimes included. Variable symbols 

are used to designate general classes or objects or properties in the domain of discourse. Functions denote a 

mapping of one or more elements in a set (called the domain of the function) into a unique element of another 

set(the range of the function). Elements of the domain and range are objects in the world of discourse. Every 

function symbol has an associated arity, indicating the number of elements in the domain mapped onto each 

element of range. A function expression is a function symbol followed by its arguments. The arguments are 

elements from the domain of the function; the number of arguments is equal to the arity of the function. The 

arguments are enclosed in parentheses and separated by commas. e.g.: f(X,Y), father(james), price(fruit) are all 

well-formed function expressions. Predicate logics may be viewed syntactically as Chomsky grammars. As 

such, predicate logics (as well as modal logics and mixed modal predicate logics) may be viewed as context-

sensitive, or more typically as context-free, grammars. As each one of the four Chomsky-type grammars have 

equivalent automata, these logics can be viewed as automata just as well. 

Process  

A complex event that consists of two or more possibly parallel occurrences of events. 

Protocol  

A kind of interaction model that represents an interaction pattern between agents of two or moreagent types 

along with the aspects of the agents‘ behavior. 

Quality  

A kind of moment that inheres in exactly one endurant and can be represented in several quality dimensions. 

Quality Attribute  

A characterization of the quality of performing an activity with respect to some quality goal. 

Query Model 

A class of models representing a query (a question). 

Rational agent 

One that applies rational behavior using logic. Or one that maximizes its performances according to some 

performance measure and then should do the right thing (Russel & Norvig, 2010) 

RDF (Resource Description Framework) 

RDF is a knowledge representation language dedicated to the annotation of resources within the Semantic 

Web. Currently, many documents and contents are annotated via RDF due to its simple data model and its 

formal semantics. The W3C published a specification of RDF's data model and XML syntax as a 

Recommendation in 1999. Work then began on a new version that was published as a set of related 

specifications in 2004. 

Reality that logic formalizes 

― (…) the reality that formalizes the logic is no longer to be found in internal or external experiences 

considered statically, but in an interesting historical process of building all levels of development, from the 

most elementary to higher forms of reflective abstraction involved in the history of logic itself. While 

psychology analyze conditions due to the formation of these structures and their way of operating plan for the 

coordination of actions to that of reflective abstraction, logic can be formalized as a system of abstract 

operations and not as experienced or as used in the subject's experience, which eliminates any psychologism‖ 
(Piaget, 1967). 

Role 

An item or a formula  of a predicate frame. 

Rule 

A relationship, a formula or a clause between a premise and a conclusion, or a precondition and a 

postcondition. In our work, a rule is modelled by a n-ary predicate in first order logic, second order logic and 

higher order logic (recursive). 

Rule Model 

A class of models representing a rule. 

Scale 

In this thesis, we defined Scale as a kind of valued concepts that is variable according to the context of the 

sentence. They are the list of linguistic variables of fuzzy logic membership function in which the limits of the 

function can change depending on context. 

Scenario 



Multimodal Interaction Semantic Architecture for Ambient Intelligence   
Sébastien Dourlens 

14 May 2012  

 

 252 

 

A specification of a purposeful sequence of activities or actions produced by the agents involved and realized by 

services involved. 

Semantic agent 

Rational agent that contains a knowledge base and an inference engine to reason on knowledge. In our 

architectural design, an agent is a basic component and web service of the architecture. 

Semantics 

It gives a meaning, and does not define if a logical statement or propositional statement is true or not, the 

latter (truthful) is a consequence of the former (meaning at a different level of abstraction), most often at a 

lower level (the lowest level contains atoms and primitives). 

Example: A number or a word is one or a list of characters, a character is a written or printed sign, a sign is a 

drawn symbol (in this context of number). 

Service 

A service is a component of the architecture to manage or control inputs or outputs. In our case they are web 

services. Input Service is a sensor service sending events to agents. Output Service is a actuator service 

receiveing events from agents. 

Network services are software, web services or hardware controllers working in a network. Physical service 

are services which control hardware parts. Virtual service are services emulated by a software embedded in 

the EKRL concentrator which can receive or produce events like if the service were real.  

Simple Object Access Protocol 

SOAP est le protocole d‘échange de messages permettant d‘interagir avec les services Web. Ces messages sont 

délivrés sous la forme de documents XML qui sont structurés par : une entête (pouvant être vide) contenant les 

informations non fonctionnelles liées au message (par exemple la sécurité), ainsi qu‘un corps contenant les 

informations fonctionnelles (données et opérations du domaine d‘application). 

SOAP est générique et extensible puisque les autres spécifications sont définies par dessus en définissant par 

exemple de nouveaux entêtes (sécurité, garantie de livraison). Ce protocole n‘est pas lié à un type de protocole 

de transport de données particulier, mais il est fréquent qu‘il soit associé à HTTP ou SMTP. 

Situated Action 

Intelligence should be understood in terms of interaction between an agent and environment, rather than in 

terms of the manipulations of an agent of a hostile world. For [Agre and Chapman, 1990], the challenge is to 

understand how routine behavior can arise and adapt to a changing environment, rather than how the system 

can anticipate and plan for every possible contingency. Given this interaction-oriented outlook, the separation 

of perception, planning, and execution no longer make sense. All parts of the agent should be integrated and 

tightly coupled with sensing and action. For Agre and Chapman, the parts of the agent are based on simple 

routines in which the agent should engage when placed in a particular environment. These routines are 

decomposed into actions, with the rationale for each action analyzed. The rationale for actions is then reduced 

to conditions in the environment that the agent can sense. An agent, then, consists of physical actions that are 

cued by sensed conditions. (Suchman, 1987) 

Software Architecture 

A Software Architecture is defined [. . . ] as the fundamental organization of a system, embodied in its 

components, their relationships to each other and the environment, and the principles governing its design 

and evolution (IEEE Std 1471-2000). The definition of the structures of the system that is implemented in 

software, composed of architectural elements and the relations between the elements. 

Software Engineering Methodology 

A kind of software engineering process for the organized production ofsoftware using a collection of predefined 

techniques and notational convention. 

Software Engineering Process 

A kind of process involving activities, roles, and resources that produces intended software of some kind. 

SPARQL 

SPARQL is the query language for querying RDF knowledge bases. SPARQL can be used to express queries 

across diverse data sources, whether the data is stored natively as RDF or viewed as RDF via middleware. 

SPARQL contains capabilities for querying required and optional graph patterns along with their conjunctions 

and disjunctions. SPARQL also supports extensible value testing and constraining queries by source RDF 

graph. The results of SPARQL queries can be results sets or RDF graphs. In 2008, the W3C published the 

latest specification of SPARQL as a Recommendation. 

Speech Acts (Illocutionary acts) 
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Searle (1975) set up the following classification of illocutionary speech acts: 

 assertives = speech acts that commit a speaker to the truth of the expressed proposition 

 directives = speech acts that are to cause the hearer to take a particular action, e.g. requests, 

commands and advice 

 commissives = speech acts that commit a speaker to some future action, e.g. promises and oaths 

 expressives = speech acts that express on the speaker's attitudes and emotions towards the 

proposition, e.g. congratulations, excuses and thanks 

 declarations = speech acts that change the reality in accord with the proposition of the declaration, 

e.g. baptisms, pronouncing someone guilty or pronouncing someone husband and wife 

System 

A set of entities or components connected together to make a complex whole or perform a complex function. 

System of Systems 

A system of systems is a set or arrangement of systems that results when independent and useful systems are 

integrated into a large system that delivers unique capabilities. (Carnegie Mellon, Software Engineering 

Institute, CMMI glossary, October 2010). 

Task 

A kind of activity where the logic goal to be achieved by the activity has been defined explicitlybefore the 

activity is started and where the actions performed by an agent are defined in terms of plans. 

UML 

Unified Modelling Language is a standardized general-purpose modelling language in the field of software 

engineering. 

Universal Description, Discovery and Integration 

UDDI est une spécification et un service de registre permettant de publier et de découvrir des services Web. 

Un registre UDDI est un registre basé sur XML qui contient des informations à propos d‘entités d‘affaire 

fournissant des services Web ainsi que des métadonnées concernant ces services (informations techniques ou 

légales). En outre, UDDI spécifie plusieurs API pour interagir avec le registre, demander ou publier un service. 

Utility 

Utility is a way of accounting for how desirable a particular state of the agent in the environment or the 

environment is and can therefore be used as a performance measure like principle of maximum expected 

utility. 

Web Service 

A web service is a service processed by an agent on a TCP/IP communication network. In addition, web 

services can have a web interface to list available functions and also to use it. In our definition, a web service  

can be a robot, a human or any sensors or actuators in the environment. 

Web Service Description Language 

WSDL is the XML-based language for describing Web services. It can generate structured documents in two 

parts: an abstract part (the event) that describes the functional interface of the service in terms of operations 

and messages, as well as some practical (the how) that contains the details of protocols to use and the physical 

address of operations. In particular, a port type denotes a collection of operations, a connection is a 

combination between a typical port and a transport protocol and data format, a port defines the physical 

address of a connection, and a service is a collection of ports 

  

http://en.wikipedia.org/wiki/Proposition
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