N
N

N

HAL

open science

Sur deux problemes d’apprentissage automatique: la
détection de communautés et ’appariement adaptatif

Lennart Gulikers

» To cite this version:

Lennart Gulikers. Sur deux problémes d’apprentissage automatique: la détection de communautés
et Pappariement adaptatif. Machine Learning [stat.ML]. Université Paris sciences et lettres, 2017.

Frangais. NNT: 2017PSLEE062 . tel-01834967

HAL Id: tel-01834967
https://theses.hal.science/tel-01834967
Submitted on 11 Jul 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://theses.hal.science/tel-01834967
https://hal.archives-ouvertes.fr

THESE DE DOCTORAT

de I'Université de recherche Paris Sciences et Lettres
PSL Research University

Préparée a I’Ecole Normale Supérieure

Sur deux problemes d’apprentissage automatique:
la détection de communautés et 'appariement adaptatif

Ecole doctorale n°386

LECOLE DOCTORALE DE SCIENCES MATHEMATIQUES DE PARIS-CENTRE

Spécialité MATHEMATIQUES APPLIQUES

COMPOSITION DU JURY :

M Nicolas Vayatis
ENS Paris-Saclay,
Président

M Joe Neeman
UT Austin,
Rapporteur

M Alexandre Proutiére
KTH Stockholm,
Rapporteur

Soutenue par Lennart GULIKERS
le 13 novembre 2017

Mme Lenka Zdeborova
CNRS et CEA,
Membre du jury

Dirigée par Laurent MASSOULIE

et Marc LELARGE M Laurent Massoulié
INRIA et Microsoft,

Directeur de these

; M Marc Lelarge
RRRRRRR CH UNIVERSITY PARIS Safran ] IN R IA et E N S,
Co-Directeur de these






Abstract

In this thesis, we study two problems of machine learning: (I) community detection
and (II) adaptive matching.

I) It is well-known that many networks exhibit a community structure. Find-
ing those communities helps us understand and exploit general networks. In this
thesis we focus on community detection using so-called spectral methods based on
the eigenvectors of carefully chosen matrices. We analyse their performance on
artificially generated benchmark graphs. Instead of the classical Stochastic Block
Model (which does not allow for much degree-heterogeneity), we consider a Degree-
Corrected Stochastic Block Model (DC-SBM) with weighted vertices, that is able to
generate a wide class of degree sequences. We consider this model in both a dense
and sparse regime. In the dense regime, we show that an algorithm based on a
suitably normalized adjacency matrix correctly classifies all but a vanishing fraction
of the nodes. In the sparse regime, we show that the availability of only a small
amount of information entails the existence of an information-theoretic threshold
below which no algorithm performs better than random guess. On the positive side,
we show that an algorithm based on the non-backtracking matrix works all the way
down to the detectability threshold in the sparse regime, showing the robustness of
the algorithm. This follows after a precise characterization of the non-backtracking
spectrum of sparse DC-SBM’s. We further perform tests on well-known real net-
works.

IT) Online two-sided matching markets such as Q&A forums and online labour
platforms critically rely on the ability to propose adequate matches based on imper-
fect knowledge of the two parties to be matched. We develop a model of a task /
server matching system describing platform operation in the presence of such uncer-
tainty. For this model, we give a necessary and sufficient condition for an incoming
stream of tasks to be manageable by the system. We further identify a so-called
back-pressure policy under which the throughput that the system can handle is
maximal. We show that this policy achieves strictly larger throughput than a natu-
ral greedy policy. Finally, we validate our model and confirm our theoretical findings
with experiments based on user-contributed content on an online platform.

Keywords: Machine learning, community detection, social networks, degree-
corrected stochastic block models, spectral methods, random matrices, non-backtracking
matrix, random graphs, recommendation systems, reinforcement learning, queueing
theory.



Résumé

Dans cette these, nous étudions deux probléemes d’apprentissage automatique: (I)
la détection des communautés et (II) Pappariement adaptatif.

I) 11 est bien connu que beaucoup de réseaux ont une structure en communautés.
La détection de ces communautés nous aide a comprendre et exploiter des réseaux de
tout genre. Cette these considere principalement la détection des communautés par
des méthodes spectrales utilisant des vecteurs propres associés a des matrices choisies
avec soin. Nous faisons une analyse de leur performance sur des graphes artificiels.
Au lieu du modele classique connu sous le nom de < Stochastic Block Model > (dans
lequel les degrés sont homogenes) nous considérons un modele ot les degrés sont plus
variables: le < Degree-Corrected Stochastic Block Model > (DC-SBM). Dans ce
modele les degrés de tous les noeuds sont pondérés - ce qui permet de générer des
suites des degrés hétérogenes. Nous étudions ce modele dans deux régimes: le régime
dense et le régime < épars >, ou < dilué >. Dans le régime dense, nous prouvons
qu’un algorithme basé sur une matrice d’adjacence normalisée réussit a classifier
correctement tous les noeuds sauf une fraction négligeable. Dans le régime épars il
existe un seuil en termes de parametres du modele en-dessous lequel n’importe quel
algorithme échoue par manque d’information. En revanche, nous prouvons qu’un
algorithme utilisant la matrice < non-backtracking > réussit jusqu’au seuil - cette
méthode est donc tres robuste. Pour montrer cela nous caractérisons le spectre des
graphes qui sont générés selon un DC-SBM dans son régime épars. Nous concluons
cette partie par des tests sur des réseaux sociaux.

IT) Les marchés d’intermédiation en ligne tels que des plateformes de Question-
Réponse et des plateformes de recrutement nécessitent un appariement basé sur une
information incompléte des deux parties. Nous développons un modeéle de systéme
d’appariement entre taches et serveurs représentant le comportement de telles plate-
formes. Pour ce modele nous donnons une condition nécessaire et suffisante pour
que le systéeme puisse gérer un certain flux de taches. Nous introduisons également
une politique de < back-pressure > sous lequel le débit gérable par le systeme
est maximal. Nous prouvons que cette politique atteint un débit strictement plus
grand qu’une politique naturelle < gloutonne >. Nous concluons en validant nos
résultats théoriques avec des simulations entranées par des données de la plateforme
Stack-Overflow.

Mots clés: Apprentissage automatique, détection des communautés, réseaux
sociaux, degree-corrected stochastic block models, méthodes spectrales, matrices
aléatoires, matrice non-backtracking, graphes aléatoires, appariement adaptatif, ap-
prentissage par renforcement, théorie des files d’attente.
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Community Detection



Chapter 1

Introduction

1.1 DMotivation and preview of results

We live in a time of unprecedented volumes of data and computing power. Many such
datasets can be described as graphs of interacting items, and finding communities of
"likewise” items is a first step in analysing them, either as a means by itself or as a
preprocessing phase for other learning problems (e.g., as dimensionality reduction).

Community detection has many important applications. For example, it leads
to a better understanding of social behaviour on networks as Facebook, Google+,
Twitter and Flickr [121]. It is also useful to cluster web clients or discovering topical
similarities on the web [74]. Other applications lay in shopping networks: targeted
advertising, logistics and future recommendation [77]. Clustering is even used in
natural language processing, see for instance the appendix in [9].

Finding communities is a central problem in unsupervised machine learning. It
is challenging because the ground truth is often unknown, making it difficult to
evaluate the result of community detection algorithms. Further, often one has access
only to the topological configuration of graphs without any side information, so that
even the number and size of communities is a priori unknown and algorithms thus
necessarily need to learn those.

Many proposed community detection algorithms rely on heuristics and come
without formal guarantees, except for their reported behaviour on specific networks.
It is however important to understand if the outputted community structure of an
algorithm is meaningful or just an artefact. In particular, what are the limitations
of an algorithm: can we always (partly) recover the community-structure from an
observed graph?

A principled way to evaluate the performance of algorithms is to analyse their
behaviour on benchmark graphs. The most commonly used model for this purpose is
the Stochastic Block Model (SBM): arguably the simplest extension of Erdds-Rényi
graphs to a network with a community structure, see below for definitions. The
SBM has as advantages that it comes with a known community structure (i.e., the
ground truth) and that it is analytically tractable. However, it is seldom a good
fit to observed real data, as the SBM does not allow for heterogeneity in its degree
sequence (i.e., all vertices in a community have on average the same number of
edges). Indeed, many real networks display a strong heterogeneity in their degree
sequences, often following a power-law [4].

In this thesis, we consider the Degree-Corrected Stochastic Block Model (DC-
SBM), an extension of the SBM which allows for strong degree-heterogeneity. We
study this model in two regimes: a dense regime where the number of edges per node
grows with the size of the network and a sparse regime where the number of edges
per node stays constant when the network grows. We evaluate the performance of
certain, so-called spectral algorithms on this model. In particular, we show that
an algorithm based on a suitably normalized adjacency matrix recovers all but a
vanishing fraction of vertices in the dense regime of the DC-SBM. Further, in the



sparse (and challenging, because there is not much information) regime, we show
that on the one hand there exists an information-theoretic threshold (in terms of the
model’s parameters) below which no algorithm does better than random guess. On
the other hand, we prove that an algorithm based on the non-backtracking matrix
does significantly better than random guess all the way down to this threshold. This
is an important result as traditional methods are known to break down long before
the information-theoretic limits are reached, see [125] and the figures therein. We
conclude by implementing various community detection algorithms to demonstrate
their performance on real networks.

1.2 What is a community?

It is an important task to define formally the notion of a community. According to
[44], no definition is universally accepted. We summarize the observations in the lat-
ter article here: What we define to be a community depends on both the underlying
network and the envisaged final application. Usually, however we we expect a com-
munity to be a set of vertices having more internal edges than edges connecting it to
its complement in the graph. Formally we could consider the intra-cluster density
0i(C) and the inter-cluster density d.(C') of a subgraph C' and compare those with
the average edge density § of the graph. Intuitively, the subgraph C would then
be a community, if 6;(C) > § > 6.(C). Maximizing »~ - (6i(C) — 0c(C)) over all
partitions C is however too expensive in practice if the graph is large, so that many
community-detection algorithms find an approximative solution to this problem.

We give here the main definitions that can be found in the exposition of [44]:
local definitions, global definitions and definitions based on vertex similarities.

We start with the main local definitions. A very stringent such definition is
requiring that the subgraph forms a clique (i.e., there is an edge from any vertex in
the subgraph to any other vertex in the subgraph). In social networks this would
mean that every group member is friends with any other group member. Note that
this definition does not allow for heterogeneous relationships between the vertices
(or people). Further, finding cliques in a graph is known to be an NP-complete
problem [16].

An LS-set or strong community [80, 107] is a subgraph such that the internal
degree of a vertex is larger than its external degree. Weakening this definition leads
to weak communities [107]: subgraphs with total internal degree exceeding its total
external degree. The assortative SBM with two equal-sized communities for instance
can be partitioned into two weak communities.

In general we expect communities to have a small cut size, i.e., few edges con-
necting a subset to its complement in the graph.

We now turn to the most popular global definition, based on modularity [101].
The latter measures the deviation of a graph with communities from a null model. In
particular, the null model is the original graph with all its edges rewired at random
so as to conserve the original degree sequence. A subgraph is then a community if
its number of internal edges is larger than its expectation in the null model. Note
that according to this definition a community is a more densely-connected subgraph
than would have been expected from change.

Communities can also be defined with respect to some kind of similarity measure
on the vertices: a community is then a group of vertices that are similar to each other
with respect to this measure. For instance, documents could be clustered according
to their similarity (e.g., discussing the same topics). Or, if the vertices could be
embedded into an Euclidean space, the inverse of the distance between them defines
a similarity measure.

We further note that communities can also be overlapping rather than partition-
ing a graph: the number of possibilities is then much higher and therefore mathe-
matically even more challenging. We shall not consider this direction in this thesis.



1.3 Methods of community detection

In this thesis we focus primarily on spectral algorithms, as their reliability can
be formally verified. For completeness we also state some well-known alternative
(heuristic) methods.

1.3.1 Spectral algorithms

The general idea of spectral methods is to associate a matrix to a set of objects
and use only a few of its top eigenvectors to cluster the objects. The original
objects might be embedded in a high-dimensional space and projecting them on
the low-dimensional space spanned by the top eigenvectors is thus a dimensional
reduction. It is of-course important that the top eigenvectors contain enough
information regarding the community-structure. Commonly used matrices are the
adjacency matrix and Laplacian. Both have their shortcomings and we focus in this
thesis instead on a normalized version of the adjacency matrix (different from the
Laplacian) and on the non-backtracking matrix. See Sections 3.1.1, 3.1.2 and 4.4
for a discussion of (traditional) spectral methods.

The spectrum of suitably chosen matrices often gives information about the un-
derlying community structure. Indeed, the spectrum often consists of a bulk of
eigenvalues confined to a bounded set plus a few outliers that correspond to the
communities.

A good introduction to spectral clustering is given in [117], where the following
is explained in more detail: Consider a graph on n vertices, with adjacency matrix
A. Denote by D the diagonal matrix with D, = ZU Ayy. Then, the unnormalized
Laplacian matrix is defined as L = D — A, the symmetric normalized Laplacian as
Lsym = D=121,D~1/2 and the random walk Laplacian as Ly = D 'L.

Propositions 1 and 2 in [117] state that L has n non-negative real-valued eigenval-
ues 0 < A < Ay < -+ < Ay, The multiplicity K of eigenvalue 0 equals the number
of connected components C,...,Ck in the graph and eigenvectors corresponding
to eigenvalue 0 are indicator functions on C1,...,Ck. Similar statements hold for
the normalized Laplacians, according to Proposition 4 in [117].

Thus, for a graph that has K communities with few in-between edges we expect
the first K eigenvalues to be close to 0 and the corresponding eigenvectors to be close
to the respective indicator functions. This leads to the following spectral algorithm:
Compute the first K eigenvectors uq,...,ux of the Laplacian and form the matrix
U containing uy,...,ux as its columns. Let y, € R™ K bhe the vector containing
the u-th row of U. Apply k-means (see below) to partition the set {y1,...,y,} into
clusters Aq,...,Axg. Approximate the community-membership of vertex u by i if
yu € A;. Note that {y, }, are thus low-dimensional representatives of the vertices.

Formal guarantees for this type of algorithms follow usually from perturbation
arguments. A key ingredient is often the Davis-Kahan theorem, informally stated as

follows: Consider A = A + 0A, for symmetric matrices A and dA. Let S C R be an
interval. Denote Ag(A) for the set of all eigenvalues of A contained in S and denote

the corresponding set of eigenvectors by V. Denote by )\5(2) and V the analogous
quantities for A. Define A(A) = min{|\ — s| : X eigenvalue of A,\ ¢ S,s € S} Then

~

the distance between V and V, expressed in terms of the canonical angles between
them, is bounded by ||dA||/A(A), where || - || is either the Frobenius norm or two-
norm. For the precise definition of canonical angle between two subspaces, we refer
to [117], it is a measure for the alignment of orthonormal bases for the respective
subspaces.

To see this theorem in work, consider a graph with K communities C,...,Ck

and let L be its associated Laplacian and L the Laplacian of the idealized graph
were the edges in-between communities have been removed. Let Aq,..., A, be the
eigenvalues of L. Put for small v > 0, S = [0,7]. Then [0,Ax] C S. Hence,

A(A) ~ | k41— Ak| and we deduce that the eigenvectors of L and L are close when



[0A]|| is small and |[Ag+1 — Ak large. The latter quantity thus plays an import role
and 1s often called eigen gap or spectral gap.

Computation of the eigenvectors is usually done with the power method or Krylov
subspace methods (such as the Lanczos algorithm). The convergence is faster for
larger spectral gaps, when calculating only the first K eigenvectors.

Historically, spectral clustering was initiated in 1973 with the work [38] on a
spectral algorithm using the adjacency matrix. In the same year the connection
between bi-partitions of graphs and the second eigenvector of the Laplacian was
discovered [43].

1.3.2 Modularity optimization

In a graph where the edges are drawn completely at random, one does not expect
a cluster-structure to be present. It therefore makes sense to compare the number
of edges in a given subgraph with the number of edges expected to be present in
a null-model, where the edges are drawn regardless of community structure. A
commonly used null-model is the configuration model that matches the observed
degree sequence, denoted by {ky }y, in the following way: Every vertex u is given k,
half-edges, and every half-edge is merged with another half-edge chosen uniformly

at random. The probability for an edge to be present between vertices u and v is

thus approximately kgrlf;, where m is the number of edges in the graph. With this

null-model, the modularity [101] of the graph where a vertex u belongs to community

oy is given by
1 kuky
Q—Z,rnZ<Auv_ om >5(0u70v)7

where d(x,y) is one if x = y and zero otherwise.
Note that ) can we rewritten in terms of %, the fraction of edges within com-

munity ¢, and (2‘%) , the expected fraction of edges in that community in the

null-model: )
¢ d;
o= (3))

Hence, we expect that a large @) corresponds to good partitions. By definition,
@ <1, and Q = 0 when all vertices are put in a single community. If < 0 for all
partitions, then no community structure is present.

In general it is very costly to calculate @ for all possible partitions, and algorithms
have been developed to find an approximate solution to this maximization problem.

One such algorithm is proposed in [102]: Starting with the partition where every
vertex constitutes a community, we repeatedly obtain partitions by joining com-
munities together by choosing the merge that results in the greatest increase (or
smallest decrease) of the modularity. In this way we obtain a collection of partitions
of different dimensions, and the partition with largest modularity is the output of
the algorithm.

Using the sparsity of the adjacency matrix, this algorithm has been extended in
[26] to handle graphs in the order of 10° vertices, and to mega-scale graphs with 107
vertices in [118].

In [103] a spectral algorithm is proposed based on the modularity for a partition
with two communities C; and Cs. Let o be the vector of community-memberships,

oy = 1 if u belongs to C7 and o, = —1 otherwise. Then,
1 kuky \ ouow +1 1
_ = A uhv uOv -~ o*C
@ 2m UXU: < “oom > 2 am? 77



where C' = (Am, — k;ﬂﬁ”)uv is the modularity matriz. If we write o = ) ayVvy,

with {vy}, the orthonormal eigenvectors with corresponding eigenvalues {7y}, of
the symmetric matrix C' (ordered such that 71 > 2 > --+), then

1
Q= 3 i)

As a first step in maximizing Q as a function of o, we note that (vio)?y; should be
one of the dominant factors in the sum, since ; is the largest eigenvalue. Ideally,
we would like to choose o parallel with vi, however this violates the restriction that
ou € {1,...,q}. Instead we put o, equal to the sign of the corresponding element
in vi. This thus leads to a simple spectral algorithm: for a given network, calculate
the leading eigenvector of its corresponding modularity matrix and label vertices
according to the sign of elements in this vector.

We refer the reader to Section 2 for an asymptotic characterization of the spec-
trum of C.

Another method aiming to maximize the modularity is the Louvain Method [14].
The algorithm consists of two phases that are repeated iteratively. The first phase
is initialized by putting every vertex in a unique community. Then, iteratively and
subsequently, for every node 7, and each of its neighbours j, we calculate the change
in modularity A;; when ¢ would be put in the same community as j. If A;; <0 for
all neighbours j, we do not change the label of vertex 4, otherwise we put ¢ in the
community of vertex j that maximizes A;; (ties broken uniformly at random). We
then move to a new vertex, and so on (possibly treating the same vertex multiple
times), until no further improvement can be achieved. In the second phase of the
algorithm, we form a graph where the nodes are the communities formed in the
previous step, and the weights of edges between nodes are equal to the sum of the
weight of the edges in the two corresponding communities. After completion of this
phase, we apply the procedure of the first phase to the just constructed network. We
continue until there are no more changes and a maximum of modularity is attained.
In this way we obtain a hierarchical collection of partitions. The height of the
hierarchy depends on the number of passes and is in practice small.

1.3.3 k-means

When data consists of points that can be embedded in a vector space V equipped
with a norm || - ||, we can use partitional clustering methods to cluster them. The
number of clusters K needs to be preassigned. The objective is to minimize a certain
cost-function based on the distance function. A very popular technique is k—means,
where the cost-function is given by

K
oD Ix—ail?,

where C; C V is the subset of points in the i—th cluster and c; € C; is its centroid.

An approximative solution can be found with Lloyd’s algorithm [78], an iterative
method for which the initial centroids need to be specified. The algorithm has as
a drawback that it usually converges to a local minimum, depending on the initial
centroids. A possibly remedy is to repeat the algorithm starting at many different
initial centroids, which is feasible since the algorithm converges rather fast.

1.3.4 Divisive algorithms

A very popular algorithm for community detection is a divisive algorithm proposed
in [101]. We give here a short summary of the latter article.
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The idea is to divide iteratively the network into smaller and smaller communities
by removing at each step an edge with high betweenness. Here, betweenness is some
measure expressing how much an edge is in between different communities. An edge
with high betweenness should be responsible for connecting many pairs of nodes.
Further, if two communities are joint by just a few edges, those edges are expected
to have a high betweenness, as many paths between the communities pass through
them.

Three measures for betweenness are proposed in [101], but we repeat here only
the shortest-path betweenness. For an edge it is defined as the number of shortest
paths (over all pairs of vertices) running through it.

The proposed algorithm is then as follows: Calculate the betweenness for all
edges. Remove the edge with highest betweenness-score. Repeat the previous two
steps. This gives a whole collection of partitions and the partition with highest
modularity (see above) is chosen as the output of the algorithm.

We remark that calculating the edge betweenness might be costly. Further, the
recalculation step seems to add a lot of extra complexity to the algorithm, but turns
out to be crucial for accuracy. Indeed, removing an edge might significantly change
the betweenness of edges in the obtained graph. The above algorithm works well
with graphs upto 10* nodes, and faster extensions exist.

1.3.5 Belief propagation

Consider the ordinary SBM (see below for a precise definition) on K communities
where an edge is present between vertices from communities ¢ and j with probability
pij (edges are drawn independently). Denote the community-membership of the
vertices by o = {oy}4. Given a realization G of this SBM, we could estimate the
community-membership as

~

argmaxP (o = 0|G).

Unfortunately, apart from computational complexity, it is not guaranteed that the
obtained maximizer agrees with the true partition. Indeed P (o = :|G) possibly has
many local maxima and the highest might just be the best fit to the noise!. Note
however, that obtaining the distribution P (¢ = -|G) is the most we can learn about
o, since the observation G is the only information we have about o (G can be
considered as a noisy channel between o and the observer).

Another estimator for o follows if we know the marginal distribution {¢}'}; for
every vertex u, defined as

W =Plo,=i0) = Y Plo=35G), (1.1)

T:0.=1

where we need to fix the community-membership of a few vertices beforehand (oth-
erwise the marginals are uniform). Indeed, we can then estimate o}, = arg max; ¢,
and it turns out that this maximizes the fraction of correctly classified vertices
[37, 61]. Note that with this approach we take an average over many configurations,
rather than the single, best fit as above.

The cavity-method [97] or belief propagation can be used to approximate the
marginals (1.1) if we make the assumption that for any vertex u the community-
membership of any of its neighbours are conditionally independent given the
community-membership of u. A vertex adjusts its belief of its own community-
membership based on messages received from its neighbours: A vertex u sends

its neighbour v a message ¥“7? = {¥*7Y}X  which is an estimate of its own

LIf the labels {0y} are drawn independently and uniformly from {1,..., K}, then P (c|G) ~ P(G|o). It
could be that for two almost uncorrelated configurations o and &, P(G|o) ~ P(G|5) are both large. But
why would we prefer one configuration over the other?

11



community-membership in case the edge between u and v were not present?. Vertex
v then uses this message to update its own belief. The messages (if we ignore the
weak-interactions due to the absence of edges) are given by

K
1
i = I > ey py. (1.2)

w~u,wF#EY g=1

where Z is a normalization constant such that ), ¢ 7" = 1.

The belief propagation algorithm consists of randomly initializing the messages
and updating them according to (1.2) until a fixed point is reached, from which we
simply calculate the marginals by summing over all incoming messages to a vertex.

We note that belief propagation is exact on trees. Further, the message sent
from u to v does not depend on the message from v to u, preventing resonance to
occur. Compare this to spectral methods based on the adjacency matrix A, where
a leading eigenvector x with eigenvalue A\ concentrates on high-degreed vertices due
to the resonance in the equation ) A,y = A2y,

In case all vertices have the same expected degree in the SBM, that is > i Pij = p,
for some constant p, belief propagation has at least one fixed point, namely ¢} 7" =
%. Reconstruction better than random guess is then impossible if this is the only
fixed point.

In general, whether we can do better than random guess, depends on the amount
of fixed points, their stability and region of attraction. The work [34, 35] uses a
fixed point analysis to conjecture phase-transition phenomena in the SBM, see for
instance Conjecture 3.2.1 below.

A very readable introduction on some methods from statistical physics (including
belief propagation) applied to community detection is [91]. We used the latter article
as inspiration for this section. The first work in which belief propagation was applied
to community-detection is [53].

1.4 Real datasets and benchmark graphs

We start by listing some common networks, used often to test algorithms.

The first network is known as Zachary’s karate club, consisting of 34 club mem-
bers who split into two separate groups when the instructor left the club after a
conflict with the president, see [124].

A similar phenomena is observed in a network of 62 dolphins living in Doubtful
Sound (New Zealand). The dolphins are represented as vertices and edges between
two of them are present when they met each other more often than expected by
change. The group split into clusters after one of the dolphins left, see [81].

The political blogosphere is a dataset of over 1000 political blogs relating to one
another, captured during a period of two months preceding the 2004 US presidential
elections. The blogs fall naturally into two categories: democrats and republicans.
Detecting their political orientation based solely on the links between blogs is an
interesting task for community detection algorithms. See [3].

Many more data has been collected, for instance a co-authorship graph in network
science, a graph of astrophysics collaborations, a neural network and even a graph
linking the mean characters in Les Miserables by Victor Hugo. See for a non-
exhaustive overview the Stanford Large Network Dataset Collection at
https://snap.stanford.edu/data/.

In addition to testing algorithms on real networks, we can also artificially generate
them. The study of random graphs was initiated by Erdés and Rényi in [40]. The so-
called Erdés-Rényi graph with parameters n and p is a random graph on n vertices
where edges are independently present between pairs of vertices with probability p.
In this graph, the degrees of vertices are asymptotically Poisson random variables

2more precisely, if the presence of an edge between u and v were unknown.

12



with parameter np, and hence the degree-sequence is homogeneous. An extension
that allows for inhomogeneous degree-sequence is the inhomogeneous Erd6s-Rényi
graph [15], with parameters n and {pyy }uo: an edge is independently present between
vertices u and v with probability py,.

A particular case of [15], where the graph includes K communities is obtained by
giving each vertex u a label o, € {1,..., K}, and each probability p,, is a function
of the labels o, and o,. In this way, the ground truth is known, so that we can test
algorithms by running them on these benchmark graphs to see if the hidden labels
can be retrieved.

The Stochastic Block Model (SBM) [57], for instance, is defined as the random
graph where vertices u and v connect with a probability depending only on ¢,, and o,
i.e., pyw = By,0,, for some K x K positive symmetric matrix B. This model is able to
generate a diverse collection of random graphs, while it stays analytically tractable.
In practice however, the SBM fails to accurately describe observed data: due to
the stochastic inidentifiability of nodes in the same community, it does not allow
for degree heterogeneity within blocks. We therefore look at a more general model,
the Degree-Corrected Stochastic Block Model (DC-SBM) [69], where the vertices
additionally have weights. Edges are drawn between vertices with a probability
depending on both the weights and the community-membership of the vertices.

We distinguish between exact-, quasi- and weak (or partial) reconstruction: Exact
recovery means that an algorithm correctly reconstructs o, for all u. Quasi recovery
means that only a vanishing fraction of the vertices are misclassified. Weak recovery
means that an algorithm does strictly better than random guess, and is also called
detection. In particular, for a graph with two equal-sized communities, we speak
about weak recovery if an algorithm correctly classifies a fraction of 1/2 + € of the
vertices, with € > 0.
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Chapter 2

Random matrices

We begin this section with the most celebrated result in random matrix theory:
Wigner’s semicircle law, motivated by problems from nuclear physics. We state
the theorem here for sequences of Hermitian random matrices (Xx)nyen, where for
N e N,

1
X :7Xuvivy—7
N \/N( ),—1

with the following conditions on its entries: The entries (Xuy)i<u<v<n are ii.d.

complex (or real) random variables with finite variance o2 with their law independent
of N. The diagonal entries (X, )1<u<n are also i.i.d. random variables with finite
variance, but are in addition real-valued and have zero mean. We then have the
following spectral statistics, expressed in terms of the empirical spectral distribution

LN
BN = szl@\gy,
u=

where /\{V > )\év > ... > )\% are the ordered eigenvalues of X and 5>\L" T T 1>\{XS:E-
Theorem 2.0.1 (Wigner [119, 120]). Almost surely,

lim uy =0
N%OOM SC»y

with o4 the semi-circle distribution, with respect to the Lebesque measure defined as

dose 1
Ise _ 3 V 40'2 — .%'2 1[_20.720] (l’)

dr 270

Note that this result is universal, in the sense that the convergence to the same
semicircle-law takes place independently of the underlying distribution of the ele-
ments. In Wigner’s original paper [119], he proved the theorem for Bernoulli ran-
dom variables and extended these results later for general Hermitian matrices in
[120]. There are more universality results known in random-matrix theory where
the asymptotic behaviour of random matrices is independent of the exact distri-
bution of its entries. We also note that the semi-circle law puts no mass outside
the interval [—20,20], i.e., it has sharp edges. This implies that with probability
1 —0(1) all eigenvalues of Xy, except o(n) lie inside this interval. The behaviour
of possible outliers is characterized in [46]: Consider for any ¢ > 20, the interval
I =[—c . If p:=E[X12] =0, then all eigenvalues lie inside I with probability
1 —o(1). Otherwise, if g > 0, then only the largest eigenvalue lies outside I and it
asymptotically has normal distribution with mean v/nu + 02/(y/nu) and variance
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202 /n. This is an extremely important observation having far-reaching implications
for practical applications. Indeed, the presence of one or more eigenvalues
clearly separated from the bulk of eigenvalues of a random matrix could
indicate non-random behaviour, for instance an underlying community
structure.

Two methods used to prove Theorem 2.0.1 are the moment method and the
Stieltjes transform method. Wigner used the former method, which consists in

showing that the moments of the empirical distribution, E [ J xkduN(a:)], converge

to the moments of the semicircle-law, f zFdog., for large dimension N. Now, since
Tr{X}} = AT+ + My,

1 N

1
E [/ xkduN(:r)} = NE {Tr{X]’if}} = N2 Z E [Xii, o Xip yin X | -

il,...,ikzl

This gives rise to a combinatorial analysis of the right-hand side. This so-called trace
method is often attributed to Fiiredi and Komléds, after their extension of Wigner’s
results for non-centred diagonal entries in [46].

The Stieltjes transform method consists of showing that the Stieltjes transform

of un,

SN 1z /}R ! dpn(x) = %Tl“{(XN —2I)7'},

T —z
converges almost surely to the Stieltjes transform of the semicircle-law, sg. : z —

fR ﬁdasc. Analogous to the scalar case, where moment generating functions are

used to ”group together” the moments of the scalar variable, the Stieltjes transform
method considers all moments of the matrix simultaneously, rather than one at a
time as above.

The Stieltjes transform method is used in [98] to heuristically characterize the
spectrum of both the adjacency A and modularity matrix C' (see Section 1.3.2) for
random instances of the SBM. The paper thus investigates the limits of spectral
methods based on those two matrices. We summarize their result and approach. In
particular, the authors of [98] consider the sparse case of the SBM in its most simple
form: the vertices are grouped in two clusters of size n/2 and edges are present
independently with probability a/n within and probability b/n between clusters.
See Section 3 for a more complete definition of the SBM.

Write
A=E[A]+ A-E[4],
and b b
E[4] = ot 117 + 4 uu’,
2 2
with 1 = ﬁ(l,...,l) and u = ﬁ(l,l,...,—l,—l,...), where the sign indicates

community-membership.
The authors of [98] calculate first the density of A — E[A] to be

ny/2(a+b) — x?

PA-E[A] " Tr> —

T a+b ’
i.e., a modified semicircle-law. Now, C' = “T_buuT + A —E[A], i.e., a rank 1 matrix
plus a centred perturbation. It turns out that the spectrum of C is asymptotically
equal to the spectrum of A — E[A], except for the eigenvalue Ao = anb + Z—fg.

Similarly, recognizing A as a rank 1 matrix plus C, it spectrum is seen to consists
of a semicircular band (possibly plus outliers) plus two eigenvalues, namely A¢ and

aTer + 1. Caution is needed here, as these results (on the density) do not exclude

15



outliers to be present. In any case, the informative eigenvalue of C' is not separated
from the bulk when (a — b)? < 2(a +b).

Note the consequences: If ¢ = b, then no community structure is present. How-
ever, if a > b, but (a —b)? < 2(a+0b), then the graph contains two communities, but
we are unable, using A or C, to detect those. As we will shortly see, no method is
able to detect those communities from observations of the graph as (a—b)% > 2(a+b)
i[s i]n fact an information-theoretic threshold with respect to community detection
92].
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Chapter 3

The Degree-Corrected
Stochastic Block Model

We describe here a suitably normalised version of the Degree-Corrected Stochastic
Block Model (DC-SBM) as given in [69]. The DC-SBM is a generalization of the
Erdos-Rényi classical model of random graphs. We will consider this model in two
regimes, namely a dense regime where the degrees grow sufficiently fast with the size
of the network and a sparse regime where the expected degrees remain constant in
the limit of large networks. We assume the number of communities to be arbitrary
(i.e., > 2), but constant. Note that the setting with two communities is also called
the Extended Planted-Partition Model (EPPM) in [21].

We start with the dense regime. Consider a random graph on the set of vertices
V :={1,...,n}, partitioned into K communities of cyn members each: each vertex u
is given a label o, € S :={1,..., K}. A weight D,, is given to each vertex u to encode
its expected degree. Without loss of generality we assume that Dy < Dy < --- < D,,.
All weights and labels will depend on n, but this is suppressed in the notation here.
For each pair (u,v), we include the edge (u,v) with probability

D,D .
[ BLp, . ifudu
P(“N”)_{O"D ifu= o,

(3.1)

where B € (RT)K*K is a symmetric matrix, independent of n and D = 1/n >, Dy,
the average weight. B may be chosen completely independent of the weights {D,,}1_;:
all information about the community-structure is then captured by B alone.

We make some further assumptions on the parameters of the model: For (3.1) to
define a probability, we assume

D,D
:EUB%% <1, (3.2)
for all u, v.
The vector o = (g, ..., ax) is assumed to be constant. Hence, the clusters are

well balanced, as the size of each community grows linearly with n. Further, the
average weight in a cluster,

1 n
D; = D1, —;,
7 ainuz:l u w=1

is assumed to be asymptotically a fraction of the average weight D. That is, we

assume that there exists non-zero constants d, ..., dg, such that,
D;
1. _ = ; .
dm 5 = (3:3)
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for all 5. In the dense regime, we assume that D — oo when n — oo. We denote the
DC-SBM in this regime by G(B, K, {oy}!'_1, {Du}i_1)-

As an example, we let {0, }I/_; be any sequence such that n/2 of its elements are
1 and the other n/2 elements are 2. Then, there are two equally-sized communities:
K =2 and a; = ag = 1/2. Let {D,}]/_; be any non-decreasing sequence with

D1 > 0. Put
a b
=5 4)

for some constants ¢ and b. Then

DuDv a if Oy = Oy,
P(u~wv)= nD { b otherwise . (3.4)

This is exactly the EPPM in [21], as mentioned above.

We now turn to the sparse regime of the DC-SBM defined in terms of two positive
constant parameters a and b: We consider again a random graph on n vertices
partitioned into ¢ > 2 asymptotically equal-sized clusters by giving each vertex v a
spin o, drawn uniformly from {1,...,q}. The vertices have i.i.d. weights {¢,}I'_,;
governed by some law v with support in W C [¢min, 00), where 0 < ¢pin < 00 is a
constant independent of n. We denote the k-th moment of the weights by ®*), i.e.,
o) = Jw zFdv(z). Below we state more precise tail-conditions on the weights. An
edge is drawn between nodes u and v with probability

 Oudy | a if oy, = oy,
P(un~wv) = n b otherwise . (3.5)

Note that by the law of large numbers the size of the communities are indeed
% + O(y/n).

We are interested in answering the following question: can we recover
the underlying community structure from a single observation of the DC-
SBM? We restrict ourselves to the case where we only have topological information,
in particular we do not have acces to the weights, and other parameters.

A particularly important role for answering this question in the sparse regime will
be played by the non-backtracking matrix B. For a given graph G = (V, E), the non-

backtracking matrix is indexed by the set of oriented edges E = {(u,v) : {u,v} € E}.
For e = (e1,e2), f = (f1, f2) € E, B is defined as

Bef = 162:f1 161¢f2 .
This matrix was introduced by Hashimoto [60] in 1989. Note that B is non-
symmetric and even non-normal, which makes it harder to analyse.
In the dense regime we analyse the normalized adjacency matrix H = D~1AD™!,

where A is the empirical adjacency matrix and D the diagonal matrix containing
the degrees.

3.1 Dense regime

3.1.1 Literature on the ordinary PPM

The SBM is a special case of the DC-SBM in which all vertices have the same unit
weight: D, = 1 for all u. The SBM on two equal-sized communities is known in the
computer science community as the Planted Partition Model (PPM). In this model,
vertices in the same community connect with probability pi, := a/n and between
communities with probability poys := b/n, where we allow a,b to vary (increase)
with n.
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Standard spectral methods to recovery communities in this model are based on
the Adjacency and Laplacian matrices, see the introduction.

Recovering the planted partition (without degree-corrections) often coincides
with finding the minimum bisection in the same graph. That is, finding a parti-
tion of the graph such that the number of edges between separated components (the
bisection width) is small. This problem is NP-hard [39].

Graph bisection on random graphs has been studied intensively. For instance,
[20] studies the collection of labelled simple random graphs that have 2n nodes,

node-degree d > 3 and bisection width o(n'~1/Ld+1D/2))) " For these graphs the
minimum bisection is much smaller than the average bisection, which makes it easier
to find. The main result is a polynomial-time algorithm based on the maxflow-
mincut theorem, that finds exactly the minimum bisection for almost all graphs.
The work [39] shows that, if in the planted partition model pi, > pout are fixed
(for n — o0), then the underlying community structure coincides with the minimum
bisection and it can be retrieved in polynomial time. This result is improved in [63].
In [86] the case of non-constant pi, and poyt is analysed: using a spectral al-

gorithm, one can recover the communities with probability 1 — § if L\ﬂﬁ“t =

in

q ) losnid)

n

We refer the reader for a detailed historical overview to the table on page 3 in
[1]. The latter work gives precise conditions for exact recovery in the dense PPM
(pin = alog(n)/n and powt = blog(n)/n, with a,b constants): exact recovery is

possible precisely when aT*b — +vab > 1. Compare this to the phase-transition in

dense Erdds-Rényi graphs with edge probability clog(n)/n (¢ a constant), which are
connected if and only if ¢ > 1.

3.1.2 Literature on the DC-SBM

Positive results of spectral clustering in the DC-SBM have been obtained by various
authors. The work [32] introduces a reconstruction algorithm based on the matrix
that is obtained by dividing each element of the adjacency matrix by the geometric
mean of its row and column degrees.

The main result in [28] is a polynomial time algorithm that outputs a partitioning
that differs from the planted clusters on no more that nlog(D)/D%% nodes. This
recovery succeeds only under certain conditions: the minimum weight should be a
fraction of the average weight and the degree of each vertex is o(n).

The article [76] gives an algorithm based on the adjacency matrix of a graph
together with performance guarantees. The average degree should be at least of
order log(n). However, since the spectrum of the adjacency matrix is dominated by
the top eigenvalues [25], the algorithm does a poor job when the degree-sequence is
very irregular.

In Section 4.4, we give a more detailed literature review on spectral methods using
the Adjacency and Laplacian matrix, but also on methods as Spectral Clustering on
Ratios of Eigenvectors (SCORE) and Regularized Spectral Clustering.

3.1.3 Results in this thesis

We propose in Chapter 4 a spectral clustering algorithm based on a suitably normal-

ized adjacency matrix H (defined above). We show that this algorithm consistently
recovers the block-membership of all but a vanishing fraction of nodes, in the regime
where the lowest degree is of order log(n) or higher. Recovery succeeds even for very
heterogeneous degree-distributions. The used algorithm does not rely on parameters
as input. In particular, it does not need to know the number of communities.

An important ingredient in our proof is Lemma A.0.5, which serves as an alter-
native to the commonly used Davis-Kahan theorem.
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We note that H is a natural choice in the degree-corrected setting. Indeed, due
to (3.1), we expect that E [ﬁuv] ~ B -, up to some scaling. This is in contrast

with the normalized Laplacian L and the Adjacency matrix, because E [Ly,] ~
VDy\/DyBs,s, and E[A,] ~ DyDyB,,,,. We elaborate on this in Section 4.4,

~

where we also compare H with other spectral methods.

3.2 Sparse regime

The sparse regime is by far the most realistic regime as the expected degree of a
node does not grow with the network size. At Facebook for instance, your number
of friends is unlikely to increase significantly when new members join. At the same
time, this regime is more challenging. Indeed, traditional methods based on the
Adjacency or Laplacian matrix working well in the dense case break down when
employed in the sparse case. Intuitively, the hardness can be understood as follows:
When a = b, the graph has no communities. Therefore, if |a — b| is non-zero but
very small, we expect that a graph where each vertex has only a small, constant
number of neighbours, does not contain enough information to distinguish between
the clusters.

3.2.1 Literature on the ordinary SBM

We turn first to the ordinary SBM, where all vertices have unit weight (i.e., ¢, = 1
for all u). The authors of [36] were the first to conjecture a phase-transition for this
setting based on ideas from statistical physics:

Conjecture 3.2.1 ([36]). Consider a SBM on q balanced communities where edges
inside a cluster are present with probability a/n and between clusters with probability
b/n. Let M be the matriz with a/q on the diagonal and b/q on all off-diagonal
elements. Let A1 and Ao be its first, respectively, second eigenvalue and let SNR =
:\\% = #ﬂi)b), the signal-to-noise-ratio.

For any q > 2, if SNR > 1 (which is generally called the Kesten-Stigum condi-
tion), communities can be detected in polynomial time.

For g > 4, it is theoretically possible to detect communities for some SNR < 1.

It is believed that for ¢ > 4, a double phase-transition occurs: Detection should
be easy (i.e., polynomial time) when SNR > 1, much harder (i.e., exponential time)
for SNR € (7, 1], for some 0 < 7 < 1, and information-theoretically impossible when
SNR <.

The conjecture has been settled in the case of two communities: First in [85]
by using a matrix counting the number of self-avoiding paths in the graph, and
later, independently, in [94]. Further, [92] shows that for ¢ = 2, it is information-
theoretically impossible to detect communities for SNR below 1.

In [72] the ’spectral redemption conjecture’ was made: detection using the second
eigenvalue of the non-backtracking matrix (defined above) would also establish the
positive part. This has recently been proved! in [17], for any ¢ > 2 such that Ag is
a simple eigenvalue of M.

More recently, [2] gave an algorithm that detects communities when SNR > 1.

In particular, for the SBM with two asymptotically equal-sized communities we
have the following phase-transition result: When (a — b)?> < 2(a + b), commu-
nity detection is information-theoretically impossible. Conversely, when
(a — b)? > 2(a + b), a positively-correlated clustering can be obtain by
thresholding the second eigenvalue of the non-backtracking matrix.

!Theorems 4 and 5 in [17] are actually a bit more general.
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3.2.2 Results in this thesis

Consider the DC-SBM with ¢ asymptotically equal-sized communities. Does this
model exhibit a similar behaviour? In particular, does there exists a threshold (in
terms of a,b and statistics on ¢,,) below which community detection is information-
theoretically impossible? And above this threshold, can we use again the non-
backtracking matrix or do we need to modify it? A priori especially the latter is
unclear, because an algorithm solely based on the non-backtracking matriz cannot
use any information on the weights as input.

Our main results show the following: Firstly, in the setting of ¢ > 2 communities
where the weights are possibly heavy-tailed (with large enough exponent), detection

is impossible when (a — b)?®®) < g(a + b). To derive this result, we establish
a coupling between local neighbourhoods in the graph and multi-type branching
processes where the offspring distribution follows a Poisson-mixture (due to the
weights). It is crucial that the weights in the graph and the branching process
exactly coincide. Further, we show that long-range interactions are weak in this
model, even if the degrees follow a power-law.

Secondly, we characterize the spectrum of the non-backtracking matrix for DC-
SBM’s with bounded weights on two communities in the regime where the number
of vertices is large. In particular, the leading eigenvalue is asymptotically equal to

p = “TH’@(Q). For the second eigenvalue, we distinguish two regimes: the second
eigenvalue is asymptotically equal to uo := “T_b(I)(Q) when u% > p, whereas the
second eigenvalue is asymptotically bounded by ,/p when p3 < p. All the remaining
eigenvalues are asymptotically bounded by ,/p. As a consequence, the spectral
method based on the non-backtracking matrix successfully detects communities in

the regime (a — b)2®?) > 2(a 4 b). As a corollary we obtain that degree-corrected
Degree-Corrected Erdds-Rényi graphs are asymptotically Ramanujan in that they
asymptotically satisfy the graph Riemann hypothesis. To derive these results, we
carefully analyse multi-type weighted branching processes, leading to an extension
of results by Kesten and Stigum [70, 71]. We further derive a weak-law of large
numbers for local functionals on DC-SBM’s using the coupling-result mentioned
above. To derive the bound on the bulk of the spectrum, we decompose powers of
the non-backtracking matrix as a sum of products and then bound the individual
terms with the trace method.

Surprisingly, no modification of the matrix, nor information about the weights
is thus needed, which shows the robustness of the method. We conclude that, as in
the standard SBM, the algorithm is optimal in the sense that it works all the way
down to the detectability-threshold.

Note that the only relevant statistic of the random weight is its second moment.
The detectability threshold can be expressed as u2 > p. Both p and pg are asymp-
totically eigenvalues of the expected adjacency matrix conditioned on the weights.
Indeed, if A denotes the adjacency matrix, and if ¢; and ¥y are the vectors defined

for u € V by ¢1(u) = %qﬁu and Y9 (u) = %aud)u, then

b —-b
E[Al1, - on] = Tyt + Tt — ading{43).

n n

Put z/p\z = IIJiiIIQ‘ Then, by the law of large numbers, for ¢ = 1, 2,

HE [Algs, ..., du] i — pith;

— 0,
2

in probability, as n tends to oco.
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Chapter 4

A spectral algorithm for the
dense DC-SBM

We have published parts of this chapter in Advances in Applied Probability [52].

4.1 Introduction

Here we deal with the DC-SBM in its dense regime, where the weights grow loga-
rithmically with the size of the network. This ensures that the node-degrees con-
centrate around their expectations. Consequently, instances of the DC-SBM ”look
as expected”. This facilitates considerably the reconstruction of the community-
structure, as the top eigenvectors of carefully chosen matrices associated to the graph
should reveal the structure in the expected graph. Indeed, in the ordinary SBM, the
Adjacency matrix successfully recovers the communities (see Section 3.1.1). How-
ever, as we detail below, spectral methods using the Adjacency matrix break down
once the degree-sequence becomes too irregular - which is the case in the DC-SBM.
We therefore propose here an alternative method where the Adjacency matrix is
suitably normalized.

The contribution in this chapter is as follows: We demonstrate with a clean
analysis that community detection in a moderately sparse DC-SBM is feasible under
rather general conditions on the degree-sequence.

The algorithm we propose below uses as input the normalized adjacency matrix

H with entry (u,v) given by

A if A, =1
otherwise.

~ — 1/\
H’U/l) — { ODuDv (4.1)

Here A is the adjacency matrix of the graph and D,, is the observed degree of vertex
u. Note that this matrix is a natural choice in the DC-SBM: Indeed, in the model
specified in Section 3, vertices u and v (in communities o, and o, respectively) are
connected by an edge with a probability ~ D, D, B, -, , where B is a symmetric
connectivity matrix. After division by the observed degrees we are left with B,
times a constant (asymptotically depending only on o, and o).

We show that H concentrates around a deterministic matrix P of rank L not
larger than the number of communities K, when the minimum expected degree is as
small as log(n). To establish this concentration-result, we use Lemma A.0.5 given
in the appendix, which could be of independent interest, as a simple alternative to
the commonly used Davis-Kahan theorem.

Due to the underlying community structure, the matrix that has the first L
eigenvectors of P as its columns has the nice property that it has only K different
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rows. Hence, due to this fact and the concentration of H around P, the rows of
the corresponding eigenvector matrix of H considered as points in an L-dimensional

euclidean space, must cluster around K centres. This property indicates that H
is the right matrix to analyse when dealing with the DC-SBM. Indeed, associating
each vertex with its corresponding row, we show in this chapter that we retrieve the
correct community of all but a vanishing fraction of nodes.

Along the way, we point out a natural connection between H and a random walk
on the observed graph.

The organization of this chapter is as follows: First we state the necessary condi-
tions on the model. Next we state our main result for community detection in this
model, followed by a comparison to other methods (Section 4.4) and a discussion

(Section 4.5): the conditions in the main theorem and a connection between H and
random walks. Section 4.6 outlines the approach we take to prove the main theorem,
which is accompanied by a statement of all auxiliary lemmas. All proofs are deferred
to Section 4.7. In the last section we give a suggestion for future research.

4.2 Conditions on the model

Recall the definition of the DC-SBM in its dense regime from Section 3. From
assumptions (3.2) and (3.3) on the (average) weight (in a cluster), the following
limit exists for all 7,

M; s
M; = lim ——— =Y Bjoudy, 4.2

i nl—>n(>lo Zln:1 D, = ikXLAk (4.2)
where M; = 3", D;Bjo,.

If the connection probabilities for two communities are approximately the same,
then recovery might still fail. For the ordinary SBM with two communities those
conditions are precisely characterized in [1]. In the DC-SBM such conditions nec-
essarily depend on statistics of the degree-sequence. We shall see in Section 4.5.2
that we need the following identifiability conditions: We assume that for all ¢, there
exists 7 such that

el (4.3)
M; "~ M,
In the analysis that follows, we will consider the random graph in a dense regime,
that is we assume: either D
lim —— = oo, (4.4)
n—oo log(n)
or, for some constant ¢ < 1/2,
D2
Dy > Cpwm - log(n) and lim —2 — 0, (4.5)
’ n—oo Nt

where Cp g is some constant depending on B, M = (M7, ... M) and the conver-
gence rate in (4.2). Further, we assume the following condition on the weights:

11))% = Q(log(n)). (4.6)

Note that under those assumptions, D,, represents the expected degree of vertex
u upto a multiplicative factor that depends only on the community o,. Indeed, if

Eu denotes the observed degree of vertex u, then

=~ D D
E[D.] =2 ; DiBy.g = 2 (Mg, = DuBy.s) = Do (Lt 6).  (47)
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where €, < — 2Du = o,(1).

Tu

4.3 Main results

As is the case for ordinary SBM’s, one can hope for (quasi-) exact recovery!'. Note
that [1] shows how one could obtain exact recovery from partial recovery. We there-
fore focus here on quasi-exact recovery.

Our aim is to retrieve the underlying community structure from a
single observation of the random graph. We do this by analysing the spectral

properties of H € R™". We shall demonstrate that this matrix is close (in a sense
to be specified below) to the matrix P defined for (u,v) as

1 B,
p— j%. 4.8
“ DM, M,, (4.8)

Denote the rank of P by L. Due to the community structure, L < K (see below for
details).
In the regime where (4.4) holds, let f be any function tending to zero, such that

f(n) > Ai L log(n)

+ 42
Dy /log(n) Dy

For the regime where (4.5) holds, let f be tending to zero in such a way that

f(n) > . + . + |
n = .
D, log(n)  log'/3(n)

Further, let 7(n) = 1/f(n)Y/3. Algorithm 1 uses H to reconstruct the communities.

Algorithm 1

1. Calculate the average degree in the graph, call it ﬁavoragc. Let L be the number of
eigenvalues of H that are in absolute value larger than f(n)/Daverage-
2. Compute the first L orthonormal eigenvectors of H ordered according to their abso-

lute eigenvalues. Denote these eigenvectors and their corresponding eigenvalues by
Z1,...,27 and Aq,..., A; respectively.

3. Associate to each node v € V' the vector
Zu = (Z1(w), . .. ,Ez(u)) (4.9)

Cluster the vectors (z,)"_; as follows: Pick 7(n) pairs of vertices, label them
(u(1),u'(1)),..., (u(r(n)),u'(1r(n))). Calculate §(t) = v/nl||Zuw) — Zwwll, and € =
Ming. 54y p2/3(n) 0(1). Find a vertex m so that {u’' : v/n|[Zn — Zw|| < ¢/8} has
cardinality larger than f/ 3(n) m. Form a community consisting of all nodes in
{v : v/n||Zm — Zuw|| < €/4}. Remove those nodes and iterate this procedure.

We have:
Theorem 4.3.1. Consider a DC-SBM G(B, o, {oy}n_1,{Du}i_1). Assume as-

u=1>

sumptions (3.2), (3.3), (4.3), (4.6) and either (4.4) or (4.5) to hold. Then, Al-
gorithm 1 retrieves the community of all but a vanishing fraction of nodes.

IRecall that ezact means correctly reconstructing the group-membership of all vertices, whereas with
quasi-exact recovery only a negligible fraction of the vertices are misclassified.
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The first step estimates L. Indeed, by definition there are only L non-zero eigen-
values of P. Those are all of order 1/D and the corresponding first eigenvalues of H

are of the same order. The remaining eigenvalues of H are negligible with respect

to f(n)/D, due to the choice of f (see below for details).
Under the assumptions in Theorem 4.3.1, all but a negligible number of rows of

the matrix having the first L eigenvectors of H as it columns, cluster for large n
to within negligible distance of block-specific representatives that are separated by
some non-vanishing gap (call the corresponding vertices typical). This is exploited
in the third step. There, with high probability, all picked vertices are typical. Thus,
for a pair ¢, §(t) vanishes in front of f2/3(n) if the vertices in the pair belong to the
same community. Hence, by calculating the distance between the other vertices, we

obtain € as an estimator for the gap mentioned above. At most f (n)Q/ 3 n vertices are
not typical. Hence, the chosen ball around m with radius €/8 contains a negligible
number of non-typical vertices, the remaining vertices should necessarily be in the
same community. By enlarging the radius of the ball around m, we include all
vertices of a single community. See the proof of Theorem 4.3.1 below for more
details.

Remark 4.3.2. Note that the only input to the algorithm is the regime (i.e., either
Di(n) = O(log(n)) or Di(n) > log(n)). This information is used to pick the right
form of the function f. Alternatively, we could adapt the algorithm so that it requires
L = Rank(B) and oy instead of the regime: Step 1 can then be skipped, in Step

2 we replace L by L and in Step 3 we chose a vertex m that contains in its €/8
neighbourhood at least auyinn/2 vertices.

4.4 Relation to other spectral algorithms in the litera-
ture

Before we prove the main theorem, we make some observations and remarks.

4.4.1 Adjacency matrix

In [76] and [87], the authors use the adjacency matrix A of a graph to recover
the underlying community-structure. They consider the matrix having the first K
eigenvectors of A as its columns and show that, under appropriate conditions, its
rows cluster now in K different directions. However, results in [23] and [90] suggest
that the algorithms in [76] and [87] fail when the expected degree sequence is too
irregular. Intuitively, if the prescribed degree sequence follows a power-law, then
so does the spectrum of the adjacency matrix. Further, as we shall demonstrate
below, the first K eigenvectors correspond only to the K top-degree nodes, and
should therefore not be expected to capture more global features of a graph, such as
its underlying block-structure. The following theorem makes this observation more
rigorous:

Theorem 4.4.1. Consider a DC-SBM G(B, K,{oy}1_1,{Du}]_,) such that

u=1>

e ifl<u<n—k
Du_{ Din"(u+1—(n—k)) ifu>n-—k, (4.10)

where k = nP and the constants B and ~y obey:
D2(n)n®+48-1 4 0 (4.11)

and
v > 4p5. (4.12)
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Further, assume that

Ou = { 2 ifus (4.13)

1 if u >

IS S

Under these conditions, the first k eigenvectors become for large n indistinguishable
from the eigenvectors of a graph that is the disjoint-union of k stars having degrees
Dy, +0(1),...,Dp_ + o(1).

For instance, D;(n) = n'/?°, 3 = 1/20 and v = 1/5, meets the assumptions in
Theorem 4.4.1. Further, it verifies the conditions in the main theorem (Theorem
4.3.1): Algorithm 1 will successfully return the community membership of all but a
vanishing fraction of nodes.

We remark that the above theorem is inspired by the main result in [90]. There,
random graphs without community structure are considered and the power-law be-
haviour of the corresponding spectrum is obtained. To say something about the
eigenvectors, we additionally introduce a gap between the top k degreed-nodes and
the remaining n — k nodes. This allows us to use Lemma A.0.5, see the proof of
Theorem 4.4.1 below.

4.4.2 Spectral clustering on ratios of eigenvectors

Interestingly, the first eigenvectors of A do contain information about the underlying
community structure, but in a hidden way. Indeed, the SCORE method proposed
in [65] shows that, under some conditions, using the coordinate-wise ratios of the
leading eigenvectors leads to consistent clustering.

Note that we obtain the same random graph model as in [65] by putting (u) :=

D,/VnDa and P(i,j) = aB;;, where a~! = max; j; B;;. We further note that the
conditions are more stringent: (2.7) demands that P (or B) is non-singular which
is unnecessary here, see Remark 4.5.2 below.

4.4.3 Laplacian

As we pointed out, the adjacency matrix does not capture accurately global prop-
erties of a graph. The normalized Laplacian is a more suitable candidate. It is
defined by L = I — D~ 1/2AD~1Y/2 where I is the identity matrix, A is the adjacency
graph and D the diagonal matrix with the row sums of A on its diagonal (i.e., the
degrees). Object of study in [23] is the Laplacian spectra of random graphs with a
given degree sequence (dy,...,d,) where edges are independently present between

each pair of vertices (u,v) with probability <%ud 7 In the regime d? > D, with

=1
D =1/n)"", d, the eigenvalues satisfy the semicircle law with respect to the circle
of radius 2/VD centred at 1.
Denote the eigenvalues of the normalized laplacian by 0 = A < Ao < ... < A, <
2. It is a well-known fact that all eigenvalues are located in the interval [0,2] and
that the algebraic multiplicity of 0 equals the number of components in the graph.
The authors of [23] further study the spectral gap A = min{ 2, 2—\,, }, which reflects

global properties of the random graph. According to [23], when d; > log?(n),

A1 1+o(1) logQ(n)7
4/\w dq
thus in this dense regime, all non-zero eigenvalues are close to 1 and thus the spec-

trum of the Laplacian contains no outliers, in contrast with the adjacency matrix.
This bound is improved in [24], to

6log(2n)

A>1-2
- dl Y
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for dy > log(n).

The stochastic block model is a special case of the latent space model [56]. In
this model an unknown vector z, is associated to each node u (in a social network,
this vector would represent the unknown social position of person u) and an edge
between u and v is present with probability depending only on z, and z,. If A is
the adjacency matrix of the graph, D the diagonal matrix containing the degrees
and L = DY/24D~1/2 then the population version of these matrices are defined as
A=E[Alz1,...,2,), D =diag (32" A1y, - > or_; Any) , and, £L = D1/2AD1/2,
In [109] convergence of the empirical eigenvectors of L to the population eigenvectors
of £ is shown. This follows from their novel result establishing the convergence of
L? to £? in Frobenius norm. This forms the basis of an algorithm that uses the first
k eigenvectors (according to the eigenvalues ordered decreasingly with respect to
their absolute value). To recover the hidden communities in the SBM (thus, without
degree-corrections). The algorithm is shown to succeed if those first k eigenvalues are
sufficiently separated from the rest of the eigenvalues and if the minimum expected

2n
Viogn’

In [33] the matrix E [D]fl/ 2 AE [D]fl/ ? (reminiscent of the normalized Laplacian)
is used to retrieve the underlying community structure in the DC-SBM. Note that
this method requires the expected degrees to be known. It succeeds if the minimum
degree is of order logn.

To deal with low-degree nodes, the authors in [21] use the degree-corrected ran-
dom walk laplacian: I — (D +71)"'A, where 7 > 0 is a constant, to find clusters in
the extended planted partition mode (EPPM) where the expected minimum degree
is Q(logn). In the EPPM, B is a matrix where an element equals p if it is on the
diagonal, and ¢ otherwise; it is thus a special case of the DC-SBM. The algorithm
based on the random walk laplacian requires 7 as input and the optimal value of 7
depends in a complex way on the degree-distribution of the graph. The main theo-
rem in [21] comes with lengthy conditions that are not easy to compare with other
results. This theorem restricted to the setting where all d,’s equal d, assumes ¢q to
be a constant, which is more restrictive than our assumptions. It is unclear whether
the results for the EPPM can be neatly generalized using the same operator to the
DC-SBM, given the complexity of the present conditions.

Although the Laplacian captures global properties of a graph much better than
the adjacency matrix, its spectrum is still influenced by the underlying degree-
structure. Indeed, consider a DC-SBM with 3000 vertices divided in K = 3 equally-

sized communities, with
1 2 3
B=(2 0 2],
3 2 5

ul/3 ifu=1,...,1000
Dy, =< (u—1000)'/3 if w = 1001, ...,2000 (4.14)
(u — 2000)1/3 if uw = 2001, ..., 3000,

degree exceeds which is more restrictive than the lower bound of logn.

degree-sequence

and community-membership

1 ifu=1,...,1000
ou=14 2  ifu=1001,...,2000 (4.15)
3 if w=2001,...,3000.

In Figure 4.1, we have plot the eigenvectors corresponding to the first and second

largest absolute eigenvalue of I —E [D] Y2 E [A] E [D]~'/2, where A is the adjacency
matrix and D is the diagonal matrix containing the row sums of A. The Laplacian

concentrates around I — E[D]"Y2E[A]E[D]""2 if the minimum degree is large
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enough (see Section 8). The community structure is clearly perturbed by the degree-
sequence. In general, an additional step is needed to determine the community-
membership of all nodes when using the Laplacian.

Compare this figure to Figure 4.2, containing the first two eigenvectors of
E[D] ' E[A]E[D] . The vertices are seen to be clearly divided into three commu-
nities.

0.03 T T T ‘ T T 0.0195

o
S
S

0.019

o
S

0.0185

)

0.018

value of elements of second eigenvector
value of elements of second eigenvector

*
*
—

0.01 / 0.0175

0.02 0.017 ¥

-0.03 - - - - - - 0.0165

-0.035 -0.03 -0.025 -0.02 -0.015 -0.01 -0.005 0 -0.02 -0.015 -0.01 -0.005 0 0.005 0.01 0.015 0.02 0.025
value of elements of first eigenvector value of elements of first eigenvector

Figure 4.1: Plot of the eigenvectors Figure 4.2: Plot of the eigenvec-
corresponding to the first and sec- tors corresponding to the first and

ond largest absolute eigenvalue of I —
E[D]"?E[A]E[D]""/?, where A is the
adjacency matrix of a random graph
drawn according to the DC-SBM defined
at the end of Section 4.2, and D is
the diagonal matrix containing the row
sums of A. For those eigenvectors, say
(z1,...,zn) and (y1,...,y,)", we draw a
dot (x4, y.) for each element w.

second largest absolute eigenvalue of
E[D] ' E[A]E[D]™", where A is the ad-
jacency matrix of a random graph drawn
according to the DC-SBM defined at the
end of Section 4.2, and D is the diagonal
matrix containing the row sums of A. For
those eigenvectors, say (z1,...,z,)" and
(y1,-.-,yn)’, we draw a dot (x,,y,) for
each element u. Note that many elements

are represented by the same dot, clearly
reflecting the community structure.

Now consider another two-community DC-SBM on n vertices with

11
p-(i 1),

degree—sequence

[ log%(n) ifu<n/2
Du = { 1001og?(n) if u>n/2. (4.16)
and community-membership
] ifu<n/2
Ou = { 2 ifu>n/2. (4.17)

Then, according to Lemma A.0.5, the eigenvectors of H become eventually in-
distinguishable from the eigenvectors of the n x n matrix with zero-diagonal and all

other elements equal to %. Clearly the communities can not be recovered from the
latter matrix.

The off-diagonal elements of E [D]fl/ E[AE [D]fl/ % are given by %\/Du\/D =
1 10
10 100

eigenvalue 101. The other eigenvalue is zero. So that the minimal gap between

Ty o, With Z =

o1 . Now, Z has eigenvector 110> , corresponding to
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different eigenvalues of

E[D]"V2E[A|E[D]"?is 2 — O(1/n). According to [24],

P (D—1/2AD—1/2 _E[D]"Y2E[A]E [D]’1/2> — o(1) w.h.p., where p(X) denotes
the spectral radius of a matrix X. Consequently, Lemma A.0.5 entails that for large

n, clustering according to the eigenvector of D™/24AD~Y2 corresponding to its
largest eigenvalue, reveals the community-membership of all but a vanishing frac-
tion of nodes.

Those two examples hint that whether the Laplacian L or the degree-normalized
adjacency matrix H should be used depends on the correlation between the degrees
and the communities, and the ’signal-strength’ of B. The first example shows that
if the degrees are uncorrelated, L seems to add some extra noise, whereas H ’filters’
the degrees and reflects immediately the underlying communities. In the second
example, B gives no information about the communities, but the vertices can be
clustered according to their degrees. H ignores this degree-structure and thus fails
to detect the communities. L on its turn still reflects the degree-sequence and
therefore the communities.

4.4.4 Regularized spectral clustering

The paper [106] deals with the shortcomings of the Laplacian by inflating the degrees:
Given a number 7 > 0, the regularized graph Laplacian [106, 21] is defined as

L.=D;'2AD/? (4.18)

where D, = D + 71.

The regularized spectral clustering algorithm in [106] starts with computing the
matrix X = [X1, Xy, -+, Xk], where X, Xs,..., Xi are the eigenvectors corre-
sponding to the K largest eigenvalues. A matrix X* is then formed by projecting
each row of X on the unit sphere. Considering each row of X* as a point in R¥,
and applying k-means with K centres on these points gives an almost-exact clus-
tering provided some conditions on § 4+ 7 (§ is the smallest expected degree) and
the smallest strictly positive eigenvalue of L, hold. In particular, condition (a) in
Theorem 4.2 demands that § + 7 > log(n). Since simulation results suggest that
should be taken as the average degree, it is unclear if this method outperforms the
algorithm proposed in the underlying chapter.

We note that [106] is the first work that relates the leverage scores (the euclidean
norm of the rows of X) to the quality of the outputted clustering.

4.4.5 Degree-normalized adjacency matrix

The same matrix H is used in [27] to perform community detection on the DC-SBM
in the sparse regime (the minimum degree is bounded from below by a constant).
The main restriction in their setting is that the minimum degree must be of the same
order as the average degree, more precisely there exists € > 0 such that D; > eD for
all 7. Hence too much irregularity in the degree sequence is not captured. In this
sense our work complements their results.

Spectral clustering is performed in [27] on a minor of H where the rows and
columns of vertices with a degree smaller than Dayerage/log(n) (where Dayerage is
the observed average degree in the graph) are put to zero, which is not the same
as leaving out completely the nodes with a too low degree. Due to the assumption
that all expected degrees are of the same order, most observed degree will exceed
the lower bound Djyerage/log(n).

There are alternative ways to deal with low degree nodes, see for instance Section
4.8 on future research.
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4.5 Discussion

4.5.1 When does the degree-normalized adjacency matrix fail?

Consider a DC-SBM with K > 2 communities, such that for two different commu-
nities ¢ # j, for all [, %’ = % Then, it can be verified that, for large n, in a dense
i J
enough regime, the eigenvectors of H corresponding to non-zero eigenvalues, do not
distinguish between communities ¢ and j.
Further, the method breaks down in a too sparse regime. For instance, two low-

degreed vertices connected by an edge cause the top eigenvectors to concentrate

around them. We observed this when applying H on the sparse Political Blogs
network [3], see Section 7.

4.5.2 Interpretation of the conditions

Note that, since ED, is related to D, according to (4.7), H normalizes the tendency
of communities to connect by the average degree of their nodes and loses therefore
some information about the graph. See the observations and remarks below:

Observation 4.5.1. If, for some i,j,l € S,

By _ By
M; M’
then
E [#edges between community i and j]  E [#edges between community | and j]
E [total degree of vertices in community i| K [total degree of vertices in community 1]’

Remark 4.5.2. The identifiability condition is violated if there are distinct i and |
and there exists some constant ¢ > 0 such that

Bi]’ = CBlj
for all j. Indeed, in that case, M; = cM; and thus
Bz’j . CBlj . %

Mi CM[ N Ml'

However, unlike the setting considered in [76, 65], it is not necessary for B to be

full rank. Indeed, consider
1 2 3
B=12 0 2},
3 25

which has rank 2. Let a1 = ag = a3 = % and Zau:i D, = iamlog2(n) for all
1 =1,2,3. Then it is easily verified that the identifiability condition is met.

Note that G(B, K, {oy}1_1,{Du}1_;) and G(B*, K, {o,}il_;,{D}}"_,) generate
the same ensemble of random graphs whenever

DuBUuava o DZB:'“O'UD:
D B D* '
Hence, the underlying block-matrix B cannot be estimated from a single observation
of the graph. Rather, we may estimate

nD~ Y D, (4.19)
u
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and, denoting the assigned community-membership (after applying our reconstruc-
tion algorithm) of I by 7,

I Zu:r =i ZU;T, =j ﬁuv Bij
Dy - : =L 4.20
(Zu: ) (Zu:‘ru:i 1) <ZU:Tv:j 1) M; M; ( )

Hence, for a DC-SBM G(B, K, {0y }!'_1,{Du}_;), the matrix

('),
M; M; i,j=1

is identifiable, not B. It is due to this degeneracy of the DC-SBM and the structure
of H that condition (4.3) in Theorem 4.3.1 is the best possible:

Lemma 4.5.3. Consider a DC-SBM G(B, K, {oy}i_1,{Du}i_,). Fizi andl, then
the following are equivalent:

1. for all j we have

Bij _ By
M, M’
2. there exist a DC-SBM G(B*, K,{ou}n_1,{D:}1_,), with the same community-
structure {oy }y, such that for all j,
Bj; = By;

and, for all u,v,

U~ Ou0y

DyBy,s,D,  DiB:., D

D D*

4.5.3 Random Walk point of view

The matrix H is related to a random walk on an instance of the random graph.
Indeed,

1 1 Ay Auu :
E[uv { uv uv 3

D. D, D. D, )
0 if Ay =0,

since Ay, = Ayy is either 1 (in case edge uv is present) or 0 (when uw and v are not
connected). Now, 1/7; =Y 1, A, as it is the observed degree, which we denoted
here in increasing order: l/)\l < l/)\Q <... < Z/)\n Thus, % is exactly the probability
that a random walk (in an undirected graph without v?zeights) jumps from vertex

u to v, given that it is currently at vertex u. Denoting the latter probability by
P, (u — v), we see that

~

Hyy =Py(u— 0)Py(v = u) = Py(u — v — u),

due to the Markov property of the random walk. In other words, Hy, is the proba-
bility that a random walk currently at vertex u will consecutively traverse edge uv
and back. N

Extending this observation to powers of H leads to:

n
(H*)y = Z Py(u—1ly = ... = oy = 0)Py(v = lhey = ... = 1] = u),
11:1,...,lk_1:1
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the probability that a random walk, after traversing a path of length k£ starting at
u and ending at v, subsequently traverses that path in the exact opposite direction.
Further, note that

(D1,...,D,)H = (1 1

Dy#00 "+ B,L;éo)v

hence if v is an eigenvector of H with eigenvalue A, then
n n
> Ip Lgtu= A Dyva.
u=1 u=1

Since it can be easily verified that H is primitive on connected components, the
Perron-Frobenius theorem implies that the eigenvector v;,q, corresponding to the
largest eigenvalue A4, (which is positive) has only positive elements. Hence,

>t ]lf)ﬁéovu > u—1 ]lﬁwéovu 1
Amaz = > =

Souey Duwvw  Dpd>on_y ]lﬁﬂéovu D,

We may derive an upper bound by noting that the spectral radius is bounded
from above by the maximal absolute row sum:

< m? .
Amaz < max (Z Pu(u — v — u))

v=1

4.6 Outline of proof of main theorem

In this section we consider the setting of Theorem 4.3.1. All lemmas here, except
Lemma 4.6.4, assume either (4.4) or (4.5) to hold. Lemma 4.6.4 assumes condition
(4.4): the minimum degree should grow faster than log(n). Lemma 4.6.5 assumes
(4.5): the minimum degree is of order log(n).

Our first objective is to show that H is close to some matrix P, in the sense that

their difference W := H — P has negligible spectral radius relatively to that of P.
Here, an entry (u,v) of P is defined as

1 B
nD M, M,,
We relate P in turn to Z defined by
Zij= 20 e (4.22)
MM

Indeed, we show that if y = (y(1),...,y(K))T is an eigenvector of Z with eigen-
value A, then (y(o1),...,y(0,))" fulfils that role for P with eigenvalue %)\. As a

consequence, the eigenvectors of P associated to non-zero eigenvalues are constant
on blocks.

Finally, we consider the matrix that has the first L eigenvectors of P as its
columns. We show that the rows of this matrix cluster to within vanishing distance
of block-specific representatives. We start by inspection of the difference

W=H-P=(H-H)+(H-E[H]) + (E[H] - P), (4.23)
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where H is defined as
Ay if Ayy = 1,

otherwise .

— 1L _
HU’U — { (I%:Du]EDv (4.24)

Define
A(P) = min{|A — p| : X # u, A\, u eigenvalue of P},

i.e., the smallest gap between consecutive eigenvalues. A crucial role will be played

by Lemma A.0.5 below, which says that to any eigenvector Z of H there exists an
eigenvector z of P such that || — Z|| — 0 as n — oo, whenever

p(W)
@ — 0,

as n — 0o, where we recall that p(X) denotes the spectral radius of a matrix X.
Hence, we need to calculate A(P):

Lemma 4.6.1. The smallest gap between subsequent eigenvalues of P is given by

A(P) = Q (zly) .

All terms in the right hand side of (4.23) have negligible spectral radius with
respect to A(P):

Lemma 4.6.2. The matriz E[H] is close to P in the following sense:

p(ElH] - ) =0 (5] 5 =l

Lemma 4.6.3. The matriz H concentrates with high probability around its expec-

tation, as follows:
1 1 1
p(H—-E[H]) =0 (10g(n)) D On(l)f'

Lemma 4.6.4. Consider the DC-SBM in the dense regime, where (4.4) holds. Then,
for the spectral radius of the difference H — H it holds with high probability that

[y

~ B log(n) 1 _,ml
pH—H)=0 ( D1<n>> o V5

Lemma 4.6.5. Consider the DC-SBM in the regime where (4.5) holds. Then, for
the spectral radius of the difference H — H it holds with high probability that

p(d —H)=0 <10g1/13(n)> 1 On(l);).
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We use these Lemmas in conjunction with Lemma A.0.5 below to prove:

Lemma 4.6.6. To each normed eigenvector @ of H corresponds a normed eigenvec-

tor  of P such that
2
z-x=1-0 <<pA((W;§> ) =1-o0,(1),

p(W) < p(Hl — H) + p(H — E [H]) + p(E[H] - P).

where

Having proved this lemma, we show that Algorithm 1 indeed correctly recon-
structs the community of all but a vanishing fraction of vertices.

Recall the definition of H and observe that H is symmetric. Consequently, there
exist n eigenvectors of H that form an orthonormal basis: thus, we are indeed able

to find L orthonormal eigenvectors of H corresponding to its first eigenvectors.
Next we show that the (Z,)uev, defined in (4.9), tend to block-representatives:

Lemma 4.6.7. There exist K vectors {ty}res, i.€., block-representatives, such that

2/3
Witz — to ]| = O ((g&”}i;) ) — ou(1)

3
for all but O ( ( ((Vg) Y > nodes.

The remaining and crucial step is to demonstrate that those block-representatives
are indeed distinct:

Lemma 4.6.8. Assume that for all i,j there exists i such that
DB, Bt
M ;M MjMZ'/

(4.25)

then |t — t;] = Q1) for all k # 1.

Proof of Theorem 4.3.1. After proving the above lemmas, it remains to show that L
in step (1) of Algorithm 1 with high probability equals L. Further, we should verify
that the procedure in step 3 forms the right clusters. For the first step notice the
following: In the regime where (4.4) holds,

1 1 log( )

1
W = O =
p(W) oa(n 5

and in the other regime, where (4.5) holds,

1 1 1 1
W) =0 <D1 * log(n) " log1/3(n)> D

Compare this to f as in Algorithm 1: depending on the regime, the term in paren-
f(n)

theses goes to zero upon division by . To see this, note that due to Bernstein’s

inequality (A.0.7), equation (4.35), Du € (1/2M,,,3/2M,,)D, foru=1and u=n
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with high probability. Hence Dy ( D, ) is of the same order of magnitude as D
(respective Dy,). Now, due to Lemma A.0.5 below, the first L eigenvalues of H are of
order %—O(p(W)) > %. The remaining eigenvalues are of order O(p(W)) < %.
Further Djyerage may be written as twice the sum of Q(n?) independent Bernoulli
random variables. It is thus with high probability a constant away from D. Hence
L = L with high probability.

In step 3, the probability that all picked pairs contain only typical vertices (i.e.,
whose corresponding rows cluster around K centres) is larger than (1 — £2/3(n))?7 (")
which tends to one, since f%3(n)r(n) — 0 as n — co. Thus, with high probability,

for a pair ¢, 6(¢) vanishes in front of f2/3(n) if the vertices in the pair belong to the
same community. 0(¢) is of order (1) otherwise. Hence, €, as defined in step 3 of
Algorithm 1, is of order (1), it thus estimates the separation-distance in Lemma
4.6.8.

Further, at most f(n)2/3 n vertices are not typical. Hence, the chosen ball around

m with radius €/8 contains at least (f(n)'/3— f(n)%/3)n > f(n)?? n typical vertices.
Those must necessarily belong to the same community. Since all typical vertices

belonging to the same community are at most a distance smaller than f (n)Q/ 3 apart,
all of them are located in the ball of radius €¢/4 around m.

We see that the algorithm puts, with high probability, all but a vanishing fraction
of nodes in K clusters. O

4.7 Proofs

4.7.1 Main theorem

In the proofs below, we shall often write
D, = ¢yw(n), (4.26)
where 1 = ¢ < ¢p9 < -+ < ¢y, and
w(n) = D;. (4.27)
Further, we introduce

g(n)=>_ ¢, (4.28)

3y = 42, (4.29)
n
Proof of Lemma 4.6.1. Write
1 Bso, 1 Zs,0,
Puv - = ==
nDM, M,  nD og,

Let y = (y(1),...,y(K))T be an eigenvector of Z with eigenvalue A\, we show that
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T

w = (y(o1),...,y(on))" is an eigenvector of P with eigenvalue %)\. Indeed,

Z?:l Py - y(or)

Pw = :
Zln:1 Py - y(UZ)
1 Z?:l ZUlUL/aUz 'y(al)
"D\,
Zl:l Zgor/ %, - Y(01)
. Shean k Zok/ak - y(k)
]
D k1 Ok Zo i/ - y(k)
B 1 )\y('al)
= 5 :
y(om)
1
D

Thus %)\ is an eigenvalue of P.

For the other direction, note that if o, = o,, then row u and row v in P are
identical. Hence, if w = (w(1),...,w(n))’ is an eigenvector of P corresponding
to a non-zero eigenvalue, then w(u) = w(v). Let w = (w(cy),...,w(o,))T be an
eigenvector of P with eigenvalue A # 0. By carrying out a similar calculation as

above, we see that (w(1),...,w(K))T is an eigenvector of Z with eigenvalue DA.
The statement follows from this one-to-one correspondence between the eigen-
vectors of both matrices corresponding to non-zero eigenvalues.

Proof of Lemma 4.6.2. Note that
E[H] - P=E[H] - (P — diag(Pi1, ..., Pun)) + diag(Pi1, . - ., Pan)-

Now,
. 1
p(diag(Pii, ..., Pun)) = O () ,
nD
as diag(Py1, . . ., Pyy) contains only K different elements, each of order n%. Further,
for u # v,
D D 1 B 1

EH - Y Baaj:1+5n7— Tuv — = +5nP7

el = (5[5 P = OV, S Pt S0P

where §(n) = O(ey,), with, due to (4.7), €, < max; Mlﬁ tending to zero uniformly

for all u,v. Hence, due to Lemma A.0.4,

. . 13\ 1
p(E[H] — (P —diag(P11,. .., Puw)) + diag(Pi1, ..., Pun)) = O <D1> ol
O
Proof of Lemma 4.6.3. We start by introducing the constants C;; = H?i , and

=L
M, M;

= max;; . Put for u < v,

Xuv = Aoyu — a71w2(n) (Huv —-E [Huv]) ’
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where w(n) is defined in (4.27). That is,

x,, = o ( L 1 pgy(Bulep )—C win) 1
uv a MUUMU“ ¢u¢v nD OuOy Tu0y ¢ n/)’

with ¢, and ¢ defined in (4.26), respectively, (4.29) (the o(1) term is uniform due
to (4.7)). Due to our choice of @ and the assumption that ¢, > 1 for all u,

Xuv € (1 + 0(1)) [_puv; 1 _puv] )

where

Cy,0, w(n)

(n
a9

Puv =

S |-

~

Let )Z,w = Xj‘“f, ie, Xuy € [—Puvs 1 — puy]. We shall compare the symmetric

zero-diagonal matrix X to the deviation from its expectation of another symmetric
zero-diagonal matrix, where elements uv are given by Ber (py,), for u # v. Since by
assumption (4.6),

D2
©) _ DI _ o 10g(n)), (4.30)
¢(n)  D(n)
Lemma A.0.6 applies. Following an argument given in [115], we construct a function
X’uv} = )Z'm,. First,

let {Uyy}u<y be independent uniformly distributed random variables. Fix u < v.
Define, for 2 € [—puy, 1 — pu] and w € [0, 1],

Y. such that Yy, has values only in {—pyy, 1 — puy } and E {Yuv

Fuv(xyw) =1—puw — lwﬁw—pwa

and,
Yoo = You = Fuo(Xuw, Un)-

Then,

P (Fuo(Ruws Uuo) = 1= pas [ K ) = Ko + Puo
and,

P (Fuv()?uva Uuw) = —Puv )?uv) =1 puv — Xuw,
thus,

E [ Yau | Kun | = Ky

and,

P(Yuv =1 _puv) =K [)?uv} + Puv = Puv-

Hence, indeed, Yy, = Ber (puy) — Puv-
Let Y be the symmetric zero-diagonal matrix with each element uv given by Y.,
for u # v. Then, according to Lemma A.0.6,

P (p(Y) <0 ( ‘”;”)» >1-0(1/n?). (4.31)
We shall use this observation in the following comparison,

o (%) = (e[ [£]) <2 0 1]
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by Jensen’s inequality. Put S = E [p(Y) ‘)A( }, we shall show that it is also upper

bounded by O (\/w(n) /¢>.

Firstly, note that |Y| is element-wise dominated by the all-one matrix, hence
p(Y) < n. Secondly, the sigma-algebra generated by S is contained in the sigma-

algebra generated by X. Hence,

E[p(Y)|S] = E [E [p(Y) ‘X} ‘ s} —E[S|S] = S.

Further, both Y and X take only finitely many different values, and thus p(Y)
and S take values in a finite space. It therefore makes sense to consider, for ¢ > 0,

the function

BE)=P(p(Y)>t[S=").

We hayve,
S =E[p(V)|S] < B(S)n + (1 - AS)),
B(S) = ‘2:;

Denote vy =P (S >t + 1), then

P(p(Y)>1t) =E[B(9)] 2 E[B(S)Lg>t41] = —t

As a consequence, for t = O < w(n)/d)), by (4.31) one has

P(S>t+1)=7<(n—tP(p(Y)>t)=(n—-10(1/n2) =0 (1/n).

Therefore,

p<H_E[H]>:w;(“n)p<X>:2C“W?)go( 1 )

Finally, due to (4.30),

gm0t Yoo L |1
p(H —EIH]) =0 w(n) gw(n) O< log(n)) D

O

Proof of Lemma 4.6.4. To prove this theorem we claim that in the present setting,

it suffices to show that with high probability,
(ﬁ - H)uv = EuvHuva
where, for some constant C and all large enough n,

lewn| < Ce(n),

o 6  2log(n) log(n)
() = \/minilwi w(n) © < Dl(n)> -0

38

with

(4.32)

(4.33)



by assumption. Consequently, after an appeal to Lemma A.0.4,

p(H — H) < p(|[H — H|) < Ce(n)p(H). (4.34)
Since, H = E[H|+ H — E[H], it follows from Lemmas 4.6.2 and 4.6.3 that
i -0(5)

Counsider the difference
1 1 1 1 1 1 1 1 1 1 1

=~ - vy

= = = — = = = = = = — = = = = —— €
DyD, EDyED, ED,ED,1+ DuiEDuy DED. ED,ED, ED,ED, b

~ ~ ~ ~ ~ N\ 2 ~ ~ 0\ 2
_EDU:DU+EDU:DU+O IEDu:Du Lo IEDU:DU
ED, ED, ED, ED,
ED,—D,
ED,

We quantify . Since ﬁu is a sum of Bernoulli random variables with mean

E |Du| = DM, (1= o(1)),

where the o(1) term follows from (4.7), we have for ¢(n) as in (4.33), the Bernstein’s

inequality (see (A.0.7)),

P ED, - D,
ED,

2 M,
< 2exp (—6 :())n w(n) 2"“)
< 2
J— n2'

Invoking this we establish the union bound

ED; — D ED, — D, u ED, — D,
pl === <en),...,|—=——| < ¢€(n) ZI—ZP ————| >¢€(n)
ED, ED, —1 ED,
2
>1———=1,

n

as n — co. Hence,

ED, — D,

E = — <e€(n) forallueV
ED,

holds with high probability. Thus we establish (4.32): |ey| < 2¢(n) + O(e2(n)) <

ae(n), with C' a large enough constant.
Henceforth, we condition on E. Then, for u # v,

~ 1 1 1 1
Hyy — Hyy = <AA - = = ) Auy = € —= ~ Ay = €uoHuw
D,D, ED,ED, ED,ED,
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Proof of Lemma 4.6.5. We define
1
en) = ———— 4.36
) = o7 (4.36)

and we shall call a vertex u good if [ED, — Dy| < e(n)ED,. We use this definition
(4.37)

to split
11 1 1
Eiiﬁﬁ AUUZ uv+M5v+M£U7MQ%’
where 11 1 1
M = |55 T ED, ED,| e v oo
11 1 1
M =|=——— ———|Auwl bad}s
wo Du Dv ]EDu EDU " {U a}
11 11
M, === ——|4wl !
e Du DU EDU EDU uv L {u bad}

Auv]l{u and v bad}-

cr

uv

‘ 1 1 1 1
D,D, ED,ED,
We shall show that all terms in (4.37) have a negligible spectral radius compared

to A(P). First note that the difference

1 1 1 1
D,D, ED,ED,
may be written as
1
—= = €y,
ED,ED,
where
~ ~ ~ ~ ~ ~ o\ 2 ~ ~ N\ 2
qu:EDU:Du+EDU:DU+O EDu:Du Lo IEDUA—DU
ED, ED, u ED,

Now, similarly as in the proof of Lemma 4.6.4, there exists a constant 5, such that
ewy < Ce(n) if both u and v are good. Consequently, p(M) < Ce(n)p(H).

Next we analyse the other terms in (4.37). We start with M°. The idea is that,

although now
11 1 1

s < 1 1 )
D,D, ED,ED, ED,ED,/’
the total number of non-zero elements in a column of M€ is very small, so that its
spectral radius indeed vanishes upon division by A(P). We note that

T
(Auv]l{v bad})uﬂ] = (Auv]l{u bad})uﬂ} )
so that a similar statement holds for the maximal row sum of M'. Obviously,

M < M°€, and so do their spectral radii.
As a consequence of these observations, it thus suffices to prove our claim for

MF¢. To do so, we proceed in three steps: First we show that

P(&) =P <{\m : M < 1/2}) >1—2/n. (4.38)

u
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From which it follows after a short computation that, with probability larger than
1 —2/n, for all u,v,
1 1 1 1 1 1
D.D, ED,ED,|~ ED,ED,
Keeping this in mind, it thus suffices to demonstrate that (Auy1ly, pad})us has a

spectral radius much smaller than the spectral radius of A. The column sum in
the former equals the number of bad neighbours a vertex has. That is, the spectral
radius is bounded by max, X, where for u € V,

Xu= > Zu (4.39)

veN (u)

with,
Zy = ]l{v is bad}-
Caution is needed here as the indicator functions in (4.39) are not independent.
In the second step we shall show that with high probability the number of edges

between vertices in the neighbourhood of w is negligible compared to the expected
degree of vertex u. That is,

PEw) =P ({ 3 Ay <semwmn)p | >1-2/m%  (440)

where w(n) is defined in (4.27). Hence, except for possibly fe(n)w(n) of them,

the variables in (4.39) form an independent set (conditional on not having any
neighbours among N (u)).
The last step consists in showing that this leads to

51,52@)) = o(1/n). (4.41)

The assertion follows now straightforwardly: with high probability, we have

P (Xu > e(n)O (Eﬁu)

- ED, ° ED,
1 1 ~
3—— max ——¢(n)O <EDu)
ED, v ED,

(4,

= Q(log(n)). Consequently, due to the choice of €(n)

I
a

D3(n)
D(n)

Now D = O(w(n)), since
in (4.36),

oy e(n) - 1 r 1
p(M€) =0 <w(n)) =0 (10g1/3(n)> Do)~ on(l)ﬁ(n).

The first step, i.e. demonstrating equation (4.38), is easily carried out: Fix u € V
and use Bernstein’s inequality (A.0.7) to verify the bound

P < > 1/2> < 2exp (-2361@ [f)u]) .

41

ED, — D,

=~
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Now, for n large enough, ED, > MCp mlogn, and by assumption, Cp p from (4.5)
is so large that 2K [f)u} > 2log(n). Hence,

P (1/2Ef7u <D, < 3/2Ef)u) >1-2/n.

We proceed with the second step, i.e., (4.40). Put M = max; M;, B = max; ; Bjj;.
Set C' = max{1/2M, 5M2,§}. Consider, conditional on D, < 2ED,,,

> A= X bar (B, 20

z,yeN (u) z,yeN (u)
< Bin <4(E13u)2,3¢’”¢y“’(m>
g9(n)

: 72,2 9 = Papyw(n)
< Bin <5M piw(n), B () >
A T )

< Bin <0¢§w2(n), 0¢2‘E’( ))

)
where ¢, and g(n) are defined in (4.26), respectively (4.28

8).
P (Bin <C¢%w2(n), c¢%w(”)> % > o(1/n).

We now show that

g9(n)
First, note that

. (Bm (C 2t Cqﬁw(n)) . ;(n)w(n)) . (gqsiw?(n)) <C¢%w<n>> et

g(n) €(n)w(n) g9(n)
(4.42)
Using that (}) < (%€)*, we have
2,2 2 Le(n)w(n)
(050« (pcthetn)
€(n)w(n) €(n)
e [ n(n)
= exp <26(n)w(n)log (206 )
1
< exp (‘;e(n)w(n)log (9(m)) + 26<n>w<n>log<20e>) |
where ¢ < 3 from (4.5) is such that % — 0 (and thus 2 “(’S;) = log{‘/(gl()n) <

e(n), since g(n) = ©(n) in the particular setting of this lemma). Write

& n@); T (~etmnatoios (ot~ 22 )
< exp (—;e(n)w(n)log ((g(n))”)>
= exp (5 Celmputinog (9(0) )




if n large enough. Combining these estimates, we see that (4.42) may be bounded
from above by

exp (152 elm(mion 9(m) + etna(mios (2C6) )

< (s a)).

since g(n) > n > 2Ce. Finally, since 2=*¢¢(n)w(n) > 2, for large n,

P@&)=1-P| >, Axyz%dn)w(n) > 1 - ) > 1 —1/n?, (443)
x,yeN (u)

that is (4.40).
We proceed with the last step, i.e., establishing (4.41). Write,

X, = Z Zy + Z Z,.

vEN (u):N (v)NN (u)#0 vEN (u):N (v)NN (u)=0

We already know from (4.40) that the first sum is smaller than fe(n)w(n), with
high probability. The variables in the second sum, {Zy }yenr(u)N(v) N (u)=0, are
independent. For such a vertex v € N'(u) that has no neighbour with « in common,
we have Dy, = d!, + 1, where

D,D
t= Y be(B.. D00,

the degree of v outside N'(u) U {u}. We show that v is a good vertex with high
probability, by proving that d], concentrates on its mean which on its turn is close

to E [ﬁv} Firstly, define

then D.D
E* l:d’/l]] - Z Bavar vfx
D,D D,D
=Y By, va - > Bam%
xFv n TeN (w)U{u},z#v n
_ 2
>E|D,| -0 ( "w(”)> E [Du]
L g(n)
o 3,2
—2[p] -0 (£0)
L g(n)
—E |Dy| —on(1)

Secondly, we use Bernstein’s inequality (A.0.7) to prove that d,, concentrates around
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E [f)v} upto a factor €(n) as in (4.36):

P (d, > (1+€(n)ED, [N (), &, D < 2E [D.])
€

oo (B, + (1 + e(m)on(1))?
< p( 2 (B + 1/3 (e(m)Ead, + (1 + e(n))on(1 >>>>

(e(n)Edy)? (1+ ity
< exp ( < ( )E*dv>

AR, d!
< exp (—CEQ(n)log(n)) ,

where we redefined C' = %. Similarly,

P (d; < (1 - ¢(n))ED,

(u), &, D, < 2E [ﬁu} ) < exp (—CEQ(n)log(n)) :

Hence each vertex v € AN(u) that has no neighbour with v in common is thus a
good vertex with probability 2exp (—CEQ(n)log(n)). Consequently, conditional on

N(w), &, D, < 2E | D,

Z Z, < Bin <2IE1A)“, 2exp (—CeQ(n)logn)) .
veN (u):N(W)NN (u)=0

We hayve,
. 1 _
P <Bin <2EDU, 2exp (—CeQ(n)logn)) > 2€<n)EDu>

< 28D, > (2exp (—CGQ(n)logn))%e(n)ED“

%G(H)Eﬁu

e \ 2<MED Le(n)ED
< <e)> (2exp (—Cé€*(n)logn))> h

(n
= exp @e(n)uﬁ:ﬁu <log€8€ - C’eQ(n)logn>>
=o(1/n),

since e(n) = 1/log!/3(n). Hence,

P (Xu > %e(n) <w(n) + Eﬁu>

51,52) = o(1/n).

The last step ((4.41)) is completed by noting that w(n) = O (Eﬁu> O
Proof of Lemma 4.6.6. All matrices in
W = (H ~ H)+ (H ~E[H]) + (E[H] - P),

are real and symmetric, hence, combining Lemmas 4.6.1 - 4.6.5,

p(W) < p(Hl — H) + p(H — E [H]) + p(E [H] — P) = 0u(1)
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Employing Lemma A.0.5 gives that to each eigenvector X of H=P+W corresponds
an eigenvector x of P such that

%x>/1- (%)2:1_0(@(@)2) —1— o),

since A(P) = Q(1/D(n)). O

Proof of Lemma 4.6.7. Invoking Lemma 4.6.6, to each X; (with eigenvalue 3\\1) there
exists a normed eigenvector x; (with eigenvalue \;) of P such that

ﬁi - X; = 1-— fl(n), (4.44)

with fij(n) = o,(1). We claim that all \; are larger than zero (note that we refer here
to a set of L eigenvalues). This can be seen as follows: From Lemma 4.6.1 we know
that the first L eigenvalues of P are of order 1/D and all other eigenvalues are zero.
By Lemma A.0.5, |)\Z-—X,-\ < p(W) < 1/D, hence the first L eigenvalues of H are also
of order 2 (1/D) — O(p(W)) = Q (1/D), and the other n — L are of order O(p(W)).
Now, the L eigenvalues of H that are picked in Step 1 of Algorithm 1 are precisely
those whose absolute eigenvalue exceeds f(n) /ﬁaverage = Q(f(n)/D) > p(W), by
construction of f in Section 3. Hence those eigenvalues must necessarily be of order
Q(1/D) (i.e., they are indeed non-zero) and L = L with high probability.

Since x; corresponds to a non-zero eigenvalue, it follows from the proof of Lemma

4.6.1 that x; is constant on each block, i.e., x;(u) = x;(v) if o, = 0,. Let xl(k) be
the value of x; on block £ € S. Put

tr=v/n®, . 2P, (4.45)
Then,

. 1 < =
In|{u eV :||Vnz, —t,|> > T} < T2 Z IVnZu — to, |

2
m=1

=723 1@, 2 - @)
u=1

L
=172 |[@ —

k=1

L
k=1

1/3 2/3
to finish the proof, let T = (Zﬁzl fk(n)> =0 ((Z&‘g) ) = o,(1). O

Proof of Lemma 4.6.8. Below we shall make a spectral decomposition in terms of L
orthonormal eigenvectors of Z that span the union of all eigenspaces corresponding
to non-zero eigenvalues. Recall from the proof of Lemma 4.6.1 how we can obtain
the eigenvectors of Z from the eigenvectors of P. R

Recall that by construction {X;}, are orthonormal eigenvectors of H corre-
sponding to non-zero eigenvalues spanning an L dimensional space. Recall further
from the proof of Lemma 4.6.7 that the corresponding eigenvectors {xi}iL:1 of P
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are associated with non-zero eigenvalues. Lemma A.0.5 (ii) entails that the space
spanned by those {xi}{;l has also dimension L. And Lemma 4.6.6 implies that
{x;}L, become an orthonormal set for n tending to infinity (because they become

more and more aligned with the orthonormal set {X;}% ;).

Let, as in the proof of Lemma 4.6.7, mgk) be the value of x; on block k£ € S. Note
that >, nak(:rl(-k))2 =1forie{l,...,L}. Putting y; = \/ﬁ(:cz(l), . ,:UZ(K))T, we see
that each y; is a normalized eigenvector of Z in the sense that Y, ax(yi(k))* = 1.
Now, assume for a contradiction that |tx —t;| — 0 as n — oo:

L L
S e — Va1 =3y () — wik))? 0. (4.46)
=1 =1

We conclude that there exist orthonormal eigenvectors of Z, {y;,...,7.} (with
eigenvalues {)\;}Z_; after a possible relabelling of indices), that span the range of Z,

such that

for all u. The other K — L eigenvectors have zero as an eigenvalue.
To proceed, consider matrix

Buv
N = (,/auM Vi ,/ozv>

u,v

If (2(1),...,(2(K))T is an eigenvector of Z then (y/az(1),...,/axz(K))T is an
eigenvector of N, as is easily verified. Hence N has {(\/a17;(1),. .., vary;(K)T}E,
as eigenvectors corresponding to non-zero eigenvalues and K — L eigenvectors with 0
as eigenvalue (which do not contribute to the spectral decomposition of N). Hence

L
Nz(Xb@MWMM%%M>
=1

U,

Thus, for all wu,

Bku _ _ _ _ Blu
= = k) u) = DA U) = =—,
ST = ST e) = E G DAl = 57
violating assumption 4.25. O

4.7.2 Comparison to spectral analysis on the adjacency matrix

Proof of Theorem 4.4.1. This proof leans strongly on ideas borrowed from [90], where
graphs without a community-structure are considered. Parts of their proof carry
through for the DC-SBM considered here. Note that lim,_,~ g(n)/n = 1.

By definition, we require without lose of generality Dy < Dy < --- < D,,. How-
ever, we obtain the same graph (with now a decreasing degree-sequence) by a rear-
rangement of indices, if we put

9 fu<1<k=nf
=1 % ifusls< 4.47
¢ {1 if u>nP, (447)

where ¢1 = n7"# and D, = ¢,w(n) (with w as in (4.27)).
_J1 ifu<
=12 ifu>

46

(4.48)
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Denote a sample of the random graph by G. We decompose G into the following
graphs (exactly as in [90]) :

e (G1, which is a union of vertex disjoint stars S1, ..., S;. Star S, has as its center
node u and as leaves those vertices from among {k + 1,...,n} adjacent to u,
but not adjacent to {1,...,u— 1};

e G is the graph consisting of all edges of G with one endpoint in {1,...,k} and
the other endpoint in {k +1,...,n}, except for those edges in Gy;

e (33 is the subgraph of G, which is induced by {1,...,k};
e (33 is the subgraph of G, which is induced by {k+1,...,n}.

Further, let F,, be the subset of vertices in {k + 1,...,n} that are adjacent to
{1,...,u—1} and let C be a constant, independent of n, whose value might change
along the course of the proof.

We claim that c/l\u, the degree of vertex u in Gy, concentrates around its mean.
Indeed, consider

n

~ DD[ DDZ
u = B N 7N\ 00' B Bao‘ )
o= 3 Bor (B ) = 3 Ber (L)

I=k+1 leF,

where ¢ is defined in (4.28). Then,

4. ~E[3] > “’%5 ( " By — CE|IF, 1)

I=k+1

which we bound from below by estimating E [| F,|], for u < k = n®: For large enough
n?
n  u—l1

DZD
EIED= D D Songtm Boe
I=k+1v= 1
ar i 5!
l=k+1v=1
< Culm)n "=
w n
- Y g(n)
< C’w(n)n”“ﬁ,

after recalling the special choice for the degree sequence.
Consequently, we have

n B+ Bis B + BlgD < n w(n)n“/JrQ/J’)
211 T Pi2 N )
g

N Du > du 2
g(n) 2 B 2

(n) g(n)
Invoking large deviation theory on o?u (which is a sum of Bernoulli random variables),

we deduce that R
i <|du —dy| > \/c’dulogn> < 2/ncl4, (4.49)

For ¢ > 0 a constant. We take ¢’ = 8 to establish (4.49) uniformly over all vertices.
We next investigate A(G1), the smallest gap between different eigenvalues of G.

This graph is the union of vertex disjoint stars with degree c/l\u so that its spectrum

is given by
{(£\/d1—1,...,£\/d, — 1}.
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We claim that e
A(Gy) > Cy/w(n)n 2 — o0 (4.50)

with high probability. Indeed, define

azf =d, + \/cd,logn,

and note that with high probability d >z, and du+1 < :1: . To investigate the

difference z; — z. 11, we first bound dy, — dy 41 from below:
Bi1 + Bia n/g(n) w(n)n 2 1
dy — dyg > 7202 - -
i 2 w(n)¢ <u(u +1) ¢ n u
Bi1 + Bia 1 (n/g(n) w(n)n1+20
= —" — -C
2 w(n)ér < u—+1 n
Bi1 + Bio 1 (n/g(n) w(n)n7 20
> ——= - -C
- 2 w(n)ér <nf3 +1 n
By + B12 11
_ B+ B2 w(n )’rﬂ"‘ﬁ
B 4 n26
B B
_ %w(n)nw—@

Next we show that the \/d,logn terms are negligible:

B B
v dylogn < \/H—gmn/g(n)Dulogn

due to (4.12). Hence,

As a consequence,

A(G1) > min

iy (Va1 =)
i (V)
( i

uE{l, Lk

min u+1

ue{l,...k

+
xu_H — 1
(n

\/an
_ O a(mn™

| \/

that is (4.50).
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We continue with an inspection of G, that is, we focus on m,, = lA)u|G’1, the
degree of vertex u in G, and show that

My < 2clogn, (4.51)

with high probability (here, m, is the expectation of m,). We shall use this in
combination with the fact that the spectral radius of a graph is bounded by its
largest degree.

Write

N Puw(n)
= B B .
= 3 Ber < gln)
This expression allows us to deduce an upperbound for m,,,
n2'y+3,3

m,, = E[m,] < CE[F,] ¢ZT7§;1) < C’w(n)n7+2ﬂn7+ﬁi;}((g)) < Cw?(n) -

)

which tends to zero due to (4.11). Standard bounds for Bernoulli random variables
give

"logn )? 1
—m < / < — (C < S — .
P (|mu my| < ¢ logn) < 2exp ( S0+ log(n)/3) ) = 2 exp 4c logn =y

We conclude that, with probability at least 1 — %,

My < My + logn < 2c'logn,

i.e., (4.51) holds. An identical estimate holds when u > k.
We next bound the number of edges in Ga, denoted by E(G3). The square root
of E(G2) is an upper bound for the spectral radius of Ga.

n VP B (n)nfns n27+48
<

— )

k kK
B(B(Gl] = C Y3 ) < oM ;

u=1v=1

vanishing for large n. Again, upon invoking standard large deviation theory, we
have, with probability at least 1 — %,

E[|E(G2)|] < 2clogn. (4.52)

Consider the degree of a vertex u > k in G3,
E[Dule| =Y WBUM <"y < Cun).
g(n
v=k

Hence,
2

P <1A)u]GS > Cw(n) + c’log(n)Cw(n)) < T

(4.53)

Combining these observations leads to our assertion that the first k eigenvectors
of A become undistinguishable of those of the k stars, when n tends to infinity.
Indeed, split A according to the described graph-composition:

A= Alg, + Alg, + Ala, + Algs»

and note that the spectral radii of Alg,, Alg, and A|g, vanish in the presence of
A(G1). This follows because (as mentioned above) for any graph its spectral radius
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is bounded by the minimum of its largest degree and the square root of its number

of edges. Hence, due to (4.51) - (4.53),

p(Aly) < 2'logn,
p(Alg,) < +/2clogn,

p(Alg,) < Cw(n) + /log(n)Cw(n),
with high probability. All those three bounds vanish indeed upon division by
A(Gy) > C’w(n)n%. Lemma A.0.5 finishes the proof. O

and

4.7.3 Interpretation of the conditions
Proof of Remark 4.5.1. Assume,

Bij _ By
M; M,
then,
B _ By (4.54)
M;M; — MM; '
Now, put ¢; = a—ln > o, —i $u, then
Bij B aiaiBi]’ajaj

MiM; ;M Mjaj;
We give a probabilistic interpretation to the terms appearing in the denominator:

K

nod; M; = na@iz Z OuBis,
k=1 u:oc,=k
K

= naid; Y | nageyBi

k=1

(na)(now); Birgy,

I
M=

=
Il

1

Z z ¢u Z vaBik (4‘55)

k=1uio,=1 vio,=k

:ﬁz S Y Plem)

k=1u:o,=iv:ioc,=k

:ﬁ Y S P m)

u:o, =t m=1

= ﬁ{expected total degree of vertices in community }.
w(n

50



An inspection of the numerator reveals

na@iBij%oajn: Z ¢u Z ¢UBij

UO =1 V0, =]

= 200 Z > P(u<rv) (4.56)

U0, =1 V:0,=]

n
= {expected #edges between community 7 and j}

w(n)

Proof of Lemma 4.5.3. Assume first that for some ¢ and [ we have for all j
Bij = By
and, for all u, v, R R
d)’lLBU'uO'qu’U — d)’lLBUuUUQS’U
g(n) g(n)

with ¢, defined in (4.26) and g in (4.28) ((Zu and g are defined analogously). Fix j.
Let a, 8 and «y be any indices such that o, = 4,03 = j and o, = [. Then,

)

¢ Bijop _ %abBijbs _ % <Z>ﬁ Mé
i) o) T T 9 b5 g(m) Y
and PR .
(z)'yBleSB _ (z)'yBljd)B B @%Mgl
g(n) g(n) T oy o g(n) Y

implying that (since B\ij = Elj)

S 3 g(n)
Bij = @*’BAL( >Blj ¢a %Blg
ba d),B g(n) ba gf)
Since j was arbitrary, there exist ¢ such that for all j
Bi; = c¢Byj,
hereby violating the identifiability condition, as pointed out in Remark 4.5.2, i.e.,
Bij _ By
M; M’
for all j.
Now assume that (a) holds, that is
Bij _ By
M; M’
for all j. Define for k,l € S and u € V
~ 1 1
By =-—-—B
kl Mk Ml kl
and N
(Zs f( )(Zsu Ou)
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where

>y P My
fln) = =%——.
Then,
~ 11 1 1 M; 1 1 =~

Bjj=—-—B;; = ——-—"B), = ——DBy; = By;,
TTM MUY T My My MY T MMy T

and (as above, we define g analogously to g),

AUEO' ag. A’U 1 BO’ [
T = S ety Mo 0 5 S
_ $uBoo, Py
50 b0
_ $uBoso, by
gn)

4.8 Directions for future research

4.8.1 Exact recovery

The obtained clustering here is almost-exact: only a vanishing fraction of nodes is
miss-classified. It is plausible that an exact clustering could be obtained from this
clustering, by using it as input to the ”clean-up” algorithm presented in Section 7.2
of [1] or alternatively, Algorithm 2 in [93].

4.8.2 Non-constant B

In the underlying paper we assumed B to be a constant matrix. The current analysis
could be extended to a setting where B is allowed to change with n. We need however

the existence of a constant § > 0 such that for all n, A(Z) > ¢ for H to concentrate.

For identifiability we need the existence of some € > 0 such that for all 7,7 and n,
. Biir By
maxi | 53 # S, | = ©

4.8.3 Sparser graphs

The main issue with both the normalized adjacency matrix and the Laplacian is
proving when those matrices concentrate around a deterministic matrix. For the
Laplacian, if the degrees are of order (log(n)), matrices concentrate according
to [24]. But, if the minimum degree is of order o(log(n)), the graph is seen to
have some isolated vertices. Those contribute to multiple zeros in the spectrum:
hence the matrix does not concentrate. There are multiple ways to overcome this
issue, for instance removing the low-degree vertices or raising all the degrees. The
latter strategy is proposed in [75] for the inhomogeneous Erdos-Renyi random graph
(where edges are independently present with probabilities (puv);; ,—1) and also in

[106, 21] (see Section 4.4.4) for the DC-SBM. According to [75], for 7 ~ d, with
d = n maxy,y Puy, With high probability,

p (L~ (EID,] 7 EAIE[D,] ")) = 0 (\2) ,
where L. is defined in (4.18).

Based on these observations, it might be fruitful to use Hona graph where the
degrees have been artificially inflated.
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Chapter 5

Information-theoretical limits
for the sparse DC-SBM

5.1 Introduction

As we alluded to in the last chapter, spectral methods break down when the graph
becomes too sparse. In the sparse ordinary SBM (with parameters a and b) it is
known [92] that reconstructing the communities from a single observation of the
random graph is information-theoretically impossible when (a — b)? < 2(a + b).

In this chapter we extend results in [92] to the DC-SBM (with parameters a,b
and ®®)): We prove (using some ideas from [92]) that when (@ — b)2®®) < 2(a +b),
it is information-theoretically impossible to estimate the spins in a way positively
correlated with the true community structure based only on a single observation of
the graph without knowing the weights. Note the universality of this result: the
threshold depends only on the weight distribution through its second moment.

5.2 Main results

Recall the definition of the DC-SBM (with parameters a, b and weight distribution
v) from Section 3, and denote its i.i.d. spins by {0y}, itsi.i.d. weights by {¢y}, ~ v

and the k-th moment of v by ®(*). We assume that the weights are possibly heavy-
tailed with exponent § > 8: for all large enough k,

B (612 ) = v(lk,00) < 15

Before we precisely state our results, we define the notion of a positively correlated
reconstruction, which is less stringent than quasi-exact recovery. The latter is not
feasible since a positive fraction of the nodes are isolated, for which random guess
is the only way to reconstruct them.

Definition 5.2.1. Let G be an observation of the DC-SBM, with true communities
{ou}ll_. Further, let {G,}1l_; be a reconstruction of the communities, based on the
observation G. Then, we say that {7,};_, is positively correlated with the true
partition {o,}n_, if there exists 6 > 0 such that

1< 1
P (n Z 1{Uu:3“} Z 6 + 5) — 1,
u=1

as n — 00.
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The main result in this chapter is:

Theorem 5.2.2. Assume that (a — b)2®®) < q(a +b). Let G be an instance of
the DC-SBM. Let u and v be uniformly chosen vertices in G. Then, for any s €

{1,...,q},

P(oy = s|low, G) i , (5.1)

S

as n — o0.

Thus, it is already impossible to estimate the spin of a random vertex given the
spin of another vertex, which is an easier problem than reconstructing the group
membership of strictly more than a fraction 1/q of the vertices (as explained in
Lemma 5.8.2):

Theorem 5.2.3. Let G be an observation of the DC-SBM with (a — b)?®?) <
q(a+0b). Then, no reconstruction {o,}1_, based on G is positively correlated with

{outnz1-
We further introduce the following shorthand notation: o = (o1, ...,0,) and ¢ =
(¢1,...,¢n). For a subset U C {1,...,n} of the vertices, we define oy = {augueU

and ¢y = {¢uucv. For a vertex p € V, and integer r > 0, we denote by G,(p) the
r-neighbourhood of p.

5.3 Proof heuristics

We argue now heuristically how one could obtain Theorem 5.2.2 its formal proof is
deferred to the upcoming sections. For simplicity we restrict to the setting of two
communities. The idea is to consider an even simpler problem: if we know the spins
of all vertices at distance R away from u can we than deduce the sign of u? By
noting that local neighbourhoods are w.h.p. tree-like, we can relate the DC-SBM
to a reconstruction problem on trees. In a simplified form (see also [91]) this tree-
reconstruction problem is given as follows: Consider a tree, where every node has

d= “TH’@(?) descendants and either a blue or a red color. With probability p = g—fg

a descendent inherits its parent’s color, and with probability 1 — p its color is chosen
uniformly at random. Given the colors of vertices at distance R away from the root,
can we deduce the root’s color? We could use majority vote among the far-away
vertices, but when is this informative? On average, (dp)® vertices have a color that
has been copied along the chain from the root, the other vertices have a random
(non-informative) color. Among the latter set, roughly half of them are red and half
of them are blue, upto some fluctuations of size VdF (law of large numbers). Hence
the fluctuations become so dominant that the information is lost when Vd® > (dp)%,
that is, (a — b)2®®?) < 2(a +b).

We need however to make the following precise: We should show that long-range
interactions are weak, so that the spin of v is indeed ”shielded” away from u by
the boundary spins at distance R. Further, we need a careful analysis to couple
local neighbourhoods to ¢g-type branching processes where the offspring distribution
follows a Poisson-mixture (i.e., local neighbourhoods are irregular). We finally need
to study broadcasting on these general processes, which can be understood in terms
of their branching number [41].

5.4 Description of ¢g-type Poisson-mixture branching pro-
cess

The branching process that we describe here plays a central role both in this chapter

and in the chapter on the non-backtracking matrix. Before introducing it, we start
with some heuristics.
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Consider two vertices v and v connected by an edge (which we denote as u ~ v).
What can we say about their spins and weights? Assume for simplicity that we
consider the setting of only two types and that the weights are discrete random
variables and let i, ¥, € W, then

]P)(O'u = Oy, Py = Yy, Py = %\u ~ U)
P (’LL ~ U|UU = Ov, ¢u = ¢ua ¢U = ¢v) P (Uu = Oy, Py = ww va = '(/)v)
N P(u~v)
| R du(y) - dv() (5.2)
Z@uﬂ/}u Yuthy aT—'—bd’/(wu)dy(T/}v)
0 Gudv(in) (i)
Ca+b (1) o)

In other words, the conditional distribution of 1y, 5 1, ¢u and ¢, factorizes into
three independent parts. Note the size-bias in the weights: knowing that a vertex is
not isolated makes it more likely to have a larger weight.

We thus expect the neighbours of a vertex to have their weights distributed

according to the biased law yilzl(fj). We also expect this to hold approximatively

through the first so many generations. Indeed if n is large then the vertices not
included in a neighbourhood have their weights only slightly biased with respect
to v (because w.h.p. a vertex is not included in the neighbourhood anyway, as
edge-probabilities scale with n=3/ 4), so that we can apply the above inductively.
This leads us to the introduction of a branching process denoted by TT° and
defined as follows. We begin with a single particle, the root o, having spin o, €
{1,...,q} and weight ¢, € W C [émin,0) (which we take random). The root is

replaced in generation 1 by Poi (%q)(l)qbo) particles of spin o, and by Poi (gq)(l)gbo)

particles of spin s for each s € {1,...,q}\ 0,. Further, the weights of those particles
are i.i.d. distributed following law v*, the size-biased version of v, defined for z €

[¢min ) OO) by

(0 = 5 [ vvtw) Cx)

For generation ¢ > 1, a particle with spin ¢ and weight ¢* is replaced in the next
generation by Poi (%q)(l)¢*) particles with the same spin and Poi (gq)(l)gbo) particles
of each of the remaining ¢ — 1 spins. Again, the weights of the particles in generation

t+1 follow in an i.i.d. fashion the law v*. The offspring-size of an individual is thus

a Poisson-mixture with mean WQ(Q).

5.5 General proof idea and outline

Wq)@) < 1, because in

this regime there is no giant component!. Note further that w(@@)

implies (a — b)?®® < q(a +b).
To establish (5.1) when @@(2) > 1 and (a—b)2®® < g(a+b), we note that
Var(E [oy|0aG,, 0v, G]) is asymptotically an upper bound for Var(E [o,|0,, G]), as

We first note that reconstruction is impossible when

< 1 already

!Indeed, the main result in [15] concerns the existence, size and uniqueness of the giant component. In
particular, in the setting considered here, a giant component emerges if and only if Wqﬂ” > 1. We
shall henceforth assume a giant component to emerge.
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conditioning on the boundary spins oy¢,, of an R-neighbourhood around u is more in-
formative. Now, we can approximate Var(E [o,,|0y, 0ac,, G]) =~ Var(E [oy|0ac,, G)),
because long-range correlations in this model are weak (Lemma 5.8.1). Further,
local neighbourhoods are w.h.p. tree-like, so that calculating the latter variance is
equivalent to a certain tree-reconstruction problem discussed in Section 5.6. More
specifically, we shall prove (Theorem 5.6.6) that reconstruction of the spin of the
root in a g-type tree (with offspring following a Poisson-mixture) based on the spins
at depth R (where R — o0), is impossible when (a — b)2®?) < ¢(a + b). Hence,
Var(E [oy|0ac,, G]) = 0 as R — oc.

Section 5.6 deals with branching processes where the offspring is governed by a
Poisson-mixture. The main theorem (i.e., Theorem 5.6.6) deals with a reconstruction
problem on these branching processes.

In Section 5.7 we establish a coupling between the local neighbourhood and 77",
This result does not follow directly from the coupling in [15], because we need the
weights in the graph and their counterparts in the branching process to be ezactly
the same.

Finally, in Section 5.8 we show that long-range interactions are weak. The proof
of Lemma 5.8.1 is based on an idea in the proof of Lemma 4.7 in [92]. Note however
that (besides the presence of weights) the statement of our Lemma 5.8.1 is slightly
stronger than Lemma 4.7 in [92], see below for details.

5.6 Broadcasting on the branching process

Here we repeat without changes the definition of a Markov broadcasting process
on trees given in [41, 92]. Let 7 be an infinite tree with root p. Given a number
0 <€ < 1/(g—1), define a random labelling 7 € {1,...,¢}7 as follows: First, draw Ty
uniformly in {1,...,¢}. Then, conditionally independently given 7,, take every child
u of p and, then with probability 1—(¢—1)e set 7, = 7,, and with probability (¢—1)e
choose 7, uniformly from {1,...,¢} \ 7,. Continue this construction recursively to
obtain a labelling 7 for which every vertex, independently, has probability 1—(g—1)e
of having the same label as its parent and probability € for each of the remaining
spins.

Suppose that the labels 757, at depth m in the tree are known (here, 7y = {7; :
i € U} and 0T, are all vertices at distance m from the root). The paper [41] gives
precise conditions in the case of two spins as to when reconstruction of the root
label is feasible using the optimal reconstruction strategy (maximum likelihood),
i.e., deciding according to the sign of E[7,|757,]. Interestingly, this is completely
decided by the branching number of 7 and the flip-probability e. The paper [95]
extends the results in [41] to the case of a general number of spins. For completeness
we state both theorems here.

Definition 5.6.1. The branching number of a tree T, denoted by Br(T), is defined
as follows:

o If T is finite, then Br(T) = 0;

o If T is infinite, then we define the branching number in terms of percolation.

Suppose that we retain each edge in the tree independently with probability p.

Then Br(T) is the unique number such that: If p < %, then all components

of the graph are finite a.s., while if p > Br%T)’ then the graph has infinite

components a.s.

Remark that [41] does not deal with the trivial case of finite trees. On such trees,
Br(7) = 0 by convention. This makes sense because, for large m, 97T, = 0, and
consequently P (7, = +|7a7,) = 1/4¢.
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Theorem 1.1 in [41] and Proposition 1.3 in [95] read, tailored to our needs:

Theorem 5.6.2. (Theorem 1.1 in [41]) For q = 2, consider the problem of recon-
structing 7, from the spins ToT, at the mth level of T. Define Ay, as the difference
between the probability of correct and incorrect reconstruction given the information
at level m:

A =[P (15 = +|7o7,,) = P(7) = —|707,,)] -
If Br(T)(1 — 2€)? > 1 then lim, 00 E[A,,;] > 0.
If, however, Br(T)(1 — 2¢)? < 1 then limy, o0 E[A,] = 0.
Theorem 5.6.3 (Proposition 4.2 in [95]). For general ¢ > 2, consider the problem
of reconstructing 7, from the spins Ta7, at the m—th level of T. Define Py, as the
conditional distribution of TaT,, given that o, = s. Then, im0 || Ph,— P2, |lTv =0

if Br(T) {2 < 1.

Remark 5.6.4. Note that if Br(T)% < 1, then

E[[P (7, = ilro7,) — P (75 = jl7o7.,)l]
= P(ror, = A)[P(1, = il7o7, = A) = P (7, = jl7o7, = A)]

A (5.4)
ISP - L)) o
q A

as m — 0o. Thus Theorem 5.6.3 implies Theorem 5.6.2.
Note that in these theorems the tree is fixed, compared to the setting in this
paper where the multi-type branching process of Section 5.4 is considered. But,

it can be easily seen that the spins on a fixed instance 7 of TT° are distributed
according to the above broadcasting process.
We thus need to calculate the branching number of a typical instance 7T

Proposition 5.6.5. Consider the multi-type branching process TT°', where the root
has spin drawn uniformly from {1,...,q} and weight governed by v. Then, given
the event that the branching process does not go extinct, Br (TPOi) < wfﬁ(m
almost surely.

Note that it can in fact be easily proved that Br (T POi) = wqﬁ) almost

surely, given that the process survives.
We conclude with the main theorem of this section.

Theorem 5.6.6. Consider the multi-type branching process TT°', where the root
has spin drawn uniformly from {1,...,q} and weight governed by v. Denote the
branching process by T and its spins by 7. Further, let R be an unbounded non-

decreasing function. Assume that (a—b)>®?) < q(a+b), then, for any s € {1,...,q},

p 1
P (TP =S ‘TR(H)’ TOTr(n) ) = 7
as n — oo.
Proof. Since € = m, Proposition 5.6.5 gives that Br(’T)1(71(_(17"16;E < 1 almost
surely. Theorem 5.6.3 (and Remark 5.6.4) then completes the proof. O

Remark 5.6.7. In (5.15) we use a coupling between the Poisson tree and the local
neighbourhood around a fixed vertex u, while we condition on the spins of all vertices
exactly distance R(n) away from w. If there are no such vertices, i.e., when the
neighbourhood ’dies out’, then this does not entail extra information. Hence the
convention that Br(T) =0 for a finite tree T.
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5.7 Coupling of local neighbourhood

This section has as its objective to establish a coupling between the local neighbour-
hood of an arbitrary fixed vertex in the DC-SBM and T7°'. The main result is the

following theorem, where we let T, 7, and 7 be random instances of T its spins
and its weights, respectively.

Theorem 5.7.1. Let p be a uniformly picked vertex in V(G), where for each n,
G = G(n) is an instance of the DC-SBM. There exists an unbounded non-decreasing
function R : N — N such that

|| (GR(n) (p)a OGr(n)> ¢GR(n)) - (TR(n)’ TTr(n)» wTR(n)) HTV = On(l)?

and,

P (|GR(n)| < n1/9> =1—o,(1).

Further, in case v has support in [@min, Pmaz), With Gmaes < 00, we have explicitly
: 1—log(4
for R(n) = C'log(n), with C' < Wm,

1 (GR(P): 0 $Gr) — (Trs Ty Y1) || 7 < 75 084/,

We defer its proof to the end of this section. It uses an alternative description of
the branching process in Section 5.6.

5.7.1 Alternative description of branching process

For notational convenience, we restrict ourselves here to the case of two communities
only. The proof for a general number of communities follows then analogously.

We obtain an alternative description of the graph by considering a particle u with
spin oy, and weight ¢, to be of type x, = ¢,0, € S = =W UW. We denote the law

of z, by p, ie., for A C S, p(A) = [, 3dv(|z|). Two distinct vertices u and v are

then joined by an edge with probability w, where k : § x S — R is defined for
(x,y) € S x S by

R(xvy) = |$y‘ (1{a:y>0}a + 1{xy<0}b) : (55)

Analogously, we obtain the following equivalent description of the branching pro-

cess: We begin with a single particle o of type x, governed by u, giving birth to
Poi(A;,(S)) children, where for z € S, and A C S,

Amﬂzﬁm%wmw. (5.6)

conditioned on x, the children have i.i.d. types governed by pu}_ 2 where for z € S,
and AC S,

A) = = —1, 1, . .
Ha(4) Ao (S) /A(a—i-b 0T T y<0) WI=5m (5.7)

For generation ¢ > 1, all particles give birth independently in the following way:
A particle with type z* is replaced in the next generation by Poi(\;«(S)) children,
again with i.i.d. types governed by p}..

2Note that if y has law %, then for any A C W, P(sign(y) = sign(z),|y| € A) = ﬁrbfAz(;’((f)) =

P (sign(y) = sign(x)) P (Jy| € A). Hence, we can identify sign(y) with the particle’s spin and |y| with its
independent weight.
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In case of a general number of communities, we let p be the product measure of
the uniform measure on {1,...,q} with the measure v. Le., for s € {1,...,q} and

A C [¢min, 00), we have u({s} x A) = % -v(A).

In [15] it is shown that local neighbourhoods of the graph are described by the
above branching process, if we ignore the types. (To be precise: the equivalent
description used in [15] is that a particle of type z gives birth to Poi(A;(A)) children
with type in A, for any A C S. Those numbers are independent for different sets A
and different particles.)

The coupling-technique in [15] uses a discretization of k as an intermediate step,
thereby losing some information: types in the tree deviate slightly from their coun-
terparts in the graph. We shall therefore use another coupling method, presented
below, so that the types in graph and branching process coincide exactly.

5.7.2 Coupling

We use the following exploration process: At time m = 0, choose a vertex p uniformly
in V(G), where G is an instance of the DC-SBM. Initially, it is the only active vertex:
A(0) = {p}. All other vertices are neutral at start: U(0) = V(G) \ {p}. No vertex
has been explored yet: £(0) = (). At each time m > 0 we arbitrarily pick an active
vertex u in A(m) that has shortest distance to p, and explore all its neighbours in
U(m), the set of unexplored vertices. If wv € E(G) for v € U(m), then we set v
active in step m+ 1, otherwise it remains neutral. At the end of step m, we designate
u to be explored. Thus,
E(m+1) = E(m) U{u},

A(m +1) = (A(m) \ {u}) U (N (u) NUU(m)),

and,

Um+ 1) =U(m) \ N(u).

Our aim in this section is to show that the exploration process and the branch-
ing process are equal upto depth R(n) (defined in Theorem 5.7.1) with probability
tending to one for large n. We do this in two steps:

Firstly, we establish that the types of the vertices in U(m) are i.i.d. with law

1™ (defined in (5.8) below) such that
(m) _ H _ —-B/8 —3/4
H,u I oy (@) (n +mn ) .

This is the content of the following:

Lemma 5.7.2. The following holds conditioned that all the weights are smaller
than n®, with a = 1/8: Let 1,...,m be the vertices in E(m), with types X; =

X1y, Xm = Zm. Then, the vertices in U(m) have i.i.d. types with law plm =
ugﬁf?,,,mm, where
g(')dua(')
aut () = () hal) (5.
Js9(z)dpa(z)

with pe denoting the measure of the types conditioned that all weights are bounded

by n®, and where,
m

s =T] <1 - F”(f;" ')) : (5.9)

=1

Further, for all (x1,...,zm):

W) = n||, = O (n707 42t
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Secondly, if u has type X = x € S, then its D neighbours in U(m) (i.e., those ver-
tices that will be added to A(m+1)) have i.i.d. types with a law gt (defined in

(5.10) below), which is O (n*3/ ¥) away from 4 in total variation distance. Further,
the total variation distance between the number of neighbours D and Poi (A;(.59)) is

O (n71/4):

Lemma 5.7.3. The following holds conditioned that all the weights are smaller than
n®, with o = 1/8: Assume u has type X = x. Let D be the number of neighbours u

has in U(m). Then, the types of those neighbours are i.i.d. with law ,uz(m), where
Kz, )dp™ ()
dpm () = : 5.10
¥ Js w5z, y)dpm(y) (310
For large n and m = o(n'/*),
‘ ,u*(m) _ M* -0 (na(l—ﬂ) + mn3@—1 + n—a,B/Q) -0 (n—3/8) (5 11)
xX X TV * *
Further,
1D — Poi (Ae(S))]| 4y = O <n<1fﬁ/2>'1/8 + n*1/4) ~0 <n71/4) . (5.12)

To establish the desired coupling, we need to show that certain events happen
with high probability. To define those events, we need some notation: For v € 9G,
(we identify 0G, = {1,...,|0Gy|}), put

D, = |N(u) NU(|Gr=1] +u — 1)].
Conditioned that u has type X, = x,, let

~

Dy = Poi (A, (9)) .

Further, for v € {1,..., Dy}, let Uy, denote the type of child v of vertex u and let

Uuw be a random variable with law p; . We assume that {ﬁuv}v are independent
conditioned on X, = x,.
We put the function g : s — 2° — 1 and define the events

AT’+1 = {V’U, (S 6G7~ : Du == ﬁu}7

Bry1 = {Yu € 0G,,v e {l,..., Dy} : Uyy = Uns},
C, = {|0G,| < log?®) (n) Vs < r},
and their intersection .
E, = (){4:n BN Cy}.
s=1

Further, we let K, be the event that no vertex outside G, has more than one neigh-
bour in G, and that there are no edges in G, (this implies that the neighbourhood
is indeed a tree).

The events E, and K, happen with high probability:

Lemma 5.7.4. The following holds conditioned that all the weights are smaller than
n®, with « =1/8: Fix R > 0. Then, forr < R,

P(E,1|E) =1 — op(1).
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Lemma 5.7.5. The following holds conditioned that all the weights are smaller than
n®, with « =1/8: Fix R > 0. Then, forr < R,

P (K,|Cr) =1 — on(1).

The proofs of Lemma’s 5.7.2 - 5.7.5 can be found in Section 5.9.2. The main
theorem then follows:

Proof of Theorem 5.7.1. We start with the general case, where we can assume that
all weights are bounded by n®. Indeed, by a union bound over all vertices, this
happens with probability 1 — O (nlf‘lﬁ) =1—0,(1). For a fixed integer R > 0, we
have

P (N2, K, Eg) =1 — o0,(1).

We construct a sequence {Nj}7° , inductively as follows: Put Ny = 0 and for each
k, Ni > Ni_1 as the smallest number such that

1 k
P (m’;les,Ek> > 1, and log? ' (m)k < ',
for all n > Ni. Put for Ny <n < Niy1, R(n) = k. Then, for n > N,

P <m§:(T)KS’ ER(n)a ‘GR(n)’ < nl/g) >1- %

In case all weights are bounded by a constant ¢p.x < 0o, we can replace the
errors in Lemma’s 5.7.2 and 5.7.3 by 01%, respectively CQ%, where ¢; and ¢y are
constants depending on ¢nax. Further, the growth-condition can now be replaced
by ¢(s) < cilog(n), for some constant ¢z > 1 depending on ¢max. This implies in
particular that the neighbourhood size is smaller than n® for a small constant 5 > 0.

We have made this calculations explicit in the version of September 2016 of [50] on
Arxiv. O

5.8 No long-range correlation in DC-SBM

In this section we establish the main Theorem 5.2.2, from which Theorem 5.2.3 then
follows. To this end, we first condition on both the spins of dG g,y and all weights
in G. Lemma 5.8.1 below shows that we then can remove the conditioning on o,
and the graph structure outside the R-neighbourhood (including the weights):

P (0w = +|oags, 0v, G, ) = P (04 = +|oacr. Gr, ¢G,) + on(1). (5.13)

We established in the previous section that a neighbourhood in G looks like a T
tree with a Markov broadcasting process on it. Hence, the right-hand side of (5.13)
converges to 1/q in probability, establishing (5.1). We show in Lemma 5.8.2 below
that this contradicts the existence of a reconstruction that is positively correlated
with the true type-assignment.

We begin by preparing an auxiliary lemma to prove (5.1), it establishes that
long-range interactions are sufficiently weak. Its proof is inspired by Lemma 4.7
in [92]. However (besides the additional complication of weights) the result stated
here is stronger in the sense that the 0,(1) terms converge uniformly to 0 and that
”conditioning on G” may now be replaced with ”conditioning on Gaup”.

Lemma 5.8.1. The following holds conditioned that all the weights are smaller than
n®, with « = 1/8: Let G be an instance of the DC-SBM. Let s € {1,...,q}. Let u
be an uniformly picked vertex in V(G). Let A= A(G), B=B(G), C =C(G)CV
be a (random) partition of V(G), with u € A, such that B separates A and C in G.
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Assume that |AU B| < n'/? for asymptotically almost every realization of G. Then
there ezists a sequence of events (£2,,)n and a sequence of non-negative real numbers
(€n)n, such that P (2,) =1 — 0,(1), and €(n) = o,(1), and further, for each n,

’P (Uu = S\UBu07G7¢) - P(Uu = S|UByGAUBv¢AUB) ’ < e(n), (5-14)
on .

The proof of Lemma 5.8.1 can be found in Section 5.9.3. The mean Theorem
5.2.2 then follows:

Proof of Theorem 5.2.2. Put A = Gr—1, B = 0Gr and C = G\ Gg. We use the
monotonicity property of conditional variance  to obtain that, for any s € {1, ..., q},

0 < Var(E [1{0“’:5}‘01,, G]) < Var(E [1{Uu:5}|O'BUc, G, qb]) + on(1)

since v € BUC w.h.p. It suffices to show that the right-hand side tends to 0, because
this implies that P (o, = s|oy, G) 5 1/q.
To show that the right-hand side tends indeed to 0, it suffices that

P
P (Ju = 3|JBU07 Ga ¢) - 1/(]
Now, by using the partition AU B U C of V(G) in Lemma 5.8.1, we have, since
Gr < n'/? whp., and all weights are bounded by n® w.h.p. (this follows from a
union bounded over all vertices),

w.h.p.
P(oy = s|losuc, G, @) =P P (0w = sloogr, Gr, dG,) + 0n(1).

Theorem 5.7.1 entails that the local neighbourhood is w.h.p. equal to TT°!. Let T"

be an independent copy of TT° with root p, spins 7 and weights 1)". Note that we
stress the dependence on n, because the Poisson-tree is sampled again for each n.

h.p.
P (0u = 809G n, GR, $Gr) + 0n(1) "= P (Tg = S\TngvTE7¢TJ%> + on(1)
_p <Tg _ syTng,Tg) +on(1),

due to the coupling from Theorem 5.7.1. By Theorem 5.6.6, the right-hand side of
(5.15) tends to 1/q in probability. O

(5.15)

Using the following auxiliary lemma (whose proof can be found in Section 5.9.3),
Theorem 5.2.3 follows from Theorem 5.2.2:

Lemma 5.8.2. Assume that (a — b)?®®?) < g(a +b). Let G be an observation of
the DC-SBM, with true communities {o;}" ;. Let w and v be two uniformly picked

vertices. Let {c;}I' | be a reconstruction of the communities, based on the observation
G. Assume that there exists 6 > 0 such that

1< 1
= — o~ >
f(n) n E ]-{ai—o,;} =g + 67

i=1

with high probability. Then, there exists s € {1,...,q}, such that P (o, = s|oy, G)
does not converge in probability to 1/q.

We summarize these results in Theorem 5.2.3:
Proof of Theorem 5.2.3. Combine Theorem 5.2.2 and Lemma 5.8.2. O

3For random variables X, Y, Z, we have Var(E [X|Y]) < Var(E [X|Y, Z]). Indeed, put z = E [X|Y, Z], then
by Jensen’s inequality E [z|Y]? < E [22|Y] . So that, after taking expectations on both sides, E [E [X|Y]2] <

E []E XY, Z]Q]. Writing out the definition of the variance then establishes the claim.
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5.9 Proofs

5.9.1 Broadcasting on the branching process

Proof of Proposition 5.6.5. Denote the multi-type branching process by T'. Assume
w.l.o.g. that the root has D > 1 children denoted as 1,...,D. Denote by T the
subtree of all particles with common ancestor u. We observe that if Br (7)) < ¢ for
all u, then Br (7)) < c.

Now, conditioned on the spin of the root, (7.F) 5:1 are i.i.d. copies of TP with
weight governed by the biased law v*. The latter is a Galton-Watson process with

offspring mean W@@). If it dies out, then Br (T) = 0 by definition. Hence,
given that the process survives (and thus necessarily WQQ) > 1), Proposition
6.4 in [82] entails that Br (7)) = @@(2) a.s. O

5.9.2 Coupling of local neighbourhood

Proof of Lemma 5.7.2. Recall that we assume that all weights are bounded by n®.
Consider vertex v € U(m) with type Y. We show first that, conditioned on v ¢

N(1,....m)and X1 = x1,...,X;, = Xy, Y has law u,ﬁf)mm From Bayes theorem
we have, for y € .5,

PY <ylwéNA,....m), X1 =21,..., X = Tp)
PY<y)PwgNA,....m|Y <y, X1 =21,..., X = Tm) (5.16)
PogNA,....m)| X1 =z1,..., Xon = Tm) ’

since P(Y <y|X1 =z1,...,Xm =2m) =P (Y <y). Recall (5.9) and observe that
g ) =P e NA,.... m|Y =Xy =x1,..., X;n =Tp) .

Hence, the denominator in (5.16) is just [ g(z)du(z) and evaluating the numerator
yields [Y_ g(2)du(z). We thus obtain (5.8).

Since for |y| < O (n%), dpa(y) = P(d(f)MT(Z;L)"‘)’ it follows that [|pe — pl|Tv = O (n=P).

To bound ||pta — 1™ | v, note that (in view of (5.5)) g(y) =1 — O (mn2—1),
for [y| < O (n®). Thus, I := [¢g(z)dpa(z) =1 — O (mn?*~1) . Therefore,

H,u(m),uaHTVS/S

We finish by invoking the triangle inequality. O

Proof of Lemma 5.7.3. Put n,, = [U(m)| and let Y1,...,Yp denote the types of the
neighbours of w.

Let fi,...,f, be arbitrary measurable functions. The first claim follows if we
prove that

g(ly) - 1‘ dpa(y) = O (mn2a_1) .

E [e— S 1i(Ys)

D= d} = ﬁ (/S efj(y)du;(m)(y)> . (5.17)

j=1
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Now, abbreviating conditioning on NV (u) NU(m) = F by F, we have,

E [e— S5 d}
= Z E [e—zjeFfj(Yj) } . <1 _:L/S (i, y)d,u,(m)( )>nmd

FC[TLmHF|:d

(5 [ amanm >>d.

We have,

Hence,

E [e—z;ilfj(m

D_ d] _ (r},”) Y E [e—szFfjm

FClnn,],|Fl=d

Conditioned on F' C [ny,], the types (Y}) cr are ii.d., thus
- ()
j=1 Js Wdu(”ﬂ (y)

which combined with (5.10) gives (5.17), our first claim.
Further,

E [e_ E]‘EF fJ(Y])

du(m)( ) du(y)

) I,

12— oy < / oly

(5.18)
/fx \dm ) (140 (1M - 1))~ duty)]
where f,.(y) = (1{1y>0}a + l{xy<0}b) ], Im s fo(2)dp(™(2) and
I = [ f2(2)dpu(z). Now,
I — 1] <O (n” dp™ (2) — du(z)| + z|dp(z
| <0 [ @) Gl [ el o

-0 <nafa,8 + mnSafl + nfoz,B/2> ,

where we used the proof of the previous lemma to bound the first term and Cauchy-
Schwartz inequality for the second term. Now, the right-hand side in (5.18) is thus
of the same order (since the weights have bounded expectation).

For the last claim, observe that D = Bin(n,,, p), where

p= %fs k(x, y)du™ (y). Hence, since the weights have bounded first moment,

[Bin(nin, p) = Poi (np) Iy < Y97 = O (n71).
=1
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Standard bounds for Poisson random variables entail the existence of a constant
Cpoi > 1 such that ||Poi(u)— Poi(A)||1v < Cpoi|pt — A|. Consequently,

1 . )
G IPoi(nmp) = Poi (a($))llzy < [rm = nlp + [l 17" — L]
O1
< fm =1l
n

+0 <n2a—aﬁ + mn4a—1 + na—aﬂ/2) )

Thus, by the triangle inequality,

|IBin(12m, p) — Poi (Ae(S)) ||y = O (n(l—ﬂ/2).1/8 n n_1/4> '

O
Proof of Lemma 5.7.4. Write n, = |0G,|. We have
P(Er1|Er) =2 P (Bria|Ey) = P (2 Aria|Ey) = P(2Crga|Er) -
Now,
Ny u—1
P(Br1|Eriny) > 1Y P (wﬁfl N Bfffl,Er> : (5.20)
u=1 v=1
where Bﬁi)l = {Vw € {1,...,Dy} : Uy = Auw}. Denote the already explored

vertices by 1,...,m (where m = |G,_1| + u — 1) and their types as Xi,..., Xp.
Conditioned on those types, the vertices in U(m) are i.i.d. with distribution p(m).
Hence:

u—1
P (Bfi)l N Bﬁi)l,Er,nr,Xl,...,Xm> =P (Bﬁi)l Xl,...,Xm>
v=1
> B (BU)] D < log(n)log" (n), X1, X, (5.21)

P (Du < log(n) logg(’")(n)‘ Xq,... ,Xm) .

d *
Now, D, < >, Ber <(a + b)%), where ¢* is governed by the size-biased law
v* and {¢;}; are ii.d. and bounded by n®. Hoeffding’s inequality gives that
LS ¢ < 20() w.p. at least 1 — exp(—n'=2%), and ¢* < log?")(n) w.p. at least

1-p
1-0 <(log9(r) (n)) ) (note the exponent S — 1 of the size-biased power-law).

Conditioned on those events, we use a multiplicative Chernoff bound to obtain,
1-8
P (Du < log(n) logg(r)(n)’ X, .. .,Xm) >1-0 <<logg(T)(n)> > . (5.22)

Lemma 5.7.3 entails, since m = o(n'/*),

u r logg('r‘)-‘rl(n)
P (B£+>1 ‘Du < logd™*+ (), Xl,...,Xm> >1-0 (WS . (5.23)
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Then, (5.21) - (5.23) together give
e (s

Now, since conditioned on E,, n, < log?") (n), (5.20) gives

u—1

N B Er X, ,Xm> >1-0 ((logf’(T)(n))lB) -

v=1

P(Bry1|E,) >1-0 ((logg“) (n))H> :

The growth condition (C,)follows also from (5.22).
We take a similar approach to quantify

P(Ar1|Eryny) > 1 - Z}P (ﬁAgjjr)l

u=1

u—1
N ALY B, n> , (5.24)
v=1

where, Affj_)l = {D, = Dy, D,, <1og?"*(n)}. Now,

P (42

due to Lemma 5.7.3, since n — [U(m)| = o(n*/*) when r is fixed. Thus, (5.24) gives

u—1
ﬂ Aﬁszl,ET) >1-0 (n(p,@/z)l/s +p V4 logg(r‘)(lfﬁ)(n» , (5.25)

v=1

P(AaB) >1—0 <1og9<r> (n)n(—B/DV/8 | p=1/4 logg(r)@—ﬁ)(n)) _

O

Proof of Lemma 5.7.5. Fix u,v € 0G,. The probability of having an edge between
u and v is smaller than O (n?*~!). For any w € V(G \ G,), the probability that

(u, w) and (v, w) both appear is smaller than O (n4a_2). Now, Lemma 5.7.4 implies
that

|G| < log(n)?™ R =1log> " (n)R,
Hence, the result follows from a union bound over all triples u, v, w. ]

5.9.3 No long-range correlation in DC-SBM

Proof of Lemma 5.8.1. For a fixed graph g, spin-configuration 7 and
degree-configuration v, we make a factorization of P (G = g,0 = 7|¢ = 1) into parts
depending on A, B and C'. We claim that the part that measures the interaction
between A and C' is asymptotically independent of 7. Put

a% if (u,v) € E(g) and 7, = 7

pLute if (u,v) € E(g) and 7, # T,

V(9 T, = " . ’ v N
(9,7 ) 1- a% if (u,v) ¢ E(g) and 7, = 7
1-— b% if (u,v) ¢ E(g) and 1, # Ty

We define for arbitrary sets Uy, Us C V,

Qu,,v, = Qu,,v,(9,7.v¢) = Qu, v, (9v,uv,, To,LU,, YU, LT,)

= H lIlU’U(gaTvqb)a

uelU;,wel,
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where the subscript indicates restriction of the corresponding quantities to Uy U Us.
Then, we have,

P(G =glo=71,¢=1v) = QaupausQpuccQac- (5.26)
We begin by demonstrating that Q) 4 ¢ is asymptotically independent of 7: Write,

Qucrn= T (1-a™) [ (1o,
u€AweC:t, =1, n u€EAWEC T F#Ty "

since A and C' are separated by B (there are thus no edges between A and C). The
first product may be rewritten as,

H <1 — a%;z/%) = exp Z log (1 — aﬂh;z/%)

UEAWEC: T, =Ty uEAWEC:T, =T,

—ew | Y (e ro(iy)

uEAWEC:T, =T,

= exp —% Z Yty + O (nAn4O‘*1)

ucAweC: T, =T,

Al
q

Now, the sum %ZueA,UEC:m:n uihy tends to , if (7,7) € Q(n), where

1A =D v,

u€A
and where,
Q(n) = (’W)'1 > w—@<*w€e{1 ¥ (5.27)
n) =1« (7, e u 7| n 4, yeeesq . .
Tu=k,u€V
Indeed,
1 : 1
g z Yuhy = Z Z 1{Tu:k}¢)u E Z 1{71,:1@}%
ucAweC:it, =1, k=1ucA vel (528)
_lAfe®
= p + 0O <n ) ,

since [V| — |C| < n'/? and 1, < nl/8.
As a consequence,

H <1 _ az/’l;l%) = exp ((9 (n—%» exp <_a \AH{J@(D)

uEAWEC: T, =T,
HAH‘I’(I)>
q ’

= (14 o0,(1))exp (—a

where the o0,, term is uniform for all (7,4) € Q(n). We carry out a similar calculation
for the other product. Together we obtain

Quc(g.7 1) = (1 + on(1)) exp (—““i]‘”buA||<1>“>>, (5.29)
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uniformly for all (7,v) € Q(n). This proves that Q4 c(g, 7, ) is indeed essentially

independent of 7 for most pairs (7, ).
We use the above to prove that, for u € V,

P (Uu = Tu’UBUC = TBUC, G = g, ¢ = 1/}7 (¢a U) € Q(n))

= (1+0n(1))P (0w = Tulop = 7B, GAuB = gauB, PAuB = YAuB, (¢,0) € Q(n))

+ on(1).
(5.30)
Fix (7,¢) € Q(n). Then,

P(G =4,0 = T’(b =1, (¢70) € Q(n)) = IP(G = 9’0- =T,0= Tﬂ) f(wvn)7 (531)

where f(¢Y,n) =P (c =7|¢p =, (p,0) € Qn)) = P((¢7U)€q§;€n)|¢:¢). Hence, plugging
(5.26) and (5.29) in (5.31),

P(G=g,0=7lp=1,(¢,0) € Un))
= QAUB,AUB (97 T, ¢)QBUC,C(97 T, 11})

(14 on(1)) exp (—“*(qq‘”bmu@(”)f(w,n).

(5.32)

Put, for U C V,

QU(n) = QU(¢,TU,R) = {T, : 7-(/] =TU, (T/aw) € Q(n)}a
then, invoking (5.32),
P(G =9,0U = TU’¢ = wa (¢7 U) € Q(Tl,))
= > P(G=go="¢p=1,(50)€Qn))
7'€Qu(n)

- Z QauB,AuB(9, 7, V)QBuc,c(9, )

T'eQy (n)

(14 0p(1))exp (- (5.33)

““q‘”b||A||¢><”>f<¢,n>

— (14 0n(1)) exp (—““"M||A||<b<l>)f<w,n>

-+ Y Qaus.ausle T ¥)QBuco(g, T,

T'E€Qu(n)

where we could interchange the order o0,(1) term and the sum because the former
holds uniformly for all (¢,0) € Q(n).
We apply (5.33) with U = A and U = AU B, to rewrite the right hand side of
IP)(UA = TA|UB = TBaG = ga¢ = 1/}’ (Qb, U) € Q(Tl/))
_ P(G=g,0au = TauB|¢ = ¥, (¢, 0) € Q(n)) (5.34)
P(G =9,0B = TB’QS = wv ((Z)v U) € Q(n))

as
> oreann(n) Qaus,aus (9, T, V)QBuc,c (9, T, )
> reanmn) QauB,aus(9, 7, ¥)QpBuc,c(9, T, ¥)
QAuB,AUB(9 T V) D n(n) @BUCC(9, T )
Do rmenoo(m) QauB,AUB (9, T, ) 3o req, pn) @BUCC(9, T Y)

(1 +0n(1))

= (14 o0n(1))
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where we used that Qu, v,(7') depends on 7’ only through 77, ;. to rewrite the

numerator. Factorization of the denominator is justified as follows: For an arbitrary

7 € Qp(n), put 7’ = (taup, ) € Qaup(n) and 7" = (74, 7BUc) € Qpuc(n).

Then,

Qau,AauB(9, 7, ¥)QBuc,c(9, T, ¥) = Qaup,aua(g, 7", ¥)Qpuc,c(g, 7", ¥). (5.35)

This proves that the double summation is at least as large as the single sum.

Equality follows upon putting 7' = (74,7, 1) for arbitrary 7" € Qaup(n) and

7" € Qpuc(n): (5.35) is then again satisfied. Hence, (5.34) is equivalent to
]P)(UA = TA’UB = TBaG = ga¢ = 1/]’ (Qb, U) € Q(Tl/))
QAUB AUB (gv T, w) (536)
= (14 o,(1 : .
( ( ))Zr/”eQBuc(n) QauB,aus(g, 7", 9)
We shall rewrite the right hand side of (5.36) to obtain on the one hand:

]P)(O'u:Tu’UB:TBaG:gu(b:wa ((baU)GQ(n)) (5 37)
= (1+0n(1))F (908> TuuBs YAUB) » '

for some function ﬁ() < 1. And, on the other hand:
P(Uu = Tu‘O'B = TBvG = gv(b = wv ((257 U) € Q(n))
= (1 + On(].))]P) (O'u = Tu|UBUC = TBUC, G = g, ¢ = wv (d)v U) € Q(?’L)) .
To do so, note that
> Qausaus(e ™ )= D Qaus.aus(gaus, (TX,78), Yaus),

T"EQpuc(n) T4 e{l,....q}4

(5.38)

Therefore, (5.36) is equivalent to
P(oa =7alop =78,G = 9,0 =, (¢, 0) € xn)) = (1 + 0n(1)) F (9408, TAuB, YauB) ,

for some function F'(-) < 1. If we fix u € A and integrate over all possible values of
TA\u While keeping 7pyc and ¢ constant, we obtain (5.37).

To establish (5.38), we multiply both denominator and enumerator of (5.36) by
Qpuc,c(g,7,%):
IP(UA = TA’O'B = TBaG = gv¢ = w7 <¢7 U) € Q(n))
— (1 + 0n(1)) QAUB,AUB (g’ 7—7 ¢)Q€UC,C(9? T? ) ;
Y orepoe(m) @aus,auB(9, 7 ¥)Qpuc,c (g, 75 )
P(G=g,0=1]¢=1,(4,0) € Qn))
= (14 op(1
Ut B (G = g opic = roucls = . (6.0) € Q)
= (1 + On(]-))IP) (UA = TA‘O-BUC = TBUC, G = g, ¢ = wv (¢7 U) € Q(n)) .
Integrating again over 74\, gives (5.38).
We use (5.37) to obtain

P(oy = Tulop = 7B, GAauB = gauB, PAuB = YauB, (¢, 0) € Q(n))

== Z P(Ju == 7_u’O_B - TBvG - /g\7¢ = (¢AUB7¢C)7 (¢7 O—) S Q(”))
9o
‘P(G =9,¢c =clop = 78,GauB = gauB, PauB = YAuB, (¢, 0) € Q(n))

~

= (1 +0,(1))F (94auB; TuuB, Y auB) + 0n(1)
=1 +0,(1)P (o, = 7—u’UB =78,G=9,0=7,(¢,0) € Qn)) + 0n(1).

(5.39)
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Combining (5.38) and (5.39) gives
P (Uu = Tu|UBUC = 7uc, G = g,¢ =7, (¢a U) € Q(n))
= (1 + On(l))P (Uu = Tu’UB =75,G=g,0 =1, ((257 U) € Q(n))
= (1+0n(1))P (0w = Tulop = 7B, GAuB = gauB; PauB = YauB, (¢,0) € Q(n)),

i.e., the claim (5.30).
Our last step consists in removing the condition (o,¢) € Q(n): Put e(n) =

1 -P((o,¢) € Q(n)), then lim,_, €(n) = 0. Indeed,
> uec Youmt}Pu = 2 uey How=k}Pu + O (n17/72), where the sum over V has n%

as a mean. The claim thus follows upon applying Hoeffding’s inequality (the weights
are assumed to be bounded by n®).
Consider the random variable

P ((¢,0) € Qn)lop, Gaus, 9auB) = E [1(gmeam)lon, Gaus, ¢aus]. It has expec-
tation 1 — €(n), so that

P (IE [1(6.07e00m|o8, Gaus, daus] > 1 - \/e(n)) >1 - 2y/e(n). (5.40)

Indeed, if contrary to our claim f := E [1((}370)69(“)\03, GAUB,QbAUB] >1—/€e(n)
with probability at most 1 — 24/€(n), then

E[f] <1-(1—-2ven))+ (1 —+¢€n))- -2v/e(n) <1—¢e(n).

Similarly, for BUC),
P (IE [1(6.07cm|oBUc, Gy 6] > 1 — \/e(n)) >1-2\/e(n). (5.41)
It follows that, with probability at least 1 — O ( e(n)),

P (oy = 4|0, Gau, PauB)
= (1 -0 ( 6(”))) P (0w = +|oB, Gaus, 9auB, (¢,0) € Q(n))

+0O ( e(n)) P(oy = +lop, Gaus, paus, (¢,0) ¢ Q(n))
= (1 +0n(1))P (0u = +losuc, G, ¢, (¢,0) € Q(n)) + on(1)
- (1 + On(l))P (Uu - "HUBUCv G, ¢> + On(1)7

where we used (5.40), (5.30) and (5.41) in the first, second, respectively last equality.
O

Proof of Lemma 5.8.2. Assume for a contradiction that for every s, P (o, = s|oy,, G)
tends to 1/¢ in probability. Since &, depends on o, only through G, we have for
any s € {1,...,q},

Var (E [1{0,1:3}’01)’ G]) = Var (]E [1{0“:s}|8ua Oy, G]) (5 42)
Z Var (E [1{0u:5}|8u]) s ’

where the term on the left tends to zero by assumption. By definition of f(n),
1/q+0+0(1) <Y P(oy =05ulGu =5)P[Gu=5).
S
Hence, for large enough n, there must be an s such that P (o, = oylo, =5s) >

1/¢+6/2 and P (g, = s) > 3%. As a consequence, the term on the right of (5.42)
does not tend to zero.

O
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Chapter 6

Non-backtracking spectrum of
the sparse DC-SBM

We have published parts of this chapter in the conference proceedings of ITCS 2017
[51].

6.1 Introduction

In the previous chapter we established that in the sparse DC-SBM there is a
detectability-threshold below which detecting the communities is impossible. Tra-
ditional methods based on the Adjacency and Laplacian matrix break down long
before this threshold is reached. This is due to localization of the eigenvectors; the
phenomena where the "mass” in eigenvectors concentrates around just a few nodes.
Taking the Adjacency matrix A as an example, we can understand this as follows:
Since A is symmetric, its eigenvectors can be obtained iteratively by applying powers
of A on some initial vector, i.e., zp1+1 = Axy. Let us start with the all-one vector
and assume for simplicity that our network is a star where the central node has high
degree d. Then zo = (d,1,..., )", 23 = (d,d,...,d)", x4 = (d?,d,...,d)7, etcetera.
This hints that high-degreed vertices accumulate an ”unfair” large part of the mass
in eigenvectors. In Section 4.4.1 we made this more precise by showing that the first
eigenvectors of a power-law graph become indistinguishable from eigenvectors cor-
responding to high-degreed stars (this is a modest extension of the results in [90] for
graphs without communities). Note that the degree-heterogeneity is caused here by
the sparsity, as outliers of order log(n)/loglog(n) now occur. Further, in Chapter 2
we explained that in a sufficiently dense regime the bulk of eigenvalues of A should
be confined to a finite interval (semi-circle law) and the few outliers should corre-
spond to the community-structure. The presence of relatively high-degreed nodes in
the sparse regime ”smears” those sharp edges so that the informative eigenvectors
get lost in the bulk, this is clearly illustrated in Figure 1 of [72]. Similar observations
can be made for the Laplacian matrix [54].

We thus need a method that does not suffer from resonance. Belief-propagation
is conjectured to work all the way down to the detectability-threshold, see Section
1.3.5 and references there, in particular [34, 35]. In the belief-propagation algorithm
a vertex informs its neighbours about its own belief concerning its spin without
taking into account its neighbours presence. The non-backtracking matrix appears
naturally when we linearise the belief-propagation algorithm, see below.

The non-backtracking matrix B of a graph G = (V| F) is indexed by the set of

its oriented edges E = {(u,v) : {u,v} € E}. For e = (e1,¢e2), f = (f1, f2) € E, B is
defined as
Bef = 162:f1 16175f2'
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This matrix was introduced by Hashimoto [60] in 1989.
We study here the spectrum of B when G is a random graph generated according
to the sparse DC-SBM (with parameters a, b and weight distribution with 2-nd mo-

ment ®?)), see Section 3. We characterise its leading eigenvalues and corresponding
eigenvectors when the number of vertices in G tends to infinity.

Results in [72] show that the spectral method based on the non-backtracking
matrix performs well in community detection on real datasets. A first step in testing
the robustness of this method has been done in [17]: In the ordinary SBM, positively-
correlated reconstruction can be obtained by thresholding the second-eigenvector of
B when (a — b)? > 2(a +b).

We extend this robustness result to the degree-corrected setting. Informally,
we have the following results: With high probability, the leading eigenvalue of the

non-backtracking matrix B is asymptotic to p = “TH’@(Q). The second eigenvalue is
asymptotic to puo = aT_bCD(Q) when u3 > p, but asymptotically bounded by v/p when
p3 < p. All the remaining eigenvalues are asymptotically bounded by \/p- Further,
a clustering positively-correlated with the true communities can be obtained based
on the second eigenvector of B in the regime where 2 > p (i.e., precisely when
(a —b)2®?) > 2(a 4 b)).

A side-result is that Degree-Corrected Erdds-Rényi graphs asymptotically satisfy
the graph Riemann hypothesis, a quasi-Ramanujan property.

In our proof we derive and use a weak law of large numbers for local-functionals on
Degree-Corrected Stochastic Block Models, which could be of independent interest.

6.1.1 Linearisation of belief propagation

Following [91], we explain here how the non-backtracking matrix is naturally ob-

tained by linearising belief propagation (Section 1.3.5). We restrict here to the

ordinary SBM (with parameters a and b) on two equal-sized communities.
Consider (1.2), with initial messages

1
A (6.1)
where €7 are small random perturbation, forming vector €. Linearising (1.2) gives

the substitution scheme
€ — Me, (6.2)
With M((u,0).0),(w.2) 5) = ggr=e-

It turns out that M can be written as M = B ® T, where ® denotes the tensor
product, B the non-backtracking matrix, and 7' the stochastic transition matrix
given element-wise by
Pij

Zk pik.

The matrix T" takes into account the contribution of a single edge coming in to u, say
(w,u), to the message transmitted from u to v. If (w, u) were the only incoming edge
(we consider (u, v) here as the outgoing edge), the message u transmitted to v would
be the belief based on )" and the presence of edge (u,v), i.e., Y* 7V = TP,

We note that we can rewrite T = A + (1 — A\)Z in terms of the identity matrix I,

2
the all-one matrix J, and its second eigenvalue \ = Z—;Z.

In general, there are multiple edges coming in, which explains the role of B in
M=B&T.
The updates (6.2) make sure that belief propagation drifts away from the trivial
fixed point when the latter is unstable, i.e., when the eigenvalues of M exceed 1.
But, the eigenvalues of M are products of eigenvalues of B and T. As we shall
a+b a—b

later see, the leading eigenvalues of B are given by p = “3°, and u = 5> when

Tij =
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p? > p. As reasoned in [91], we can disregard its first eigenvalue/eigenvector pair
(since the messages should be normalized). The matrix 7" has leading eigenvalues
1 and A, and again we can ignore 1. For the fixed-point to be unstable it is thus

necessary that g\ > 1, that is u? > p.

6.1.2 Proof heuristics

We now give a heuristic proof for the above informal result (inspired also by [72]). Let
11 and 19 be the vectors on E defined element-wise as 11(e) = 1 and 92(e) = o(e2)

and let ¢ ~ logn. We claim that asymptotically when n — oo, Bf; and B4y are
eigenvectors of B with corresponding eigenvalues p, respectively ps.

We give an heuristic derivation. Firstly, for oriented edges e and f, Bﬁf counts

the number of non-backtracking paths of length ¢ from e to f. Now, the ¢ - neigh-
bourhood of vertex ey looks like a tree with forward degree on average equal to p,
see Section 5.7. Hence there are roughly p vertices at distance £ from es. Therefore,

(B“4r)(e ZB ro1o=pf(e), (6.3)

since 91 (e) = 1. Consequently,

B(B'Y1) = p(B41).
Similarly,
(B“4n)(e ZBef o(fo) ~2/ -7, (6.4)

where Zzt denotes the number of vertices with spin 4 at distance ¢ from es. From
Section 5.7, we know that a particle has on average p children, each of them inheriting
its spin with probability 7. Hence,

_ _ a b a b _

= H2 (thl - Zfil) :

Iteration gives,
E(Z — Z; |o(e2)] = p3 - o(e2).
Plugging this into (6.4), we obtain

w%mazéd@+ooﬂﬂz%<<@+0<ngj>

since fluctuations are of order 4/ ZZ’ + Z, . Since we assume us > p,

(B“4pa)(e) = ps (o (ea) + o(1)) .
That is,
B(B42) =~ pa(B ).

Consequently, if & denotes the empirical normalised second eigenvector of B, then

Z (v = u) = |N(u)|o(u).

vEN (u)
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Thus we can indeed reconstruct vertices by simply labelling vertex u according to
the sign of >, ¢\ E2(v = ).

We also find, for the eigenvalues py, pa ...,y (with m equal to the number of
edges), for arbitrary integer [ > 0,

m
Z il < T <Bl(Bl)*> ~ mp'.
i=1

We conclude that the bulk of eigenvalues should be confined to the disk with radius
v/p in the complex plane.

Our work consists in making the above precise, in particular bounding the norm
of the third eigenvalue.

6.2 Main Results

We consider random graphs on n nodes V' = {1,...,n} drawn according to the
sparse DC-SBM as in Section 3. Out of technical convenience we partition the
vertices into two clusters of sizes ny and n_, such that for some constant v € (0, 1],

n
ne =g +O(nt=). (6.6)

Note that this is more general than labelling vertices uniformly at random.
The community-membership of a vertex v is again denoted by its spin o(v) from
{+, —} and its weight by ¢,. We assume in this chapter that the weights of vertices

are bounded, i.e., there exists 0 < ¢min < Pmax < 00 such that v has support in

min, @max|- An edge is drawn between nodes u and v with probabilit udu 4 when
[Pmin; Prmax] g p y

n
u and v have the same spin and with probability %b otherwise.

Local neighbourhoods in the sparse graphs under consideration are tree-like with
high probability. In Section 5.7 we showed that these trees are distributed according
to a Poisson-mixture two-type branching process. We denote the mean progeny
matrix of the branching process by

d(2) b
M=~ <z a) : (6.7)

We introduce the orthonormal vectors

s h (e b() e

together with the scalars

a-+b a—2b

p == @@ and po = 5 »®?), (6.9)
Then, g; (k= 1,2) are the left-eigenvectors of M associated to eigenvalues py:
oM = prgr, k=12 (6.10)
Finally, we define for k € {1,2},
xe(e) = gr(o(e2))de,, forecE. (6.11)
We show that the candidate eigenvectors
BKB*EXVk
Ck = ThRipas T 6.12
BB (012
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are then, for ¢ ~ log(n), asymptotically aligned with the first two eigenvectors of B.
Note the weight in (6.11), which is not present in the ordinary SBM.

Theorem 6.2.1 (Degree-Corrected Extension of Theorem 4 in [17]). Let G be
drawn according to the DC-SBM such that assumption (6.6) holds. Assume that
0 = Chinlog(n), with Cpn > 0 a small constant defined in (6.14).

If 43 > p, then, with high probability, the eigenvalues \; of B satisfy
(A1 = pl =0(1),|A2 — p2| = o(1), and, fori>3, |N|<y/p+o(l).

Further, if, for k € {1,2}, & is a normalized eigenvector associated to Ay, then & is
asymptotically aligned with (. The vectors &1 and & are asymptotically orthogonal.

If p > 1, and u < p, then, with high probability, the eigenvalues \; of B satisfy

M —pl =0(1), and, fori>2, |XN|</p+o(1).
Further, &1 is asymptotically aligned with (7.

Note that 2 > p implies p > 1, so that we consider the DC-SBM precisely in
the regime where a giant component emerges, see [15].

In Theorem 6.2.2 we show that positively correlated clustering is possible based
on the second eigenvector of B when above the feasibility threshold. More precisely,
let @ = {0(v)}yev be estimators for the spins of the vertices. Following [34], we say
that o has positive overlap with the true spin configuration o = {o(v)}yey if for
some § > 0, with high probability,

1 ¢ 1
— 1500200 > — + 4,
max ;1: 5(v)=poo(v) > 5 T

where p runs over the identity mapping on {+, —} and the permutation that swaps
+ and —.

Theorem 6.2.2 (Degree-Corrected Extension of Theorem 5 in [17]). Let G be drawn
according to the DC-SBM such that assumption (6.6) holds and such that p3 > p.
Let & be the second normalized eigenvector of B.

Then, there exists a deterministic threshold T € R, such that the following pro-
cedure yields asymptotically positive overlap: Put for vertex v € V its estimator
o) =+ if Yo,y 2(e) > % and put o(v) = — otherwise.

6.2.1 Quasi Ramanujan property

Following the definition introduced in [79], a k-regular graph is Ramanujan if its

second largest absolute eigenvalue is no larger than 2v/k — 1. In [59], a graph is
said to satisfy the graph Riemann hypothesis if B has no eigenvalues A\ such that
Al € (\/pB,pB), where pp is the Perron-Frobenius eigenvalue of B. The graph
Riemann hypothesis can be seen as a generalization of the Ramanujan property,
because a regular graph satisfies the graph Riemann hypothesis if and only if it has
the Ramanujan property [59, 96].

Now, put @ = b = 1 to obtain a Degree-Corrected Erdds-Rényi graph where
vertices u and v are connected by an edge with probability % Our results imply
that, with high probability, pp = ®® + 0(1), while all other eigenvalues are in
absolute value smaller than V®® + o(1). Consequently, these Degree-Corrected
Erdés-Rényi graphs asymptotically satisfy the graph Riemann hypothesis.
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6.2.2 Notation

We say that a sequence (E,,), of events happens with high probability (w.h.p.) if
limy,_so0 P (Ep) = 1.

We denote by || - || both the euclidean norm for vectors and the operator norm of
matrices. Le., for vectors z = (z1,...,zy), and a matrix A, ||z = /> ., 22, and
[All = supy, ||z =1 [|Az]|.

Below we use that the neighbourhoods with a radius no larger than Coypling log p(n)
can be coupled w.h.p. to certain branching processes, where

(5 blog/o) A (%)

Ceoupling 1= 6.13
P8 = o (3(a + b)) (6:19)
We put,
1
Cmin = Toccoupling (614)

and consider often neighbourhoods of radius Ciyin logp(n).
We denote the k-th moment of the weight distribution v by ®®). Ie., E [gf)]f] =
k),

The non-backtracking property for oriented edges e, f € E is denoted by e = f,

i.e., €y = f1 and f2 75 el.
In proofs, we often use the symbols ¢y, co, ... for suitably chosen constants.

6.3 Outline and proof strategy

We follow the same general approach as in [17]. We focus primarily on the differences
and complications here: we often omit or shorten the proof of a statement if it may
be proven in a very similar way.

We detail first our proof-strategy. Since B is neither symmetric nor a-priori
normal, we cannot use standard tools such as the Bauer-Fike theorem.

Denote the top right eigenvectors of B by w; and vg, and the corresponding
eigenvalues by A1, respectively Ay. Assume that we can write

B = )\1U1’wT + /\21]2’[1);K + R,

with R a matrix with norm bounded by /A1, wiv; = 1, for all 7, wjv; = wjw; =
vivj = 0 for ¢ # j and w;R = 0 for all . Then,

B* = Mojw} + MNvow} + RE (6.15)

Now, if A3 > Ay, then ||Rf|| = O ()\f/?), and hence R’ is a small perturbation in

(6.15). This intuition leads to an extension of the Bauer-Fike theorem, given in
Proposition 6.4.1: If

B = p'w1y} + phmays + Ry, (6.16)
with x; = z;(£), y; = yi(£), Ry as in the conditions of Proposition 6.4.1, then

T

Vil = 0(1).

M—p=oll), Ae—ps—o(l), and, ‘

£l

How should we choose z; and y; so that (6.16) is true? Firstly, to meet the bound

on Ry we have to control ||B‘z| when x_Ly;. We do this by decomposing powers of
B as a sum of products, using a technique that first appeared in [85] and [17]. In
particular, we obtain Proposition 6.10.1, from which it follows that we have to bound
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(xj, B'"12) for x Ly; and t < . Now we show that this term is small if (@;, 7) = 0,
where @; = ngiiil\' It is therefore natural to choose y; = ¢;. But then, if ¢; := y;y;
is bounded away from zero and yjy2 — 0,

B'¢y = plerz1 + O (pm) :

and,
B'py = pheams + O (Pg/z) )

where the big ”O” term denotes a vector of norm O (pg/ 2). This implies that x;

should be parallel with B*p;.

We therefore need a careful analysis of 1,2, B{®1, and B'@s. We analyse
them first on branching processes, as most neighbourhoods are locally tree-like. We
should be careful here, because with non-zero probability certain neighbourhoods
cannot be accurately described with a branching process. However, to calculate, for
instance, ojp2 = > . p1(€)p2(e), we could circumvent this issue by establishing a

law of large numbers for local functionals in order to replace 1 > ez P1(e)p2(e) by

E B’x1(0) = B’x2(0)
1B5all 1B x|l

f ot Bfxi(o) | B'x2(0) | ~, _

rom =+. From the heuristics above, we expect E Bl ||B£X2||:| ~ E [o,] = 0.

We detail now the outline of the rest of this chapter.

In Section 6.4, we give the necessary background on non-backtracking matrices.
Fur]ther, we give an extension of the Bauer-Fike Theorem, that first appeared in

17].

In Section 6.5 we give the proof of Theorem 6.2.1. It builds on Propositions 6.5.1
and 6.5.2. Their proofs are deferred to later sections.

In Section 6.6 we consider two-type branching process where the offspring distri-
bution is governed by a Poisson mixture to capture the weights of the vertices. We
associate two martingales to this process and extend limiting results by Kesten and
Stigum [70, 71]. Hoeffding’s inequality plays an important role here to prove concen-
trations results for the weights. Further, we define a cross-generational functional
on these branching processes that is correlated with the spin of the root.

In Section 5.7 we state a coupling between local neighbourhoods and the branch-
ing process with weights in Section 6.6. This coupling is slightly different from Sec-
tion 5.7. It is technically more involved than the ordinary coupling on graphs with
unit weight. It is crucial that the weights in the graph and the branching process ez-
actly coincide. We further establish a growth condition on the local neighbourhoods,
using a stochastic domination argument that is more involved than its analogue in
unweighed graphs.

In Section 6.8 we define local functionals that map graphs, together with their
spins and weights to the real numbers. We establish, using Efron-Stein’s inequality,
a weak law of large numbers for those functionals, which could be of independent
interest. Part of the work here is again hidden in the coupling from Section 5.7.

In Section 6.9 we apply those local functionals to establish Proposition 6.5.1.

In Section 6.10 we decompose powers of the matrix B as a sum of products. This
technique appeared first in [85] for matrices counting self-avoiding paths and was
elaborated in [17]. To bound the norm of the individual matrices occurring in the
decomposition, we use the trace method initiated in [46]. In doing so, we need to
bound the expectation of products of higher moments of the weights over certain
paths. This is a significant complication with respect to the ordinary SBM, see
Section 6.10.2 for a comparison.

In Section 6.11 we prove that positively correlated clustering is possible based on
the second eigenvector of B, i.e., Theorem 6.2.2. We use the symmetry present in
the two-communities setting here, which gets in general broken in models with more
than two communities.

] on a branching process with root o having spin uniformly picked
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Detailed proofs of the statements in Sections 6.6, 5.7, 6.8, 6.10 and 6.11 can be
found in Sections 6.12 - 6.16.
In each section we give a detailed comparison with the ordinary SBM.

6.4 Preliminaries

6.4.1 Background on non-backtracking matrix

We repeat here the most important observations made in [17].
Firstly, for any k£ > 1, Bff counts the number of non-backtracking paths between

oriented edges e and f. A non-backtracking path is defined as an oriented path
between two oriented edges such that no edge is the inverse of its preceding edge,
i.e., the path makes no backtrack.

Another import observation is that (B*).r = Bfe = Be-14-1, where for oriented

edge e = (e1,e3), we set e! = (e2,e1). If we introduce the swap notation, for
z € RF,

Te = Xe—1, e€ KR,
then for any x,y € RE, and integer k£ > 0,
{y, B¥z) = (B"y, ).
Denote by P the matrix on REXE , defined on oriented edges e, f as
Pop=1f—c.
Then, Pz = &, P* = P and P~! = P. Further,
(B*P)* = P(B")* = B*P,

so that we can write the symmetric matrix B¥P in diagonal form: Let (ok,5); be

eigenvalues of B*P ordered in decreasing order of absolute value, and let (wk,); be
the corresponding orthonormal eigenvectors. Then,

B* = (B*P)P =) opjap mi P = opitriin; =Y skjTrgyr,,  (6.17)
j j j

where si; = |ok ;| and yi; = sign(oy;)&k ;. Since P is an orthogonal matrix,
(2r.;); form an orthonormal base for R¥ and the term furthest on the right of (6.17)

is thus the spectral value decomposition of B¥. Now, if B is irreducible and if &
denotes the normalized Perron eigenvector of B with eigenvalue A;(B) > 0, we have

A1(B) = limg_yo0(0%,1) ¥, and limy o0 21,1 — €| = 0.
In [17], the Bauer-Fike Theorem is extended to prove the spectral claims we make
here.

6.4.2 Extension of Bauer-Fike Theorem
Tailored to our needs, we use the following proposition from [17]:

Proposition 6.4.1 (Special case of Proposition 8 in [17]). Let £ = Clog,n, with
C > 0. Let A € My(R), such that for some vectors x1 = x¢1,y1 = Yp1,%2 =
Tr2,Y2 = Yo2 € R, some matriz Ry € M,(R), and some non-zero constants p > pia
with 3 > p,

A" = p'wry} + phways + Ry (6.18)
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Assume there exist co,c1 > 0 such that for alli € {1,2}, (y;, x;) > co, ||zil|||lyil| < er-
Assume further that (x1,y2) = (x2,y1) = (x1,22) = (y1,y2) = 0 and for some ¢ > 0

1Re|l < p*/? log"(n).
Let (N\i)i<i<n, be the eigenvalues of A with |A\,| < ... < |Ai|. Then,
A1 —pl =0(1),|Aa — p2| = 0(1), and, fori>3, || <p+o(l).

Further, there exist unit eigenvectors 1,19 of A with eigenvalues A1, respectively
Ao such that
| =o(1).

=

Proof. This is a special case of Proposition 8 in [17]. In the notation of the latter,
we have £/ =0 —2, 01 = p, 03 = po, 0 = po, v > 242 > 1. ]F‘urtherc(’(c(’zifcl)*/\

la—0b]
and thus

02

0
2(4VL ) eq log n’

il < o (2 ot = o0 o

|22 0g,n

O]

To prove the case 2 > p of Theorem 6.2.1, we thus need to find candidate
vectors x1,x2,y1 and yo that meet the conditions in Proposition 6.4.1 and further
verify that the remainder R, has small norm. Note that the last condition is true

whenever ||B'z|| < p*/?log®(n) for all normalized z in span{y;, y2}*.

To address the case u3 < p of Theorem 6.2.1, we appeal to Proposition 7 in [17],
which is very similar in spirit to Proposition 6.4.1.

6.5 Proof of Theorem 6.2.1

6.5.1 The case u3 > p.

We start with the case 3 > p. We decompose, for some vectors x1,y1, 22 and yo
and matrix Ry,

B’ = plaryi + phways + Ry,
and we show that the assumptions of Proposition 6.4.1 are met.

Let ¢ be as in Theorem 6.2.1 and recall x; and (j from (6.11) and (6.12). For
ease of notation, we introduce for k € {1, 2},

B

Pk = m, and 0, = ||B£95k||- (6-19)

Then, ¢, = 2=,
To prove tﬁe main theorem, we need the followmg two propositions. The proofs
are deferred to Section 6.9 and 6 10.1. The material in Section 6.9 builds on ingredi-

ents from Sections 5.7 - 6.8, where we assume that u3 > p, unless stated otherwise.

Proposition 6.5.1 (Degree-Corrected Extension of Proposition 19 in [17]). Assume
that ,u% > p. Let £ = Clog,n with 0 < C' < Cpin. For some b,c > 0, with high
probability,

(i) blug] < O < clpy| if k € {1,2},

79



(ii) sign(ul) (G, i) > b if k € {1,2},
(iii) (1, 02)] < (logn)*n®= (315,
(iv) (G, 0)| < (logn)Pn3C=(3N50) if k£ j e {1,2}.

(U) ‘<C17<2>’ < (10gn)8 20~ <2 40)
Put i = Span{gpla @2}7 then

Proposition 6.5.2 (Degree-Corrected Extension of Proposition 20 in [17]). Let
¢ = Clog,n with 0 < C < Cyyp. For some ¢ > 0, with high probability,

sup || B'z| < (logn)p®/. (6.20)
zeHL ||z||=1
P2—(P1,Pa) P
[[@2—(P1,P2)P1]]’
||@2 — 902H =o(p 5/2) due to Proposition 6.5.1 (iii).
Let ¢; be the normalized orthogonal projection of ¢; on span{cpg}J-. Similarly,
let Cz be the normalized orthogonal projection of (s on span{Cl, cpl}

Then ({1, ¢) = 0and fori = 1,2, ||Gi—¢|| = o(p~/?), as follows from Proposition
6.5.1 (iv) and (v).

Put @1 = ¢1, and @y = then @1 and @9 are orthonormal and

We set
o F =% % _ £ 01 - % l 02 - —%
D =0:1Gp1 + 02005 =p | G | @1 + 1o | —7C2 | Pa
P )
Note that,
|B'@1ll = 61 = O(p"),
and

1B‘@all = | B (1 + o(1))@2 + o(1)@1) | = O(p").
As a consequence, from Proposition 6.5.2,

1B = 0(s").
Since D@; = B'@; + 0,(; — &),
1B°¢i - Daill < 1B i — @ill + 6illG - Gll = © (2).
Let P be the orthogonal projection on H = span{@i, @2} = span{@1, @2}, then
IB‘P — DIl = O (p?).

Put R, = BY — D. Write for y € R with unit norm, y = h + h*, with h € H
and h+ € H', then

|Rey|| = |B‘h* + (B* — D)h||

< sup |B%|| +||B‘P - D|
zEHL ||z||=1 (6.21)

=0 (logc(n)pg/ 2) :

as follows from Proposition 6.5.2. ~ -
We finish by applying Proposition 6.4.1 with z; = %Chyl = Q1,22 = %CQ, and,
Y2 = 2.
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6.5.2 The case 3 < p.

In case p3 < p, Proposition 6.5.1 (i) and (ii) continue to hold for k = 1. Further,
Proposition 6.5.1 (7i7) as well as Proposition 6.5.2 continue to hold. We need however
the following bound for k = 2:

Proposition 6.5.3. Assume that u% < p. Let £ = Clog,n with 0 < C < Cpip. For
some ¢ > 0, with high probability,

0> < (logn)“p"/?.
Using this proposition and ||@s — @2|| = o(p~%/?), we get
1B 2| < (logn)“+!p"2.

It remains to apply Proposition 7 from [17].

6.6 Poisson-mixture two-type branching processes

The proofs of the statements in this section are deferred to Section 6.12.

6.6.1 A theorem of Kesten and Stigum

We consider the two-type Poisson-mixture branching process defined in Section 5.4.
We use the notation Z; = (gﬁgtg) for the population at generation ¢ > 1, where
Z(+£) is the number of type + particles in generation t. We let (F;);>1 denote the
natural filtration associated to (Z)¢>1.
We associate two matrices to the branching process, namely M defined in (6.7),
and, for a root with weight ¢,,

oWy,

Then, M is the transition matrix for generations ¢ > 1 and later:
E[Zi41|Z] = MZ;, for all t > 1, (6.23)

and My, describes the transition from the root to the first generation:

E[Z1]Zo, o] = My, Zo, (6.24)

where, by assumption Zy = <%”°+>. Note that the difference between the root
Oo=—
and later generations stems from the fact that the root’s weight is deterministic in

the conditional expectation, whereas the weight of a particle in any later generation
has expectation %.
Recall from (6.10) that g (k = 1,2) are the left-eigenvectors of M associated to

eigenvalues pg:
9M = pgy, k=12 (6.25)

Note that My, has the same left-eigenvectors as M, while the corresponding eigen-
values are given by
oW,

Hioo = ~p@) b k=1,2. (6.26)
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Theorem 6.6.1 shows that a Kesten-Stigum theorem applies to the ”classical”
branching process obtained after restricting the above process to generations 1 and
later: We expect

(gr, Ze) _ Ellgr, Z0)] + O (VZ:)
T et

= (gk, Z1) + o(1),

since u% > pup = p > 1. Corollary 6.6.2, then, joins this classical branching process
to the transition from the root to generation 1.

We further consider the vector ¥, = (¥y(+4), U, (—)), containing sums of the
weights,

\Ilt(:l:) = Z 1au=i¢ua (627)

u€eY;

where Y; is the set of particles at distance t from the root, and where ¢, and o,
denote the weight respectively spin of a particle u. Note that V; = Z; in case of
unit weights.

The martingale Theorem 6.6.3 is not present in [17]. We need it to bound the
variance of the cross-generational functional defined in Section 6.6.3.

Theorem 6.6.1 (Degree-Corrected Extension of Theorem 21 in [17]). Assume that
p3 > p. Put Fy = {Zs}ys<i. For any k = 1,2,

(M@z%@—wﬂg,
M t>1

k

is an F;-martingale converging a.s. and in L? such that for some C > 0 and all
t>1, E[Xk(t)] =0 and E [X2(t)|Z1] < C||Z1])1-

Corollary 6.6.2. Assume that u3 > p. For k = 1,2, with the weight ¢, = 1, of

the root fized, the sequence of random variables (Y, (t))i>1 = (%) ., con
= K Bk ) t>1

verges almost surely and in L? to a random variable Yy, 5, (00) with E [V 4, (00)|o0] =
gr(0,). Further, the L?-convergence takes place uniformly over all 1.

Theorem 6.6.3. Assume that 3 > p. Put Gy = {U}s<;. For any k= 1,2,

(mm:%?t@wﬂ 7

k t>1

is an Gi-martingale converging a.s. and in L? such that for some C > 0 and all
t>1, E[Xk(t)] =0 and E [X2(t)|Z1] < C||Z1])1-

6.6.2 Quantitative version of the Kesten-Stigum theorem

We now quantify the growth of the population size. The latter is defined as
St = 1Zi|l1, t=>0,

i.e., the number of individuals in generation ¢ > 0. Given S, for ¢ > 1 we have

Sy
Sy41 = Poi (Z X§”) : (6.28)

=1
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where (Xt(l))l are i.i.d. copies of ‘lTercI)(l)gb*7 where ¢* follows law v/*.

Note that in the ordinary Stochastic Block Model (i.e., when all vertices have
unit weight), the argument of the Poisson random variables in (6.28) is deterministic,
contrary to the general case under consideration here. Using (6.23) recursively in
conjunction with (6.24), it follows that

@(1)% :

E[St|¢0] = P2 P

vVt > 1.

In the following lemma we show that deviations from this average are small.
In fact, there exists a constant C' such that for each ¢ > 0, S; is asymptotically
stochastically dominated by an Exponential random variable with mean Cp’. An
important ingredient in the proof below is Hoeffding’s inequality, which we use to
derive a concentration result for the parameter of the Poisson variable in (6.28).

Heuristically, f:tl Xt(l) =pSi+0 (\/St), so that in conjunction with large devi-

ation bounds for Poisson random variables (for large A > 0, with large probability,
Poi(\) < A+ O(V))), we expect Poi ( lS:tl Xt(l)) < pS(1+0(1)).

Lemma 6.6.4 (Degree-Corrected Extension of Lemma 23 in [17]). Assume Sy = 1.
There exist ¢, > 0 such that for all s > 0,

P (Vk >1,5, < s,ok) >1—ce .

From Theorem 6.6.1 and Corollary 6.6.2, we know that the different components
(expressed in the basis of eigenvectors of M) grow exponentially with rate p, respec-
tively po. We now quantify the error. Recall ¥, from (6.27).

In case u3 > p, we have

Theorem 6.6.5 (Degree-Corrected Extension of Theorem 24 in [17]). Assume that
p3 > p. Let B> 0, Zy = 6, and ¢ = 1, be fived. There exists C = C(z, ) > 0 such

that with probability at least 1 —n~5, for all k € {1,2}, all 0 < 5 < t < Cypyinlog(n),
with 0 < s < t,

gks Zs) = 1y gk, Zo)| < Cls + 1)p*?(logn)*/?,

and,
(g, ©s) — 12~ Hagr, U,)| < Cp*/?(log n)*/2.

In case u3 < p, we have

Theorem 6.6.6. Assume that u3 < p. Let 8 > 0, Zy = 6, and ¢, = b, be fizved.
There exists C = C(x,) > 0 such that with probability at least 1 — n=5, for all
t>1,
(g2, U1)| < C2p"* (logn)?,
and,
E [|<92a \Ijt>‘2] < Ctgpt'

6.6.3 B'B*'y, on trees: a cross generation functional

Recall our claim that B¢B*'y; are asymptotically aligned with the eigenvectors of
B. In the DC-SBM, the local-neighbourhood of a vertex has with high probability
a tree-like structure described by the branching process above. In this section we

analyse B‘B*‘y;, on trees.
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To this end we define a cross-generational functional slightly different from its
analogue in [17] due to the presence of weights:

Qrye = > 9 (0 (U2041)) Puzes (6.29)

(o yeeeyUnet1)EP2ot1

where Payyq is the set of paths (ug, ..., uzy1) (of length 2¢ + 1) in the tree starting

from ug = o with both (uo,...,us) and (ug,. .., uge1) non-backtracking and uy_q =

ug+1. Note that these paths thus make a back-track exactly once at step ¢ + 1.
Explicitly, we have

Q= Y éqﬁ (6.30)

(w0, ru2041)EP2041

and,

Qa0 = > \}ia(UZZ+1)¢U2£+1' (6.31)

(Uo yeeeyU204+1 ) €P2es1

Consider a tree 7' and a leaf e; on it that has unique neighbour, say, o. Then, if
e is the oriented edges from e; to o and if By denotes the non-backtracking matrix
defined on 77,

(BB k) (6) = Que + gr(o(en)) b | Zels, (6.32)

where Q¢ and Z; are defined on the tree 7 with root o obtained after removing
vertex e; from 7.

In the sequel we analyse Q)¢ on the branching process defined above, starting
with a single particle, the root 0. Let V indicate the particles of the random tree.
Denote the spin of a particle v € V' by o, € {4+, —} and its weight by ¢, € S.

For t > 0, let Y, denote the set of particles, including their spins and weights,
of generation ¢ from v in the subtree of particles with common ancestor v € V. Let

zZy = (Z%,Z7) denote the number of + vertices in generation t; i.e., Z;”i =
Y ueve Lo(uy—st- Finally, let Up = (U7, 0)7), with O] = 37 (o Ly ()t Gu-

We rewrite Q¢ into a more manageable form: First observe that every path in
Paes1, after reaching uyyq, climbs back to a depth ¢t from which it then again moves
down the tree (that is, in the direction away from the root). Let us call the vertex at
level ¢ (to which the path climbs back before descending again) u. Then, (if ¢ # 0)
there are two children of u, say v and w such that w lies on the path between u
and ugy;1 and v is in between w and ugy;. For such fixed v and w in Y}, only the

children wugp11 € Y;" determine the contribution of a path to (6.29), regardless of the
choice of ugy1 € Y,Y, ;. Hence, for such fixed u and v,w € Y{* and ugsy1, there are

Y,”, 1| = S}’,_, paths giving the same contribution to (6.29):

/-1
Qee=Y_ > Ly, (6.33)

t=0 ueY,

where, for |u| =t >0,

Fe= > St | D) oY) - (6.34)

weY veY\{w}

The following theorem is an extension of Theorem 25 in [17]. The important
observation is that, again, for Zy = J, fixed, (QQ’g/M%K) , converges to a random
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variable with mean a constant times 7, that is, the spin of the root. Its proof uses
both martingale theorems stated above. We use the second martingale statement,
which is not present in the ordinary SBM, to bound the variance of @ in case

15 > p:

Theorem 6.6.7 (Degree-Corrected Extension of Theorem 25 in [17]). Assume that

p3 > p. Let Zog = 6, and ¢, = ), be fized. For k € {1,2}, (Qu/,uzé)e converges

in L? as ¢ tends to infinity to a random wvariable with mean %ﬁﬂk,wogk(ﬁ)
k

Further, the L?-convergence takes place uniformly for all 1,.
In case p3 < p, we have:

Theorem 6.6.8. Assume that u3 < p. Let Zy = 6, and ¢, = 1, be fized. There
exists a constant C' such that E [Q%j] < Cp*ts.

6.6.4 Orthogonality: Decorrelation in branching process

Again, as in [17], Q1 and @2, are uncorrelated when defined on the branching
process above. The proof presented here is simpler than the corresponding one in
[17] and uses that for the two communities-case, Q1 ¢ and Q2 ¢ are explicitly known.

The orthogonality of the candidate eigenvectors (i.e., (iii) — (v) in Proposition
6.5.1) follows from this fact, see Proposition 6.8.3 (#i), (i2¢) and Proposition 6.8.4
(77) below.

Theorem 6.6.9 (Degree-Corrected Extension of 28 in [17]). Assume that the spin
0o of the root is drawn uniformly from {+,—}. Then for any £ > 0,

E [Q1,£Q2,é|7—] =0.

6.7 Coupling of local neighbourhood

The proofs of the statements in this section are deferred to Section 6.13.

6.7.1 Coupling

We distinguish between two different concepts of neighbourhood: the classical neigh-
bourhood (see Section 5.7) that is rooted at a vertex and another neighbourhood
that starts with an edge. For the latter, we need the following concept of oriented

distance d, which for e, f € E(V) is defined as

-

dle. ) = min(7)

where the minimum is taken over all self-avoiding paths v = (70,71, ,Ye+1) in G
such that (y0,71) =€, (v, 7e+1) = fand for all 1 <k <41, {y,V+1} € FE. and

where for such a path v, £(7) = £. Note that d(e, f) = d(f~*,e™}), i.e., d is not
symmetric.
We introduce the vector Y;(e) = (Yi(€)(7))ici4,—} where, for i € {+,—},

Yie)i) = [{f € E:dle, f) = t.o(f) = i}

: (6.35)

we denote the number of vertices at oriented distance ¢ from e by
Sie) = Vi) = |{ € B+ dle.f) =t}
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and we define vector Wy(e) = (¥¢(e)(i))ic(s,—) where, for i € {+, -},

Uy(e)(i) = D lo(p)=i®p- (6.36)

feE:die,f)=t

We denote the classical neighbourhood of radius r rooted at vertex v by (G, v), and
the neighbourhood around oriented edge e = (e, e2) by (G, €),. With the definitions
above, we then have, (G, e), = (G', e2),, where G’ is the graph G with edge {e1, e2}
removed. In particular,

Se(e) = Si(e2),

where S} is S; defined on G'.

The two branching processes that describe the neighbourhoods are almost iden-
tical, the only difference lies in the weight of the root: In the classical branching
processes, the weight is drawn according to distribution v. In the branching process
starting at an edge oriented towards, say, o, the root o has weight governed by v*.
See Proposition 6.7.1 below, which differs slightly from Theorem 5.7.1, because here
the spins are deterministic according to (6.6).

As a corollary we obtain an analogue of Theorem 6.6.5 for local neighbourhoods:
the components of W;(e) grow exponentially, see Corollary 6.7.3.

We bound the growth of Sy in Lemma 6.7.4. We use a coupling argument to show
that the weights of the unexplored vertices and selected vertices are stochastically
dominated by variables following law v, respectively v*. This argument is not needed
in the ordinary SBM.

Following [94], we need to verify that certain problematic structures, namely
tangles, are excluded with high probability. We say that a graph H is tangle-free
if all its /— neighbourhoods contain at most one cycle. If there is at least one (—
neighbourhood in H that contains more than one cycle, we call H tangled. Note
that in the sequel we shall often suppress the dependence on ¢ and simply call a
graph tangle-free or tangled; the ¢ dependence is then tacitly assumed.

Following standard arguments we establish in Lemma 6.7.5 that the graph is with
high probability log(n)-tangle free.

Proposition 6.7.1 (Degree-Corrected Extension of Proposition 31 in [17]). Let
¢ = Clog,(n), with C < Ceoupling- Let p €V and e = (e1,e2) € E. Let (T, 0) be the

branching process with root o defined in Section 6.6, where the root has spin o(v)

and weight governed by v. Similarly, Let (T',0) be that same branching process,
when the root has spin o(ez) and weight governed by v*. Then, the total variation

distance between the law of (G,v), and (T,0), goes to zero as 1 — n~(37%6). The
same is true for the difference between the law of (G,e)y and (1", 0).

Remark 6.7.2. Note that with the event (G,v)y = (T, 0)s, we mean that the graph
and tree are equal, including their spins and weights. See Theorem 5.7.1 for
more details.

Corollary 6.7.3 (Degree-Corrected Extension of Corollary 32 in [17]). Assume
u% > p. Let l = Clogpn with 0 < C < Ceoupling- For e € E(V), we define the
event &(e) that for all 0 <t < £ and k € {1,2}: (g, Wi(e)) — put gk, ole))| <
(logn)3pt2. Then, with high probability, the number of edges e € E such that E(e)
does not hold is at most log(n) nt=GAw),

Lemma 6.7.4 (Degree-Corrected Extension of Lemma 29 in [17]). There exist ¢, >
0 such that for all s > 0 and for any w € [n]U E(V),

P (Vt>0: Sp(w) < spl,) > 1 —ce .
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Consequently, for any p > 1, there exists ¢’ > 0 such that

E[ max <St(”))p] < ¢(log n)P.

vE[n],t>0 ﬁ%

Lemma 6.7.5 (Degree-Corrected Extension of Lemma 30 in [17]). Let £ = C'log,(n),

with 0 < C < Ceoupling- Then, w.h.p., at most p* log(n) vertices have a cycle in their
{ - neighbourhood. Further, w.h.p., the graph is £ - tangle-free.

6.7.2 Geometric growth

Here we show that for k € {1,2}, (B’X%, 6.) grows nearly geometrically in ¢ with rate
pig. Corollary 6.7.7 then establishes a bound for r < £on sup ey, 2)=0,||z)=1 [[{B Xk )|

crucial for the norm bounds in Section 6.10.

Proposition 6.7.6 (Degree-Corrected Extension of Proposition 33 in [17]). Assume
p3 > p. Let £ = Clog,(n), with 0 < C' < Ceoupling N (% — (% A %)) = Cloupling- For
e € E(V), let E; be the set of oriented edges such that either (G,e2)y is not a

tree or the event E(e) (defined in Corollary 6.7.3) does not hold. Then, w.h.p. for
ke{l1,2}:

(i) |Eo| < (logn)?n' =3,
(ii) for alle € E\Ey, 0 <1 <,
(B Xk 0e) — (B Xy 0e)| < (logn)*p/2,
(iii) for all e € Ep, 0 <1 < ¥,
|(B" Xk, 0e)| < (logn)?p"

Corollary 6.7.7 (Degree-Corrected Extension of Corollary 34 in [17]). Let ¢ =
C'log,(n), with 0 < C' < Cepupling N (1 -3 4—10) A (% A 8—10) = Coupling- W.h.p. for
any 0 <r <{—1and k € {1,2}:

sup (B xi )| < (logn)*n'/2p"2.
(B xu,2)=0, el =1

6.8 A weak law of large numbers for local functionals
on the DC-SBM

The proofs of the statements in this section are deferred to Section 6.14.

Here we show that a weak law of large numbers applies for local functionals
defined on weighted coloured random graphs generated according to the DC-SBM.

By a weighted coloured graph we mean a graph G = (V, E) together with maps
o:V = {+,—}and ¢ : V = [Pmin, Pmax]. For v € V, we identify o(v) as the spin of
v and ¢(v) as its weight. We denote by G* the set of rooted weighted coloured graphs.
We denote an element of G* by (G, 0): G = (V, E) is then a weighted coloured graph
and o € V is some distinguished vertex. A function 7 : G* — R is said to be /—
local if 7(G, 0) depends only on (G, 0)y.

To derive the claimed weak law when G is drawn according to the DC-SBM, we
prepare with a variance bound for Y "', 7(G,v), see Proposition 6.8.1. The bound
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follows from the law of total variance,

ar (ZT(G,’U)) =E [Var (ZT(G,U) gbl,...,gbn)]
v=1 v=1
+ Var <1E ZT(G,’U) ¢1,'--;¢n]>7
v=1

together with an application of Efron-Stein’s inequality to both terms on the right.
For instance, Efron-Stein’s inequality says that the variance of

E[> " _7(G,v)|¢1,...,¢n] can be bounded by considering the variance caused by
one weight, while keeping all other weights fixed. If 7 is /-local, and all weights except
at vertex u are fixed, then the only random part of 35/ 7(G,v) is 3 cpru) T(G1v) <

IV (u)| max, 7(G,v), where N'(u) is the £ neighbourhood of u. For bounded functions
7 we thus expect the variance to be O(n?), with 8 < 2.
The sample average = > " | 7(G,v) concentrates then around E [7(T,0)], where

(T, 0) is the branching process from Section 6.6, with root o having spin drawn uni-
formly from {+, —} and weight governed by v, see Proposition 6.8.2. The coupling,
and in particular the matching of the weights, plays an important role in its proof.

In the next section we apply the latter proposition to some specific functionals.

Proposition 6.8.1 (Degree-Corrected Extension of Proposition 35 in [17]). Let G
be drawn according to the DC-SBM. There exists ¢ > 0 such that if 7,0 : G* — R are
C-local, |T(G,0)| < ©(G,0) and ¢ is non-decreasing by the addition of edges, then

n 1/2
Var ZT(G,U) < enp? (E [max 904(G,v)]> :
1 vE[n|
Proposition 6.8.2 (Degree-Corrected Extension of Proposition 36 in [17]). Let G
be drawn according to the DC-SBM. Let (T,0) be the branching process from Section
6.6, with root o having spin drawn uniformly from {4+, —} and weight governed by v.
Let £ = C'log,(n), with C' < Ceoupling- There exists ¢ > 0 such that if T, : G* = R

are (-local, |T(G,0)| < ¢(G,0) and ¢ is non-decreasing by the addition of edges, then
1 n

— T,

3 2@ ~El(T.0)

1/4
< con~(37%) (IE [maxap (G, v)} VE [¢*(T, )]1/2> +O0(n™"7)

veE[n]

(6.37)

6.8.1 Application with some specific local functionals

Here we consider (Bx1, Bxa), (B*xk, B'X;), and (B*B**x1, B*B**x2), quantities
occurring in Proposition 6.5.1.

Explicitly, Bfxx(e) = >t Bffgk(a(fg))qﬁf,z, where we recall that Bff is the num-
ber of non-backtracking walks from e to f. Now, if the oriented £{— neighbourhood
of e is a tree, then Bxx(e) = (gr, ¥e(e)). With this intuition in mind, we analyse
likewise expressions in Proposition 6.8.3 below.

Inspired by (6.32), which expresses B*B*‘x} on trees in terms of the operator
Qry, we extend the latter to an operator defined on general graphs. First, for

ec E(V)and t >0, set Yi(e) = {f € E : d(e, f) = t}. Then, for k € {1,2}, we set

Pr(e Z > Lu(f (6.38)

t=0 feyt(e)
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with ~ ~
Li(f) = S (W95 (h),
(g,h)€VL(f)\Ve(e);g#h
where \i/t(g), S’g,t,l(h) = Hf/g,t,l(h)Hl are the variables W (g), respectively Sy_;—1(h),
defined on the graph G where all edges in (G, e3); have been removed. Note that, if
(G, e)q is a tree, then W(g) = Wy(g) for s < 20 —t. Compare P,y to Q¢ in (6.29)

and Ly(f) to Ly, in (6.34).
Finally, define

Sk.e(e) = Se(e)gr(o(er)) e, - (6.39)
We then have an extension of (6.32), when (G, e2)qy is a tree:
B'B*Xi(e) = Pro(e) + Skele). (6.40)

We analyse (6.40) in Proposition 6.8.4 below.
We start with he case p3 > p:

Proposition 6.8.3 (Degree-Corrected Extension of Proposition 37 in [17]). Assume
that M% > p. Let £ = Clog,n with 0 < C < Croupling-

(i) For any k € {1,2}, there exists ¢, > 0 such that, in probability,

1 2
Ly (g, Wele))” | .
n 4~ Mzg

eckE

(ii) For any k € {1,2}, there exists ¢}, > 0 such that, in probability,

1 x— (gk, Ye(e))?
n . Tt =
ecE k

(iii)

E %Z@M\I’é(e))@za Ue(e))|| < (log n)gnQC_(%/\i) +n.
e€E

(iv) For any k # j € {1,2},

E %Z@k’ War(e)) (g5, Wele))|| < (logn)3n30_(%/\i) +n.
e€E

(v) For any k € {1,2}, in probability

%Z (gr, Uar(e)) (g, ¥e(e)) Ny

30 k-
ecE i

Proposition 6.8.4 (Degree-Corrected Extension of Proposition 38 in [17]). Assume
that M% >p. Let 0 = Clogpn with C < Ceoupling-

(i) For any k € {1,2}, there exists ¢ > 0 such that in probability

5

ecE

Pi?f(e) 1"
Zl;g — Ck‘ .

u
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(i)

E %Z(Pw(e)+51,£(€))(P2,e(6)+Sz,z(€)) < (logn)®n*C~(31%)

ecE

In case 2 < p, most of the above claims continue to hold. We treat the exceptions
here:

Proposition 6.8.5. Assume that ,u% <p. Letl = Clogpn with 0 < C' < Coupling-
There exists some ¢ > 0, such that w.h.p.,

72 927\:[]@ > c.

ecE

Proposition 6.8.6. Assume that u3 < p. Let { = Clog,n with C° < Coupling-
There exists ¢ > 0 such that w.h.p.,

P3 (e

*Z <
2 :

log

6.9 Proof op Propositions 6.5.1 and 6.5.3

We introduce for k € {1,2} the vector Ny, defined on e € E as

Nk,g(e) = <gk7 \1’4(6»'

If (G,e2)s is a tree, then

Nie(e) = (B'xk, de),
and we have a similar expression for B*B**y; in (6.40). Now, at most p* log(n)
vertices have a cycle in their {-neighbourhood (see Lemma 6.7.5). Therefore:
Lemma 6.9.1 (Degree-Corrected Extension of Lemma 39 in [17]). Let £ = C'log,n
with 0 < C < Cppin. Then, w.h.p. ||B*xk — Niyl| = O ((logn)5/2p%) =0 (pZ/Q\/ﬁ),
IBB* Xk — Pre — Skl = O((logn)*p") and || B‘B* Xy, — Pyl = O(p"v/n).

Proof. The proof of Lemma 39 in [17] can be easily adapted to the current setting.
The key idea is pointed out above. It thus remains to bound |(Bxx — Ngs)(e)

and |(B*B**xy — Pi.4)(e)| on edges e for which (G, e2), is not a tree. For this, use
that with high probability the graph is 2¢-tangle free so that there are at most two
non-backtracking paths between e and any edge at distance £. O

We can thus in our calculations replace By, by Ni o and BfB**x} by Py o. From
Propositions 6.8.3 and 6.8.4, Proposition 6.5.1 then follows:

Proof of Proposition 6.5.1. This proof follows the corresponding proof in [17]. We
give the key observations: (i) From Proposition 6.8.3 (), || Nk¢| ~ v/nu and from
Proposition 6.8.4 (i), || Pyl ~ v/nuit

(i4) From Proposition 6.8.3 (v), |(Nk ¢, Ni.oe)| ~ npit

(#4i) From Proposition 6.8.3 (iii), (N1, Nog)| ~ (logn)3n 30—(31%).

(iv) From Proposition 6.8.3 (iv), |(Ng.a¢, Nj)| ~ (logn)>nc~ (3130).

(v) From Proposition 6.8.4 (ii), |(Py¢+S1,¢, Pas+S2.4)| ~ (logn)®n 5C-(2155). O

S 8

XA
2
XA
2
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Proposition 6.5.3 follows similarly from the case 2 < p treated in Section 6.8.1:

Proof of Proposition 6.5.3. This follows from Propositions 6.8.5 and 6.8.6 in con-
junction with Lemma 6.9.1. O

6.10 Norm of non-backtracking matrices

The proofs of the statements in this section are deferred to Section 6.15.

In this section the product over an empty set is defined to be one.

It is convenient to extend matrix B and vector xj to the set of directed edges on
the complete graph, Ex(V) = {(u,v) :u# v € V}: Fore, f € Ex(V), Bey is then
extended to

Bef = AeAfleQ:fl 1617&]02, (6.41)

where A is the adjacency matrix. For cach e € Ex (V) we set xx(e) = gp(co(€2)) e,
For integer k > 1, e, f € Ex(V), we let F’e“f be the set of non-backtracking walks

v = (70,-.-,7) of length k from (v9,71) = € to (yk—1,7) = f on the complete
graph with vertex set V.
By induction it follows that

k
(Bk>€f: Z HA%%-H' (6'42)

yerst =0

Indeed, note that H];::O Ay .., is one when v is a path in GG and zero otherwise.
To each walk v = (79, ...,7k), we associate the graph G(v) = (V(v), E(y)), with
the set of vertices V' (v) = {7;,0 < ¢ < k} and the set of edges E(v) = {{i,Vi+1},0 <
i <k-—1}.
From Lemma 6.7.5, the graphs following the DC-SBM are tangle-free with high
probability. Hence, it makes sense to consider the subset F eka - Ff?l of tangle-free

non-backtracking walks on the complete graph. Indeed, if G is tangle-free, we need
only consider the tangle-free paths in the summation (6.42):

k
(B(k))ef = Z H A’Ys"/s+17 (643)

yeFF s=0

and B¥ = B®) for 1 < k < ¢.
Define for u # v the centred random variable

Puy
n

A :Auv_

a b

Compare this to the SBM without degree-corrections in Section 10.1 of
[17]: ¢, =1 for all u in the latter model.

Using A we shall attempt to center B* when the underlying graph G is tangle-free

through considering
k
k) _
Aef - Z H A’Ys’YrFl : (6.45)

q/'EF:"f+1 5=0

Wo,0, (6.44)

where
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Further, we set

AD =144, and B =1.;A. (6.46)

To decompose (6.43), following a decomposition that appeared first in [85], we use

¢ ¢ ot-1
chs—HymLE [T vs(—w) H s,
s=0 t=0 s=0 s=t+1
: _ _ k+1,
with 3 = Ay 5., and ys = A, , , onapathy€ FJ:
¢ ¢ ¢ t-1 ¢
_ gb’Ytgb’YtJrl
H A'Ys'Ys+1 - —’Y Vs+1 + Z H =Y Vs+1 < n Wo”vtawt+1> H A'Ys’75+l'
s=0 s=0 t=0 s=0 s=t+1

Summing over all v € Ff;rl then gives

Z H*’Y’Yﬁ-l

yeF}t s=0

)4 t—1 ¢ ¢ ¢
+Z Z HA’YS’YSH <%n%+1WUwa,+1> H A’Ys’Ys+1 (647)

t=0 erFHl s=0 s=t+1

20+ 5 T, (2w, ) 1T Ao

t=0 EFHls 0 s=t+1

Consider the two products in the summation over F f;[l on the right of (6.47): We
can, for 1 <t </ — 1, replace the summation over F 1 by summing over all pairs
Y = (0,---»%) € Ffyand v = (311, -,7e11) € F t for some g,g € E(V)
such that there exists a non-backtracking path with one mtermedlate edge, on the

complete graph, between oriented edges g and ¢’ (we denote this property by g 2 J).
However caution is needed, as this summation also includes tangled paths, namely

those in the sets {Ffjfl }t:O' Where, for 1 <t < /-1, Ffjf is defined as the collection
of all tangled paths v = (Y0, ...,v+1) = (V,7") € Fi“ with 4/ and 4" as above. For
t =0, Foe;} consists of all non-backtracking tangled paths (7/,~") with 4" = (e1) and
v e F;,f for any ¢’ such that ¢f = es. Fort = ¢, FZJrl is the set of non-backtracking

tangled paths (7',~") such that 4" = (f2) and v/ € fg for some g € E(V) with
= f1. We rewrite (6.47) as

/-1 14
1 1 1 ~ 1
0 — A0~ (=14 - E (- @ pgl—t=1) Z Al = E (€)
B A +nKB —i—n 4 A K\“B —i—nA K n 2 R;”, (6.48)

where for e, f € Fy,
Kef = 1eﬁf¢)el ¢€2WU(€1)U(62)7 (649)

the weighted non-backtracking matrix on the complete graph (recall that e — f
represents the non-backtracking property),

Kef = 1e%f¢f1¢f2Wa'(f1)o'(f2)7 (650)
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Ke(‘?,) 2 ¢82¢f1 f1) (651)

and where
¢
Z Hi’y’y_*_lgb'}/tgi)’}/t{»l o(ve)o(Ves1) H A’Ys’}'s+1' (6'52)
Ft/tfls =0 s=t+1
Indeed,
-1 —1
<Z A(tl)K(Q)B(£t1)> :ZZAt 1)K(2)B£ t—1)
t=1 ef t=1g9
-1 t—1
=22 > D> A1z, 0u0 (653)
t=19.9' v EFE, yreF! ! s=0
0—t—1
Woenots) 11 At
s=0
-2
(KB “ 1) Z Z 1e—>g¢61¢82 o(er)o(e2) eg,gQ HA’Y”’Y” AflfQ’ (654)
g y'EFL, s=1
and,

( Y [?) Z Z ==€iez H 'Y'Y+1*91f1 9%f¢f1¢f2 fi)o(f2) (655)
g YEF, s=1

that is exactly the splitting described just below (6.47), where we also pointed out
the need to compensate for tangled paths occuring in (6.53), which is precisely the

role of Rgz) in (6.48).
To bound (6.48), we introduce

Ix7 2 ~ %k ~ %k
W = =G5 (00Xi + n2xeX3) = (Pea b, Wo(eao) o (6.56)
and, o
L=K®? _W. (6.57)
Note the presence of weights in (6.56), hence our choice for the candidate eigenvec-
tors.
Further, we set for 1 <t </ —1,
S = A= pl=i=1), (6.58)
We then have:
Proposition 6.10.1 (Degree-Corrected Extension of Proposition 13 in [17]). If G
is tangle-free and x € CEVY) with norm smaller than one, we have

1 _ 1 205
1B < A€+ S KB+~ 3 o ZHN Dl G, B )|
j:12 t=1
(-1 1 L '
151711+ Gnaala v OIACI ]+ = |77

t=1 t=0

S|

+
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Proof. Due to the tangle-freeness, B = B, Further K® = L + W and ||K|| <
2 <(aVb)n. O

max

In Section 6.15 we prove the following bounds on the matrices in Proposition

6.10.1:

Proposition 6.10.2 (Degree-Corrected Extension of Proposition 14 in [17]). Let
¢ =Clog,n with C' < 1. With high probability, the following norm bounds hold for
allk, 0 <k</{,andi=1,2:

1AW < (logn)'0p"?, (6.59)
1A ]| < (logn)p*/*v/n, (6.60)
IR | < (logn)?®pf=+/2, (6.61)
| KB®|| < v/n(logn)'p*, (6.62)
and the following bound holds for all k, 1 < k < £ —1:
15711 < Vn(log n)*p'+/2. (6.63)

6.10.1 Proof of Proposition 6.5.2

From Propositions 6.10.1 and 6.10.2, the geometric growth in Corollary 6.7.7 to-
gether with the tangle-freeness due to Lemma 6.7.5, the proof of Proposition 6.5.2
follows:

Let j € {1,2}. If, for some vector z, (¢j,z) = 0, then (Bzxj,i‘) = 0. Therefore,
using Corollary 6.7.7,

sup <>v<j’ Bz_t_1$> = sup <Be_t_1va j)
[l2l|=1,(¢;x)=0 llel|=1,(B*x;,&)=0
= sup (B 1y, ) (6.64)

2]=1,(B*x;,&)=0

< log?(n)n'/?p

£—t—1

With high probability, the graph is /— tangle free (Lemma 6.7.5). Thus, invoking
Propositions 6.10.1 and 6.10.2, with high probability,

sup || B'z|| <log"(n)p: +n/?log!(n)p’ !
zeH* ||lz]|=1

+ c1log®(n)pz +n~'/?log? (n)p' (6.65)
+ ¢ log!? (n)pé + n"11og? (n)p
< log®(n)p?,

since C < 1.

6.10.2 Comparison with the Stochastic Block Model in [17]

Putting ¢, = 1 for all u, we retrieve exactly the same bounds as in the Stochas-
tic Block Model, that is equations (30) — (34) in [17].

Below we use the trace method and therefore path counting combinatorial argu-
ments to establish Proposition 6.10.2. In particular, we bound the expectation of

expressions of the form
2m k
II11 A%s_m,sl , (6.66)

i=1s=1

E
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for certain paths v = (y1,...,72m) with v = (vi0, - ,7%ik) € VEH where A is
defined in (6.44).
In bounding (6.66) the following term occurs:

I o,

ueV ()

where (d,,), are the degrees of the vertices in a specific tree (or forest) spanning the
path 7. See, for instance, (6.130) and (6.143) below. Here lies a major complication
with respect to the Stochastic Block Model: those terms are not present in the latter
model. In (6.134) and (6.145) we find

V)l
H Q)(du) < CQZu:du>2(du*2) <®(2)>|V("1)|_nc

u=1

)

where Cy > 1 is some constant and where n¢ > 1 is the number of components on
the path . To compare this term with powers of ®(2) (which are present in powers
of p = “TH’@(Q)), we bound ., _,(dy — 2), see in particular Lemma 6.15.2 and
Lemma 6.15.5 below.

6.11 Detection: Proof of Theorem 6.2.2

The proofs of the statements in this section are deferred to Section 6.16.
We need the following special case of a lemma in [17]:

Lemma 6.11.1 (Special case of Lemma 40 in [17]). Assume that there exists a
function F : V — {0,1} such that in probability, for any i € {+, —},

RN _f®)
nh—>H<}o ﬁ ; 1J(v):iF(v) — 9

where f:{+,—} — [0,1] is such that f(+) > f(—
alabelo(v) =+ if F(v) =1 and o(v) = — if F(v)
overlap with the true spins.

). Then, assigning to each vertex
= 0, yields asymptotically positive

Recall the eigenvector & from Theorem 6.2.1. Below we use the function F' :
v 1Zm2:v €a(e)> %= OF F:vw— 1Zg:e2:v Ea(0)< %= for some fixed parameter 7. We

verify also that &3 is aligned with P . It is therefore useful to introduce the vector
Iy, defined element-wise by

L(v)= Y Pale), (6.67)
eEE:eQ:v

forveV.
Further, put

a+b(@M)2ed) )
2 @ s —p
The following lemma shows that I, is correlated with the spins:
Lemma 6.11.2 (Degree-Corrected Extension of Lemma 41 in [17]). Let £ = C'log,n
with C' < Coeoupiing and © € {+,—}. There exists a random variable Y; such that
E2[Yz] =0, E[|Yi]] < 0o and for any continuity point t of the distribution of Y;, in
L=,

Cc= 125)

n

1
> o=l s ezt > 5P (i 2 ).

v=1

1
n
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Recall from Theorem 6.2.1 that the eigenvector &5 is asymptotically aligned with
BEB*K)V(Q

7 6.68
BB xa] (6.68)

where ¢ ~ logp(n). Hence, for some unknown sign w, the vector £, = wés is asymp-
totically close to (6.68). From Lemma 6.9.1 we know that B*B**y, and Py are

asymptotically close. Consequently, properly renormalizing &, will make it asymp-
totically close to Ps g, so that we can replace Py in (6.67) by &,. That is, we set for

vevV,
I(w)= Y svn&e),
e:eo=v
with s = /c§” the limit in Proposition 6.8.4. Then, I and I,/u3® are close, which
leads to the following lemma:

Lemma 6.11.3 (Degree-Corrected Extension of Lemma 42 in [17]). Leti € {+,—}

and EA/Z be as in Lemma 6.11.2. For any continuity point t of the distribution of Y;,
in L?,

1 & 1/~
- z_:l Lo()=iliw)—eg)>t = 519’ (Yz > t) :

Put for i € {+,-}, X; = Y, + Cga(i) = Y, + %/C\’L Then, for all ¢ € R that

are continuity points of the distribution of X, the following convergence holds in
probability

1 & 1
" > Low=iliwst = SP (X >1).
v=1

Since E[X ] > 0, the argument below (90) in [17] establishes the existence of a
continuity point ¢y € R such that P (X, > ty) > P (X_ > tp).

Further, we note that X is in distribution equal to —X_, a fact that we use
below.

We are now in a position to apply Lemma 6.11.1 and thereby finishing the proof
of Theorem 6.2.2:

If w =1, then we define F', for v € V, by

F(v) = 12;&:22:7] 52(6)>sf\% = 1I(v)>t0‘
Then,
IS 1 f
S — Uz:l Low)=+F(v) = 5B (X4 > o) =0 =,
and,

1l 1
nh—>Holo n Zl la(v):—F(v) = §P (Xo > to) =0 ——,
v=

so that f(4) > f(—) and Lemma 6.11.1 applies.
If, however, w = —1, then we define F, for v € V, by

Fo)=1g  a@<ie = 1-1wsn:

svn

Then, this time,
.1 L1l 1 f(+)
A b= PO = Jim s oot = P 6> —t0) = 557
v= v=
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since —tg is a continuity point of X, which follows from the fact that X, is in
distribution equal to —X_ and tg is a continuity point of X _.
Similarly,

lim ~ 3 1, F(0) = %IP’ (X > —tg) = 1),
=1

n—oo N 2

Now,
f() =P (X} > —tg) = 1-P(X_ > 1) > 1-P (X5 >1t9) =P (X_ > —t9) = f(—),

exactly the setting of Lemma 6.11.1.

6.12 Proofs of Section 6.6

Proof of Theorem 6.6.1. For 1 < g < t, we have

t—1
Zt o Mtf,SZs — Z Mtiu*l(Zu—ﬁ—l o MZU);
U=s
consequently, as g; M = ugg;.,
t—1
4 A  Zus1 — MZ
<gkt71t> _ <gkq71q> + Z <gk u+1u u>7 (669)

compare to (55) in [17]. Hence, (Xj(t))i>1 is an Fi-martingale with mean 0. We
shall invoke Doob’s martingale convergence theorem to prove the assertion. That
is, we shall show that for some C' > 0 and all ¢t > 1,

E [X7 (1) 2] < C|| Z1i]h.

Let, for i,j € {+,—}, Zs+1(4,j) denote the number of type i individuals in
generation s + 1 which descend from from a type j particle in the s-th generation.
Then,

B[l Zon1 = MZJ3IZ) = Y E[(Zena(.d) — MisZo()? 1Z:(5)] . (6.70)
sje{+,—}

We calculate first, for some integer z > 0,

z

2
E[(Ze1(,9) — MisZ4(7))? 1Z,()) = 2| =B (Z(Yl(z‘,j) - M »>> Z,(j) = »
=1
=B [(6.) - My)?],
=1
(6.71)
where (Y;(i,j));_, are i.i.d. copies of Poi(mﬂfwé(l)qb*), where ¢* follows the
biased law v*.
Put ¢; = max; jeqy 1 E {(Y}(z,]) —Mil)Q] < 00. Then, plugging (6.71) into
(6.70), we obtain
E [HZS-H - MZSH%‘ZS} < 2c1|Zs |1
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Consequently,
E [HZS-H - MZSH%’ZJ =E [E [HZS-H - MZSH%‘ZS] ‘Zl]
< 201K [[| Zs[[1] 21] (6.72)
= 2c1p°" | 211
Combining the above with (6.69) for ¢ = 1, we obtain

t—1
E[x2(0)|21] = 3 oLl o — MZ))|2]

2s
s=1 ’uk
t—1
E[[|Zs+1 — MZ,|31Z:
<llgrll3 1. —— ] (6.73)
s=1 i
9 > psfl
< 2c1|grll2 Z — 121l
s=1 Mk
The assertion now follows upon noting that
axm P!
C:=2c; max |lgkll —5— < 00,
ke{+—} 2; s
since p < ui. O

Proof of Corollary 6.6.2. From Theorem 6.6.1 we know that there exists a random
variable X} (00) such that

<gk7 Zt)
!

Xi(t) := — gk, Z1) 23 Xi(00),

as t = oo. Now,
(9rs Z1) = b, (Gk> Z0) + (Gks Z1 — My, Zo).
We combine this with the definition of Xj(¢) to obtain

gk7Z gkazl_M ,,ZO Xk t
BCALOR ffl = (9k, Zo) + < . 20) + ( ),
Foke o g Hkap, Fk,ypo
where the right hand side is seen to converge in both senses to the random variable
{9k, Z1 = My, Zo) | Xi(c0)
Hk,ipo Hk,po

Indeed,
<gk? ) Zt>
Pk, e Lok i

for all ®,. The uniform convergence follows, since

E [|Xx(t) = X5(00)*] ¢ = o]

= > E[1Xu(t) - Xi(o)P| 121l = 2] PUIZ1] =260 =%0) (6.7
z2=0

— Yk’wo(OO) < ’Xk(t) - Xk(oo)‘ ’

< o3 o) [ X (1) — Xi(00) * 00 = G
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Proof of Theorem 6.6.3. For 1 < q < t, we have again

t—1
v v Uy — MU
<9k£71t> _ <9k;71q> 0y (gr, wh1 u) (6.75)
H, Fi u=q Hi

Since E [Vy41|Vy] = MY, (Xk(t))>1 is an Gi-martingale with mean 0. We show
t

>

again that for some C > 0 and all >1
E [ng(t)lzﬂ < Oz}

Let, for i,j5 € {+,—}, ¥s11(¢,j) denote the sum over the weights of type i

individuals in generation s 4+ 1 which descend from a type j particle in the s-th
generation. Then,

E[lWe - MU3IZ] = Y E[(Ven(ig) - My®a()*1Z()] . (6.76)
sje{+,—}

We calculate first, for some integer z > 0,

z Yi(i,5) ‘ 2
E|(Wor1(0,5) = Mg @ () 1Z:() = 2| =B [ | S0 3 o — Myof | | |2.06) ==
=1 I'=1
(6.77)

where qb%l, and gb{ are all independent and governed by the biased law v*, and where
(Yi(i, )/, areii.d. copies of Poi(li:ﬂfwfb(l%*), with ¢* governed by v*. Thus

the summands indexed by [ are independent. We have

‘ , la+1,.b o2 2 o2
U A ; — =) #J (1) — 7 =1y
1/2—:1 b — Mijdy | Zs(3) | = 2 ® o) p(1) M O 0
Therefore,
2

JAN2Y)
E|(War1(i,5) = Mg W () 1Z:0) = 2| =S E || Y o — Myye]
1=1 r=1
(6.78)
- 2
Put ¢; = max; jeq4 } E [( l’,/lz(zl’j) i Ml]gi)l) } < 0. Then, plugging (6.78) into

(6.76), we obtain
E [||‘IIS+1 - M‘I/ng]Zs] < 2c1[| Z])1-

Proof of Lemma 6.6.4. For k > 1, put

:
e =p"*VE and fr=][[1+e).

/=1
Due to convergence of (fi)k, there exist constants ¢y, c; > 0 such that for all k£ > 1,

Co S fk S C1 and €L S C1, (6.79)
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exactly as (57) in [17].
Recall the law of Si41 from (6.28). We shall firstly derive a concentration re-

sult for ZS:kl X ,gl), by using Hoeffding’s inequality. Note that by definition X ,gl) €

LW [Bryin, max]. Put v = (F22W)(¢rnax — min)?, then Hoeffding’s equality

reads
22
]P’( Zt) §2exp<—>.

Z X,gl) —np
=1

Hence, in particular,

sfrp”

k+1
P> X0 —sfipbp| > shiptp™ | < 2exp TR ED N g e (—ens).
— 2 2y
(6.80)
for some ¢ > 0, due to (6.79). We use the last result to obtain
P (Sk—H > sfrs1p" Sk < kaﬂk)
s fup”
<P [ Poi x> Sfrp1pttt
= k +1P
3 -

<P <Poi <sfkpk+1 (1 + 6’“7“» > sfkﬂp’““) (1—2e7)

+ 277,

‘We bound

€k 14 ¢
sfip1p" T = sfip" (1 + TH> T£
2

€t 1
> 5 frpt (1 + %) (14 c3erq1),

where ¢3 = %m > 0. Combining the last estimate with (6.81) and the

inequality
P (Poi (\) > As) < e M),
where
] zlogr —x+1 ifx >0
I.az»—>{oo iz <0 (6.82)

entails that

P <Sk+1 > ka+1pk+1‘5k < kapk> < exp <—kapk+1 <1 + EkT—H) I(l + 636k+1))+267628.

It remains to bound I(1 + c3¢x) from below. But, due to the form of I, there exists
a 0 > 0 such that for x € [0, c3 maxy e;], I(1 + z) > 022, Consequently

P <Sk+1 > 5 frr1p TSy < kapk> < 3ok,
for some constant ¢4 > 0. Hence,

o0
3
P (Elk 0 S, > sclpk) < Z3e‘C4Sk = @,
k=1

1 —¢e¢as

from which the statement follows. O
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Proof of Theorem 6.6.5. We claim that there exist constants ¢, ¢’ > 0 such that for
any s >0

P <||Zt+1 — MZs > |z | }'t) < eolsns?), (6.83)
To prove (6.83), we shall employ Hoeffding’s inequality to establish a concentration
result for
o
A = + -
and,
o) [ X
— + -
_7 bZ@ +aZ<I> (6.85)

around their respective means y+ = E, [A\*] and y~ = E, [A\~], where (), are i.i.d.
random variables with law v*, and where E, [-] = E[-|Z;] . This in conjunction with

the classical tail bound for ¥ < Poi(\):
P(|Y — Al > As) < 2e7290), (6.86)
where § : z +— I(1 — z) AN I(1 + z), with I defined in (6.82), shall allow us to prove

+ 0% +
concentration of ( Zt_“ ) = < PO% ()\_) > around E, [< Zt_“ )] = ( Y+ > =
Z Poi (A7) Zi Y-
MZ,.

Let tT,¢~ > 0. Then, Hoeffding’s inequality gives

+
S e 2t
+ + +

where v = (¢min - d)max)Za and where P, () =P (‘Zt) .
Hence,
o)
P, <|)\+ —yt < 5 (at+ + bt‘))

32
> P, Zqﬁ Z+ =) < tt, qu Z— <t (6.88)

(o () (-2

Plugging t+ = }Q and t~ = Y into the last equation leads to

~ V3o
1/2
P, (13" =yt < Slvi?)

(s (it ) O 2o (i)

5 2
> (1 _ 9¢ s )

W2
>1—4e %,

. £,
for some constant ¢y > 0, since Zq is bounded away from zero by some constant.
t
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We use the last inequality to obtain

P. (2 — " > slyl®) < P (Poi (v + ZIh) = (v + S wli’®) > Slwih’®)
+ de~%%",

(6.90)
We continue by invoking (6.86),

P (Poi (4 + Hyll”)—( Slwli®) > Sllvli)

125 slyllh”
< 2exp |~y + 5yl T
+ 3yl

We note the existence of a § > 0 such that for all z € [0, 1], §(x) > 022, so that

1/2 52
S 1/2 ”yH *||ZUHl
yt+5lvl" )yt sl

for some constant ¢y > 0, because y™ + 2”3/”1/ < max{2y* sHyHl/Q}.

Similarly, to bound P, <Z;fH yt < —3Hy||1 > from above, we need to estimate
. 1/2 1/2 1/2
P, (Poi (y* = Slwli"?) = (v* = SIwli?) < =S lwlh’®)

1/2 (6.91)
< ex 12,5 ( 2uy|r ))
p( v+ = 5 lwli"*)s T

1 1/2
when y* > 5|lyll; /2 (if y™ < 2||y||1/ then 7,7, —yT > —§||y||1/ , so that

1/2
P. (25— v < —slwll?) =0)
.. . 1 1/2
We distinguish between two cases: Firstly, when y* — §||y||1/ 2Hy|| / ,
have
1/2 $2 9
1/2ys (2l 9z||y!|1 lyll1 s 2
(y" H 1177)0 ( 72 2 5 20— > cssT, (6.92)
— 51yl — 5yl v

for some constant c3, due to our observation above.

Secondly, in case yt — HyHl/2 %HyH}m, we use the existence of a 8/ > 0 such that
forall x > 1, 6(x) > 9’
1/2 1/2
1/2 511yl ylly
(y" || 1/%) ( 2 1y ||1/2> 20— > as, (6.93)
2

for some constant ¢4 > 0.
Combining (6.90) - (6.93), leads to

+ 1/2> ( —ca(8%As) —c48 —0352) —cps?
- > s <2(e +e “+te + 8e

< 656_06(82/\8).

An identical bound holds (after possibly redefining the values of ¢5 and cg) for
Zi =y |-
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Finally, noting that ||y||1 = p||Z¢||2, we have

P (121 - Mzl > |27 | 7) <P (120, - 071 2 5120} | 72)
_ _ 12
_|-]P><]Zt+1—y |ZﬁHZt / ‘ft>
< Cle—c(sz/\s)

(6.95)
that is exactly claim (6.83).
We are now in a position to derive a similar bound as (59) in [17]:

P (w >1: | Zpt — MZi|l2 < ult + 1)1ogn||zt||}/2) > 1 emeutlosn > 1O,

t>1
(6.96)
Recalling (6.69), we have, for s > 1,
t—1
_ _ Zut+1 — M Zy||2
s 22— " g 0] < i gnlo 3 12wt = MPulz,
u=s H
From Equation (6.96) we know that, for all u > 1,
| Zus1 — MZy |2 < eo(logn)(u+ 1)|| Zu]y/?, (6.97)

where cg is so large that 6.97 holds with probability 1 —n=%. Further, || Z |1 itself
is bounded by Lemma 6.6.4:

1Znll1 < er0(logn)p”, (6.98)
also with probability at least 1 — n 2.
With the same probability, for k € {1,2},

(9> Zs) — 115 (gw, Ze)| < err(logn)® s~ 12 wt 1 (6.99)

< c12(logn)®?(s + 1)p5/2.
The proof the last claim, write

_ o _
(g W) = (ks We) = g (900 Zs) = 7" (gws Z0) + € = i~ ", (6:100)

where, for s > 1,
o2 o)
_ e _ N2
o= an(4) (0) = 2 g )+ anlo) (00 - 25 5 )
We bound ¢; using (6.87),

P (Vt >1:¢< tlogn||ZtH}/2) >1-cpy e nttlogn > 1 =G (6.101)
t>1

So that, with probability 1 —n =7,

e = 1 er] < exslog™2(n) (02 + el 112 < cx log? 2 (m)p/?,

since |ug| > p'/2. O
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Proof of Theorem 6.6.6. We have,

o2 o2 )
Wi =MWl < G2 =M 2B~ g Zusa eI (%= 552 ) e
(6.102)
We use (6.87), to obtain that for any 8 > 0 (similar to (6.96))
P32
P (w > 1 [0~ 5 Zill2 < tlognHZtH}/Q) >1-n"". (6.103)

Combing (6.102), (6.103) and (6.96), gives that with probability 1 — n~53, for all
u > 1,

[Woi1 — MY, s < coulogn]| Z,}/>. (6.104)
We can now apply the argument at the end of Theorem 24 in [17]. The second claim
follows by using the last part of the proof of Theorem 24 in [17], where the variable
U needs to be replaced by

W1 — MWz
U =su s .

21t Zely

It is important here that E [U*] = O(1), which is ensured by (6.104). O

Proof of Theorem 6.6.7. We start by calculating the expectation and variance of
Zueyto L§ , conditional on Fy (defined in Theorem 6.6.1). We use this to show that,

as ¢ — oo, uniformly for all 1,

Qs N TG
20 P2) 2 —
I [j, = p

Fkeapo Y, (90), (6.105)

almost surely and in L?, where Y}, (00) is defined in Corollary 6.6.2, and where

-1
Qre=Y Er, > Li,.
=0

ueYy?

The latter is reminiscent of

-1

Que=>_ > Lie

t=0 ueYy?

and we show that QW and Q¢ are in fact close in L?-distance:
1Qre — Qrell = o(uz’).
Consider for t > 0 and ¢ >t + 2,
Bryveyvelie= D, Eryeyp St iBryeve ok )
(v,w)EYH w#wW

= > pwd T P buuhor Z5)
(v,w)EYH vAw

(6.106)

where p, = “T*bq)(l)d)w, with ¢,, a random variable that follows law v*. The second
equality in (6.106) follows after calculating
(2 d2 oMy,

BN = 3mElZ Y] = 55 30

M'Z§ = ¢ M'Z§,
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where the factor @(2?“ accounts for the fact that the "parental” vertex v has de-

terministic type ¢, (and transitions are thus given by My = @(;;2? M), whereas

vertices in the later generations have i.i.d. weights (for which M is the transition
matrix). Now,

Ez, velige=Er veEz ve vy Lie

=Ezrye Y. pur 20k lok, Z5)
(v,w)EY* wFwW

1=
= B NIV~ DBy B o (1770,
(6.107)
where ¢* has law v*, p* is an i.i.d. copy of ‘IT‘H’@U) ¢* and o* = o, with probability

aib, and o* = —o,, with probability further, p*, ¢* and o* are independent).

We thus have

a+b (

(2
]E_Ff,Y Lk;é pz = 2”]4: pu p- ﬁ : (gk’(l)c(a?u +) + gk(2)C(O'u, _))7 (6108)

where p, = @MW, (with ¢, the Welght of u) and for (z,y) € {+,—} x {+, -},
c(z,y) = ;% 1f =y and c(x,y) = a+b otherwise.
Now, as gr is an eigenvector of M with eigenvalue uy, we have

(91(Del4) + 0Dl ) = g Ll Z8) = (01, 7).

Together with (6.107) this gives

d(2)
E]‘—t:YtOL}:;,f = pe - 2M§€+1p1214¢( )

Summing over u € Y,° using the last equation yields

Er, Z Li o= Eg, Z Er, voLg,

(grs Z')- (6.109)

ueyY,y? u€eYye
d(2)
(—t—2 t+1
=P Ty Ex, Y rulows Z5)
o0 S (6.110)
2
_ —t-2 4] a+b @ [ 0.@? ift=0;
I <g’“’Zt>< 2 >q) OB ift>0.

We leave it to the reader to verify that the same inequality holds for [ = ¢ + 1.
We continue by bounding the variance of L} ,:

Varr, L}, < Eg, (L} e)
=Ef, Z Z St 1S 1 {9k O Y gk, W) (6.111)

(v,w)eYH wAw (v ,w)EYM v Aw’
< E7 Y EooSi—y—1Eoo gk, ¥F),

where Eoo[] = max.cqy _} E[|¢o = dmax, 00 = 7']. Now, Ex,[Y*]* < ¢o. From

d
Lemma, 6.6.4, we know that S, < Exp (clpk), hence EOOSEZ—t—l < 2c% (pg_t_1)2. To
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bound E{(gx, ¥¥)2, recall from Theorem 6.6.3 that

2

, U

E (<¢:t_1t><9k,\111>> Z| < Gof|Z .
k

Consequently, as E [|| Z1 1] is bounded,

Eoo <gk’\Il > < C3luk
Returning to (6.111), we have

Varz, Y Lit, < cajl 705, (6.112)
ueYy?
We have
G- LB Y i,
ueY?
— /—t t+1 (3)
= 0 p{gn, Zoyho + ;p (gk,Zt>(I)(2) (6.113)
(I)(g) /-1

¢ 0—t 2
= p (G, Zo)o + 3@ ; P e, Y, (1),

where Y, 4 (t) is defined in Corollary 6.6.2.
We consider

= /—1 t—/4
Qe P0G 0

5 = o(1) + —= =) ey, Yew, (1), (6.114)
Jis Q)( ) P p

and verify our claim (6.105). To do so, split for arbitrary fized € > 0,

/—1 T.—1 /—1
rTY) = D YR + Y T,
t=1 t=1 t=T.

2
where r = %, Y}, is shorthand notation for Y} ., , and where

Te = min{t : Vs > t, |Yi(00) — Yi(s)| < €}.

Then,

T.—1

i éYk( t) < |Squk(t)‘T_£TT‘T€ 230,
t

P () = Y (Yi(oo) + O(6)
t=T. u=1
25 3,4V (00) + O(c)) (6.115)
u=1
1
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where the limit is taken for £ — co. Since € > 0 was arbitrary, (6.105) follows.

L2-convergence follows from [17] (this convergence takes place uniformly for all
1, due to Theorem 6.6.1).

Further, that ||Qk ¢ — Qks|| = o(u3*) can be established by following the proof in
[17]. Indeed, from the latter proof we know that, for some constant ¢ independent

Of ¢07

1/2
-1
1Qke — Qrell2 < Z Varr, Z L,
t=0 ueYy )
. (6.116)
<5 Y ik VSl
t=0
< CGH£P€/23
due to the variance bound in (6.112) and Lemma 6.6.4.
Finally, combining the uniform bounds (6.105) and (6.116), entails that
Qre ®% »p
T /'Lka on) o(oo) — 07
H p2l o g — pthehy )
uniformly for all ,,. O

Proof of Theorem 6.6.8. Using (6.111) and Theorem 6.6.6, we have

Varg, Lj; p < c1p? D3t

Plugging this bound, together with (6.110) here, into (66) in [17] establishes the
claim. n

Proof of Theorem 6.6.9. Recall the explicit expressions for Q1 ¢ and Q2 ¢ from (6.30),

respectively (6.31). Now, conditional on 7 and the weights (denoted by T), Part1
is deterministic, hence

E [Ql,fQZ,Z‘Tv 72)] = Ql,f Z ¢u22+1E [O'(UQZ+1)’7—] - 07

(w0, u2041)EP2041

Jul
because, E [o(u)|T,0,] = Z—__Hl;) 0o, for a vertex u at distance |u| from the root,
by construction of the branching process. O

6.13 Proofs of Section 6.7

Proof of Proposition 6.7.1. The second statement follows from the first after recall-
ing that (G,e)y = (G',e2)y, where G’ is the graph G with edge {e1, ez} removed.

Since e € E , €2 then has a biased weight governed by v*.

In Section 5.7, we established a coupling between the branching process and the
DC-SBM where the spins are drawn uniformly from {4+, —}, with error probability
n—% log(4/e) )

Thus, we are done if we couple the neighbourhoods in the latter graph to the
DC-SBM with deterministic spins under consideration here.

Now, with probability at least 1 — e~ 27%) we can couple the graphs such that

at most cln%v(l_"’) have unequal spins (call the corresponding set of vertices S) and
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all weights are equal. Further, we may assume that the subgraphs obtained after
removing S are identical.

The ¢-neighbourhoods in both graphs are exactly the same if they are both dis-
joint with S. Conditional on |S| and |G|, this happens with probability at least
1 ylCals]

From Section 5.7, we know that with probability 1 — n~108(4/¢) |G| < ns"s .
Thus, conditional on the bounds for |S| and |G|, the neighbourhoods are the

same with probability at least 1 — esn~ (V3.
All together, P ((G,v)y = (T, 0)¢) > 1 — C4n—(§/\%)/\(§log(4/e))' 0

Proof of Corollary 6.7.3. This proof follows the proof of Corollary 32 in [17]. Indeed
(although with a slightly different probability) the graph neighbourhood (Y;(e))o<i<¢
and branching process (Z;)p<¢<¢ coincide again, and moreover, the weights are equal
in both processes. o

Proof of Lemma 6.7.4. As observed in [17], the second statement follows from the
first.

Adapting Section 5.7, at step m in the exploration process, the weights of the

vertices in U(m) are independent, and those with spin 7 have weight governed by
(m)

vy , where

) () = — 97O g,

L g () dv ()

where g-(-) = [ (1 - W) , with z,, = 0,¢, the types of the already explored

vertices and k(z,y) = |2y|(1{zy>01@ + Lizy<01b)-

We claim that variables following ng) are stochastically dominated by variables

governed by v. Indeed, use that for any non-decreasing f,h : R — R and any
random variable X we have E [f(X)h(X)] > E[f(X)]E[h(X)]. Then, for ¢» > 0,

E[-9:(¢) - —lo<y]  Elgr(9)]E [lo<y]

(m) _
([0, 9]) E [g-(¢)] ~ Efg-(9)]

= v([0,¢)),

with ¢ ~ v.

Secondly, we claim that the weight of a vertex when it is just discovered is
stochastically dominated by variables governed by v*. To prove this, let m > 0 and
assume the claim to hold for all [ < m. Consider vertex v explored in step m + 1

(itself discovered in step, say, [ < m) with weight qﬁf,(l). Its children are selected from
the set /™ in which they have independent weights (gb&m))ueu(m) all stochastically
dominated by v. We compare this to a setting S where a particle with weight ¢* ~ v*
has its children selected following the same rules from a reservoir of [1/(™)| particles
with spins as in 4™ and iid. weights (¢y)ycyom ~ v. Due to the assumed
stochastic domination, there exists a coupling of the exploration process and the
setting S, such that pointwise gbz(l) < ¢* and qb&m) < ¢y, for all u. To decide whether
u € U™ is selected as a child, we can draw uniformly from [0, 1] a number U, and
(lﬂu:U’va+10‘u:*0'1;b)¢:(l)¢54m) > U

- u

include u in the exploration process exactly when

n
and in the setting S exactly when > U,. Since by assumption

P Py > gzﬁf)(l) 5}”), for each u, we conclude that the newly selected particles are also
stochastically dominated.
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o~

Denote the vertices in S; by 1,...,S; and their weights by (¢F),cs,. We shall use
the same strategy as in Lemma 6.6.4 to bound

St
St+1 = Z D:a
v=1

where lA?;“ is the offspring-size of v. In particular, to use large deviation theory as
in (6.80), we shall calculate for § > 0, E [69 ot D:‘ St} . Caution is needed here as

the variables (ﬁ;)vegt are not independent. Let F,,, be the sigma-algebra generated
by the exploration process upto step m (included). If vertex v is explored in step
m + 1, then,

N ;g* (m)
Dy= Y Ber|(lo,=o,a+ lp=¢,b)—"— |,
uelU (™) n

where we recall that conditioned on F,, ¢1(lm) is stochastically dominated by v and
¢, by v*. Hence, using that 1 +y < e¥ for all y € R,

E [eeﬁ;

fm,q/gﬂ <E

II{t+ “n“ (loy—o, @+ 1g —_g b)(e? — 1)

u

oo™ o 5r ) e
< ( £ a2 o 1>> ( LI 1>)
n n

< BB (1)

Fms $;;]

)

(6.117)

where 7, = max{ n+a:n‘b, n‘a::”*b}. Thus, if ¢* has law v*,
E [695:’ ‘ fmi| < E |:€rn¢*<1>(1)(e971):| , (6118)
d
since for t > 0, E [¢"X] <E [e"] if X <. Iterating (6.118), we obtain

B[S0 < (& [ernw@“)(etl)})& = E[en Thate )| 5)

where {¢}}, are i.i.d. with law v*. Thus, we have

)

E [69 Yoty ﬁz] <E [eOPoi(Zf‘;l rnmq)(l))}

compare this to (6.28): the characteristic function of Zf”zl D7 is dominated by the

characteristic function of the Poisson-mixture in (6.28) if we replace ‘LTH’ with 7.

Hence we can repeat the proof of Lemma 6.6.4, with p, := r,®® instead of p. O

Proof of Lemma 6.7.5. Fix a vertex v. Let m > 0 be the smallest integer such that
all vertices within distance R of v have been revealed at step m of the exploration
process. Now, the exploration process constructs a spanning tree 7,, for Gg(v).
However, edges between vertices in G, (r < {) are not inspected, and neither is it
verified whether two vertices in OG, share a common neighbour in 0G,4; (r < R—1).

The number of those uninspected edges is bounded by |G,|?. Hence, among them at
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most Bin(|G,|?, %) are actually present in G.. Thus, using twice Markov’s inequality
in conjunction with Lemma 6.7.4, for some co > 0,

. 21 C1 C3p2€
P (G, (v) is not a tree) < E [|G,|*] = < ,
n n

and,

C4
P (Z 1G7'(v) is not a tree = P% log(n)) = log(”) .

For the other claim, if the graph is tangled, then there is a vertex such that
among its uninspected edges in the exploration process at step m, at least two are
in fact present. Now,

P (om (10.1.2) 22) = (2) ' 0] <

A union bound over all vertices then gives

40

P (G tangled) < Cﬁnpg =o(1).

O

Proof of Proposition 6.7.6. (i) follows from Lemma 6.7.4 and Corollary 6.7.3.
To prove (i), recall that ng‘ is the number of non-backtracking paths of length

r (i.e., containing r + 1 edges) between € and §. Further, if G,(e2) is a tree, then
there is exactly one path between e and any edge g on the tree. Hence

(B"Xks 0e) = (gk, Uy (€)).
An appeal to Corollary 6.7.3 then establishes (i7).

Further, (ii7) follows from the fact that G is ¢-tangle-free with high probability,
so that there are at most two non-backtracking walks of length r between any edges

€ and f Thus,
[(B"Xk» 0e)| < 2[|gklooPmaxSt(€) < IOgQ(H)PTa
with probability at least 1 — e~ %™ due to Lemma 6.7.4. 0

Proof of Corollary 6.7.7. We start with the case u3 > p. Using that (Bfyy,z) =0
and Proposition 6.7.6 (iii), we write,

(B x> )| = | D @e(B Xk, 0e) + Y we(B Xk, be)
GGEg e¢Ez

— D @Bk be) + Y we (B, 0e) | |
ecE, e%Ee (6119)

< (logn)2p" 1Eel + 3 leelll(B Xk, 8.) — 1 (B, 30)

eéﬁg

+ 1y log(n)?pf\/ | Bl
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Now, |ux| > 1 and for e ¢ Ey, bound (i) in Proposition 6.7.6 applies, so that w.h.p.

(B 2)] < 20 (log )2/ | el + /2 (l0gm)* /1]
< pf(logn)iin%f%/\% +pT/2(10gn)%n§ (6120)
< "2 (logn)n,

1
/\80,

since pf =n¢ < ni

In case u3 < p, redefine Ey as the set of oriented edges such that (G, es)y is not
a tree or |<g£, y(e)) — p g1, Tele))] > (logn)*p’? or |(ga, Wi(e))| > (logn)*pt/2.
Note that |Ey| can now by bounded with the same arguments as in the proof of
Corollary 6.7.3.

Write (B"xk,2) = >_ ¢ 5, Te{B Xk, de) + Zegﬁg ze(B" Xk, de), To bound the sum
over Fy, use Cauchy-Schwartz inequality and Proposition 6.7.6 (iii), which also holds
if u3 < p. For the second sum, use that, if e ¢ Ep, then |(B"xk,dc)| < (logn)*p™/?,
as follows from Theorem 6.6.6 and the coupling result for local neighbourhoods.

6.14 Proofs of Section 6.8

Prgof of Proposition 6.8.1. We start by using the law of total variance for Y =
ZU:]_ T(G’ U):

Var (Y) = E[Var (Y|¢1,..., ¢n)] + Var (E[Y[61, ..., ¢nl),

and shall apply Efron-Stein’s inequality on both terms.
Define the function h for (¢1,...,%n) € [Pmin, Pmax|” as
h(¢1,...,¢n) =E[Y|p1 = 1,...,¢n = V] . We need to bound

’h<w1a s ¢k71, 1/% ¢k+17 o 7¢n) - h(wla o l/}kfl? 1%7 warl: < 7wn)’2 for arbitrary
Y. € [Pmin, Pmax|. Denote by Gy, .. . the random graph G, conditional on

$1 =11,...,¢0n = . Assume without loss of generality that ¢, > 1. Then, there
exists a coupling of Gy, ... y,....pp, a0d Gy, g1, such that Gy, . g . 4, is asub-

graph of Gy, .. 4., obtained after removing some edges between k and its neigh-
bours in the latter graph. For this coupling, |7(Gy, ...y, W) =T (Gl o> W)
is nonzero only if u € V(Gy, ... .0, k), and it is bounded by

maxy P(Gyy,...ppeepn> V) + MaXy P(Gyy ..., 5 V). Consequently,

(W1, k1, Yk Ukt -5 ¥n) = h(L, et s Yt - O
<E {\V(Gwl,...,wk,...,mﬂ ke (mvaX PGy, i 0) + MaAX w(Gwl,.‘.,w;,..‘,wn,v)r
< E [[V(Groos k) Plo1 = 1, ..o, 1 = Y1, kit = Ykt - - b = )
3B [max ¢2(G,v)| 61 = U1, 0 = Vs -+ G =
+ E [|V(Gryoor K)*lo1 =1, ., k1 = Y1, Pkt = Vg1, - - - On = Uy

- 3E [max (G, 0)| 61 = ¥, 0 = G B0 =

(6.121)
where G}, o is the random graph G conditioned on ¢ = ¢max, and where we used

Holder’s inequality and the fact that (z +y)? < 3(z2 +y?) for any z,y € R. Hence,
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using again Holder’s inequality, Efron-Stein’s inequality becomes

Var (E[Y|¢1,...,¢n]) < %ZE [R(D1y s Phos s n) = BBy Phs s )P
k=1

<3 B[V (Grr b1 \/E [max (G, v)]
k=1

(6.122)
where (¢},)x is an i.i.d. copy of (¢x),. Now, due to 6.7.4, E [|V (G0, k)|}] < o
Thus,

Var (E[Y|é1,...,0n]) < cznp%\/E [mgmx ©*(G, U)j|

To bound Var (Y|¢1 = 91,..., ¢, = ¥,) we use again Efron-Stein’s inequality.
Define for 1 <k <n, X; ={1 <v <k:{v,k} € E}, where E is the edge set of G.
Then, conditioned on the weights (¢, = 1), {Xk}r are independent. Let {X| }
be an independent copy of { X}, and define G as the graph on vertex set V' with
edge set Uy, X, U X;. Thus, conditional on the weights, G}, equals G except for
the edges in {1 < v < k} which are redrawn independently.

Now, for some function Fy, .,

n

> T(Gv) =Fyy o (X1, Xy X),

v=1

and hence,
n

> T (Grov) =Py, (X1, X, Xn).

v=1

Proceeding as above, we obtain

Var (Y‘(bl = ¢1> ) Cbn = 1%)

1 n
<3 S B Fyya, (X1 X, Xn) = Fyy o, (X1, X, X))
k=1

< % zn: \/E [|V(G, k)’? N |V (G, k)‘%] \/E [(méixcp((}7 v) + mf}X(P(Gk, 1)))4]
k=1

< esnp? \/IE [mgux (G, v)] .

(6.123)
O

Proof of Proposition 6.8.2. We recall that the coupling between neighbourhoods and
branching processes is such that, in case of success, the weights are equal in both
processes. Therefore, as in the proof of Proposition 36 in [17], we obtain

n

%ZT(G,U)

v=1

E =E[r(T,0)] + €(n),

where

e(n)=0n"")+ Cln_(;/\;(J)\/E [max 902(G7U)] VE[p*(T, 0)].

vE(n]
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This error stems from the probability for the coupling to fail.

Hence,
B |23 (o) - o] < | Var (235G ) +etw)
— 7(G,v) —E[r(T,o0 ar | — 7(G,v e(n).
nv:l 7 ’ a nv:l ’
An appeal to Proposition 6.8.1 then finishes the proof. O

Proof of Proposition 6.8.3. We give the key steps used to prove Proposition 37 in
[17] together with the main differences in the current setting. For (), consider the
branching process defined in Section 6.6, which we denote again by Z;(+). We
denote the associated random rooted tree by (T \ 0).

Put 7(6,) = Lecpei—y (IR Then, 130, 7(Gv) = § ¥cp @05 and

7(G,v) < p(G,v) := (bmax L) Tt follows from Lemma 6.7.4 that
E [maxve[n] o' (G,v)] =0 ((log n)8p 45)
We have 7(T,0) = > czo %#. Theorem 6.6.3 says that (@}7,\1’1’») o o
1 k t

k -
verges in L? and so does it conditional on ||Z¢|| = 1. Hence, E [7(T) 0)] converges.
An appeal to Proposition 6.8.2 in conjunction with the triangle inequality then
establishes that % >, T(G,v) converges to a constant, say c.

Statement (i7) follows similarly.
The statements (#i7) — (v) follow after properly choosing local functionals. We fur-

ther use that E [¢y¢91(04)g2(00)|T] = E [¢u¢v%0v|7] = 0, for any two nodes u,v.
Further, on the branching process, E [(gx, War)(g;, Vo) W] = (g5, Vo) {gr, M V,) =
1491 W) (g5, Vo). O

Proof of Proposition 6.8.4. Starting with (i), we define the local function 7 as
T(G0) =D e P,?g(e),u;‘w, for a rooted graph (G, v). Let

M(v) = 5).
(v) [max é?c?fé)ts%%’ft@s(“)/p )

By monotonicity, the statement of Lemma 6.7.4 holds also for S’g,t,l(h) and S, (9).
We use this fact to bound powers of M (v) in the following calculation:

/-1
T(Go)<p ™ Y (D0 D llgklloobmaxSer1 (f)Se—(£)
e€E,e;=v \t=0 fe€Vi(e)

2
/-1

< clp—% Z Z Z M2 t+1p€ t
FE€V(e

eEE e;1=v -

= (M2(
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We put ¢(G,v) = caM7(v)p*. Then, E [max, ¢(G,v)?] = O((logn)*p), and the
same bound holds for ¢(T,0). From Proposition 6.8.2, we then know that

q|5>

ecE

Pkf

[7(T,0)]|| < csn=G"w) (logn)7p%, (6.124)

where

1
T(T,0) = — Y Piylo—w)
k veYy

) Z Qk@ )

'uk veYy?

(6.125)

where Q7 , is equal to Qg defined on the subtree of all vertices with common

ancestor v.
We need to show that the expectation of 7(T', 0) converges for £ — co. Conditional
on o,, and |Y{|, {Qz,e}ver’ are independent copies of Q¢ defined on the branching

process in Section 6.6 where the root has spin o, with probability _%; and random

weight governed by the biased law v*. The uniform L? convergence in Theorem
6.6.7 establishes the claim.

We now prove (ii). Put 7(G,v) =3 5. _,(Pre(e) + S1(€)) (Paele) + S2.(e)).
We claim that E [7(T',0)] = 0. Consider 7(T',0) = > ¢z (Pie(0 = v) + Sie(o —
0))(Pay(0 = v) + Sa (0 — v)). Firstly, for k € {1,2}, Pye(o = v) = @} ¢- Now, it

follows from Theorem 6.6.9, that | { 11]7EQ12)74 = 0, since o0, is drawn uniformly from

{+7 _}'
Secondly, S1 (0 = v)S2(0 = v) = $¢20657(0 — v) has also zero expectation.
Thirdly,

1
QY ¢S240(0 = v) = 5 Z Puserr PoT0Se(0 = V), (6.126)

(10w sU2041) EPEy 4

where P3| is Pagy1 (from (6.29)) defined on the subtree of all vertices with common
ancestor v. The expectation of Q} ,S2¢(0 — v) is thus zero since o, is independent
of all other terms in (6.126).

Lastly, Qg,e = Z(uh...,uuﬂ)e??;eﬂ Ousesy» 18 seen to have zero expectation.

Those four statements combined establish E [7(T', 0)] = 0. As above, we calculate

E [max, (G, v)*] = O((log n)*8p'6*). O

Proof of Proposition 6.8.5. Put T as in Proposition 6.8.3 (i), then

’\I}v 2
7(T,0) = ¥ ez 255, Now,

2

. ) (2 d(2) .
Ze>2] +E [(927‘1’5 O] Ze>2] > <<I>(1)> E [(g2. Z¢)?] .

) d2)
E [<g2, \I'é>2] =E [<927 0]

Now, Theorem 2.4 in [70] says that for some random variable X with strictly positive

. 44
variance, weakly, % — X, as £ — oo. Because of the weak convergence, we have

for any 6 > 0, E [<<92;/Z;>) /\9} - E [XQ/\G], as £ — oo. Now by Lebesque’s

dominated convergence theorem, E [X 2A 9] —E [X 2} >0, as 6§ — oo. O

114



Proof of Proposition 6.8.6. Use T from Proposition 6.8.4 (i), together with the bound
E [Q% e} < Cp?“4® from Theorem 6.6.8. O

6.15 Proofs of Section 6.10

6.15.1 Bound on |A®)|
We set
B logn
~ [ 13log(logn) |
We bound the norm of ||A®)| by using the trace method. Following (36) in [17]

(which remains true for the DC-SBM), we obtain
2m k
(6.127)

[N A S ] ) | P S

YEWK m =1 s=1

where Wy, ,,, is the collection containing all sequences of paths v = (v1,. .., y2m) such
that for all 4:
e i = (%0, »vik) € VFH is a non-backtracking tangle-free path of length k
and,

= (Vit1,1, Yi+1,0)s

® (Vik—1,%ik)
(V(7), E(v)). Further introduce the notation E (-)

where we put v9 = vom

Recall the notation G (v) =
E[-|¢1,...,¢n). We bound, for a given v € Wy, ,,

2m k
E¢ (HHA'Yi,sl'Yi,s> H ]E¢ ( Ic?fézz> 9

=1 s=1 eeE '7)

(6.128)

where for e € E(v), pggz denotes the number of times the edge e is traversed on
the walk 7. In (6.128) we used that A is symmetric and that, conditional on the
weights, edges are independently present. Note that for any edge uw, and integer p,

u)o(w) .

EyAL, < dudw

Below in Lemma 6.15.2, we construct a spanning tree T'(y) = (V(v), Ex (7)) of 7.
In particular, for the e — (v — 1) edges not present in 7', we have gzﬁuqﬁww"“% <4,
with ¢; = ¢2 . (a Vv b). Putting this into (6.128), we get

W 1 2

I1 & < 5?5;2) <(eafm ™ ] e e —"02

ecE(v) e€Er(7) (6 129)
_ Wo(e)o(es '
el | K| C

ueV(v) e€Er(y)

where d,, is the degree of u in the spanning tree. Consequently,

0 1%
B\ ] 4l | st JT o) JT =22 (6130

e€E(y) ueV (7) ecEr(y)
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Let 7 : [v(y)] = V() be the bijection describing the order the vertices are visited
fo(r the ;‘irst time. lLe., for 1 < wu < wv(y) — 1, 7(u) is seen for the first time, before
T(u+1).

We shall say that a path . is canonical if V(v.) = [v(7.)] and the vertices are
first visited in the order 1,...,v(7.). With every path 7 there corresponds (through
the bijection 7) a canonical path ~.. Consequently, if Wy, ,,(v,e) denotes the set of
canonical paths in Wy, ,, with v vertices and e edges, and I, the set of all injections

from [v(v.)] to [n],

2m k km+1 km
%),
Bl > 4= 2 > 2B ]I 48]
YEW, m i=1s=1 v=3 e=v—1~.EWy m(v,e) TEL,, e€E(v.)

(6.131)
because any non-backtracking path has at least 3 vertices, and v — 1 < e < km,
since (6.128) is non-zero only if each edge is traversed at least twice.

We now bound the term 3 ¢, E [HeeE(%) A ] in (6.131). Using (6.130),

ple),

=7 (e1)7(e2)
we have,
Z E APEY%Q (1 /n)e=oH H Pdu) Z H (61 )o(7(e2))
= (e1)7(e2) 1 ’
Tely, e€E(v.) 7€l e€Er(v.)

(6.132)
Our objective is to compare HZ(;H) P(du) ZTE% [lcE, () w with np(*=1.
We start by analysing the term containing the spins:

Lemma 6.15.1. For any canonical path 7. € Wi m,

Z H o 7(61) o(7(e2)) < (1 + 0(1)) <a ;_ b>v_1 . (6133)

7€l,, e€Er(7.)

Proof. Let [ be any leaf on the tree with unique neighbour g. Then, writing 7, = 7(u)
foru e {1,...,v},

Z H (ex 0'(7' es) Z Z ‘7 7'61)0' Tes) )

7€l e€Er(.) =1 Tv=1e€Er (Y.

| A

Keeping 7, fixed,

Z H U(Tel 0(Tey) _

=1 e Br(v.) e€Br(y)\ (9.1} " n=1

WO'T (T,
(re1)o (7es) (a;bJro(n—W))?

WO’(’Tel Vo (Tey) i WO’(TQ)O'(Tl)

n

—

e€Er(v.)\{g:1}

2

due to assumption (6.6).
Repeating inductively this procedure (by removing leaves from the tree) proves the
assertion. [

It remains to bound HZ(:'Y{) ®(d) . To do so, we note that, since the weights are
assumed to be bounded,

) < C2g) <<p<1)>d“ ?
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if d, > 2, with Cy = Dmax >, 1, Consequently,

O
v(7e) .
[T @) < ceee2 T o ()" T @t
u=1 widy, >2 wd, <2
_ Iy d 6.134
S C2X:u:du>2(d“ 2) <q>(2)) 2 Zu, ( )

_ CQX:u:du>2(du_2) (@(2))1)_17

where we used that by Jensen’s inequality (<I>(1))2 < o),
Now, the sum »_ . ; _,(dy — 2) is small for a tree spanning a path in Wy, ,:

Lemma 6.15.2. For any v € Wy, with v vertices and e edges, there exists a tree
spanning v with degrees (dy)._, such that:

> (du-2)<e—(v—1)+2m. (6.135)
widy, >2

Proof. We construct a spanning tree, while traversing v. We denote by p(t) the
graph constructed at step ¢t > 0. Put p(0) = {71,0,0} and r = s = 0 (the meaning of
these two counters becomes clear in the algorithm below). Consider edge f traversed
in step t + 1 of the walk: If f or f has already been traversed, then continue with

step t + 2. Otherwise, if both f and f have not yet been traversed, distinguish
between the following cases:

1. fi is a leaf of p(t) and

a) p(t) contains a cycle, then if fo ¢ p(t), put p(t + 1) = p(t) U f, otherwise, if
fa € p(t), put p(t +1) = p(t);

b) p(t) does not contain a cycle, then put p(t + 1) = p(¢t) U f. If fo € p(t), then
put ec = f;

2. f1is not a leaf of p(t) and

a) p(t) contains a cycle, then put p(t + 1) = (p(t) \ e.) U f. If fo € p(t), put
e. = f. Increase the value of r with one.

b) p(t) does not contain a cycle, then put p(t + 1) = p(¢t) U f. If fo € p(t), put
ec = f. Otherwise, if fy ¢ p(t), increase the value of s with one.

Once the path is completely traversed, remove e. to obtain a spanning tree.

Note that at each stage of the construction, the graph contains at most one cycle
and in this case, removing e. will make the graph into a tree.

Further, cases 1.a and 1.b do not contribute to »_,.; <o(dy — 2), since the leave

in p(t) becomes a vertex with degree at most 2 in p(t + 1). A cycle formed in step
t 4+ 1 will temporarily increase the degree of the vertex that is merged by the leaf,
however this edge e, will later be removed.

In case 2.a, the degree of vertex f; increases with one, however, at the same time
an edge is removed. The number of times 2.a happens, r, is thus bounded by the
number of times an edge is removed: r < e — (v — 1).

In case 2.b, we need only to consider the case where no cycle is formed. But, before
arriving at such a vertex considered in 2.b, the path must have made a backtrack.
Hence s < 2m.

(In fact, between two subsequent occurrences of event 2, the walk should at least
either make a backtrack or 'get back to the tree’ by forming a cycle: giving the same
bound for s + ).
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All together,
Z (dy—2)<r+s<e—(v—1)+2m.
w:dy, >2

Finally, we recall the bound on the cardinality of Wj, ,,, from [17]:

Lemma 6.15.3 (Lemma 17 in [17]). Let Wy, (v,e) be the set of canonical paths
with v(y) = v and e(y) = e. We have

Wem (v, €)| < B (2km)Smie D), (6.136)
Hence, combining (6.127), (6.131) - (6.136),

km+1 km (v—1)

[HAk 2 \2m] Z Z Wim (v, €) < )6_ B

v=3 e=v—1

km+1  km 6m \ e—(v—1)
(2
< ncl pkm E E p2m <£m)>

v=3 e=v—1

2€ 6m
< nedpkmeEmm Z ( m) )

nCe—(v—l)+2mpv—l

(6.137)

< n(cglog n)mlog npt™
< (Cg log n)lﬁmpkm’
where we used the bound on m, in particular to derive convergence of the series,

and the fact that n'/™ = o(logn).
We finish by using Markov’s inequality.

6.15.2 Bound on ||[A®) |
We point out the differences with bound (31) in [17]: Here, we have

E[IA® Dy 2| =E | Y Ak DAk (1))
g
ef.g

< G2 [ Y AU AR (6.138)

2 k
H H A’Yi.sh%‘,s] ’

where W)/, is defined in [17]. In the latter paper it is also shown that the same bound,
Lemma 6.15.3 holds for the cardinality of W,;’ 1)- Hence, using the penultimate line
of (6.137) with m = 1, gives

E [HA(’H)MH < cinlog®(n)p*.
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6.15.3 Bound on ||R,(f)||
Put

B logn
| 25log(logn) |
We apply the same strategy as above: for 0 < k < ¢ — 1, we have the bound

I <o { (BVREYT)T)

Z HHAV o170 P P Wo ()0 (i) H Avi i
VETY 1 i 1=1 5=1 s=k+2
2m k /
Z HHA’Y'i,Sfl/Yi,s H A’Yi,s—l'Yi,s?
VETY iy t=15=1 s=k+2

(6.139)
2 ax(a V)%, and where T}, is the collection containing all sequences

of paths v = (71, ...,72m) such that

where ¢ =

e for all i: Vi = (7117712% where 7@1 = (’%,07 te 772',]6) and 77,2 = (7i,k+17 ce a’)/i,f)
are non-backtracking tangle-free;

e for all odd : (74,0,7i,1) = (Vi—1,0,Yi—1,1) and (Vie—1,%ie) = (Vit1.0-1, Vit 1.0)s
with the convention that vy = vom,.

To calculate the expectation of ||R (=1 H2m we note that
2m k l
E HHA'Y'L,S—I’W,S H A'Yi,,s—l’)/i,s
i=1s=1 s=k+2

is non-zero only if (for ¢ fixed) each edge {7 s—1,7is} for 1 < s < k appears more
j=2m

than once in the 2(¢ — 1)m pairs {{7v;j.s—1,7j, S}}] Lstky1- Hence,

B [HRSCE—l)HZm} <d" > E ﬁ ﬁAml% ﬁ A%_MS] , (6.140)
YETym i Li=1s=1 s=k+2
where
Tomp = {7 €Ty | v(7) <e(y) <km+2m(l —1—k)}. (6.141)
Similarly as in establishing the bound on ||A(* || we say that a path . is canonical

if V(v.) = [v(7c)] and the vertices are first visited in order. We denote by Ty 1 (v, €)
the set of canonical paths in 7} ,, ; with v vertices and e edges. Then:

E IRy

m(20—2—k) m(20—2—k) " .
Ye Ye

<t X X X YE A A L
e=v Ye€Te,m, k('U’ )TG]% e€E(v.)
(6.142)

where I, is defined as above, pg%é) is the number of times edge {e1, ea} occurs in
—c1€2

{{’yj,s_l,yjjs}}ijf’;z%m and pQ2) denotes the number of times edge {e1,es} occurs
s={,j=2m

in the remainder of the collection of edges, {{7Vjs—1,7js}},_i1o =1
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Now, again,

pOe) (ve) W
—ejeg ps-leg 0'(7'(61))0'(7'(62))
|:AT(€1)T(62)AT(61)T 6 ):| ¢’T (5% ¢7’ 52) n .

Below we construct a spanning forest F' = (V(v), Er(y)) of v (i.e., F is the
disjoint union of trees, each spanning another component of G(v)
Let n¢ < m denote the number of components of G(vy). Then,

('Y> () WO’ o(e2
| ] alealis| < (meemo I o4 ] 7(6;)( ) (6.143)
e€E(v) ueV () e€Er(y)

with d,, the degree of vertex u in the forest F', compare to (6.130).
Now, this time,

Lemma 6.15.4. For any canonical path v € Ty m k(v,€),

Z H Yo (7(ez)) < (1 + 0(1))nnc <(I ‘21' b>vnc . (6.144)

Te["rc EGEF ’Yc

Proof. Apply Lemma 6.15.1 subsequently to the different components of F'. O
Further, applying (6.134) to different components in F' gives

v(7)
[ o) < oFwas 0 (g)" ™" (6.145)
=1

Together,

plre) (ve)

—ereg p€1€2 e—v Zu;du>2(du72) V—ne
Z E H AT(el) (en)Ar(e)r(en) < (¢/n)7vCy p’7"e. (6.146)

Tel,, e€E(v.)
Again, we bound > ., _o(dy — 2):

Lemma 6.15.5. For any vy € Tpm i, with v vertices and e edges, there exists a forest
spanning v with degrees (dy)._, such that:

> (du—2)<18mte— (v—ne). (6.147)

widy, >2

Proof. As in Lemma 6.15.2, we construct the spanning forest, while traversing ~.
Again p(t) denotes the graph constructed at step ¢t > 0, with p(0) = {v1,0,0}.
Further, we introduce three counters: r = s = ¢ = 0, together with e. = () (below,
ec is either equal to ) or it is an edge such that p(t) contains one cycle, but p(t) \ ec
is a forest). At any step t, we let C, ..., Cicomponents De the components of p(t).

Consider step t + 1 of the walk: if the step consists in jumping to a vertex w,
then put p(t + 1) = (p(t) \ ec) U{w}.

Else, if the step consists in traversing an edge f = f1fo, then: If f or f has
already been traversed, continue with step ¢t + 2. Otherwise, if both f and f have
not yet been traversed, distinguish between the following cases:

1. fi is a leave or an isolated vertex of component C; of p(t) and

a. C; does not contain a cycle, then put p(t + 1) = p(t) U f. Further, distinguish
between the following cases:

i) f2 ¢ p(t);
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ii) fo € C, then put e, = f;
ili) fo € Cjzi, then increase the value of s with one.
b. C; contains a cycle, then distinguish between the following cases:
i) f2 & p(t), then put p(t +1) = p(t) U f;
ii) fo € Cy, then put p(t + 1) = p(t);
ili) fo € Cjx, then put p(t + 1) = p(t) U f and increase the value of s with
one.

2. f1 in component C; has degree at least 2 in p(t), then distinguish between the
following cases:

a. C; does not contain a cycle, then put p(t + 1) = p(t) U f. Further, distinguish
between the following cases:
i) fa ¢ p(t), then increase the value of ¢ with one;
ii) fo € C;, then put e, = f;
ili) fo € Cjx, then increase the value of s with two.
b. C; contains a cycle, then put p(t + 1) = (p(t) \ ec) U f. Further, distinguish
between the following cases:
i) f2 ¢ p(t), then increase the value of r with one;
ii) fo € C;, then put e, = f;
iii) fo € Cjz, then increase the value of s with two.

Once the path is completely traversed, remove e, to obtain a spanning tree.
The only cases that contribute to de“>2(du—2) are l.a.114, 1.b.947, 2.a.1, 2.a.191, 2.b.1

and 2.b.444.

Now, s counts the contribution of 1.a.ii7, 1.b.71%, 2.a.797 and 2.b.i4i. But, in all
those 4 cases, two components are merged, hence s < 6 #merges < 12m.

By definition of the event 2.b.7, r is an upper bound for the number of edges that
are removed: 7 < e — (v —ng).

To bound ¢ (which counts the occurrence of 2.a.i), note that between two subse-
quent occurrences of the event 2.a.7, the walk makes at least one of the following: a
backtrack, a jump or a merge. Hence ¢ < 2m + 2m + 2m = 6m.

Adding the bounds for r,q and s establishes (6.147). O

Returning to (6.146), we get, since ng < 2m:

(ve)

Bﬁ,2 pqiz e—v 18m—+te—v+ne v—nc
2: E II ‘ATEQT@QAT@JT@Q Sg(Cl/n) C& Cp
Tel,, e€E(7e) (6.148)

Putting this into (6.142), we obtain

m(20—2—k) m(20—2—F)

Sl XD DED VEED DI ¢ B

€=V €T m,k(v,€)
Now the cardinality of Ty, (v, e) is bounded in the following lemma:

Lemma 6.15.6 (Lemma 18 in [17]). Let Ty m 1 (v, €) be the set of canonical paths in
Tpm. e with v(y) =v and e(y) = e. We have

| Te,m (v, €)| < (4€m)12m(6—v+1)+8m.
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Hence,

E [HRI(CE—l)HQm} < ngpm(%fk) Z Z (4£m>12m(67v+1)+8m <Cj

m(20—2—k) m(2(—2—k)

n

m(2€ 2—k) oo

B " - 4gm 12m
< pm(2€ k)c5 (46777,)20 Z Z < >

< pm@f*k)cgl(zlem)%mzem : 0( )

< pm(2€fk) (05log(n))42m.

We used that, due to our choice of m, (40m)'?™ < n?4/25,
We use (6.150) together with Markov’s inequality:

E (1172
) - (log(n))50mpm(2€—k)
< (cglog(n)) ™™ = 0.

P (1R > (og(n))? /2

6.15.4 Bound |KB®)||

Put

_ logn
[ 13log(logn) |

We have, with the convention that egp4+1 = €1,

HKBUC?Q) HQm < TI'{ (KB(kiz)KB(kim*)m}

Z ﬁ(KB(k_m)@zifl,@zi(KB(k_z))ezwrl,Ezi'

€1,..,€2m 1=1

Now,
(KB’“ 2>> ZK B2
k—2
- Z 1e—>g¢el ¢eg Wa’(el)a(eg) Z H A'ys'ys“
g yEF ! s=0
< 01216*9 > HAMH
yeFF T s=0
Hence,
HKB(k—Q)HQm

o

(6.150)

(6.151)

(6.152)

(6.153)

(6.154)

m k—2 k—2
Yo I (X teise X A ) | 2 teine 20 1T 400
g

€1,..-,€2m 1=1

VEF e, 570 g VEF G 570

geg;
m k k—1
E H H A'72i71,571'72i—1,s H A72i,571’y2i,57
s=1

’YGWIC m i=1s=2

122

(6.155)



where Wy, ,, is the collection containing all sequences of paths v = (71,...,%v2m)
with v = (vi0, -+ ,%ik) € VF+1 is non-backtracking such that

o for all i (yik—1,7ik) = (Vit1,1,7%i+1,0),
e for all odd i: (i1, - ,7ix) is tangle-free,

o for all even i: (vi0,- - ,%ik—1) is tangle-free,

with the convention that vom, 11 = 71. o o

Recall the definition of W}, ,,, and note that Wy, C Wy . Fix 5 € Wi \ Wi
and let S5 be the set of all ¥ € Wy, \ Wi 1, such that for all odd i : (55,1, ,%ik) =
(Yias - Yix) and for all even i : (Yi0, -+ ,¥ik—1) = Fio» > Vik—1) Then |S5| <
k™. Indeed, if for odd i, 4; is not tangle-free then necessarily %o € {¥i1,.--,%ik}s
i.e., 4i0 can be chosen in at most k different ways. A similar argument works in case
1 is even.

Now, there always exists v € W}, such that for all odd @ : (vi1, - ,7%ik) =
(ﬁi,la e Jii,k,’) and for all even i : (’Y’i,07 T 771‘,]{:—1) - (77;,07 T 777;,]6—1)'

As a consequence of these two observations, we have

m k k—1
HKB(’C72) HQm S an(l + km) Z H H A’YZi—l,sfl’YZi—l,s H AV%,s—l’Yzi,s- (6156)
s=1

'yEWk,m i=1s=2

To proceed following the method used to bound A®), note that the product in
(6.156) is taken over a path, consisting of 2m non-backtracking tangle-free subpaths
of length £—1, that makes at most 2m backtracks. Hence Lemma’s 6.15.1 and 6.15.2
may be adapted to the current setting (for instance the right hand side of (6.135)
becomes e — (v —m — 1) + 2m), entailing

E || KB 2]

. . 2km+1 2km c3 e—(v—=1)—m e—(v—m—1)+2m v—1
< (1+E™) Z Z |ka|<ﬁ) Cy np
v=3 e=v—1
m my, m+1 Rt e C6 e=(v—1) v—1
SAAAHEMT SN Wl (5> p (6.157)

v=3 e=v—1

> 20m)om\ ?
< M1+ k™ m+1 2k:m€2m€ 06(
<A+ E")N™ mSE_O -
an (gm)QZSmnerlkam

19m, m 2km

<
< (cglogn) "Mn™p=r"m,

where we used our choice for m several times. An appeal to Markov’s inequality
finishes the proof.

6.15.5 Bound on ||S,gl)||

This proof follows almost line-to-line the proof used in [17] to establish bound (34)
there. We restrict ourselves here to the differences:

Observe that L.y = 0 unless e 2 f does not hold, that is e = f, e — f,
f~! = eore— f1, in which cases Lef = —0e, 05, Wo(es)o(s,)- Hence, we have the

decomposition
L=-I"- K",
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where (I*)ef = 1e:f¢€1¢62W0(61)0(62), and where ( )ef = ¢62¢f1 alex)o(fr) if e —
f,ft—=eore— f~'and (K*).; = 0 otherwise.
Thus

181 < GRanla v b) (JACDBERD - ACD R B,

where K’ is defined in [17]. The rest of the proof follows after applying the arguments
used in [17] and following the procedure set out above to obtain the bound on K B®*).

6.16 Proofs of Section 6.11

Proof of Lemma 6.11.1. Since o(v) = + if and only if F(v) = 1, it follows that

*Zla(v —i—l (v) Zlav) +F f( )

and . )
% 2 Lo(w=—15(w)=o(v) = % Z:; 1oy (1 — F(v) = 1—2f<—)

Consequently,

because f(+) > f(—) by_;ssumption. .

Proof of Lemma 6.11.2. We use Proposition 6.8.2 with
T(G, U) - 10(U):i1Iz(v)u;2[—ﬁgz(i)2t'

Denote by (T, 0) the branching process defined in Section 6.6 where the root has
spin o, uniformly drawn from {+, —}. Denote the number of offspring of the root
by D and let Q;(v) be equal to Q2 ¢ defined on the tree TV obtained after removing
the subtree attached to v from T'. Then,

T(T, O) = 100:11J@}L;2276§2(’L’)2t7

where B
= Qu(v) = (D = 1)Qa¢ — L3, (6.158)
v=1

with L§ , defined in (6.34).
We need to calculate limy_, o E [7(T,0)]. To this end, we first show that, con-
ditional on o, = 1, % — ¢g2(i) converges in probability to some centered random
2

variable 2
We first calculate E; [J¢|¢,], where E; || = E[-|o, =i]. Put r, = ‘ITerq)(l)ng, then

Ei [Jel¢o] = ZE [Je|D = n, 6] P (D = n|¢,)

n=0
o0 e To
= nEi[QalD =n—1,¢5] <
o (6.159)
o0 Tgflefro
TozEz QQZ‘D—TL 1a¢o]m

0 i [Q2,€’¢o] .
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Recall from Theorem 6.6.7 that, uniformly for all ,,

E, [Qu

20
125

B p ‘
@mﬂwogz@)

¢o = 1/10] —

as n — oo. Hence, sup,, , E; [% Do = wo] < 00, so that we can apply Lebesque’s

dominated convergence theorem:

E; [J2,¢] Qa2
sr = i |70l | =5
3 H

2

¢>H — ¢g2(i), (6.160)

as n — 0o.
We now combine the right hand side of (6.158), (6.160), and Theorem 6.6.7 (and

in particular (6.111) which implies that Lg,/ p3f — 0 as n — o00) to establish the

Je — 2gr(i) converges in probability to some

claim that, conditional on o, = 1, i
2

centered random variable Y;.

In particular, conditional on o, = 1, % — ¢ga(i) converges in distribution to Y;.
2

So that, for ¢ as in the statement,

1 oo .
E[r(T,0)] = §]P) (Mé —cga(i) >t
2

1./~
JO:i)HQIP(Y;zt),

as n — oo.
Finally, noting that the error term in Proposition 6.8.2 is O <n_(%AT0)> = o(1)
finishes the proof. O

Proof of Lemma 6.11.3. This follows after repeating the proof in [17] in conjunction
with Lemma 6.11.2 established here. O
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Chapter 7

Tests on real networks

7.1 Normalized Adjacency Matrix

We have tested our method from Chapter 4 on three real networks, namely, Zachary’s
karate club [124], the dolphin social network [81] and the political blogs dataset [3],
see Section 1.4. The error rate for Zachary’s karate club is 2/34 and for the dolphin
social network 0/62.

The error rate for the political blogs dataset is 230/1221 when thresholding the
Frobenius eigenvector. We restricted to the giant component of 1221 nodes, as is
common in most other works (the original data contained 1490 blogs). Our clustering
is worse than obtained by SCORE (where the error rate is 58/1221), but similar to
‘Ehe] fon—backtracking matrix (where around 15 percent of the nodes are misclassified
72]).

We observed that the leading eigenvectors are concentrated on a few nodes, due
to the presence of certain problematic structures (such as two low-degreed vertices
connected by an edge). However, the value of the Frobenius eigenvector on the
remaining vertices is still correlated with their community-membership as can be
observed in Figures 7.1 and 7.2.

Figure 7.1 is a histogram of the Frobenius eigenvector restricted to the roughly
600 nodes that have corresponding value in the interval [0,107°]. The nodes seem
to concentrate around two centres according to their community. However, this
phenon)nenon is only weakly visible (note that our theory does not apply for sparse
graphs).

In Figure 7.2 we have sorted the 1221 indices of the Frobenius eigenvector accord-
ing to an increasing corresponding value: the community structure becomes then
clear.

We further observed that thresholding the eight-est eigenvector leads to only 160
misclassified vertices. Interestingly, if we inflate the degrees by replacing H = EA%
by Hinflated = m, we obtain an error rate of 74/1221 by thresholding its

second eigenvector. This suggests that initial misclassifications are indeed due to
low degree nodes (the average degree is 27, but there are also many leafs present).

7.2 Non-backtracking Matrix

In Figure 7.3, the non-backtracking spectrum of the political blogs graph is shown.
There are two eigenvalues that are clearly separated from the bulk of eigenvalues.
However some other outliers are also present, indicating that the political blogs
graph has in fact more than two communities - corresponding to the intuition that
the orientation of a political blog is in reality often in between the two extremes.
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Histogram of Frobenius eigenvector

Sorted Frobenius eigenvector
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Figure 7.1: Histogram of the Frobenius Figure 7.2: Ranking of the 1221 indices

eigenvector restricted to the roughly 600 of the Frobenius eigenvector according to

nodes that have corresponding value in an increasing corresponding value. Rank

the interval [0,107°]. The colors repre- 1 is the node with smallest value in the

sent the communities. eigenvector and rank 1221 the node with
largest value. Colors indicate community-
membership.

We have fitted (in a crude way) a DC-SBM to the political blogs graph as follows:
We estimated p and p to be the two largest eigenvalues in the spectrum in Figure

73and put a =1and b = %. Further, for every vertex u, we put o, to be the

hand-labelled political orientation (i.e., the estimated ground-truth) and put ¢, =
ﬁu / ﬁD, with ﬁu the observed degree of vertex u and D the average observed
degree in the graph. We plotted in Figure 7.4 the non-backtracking spectrum of a
typical realisation of this DC-SBM.

For comparison, we plotted in Figure 7.5 the spectrum of a DC-SBM where
a = 1,b = 0.1098 and where the weights are drawn uniformly from the interval
[5,30]. The spectrum behaves as expected (see the theory in the previous chapter).

20 T 20
15 3 15
10 10

Op [ ] L] [ ] o [ ] L]
5| | 5[
10} i | —10}
=15 | , i =15 |
25 D 20 0 &0 80 00 25 D 20 0 &0 80 00

Figure 7.3: Non-backtracking spectrum of the Figure 7.4: Non-backtracking spectrum of a
political blogs graph. DC-SBM fit to the political blogs graph. Pa-
rameter estimation: a = 1,b = 2%, D, ~

ptp’
buy/ 52 D.
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Figure 7.5: Non-backtracking spectrum of a
DC-SBM with 1500 nodes and parameters a =
1,b = 0.1098, where the weights are drawn
uniformly from the interval [5, 30].
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Part 11

Adaptive Matching
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Chapter 8

Adaptive Matching for Expert
Systems with Uncertain Task
Types

Acknowledgement: This part contains joint work with Laurent Massoulié, Milan
Vojnovié, Nidhi Hegde and, most notably, Virag Shah. Further, Section 8.8.1 is
inspired by a discussion of [104] with Anastasia Podosinnikova.

Parts of this chapter will appear in the conference proceedings of Allerton 2017
[112].

8.1 Introduction

Online platforms that enable matches between trading partners in two-sided markets
have recently blossomed in many areas: LinkedIn and Upwork facilitate matches
between employers and employees; Uber allows matches between passengers and car
drivers; Airbnb and Booking.com connect travelers and housing facilities; Quora and
Stack Exchange facilitate matches between questions and either answers, or experts
able to provide them.

All these systems crucially rely on the ability to propose adequate matches based
on imperfect knowledge of the characteristics of the two parties to be matched. For
example, in the context of online labour platforms, there is uncertainty about both
the skill sets of candidate employees and the job requirements. Similarly, in the
context of online Q&A platforms, there is uncertainty about both question types
and users’ ability to provide answers.

This naturally leads to the following question: which matching recommendation
algorithms can, in the presence of such uncertainty, lead to efficient platform opera-
tion? A natural measure of efficiency is the throughput that the platform achieves,
i.e. the rate of successful matches it allows. To address this question, one thus needs
first to characterize fundamental limits on the achievable throughput.

In this chapter, we progress towards answering these questions as follows.

First, we propose a simple model of such platforms, which features a static col-
lection of servers, or experts on the one hand, and a continuous stream of arrivals of
tasks, or jobs, on the other hand. In our model, the platform’s operation consists of
servers iteratively attempting to solve tasks. After being processed by some server,
a task leaves the system if solved; otherwise it remains till successfully treated by
some server. To model uncertainty about task types, we assume that for each in-
coming task we are given the prior distribution of this task’s “true type”. Servers’
abilities are then represented via the probability that each server has to solve a task
of given type after one attempt at it.
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In a Q&A platform scenario, tasks are questions, and servers are experts; a server
processing a task corresponds to an expert providing an answer to a question. A task
being solved corresponds to an answer being accepted. In an online labour platform,
tasks could be job offers, and a server may be a pool of workers with similar abilities.
A server processing a task then corresponds to a worker being interviewed for a job,
and the task is solved if the interview leads to a hire. We could also consider the
dual interpretation when the labour market is constrained by workers rather than
job offers. Then a task is a worker seeking work, while a server is a pool of employers
looking for hires.

An important feature of our model consists in the fact that when a task’s pro-
cessing does not succeed, it does however affect uncertainty about the task’s type.
Indeed, the a posteriori distribution of the task’s type after a failed attempt on it
by some server differs from its prior distribution. For instance in a Q&A scenario, a
question which an expert in Calculus failed to answer either is not about Calculus,
or is very hard.

For our model, we then determine necessary and sufficient conditions for an in-
coming stream of task arrivals to be manageable by the servers, or in other words,
determine achievable throughputs of the system. In the process we introduce can-
didate policies, in particular the greedy policy according to which a server choses
to serve tasks for which its chance of success is highest. This scheduling strategy
is both easy to implement and is based on a natural motivation. Surprisingly per-
haps, we show that it is not optimal in the throughput it can handle. In contrast,
we introduce a so-called backpressure policy inspired from the wireless networking
literature [114], which we prove to be throughput-optimal.

We summarize contributions of this chapter as follows:

e We propose a new model of a generic task-expert system that allows for uncer-
tainty of task types, heterogeneity of skills, and recurring attempts of experts
in solving tasks.

e We provide a full characterization of the stability region, or sustainable through-
puts, of the task-expert system under consideration. We establish that a par-
ticular backpressure policy is throughput-optimal, in the sense that it supports
maximum task arrival rate under which the system is stable.

e We show that there exist instances of task-expert systems under which simple
matching policies such as a natural greedy policy and a random policy can
only support a much smaller maximum task arrival rate, than the backpressure
policy.

e We report the results of empirical analysis of the popular Math.StackExchange
Q&A platform which establish heterogeneity of skills of experts, with experts
knowledgeable across different types of tasks and others specialized in partic-
ular types of tasks. We also show numerical evaluation results that confirm
the benefits of the backpressure policy on greedy and random matchmaking
policies.

The remainder of the chapter is structured as follows. Section 8.2 presents our
system model. In Section 8.3, we present results for two baseline matchmaking
policies, namely Greedy and Random. Section 8.4 presents the characterization of
task arrival rates that can be supported under which the system is stable and prove
the superiority of backpressure policy over Random and Greedy. In Section 8.5,
we present our experimental results. Related work is discussed in Section 8.6. We
conclude in Section 8.7. Further, in Section 8.8, we give some directions to obtain
the prior distribution of a task’s true type and the server’s abilities. Proofs of the
results are provided in Section 8.9.
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8.2 Problem Setting

Let C = {ci1,...,c;} be the set of task types. Each task in the system is of a
particular type in C. Let S = {s1,..., sm} be the set of servers (or experts) present
in the system. When a server s € S attempts to resolve a task of type ¢ € C, the
outcome is 1 (a success) with probability ps . and it is 0 (a failure) with probability
1 — pse. Upon success we say that the task is resolved. In the context of online
hiring platform, this is equivalent to successful hiring of an employee for a job. In
the context of Q&A platform, this is equivalent to an answer by an expert being
accepted by the asker of the question.

We consider a Bayesian setting where we have a prior distribution z = {z.}.cc €
C for a task’s type, where C is the set of all distributions. Note, different tasks may
have different prior distributions. Clearly, if server s processes a task with prior
distribution z then the probability that it fails is given by

1/}5(2) = ch(l _ps,c)- (81)

ceC

Further, upon failure, the posterior distribution of task’s type is given by

Note that the posterior distribution of a task’s type upon failure by a subset of
servers does not depend on the sequence in which these servers resolve the task, i.e.,
for each s, s’ € S we have ¢s0¢y = ¢y 0¢s. At any point in time a task is associated
with a ‘mixed-type’ which is defined as the posterior distribution of its type given
the past attempts.

We allow a task to be attempted sequentially by multiple servers until it is re-
solved. We would like to resolve the tasks as quickly as possible.

8.2.1 Single Task Scenario

Before considering the setting of online task arrivals, for ease of exposition we first
consider a toy scenario with single task. Suppose that time t € Z is discrete. A task
arrives at time t = 0. Let the prior distribution of its type upon arrival (equivalently,
its mixed-type at time t = 0) be z. At a time, only one server attempts to resolve a
task. Consider the problem of designing a sequence of servers (s(¢) : 0 < ¢ < 7) such
that the probability that the task is resolved within a fixed time 7 is maximized. Let
2(0) = 2z, and for each t > 1 let z(t) = ¢,_1)(2(t —1)), i.e., z(t) is the mixed-type of
the task at time ¢ given that it was not resolved upon previous attempts. Then the
probability that the task is resolved by time 7 is given as f(7) = 1 =] ]{_y s (2(1))

Contrast this with the Bayesian active learning setting in [49, 62] where the goal
is to reduce uncertainty in true hypothesis via outcome from several experiments.
Using a diminishing returns property called adaptive submodularity the authors in
[49] obtain a policy which is competitive with the optimal. In our setting, f(7) is
a submodular function. Thus a greedy policy where s(t) for each ¢ is chosen to be
from argming 15(z(t)) is 1 — 1/e-competitive [100].

The feedback assumed in [49] is more general than the binary feedback assumed in
our case. However we keep the binary feedback assumption since for hiring platforms
the outcome of a job-employee match is binary and is notified to the platform by
the agents involved. Further feedback on the performance of the agents may also be
reported, but such a feedback is not reliable as it is often biased towards the larger
values [31]. Even for a Q&A setting the model is relevant since only one answer from
the available responses may be accepted by the asker, such as in StackOverflow.

Further, in this paper we add an extra dimension to the problem which was not
considered in the [49, 62], namely, we consider the setting of online task arrivals
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where tasks of different mixed-types may compete for the servers resources before
they leave upon being resolved. We design throughput optimal policies under such
a setting.

8.2.2 Online Task Arrivals

We consider a continuous time setting, i.e., t € Ry. Tasks arrive at a rate of A per
time unit on average. The subsequent mixed types Z; of incoming tasks are assumed
i.i.d., taking values in a countable subset Z of C, and we let 7, = P(Z; = z) for all
z € Z. Finally, the time for server s € S to complete an attempt on a job takes on
average 1/us time units, and such attempt durations are i.i.d.. All involved sources
of randomness are independent.

We assume that Z is closed under ¢s(-), i.e., for each z € Z, ¢5(z) € Z. This
loses no generality, as the closure of a countable set with respect to a finite number
of maps ¢s remains countable.

We assume that a given task may be inspected several times by a given server
and assume that the outcomes success / failure are independent at each inspection.
This can be justified if a label s in fact represents a collection of experts with similar
abilities, in which case multiple processings by s correspond to processing by distinct
individual experts.

For such a setting we would like to minimize the expected sojourn time of a typical
task, i.e., the expected time between the arrival and the resolving of a typical task.
Recall that the success probabilities ps . are assumed to be arbitrary. Under such a
heterogeneous setting minimizing expected sojourn time is a hard problem. In fact,
this is true even when there is no uncertainty in task types. As a proxy to sojourn
time optimal policies, we will strive for throughput optimal policies. In particular,
we will characterize the arrival rates A for which the system can be stabilized, i.e.
for which there exists a scheduling policy which induces a time-stationary regime of
the system’s behavior. Indeed for a stable system the long term task resolution rate
coincides with the task arrival rate )\, and thus throughput-optimal policies must
make the system stable whenever this is possible. Note that for an unstable system
the number of outstanding tasks accumulate over time and the expected sojourn
time tends to infinity.

Finally, for simplicity we assume more specifically that the tasks arrive at the
instants of a Poisson process with intensity A, and that the time for server s to
complete an attempt at a task follows an Exponential distribution with parameter
ts. These are continuous time analog of i.i.d. arrivals and independent departures
per time slot in discreet time setting. These assumptions will imply that the system
state at any given time ¢ can be represented as a Markov process, which simplifies
throughput analysis. The system throughput is often insensitive to such statistical
assumptions on arrival and service times [122].

We close the section with some additional assumptions and notations which will
aid our analysis.

At any time t let N,(¢) represent the number of tasks of mixed-type z present
in the system and N(t) = {N.(t)}.cz. We also let z(s,t) denote the mixed type of
the task that server s works on at time t. For strategies such that the servers select
which task to handle based uniquely on the vector N (), the process { N (t)}+>0 forms
a continuous-time Markov chain (CTMC) [18, 73]. The policies considered in this
paper are studied by analyzing the associated CTMC.

We allow a task to be assigned to multiple experts at a given time. Further, we
allow pre-emptive service, i.e., an expert may drop service of a task should a new
task arrive into a system or an existing task receive a response.

8.3 Baseline Policies

Following the discussion in Section 8.2.1, could it be that a greedy approach may
work well even under the online setting? From throughput perspective, a natural
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Greedy policy is one where each expert is assigned a task which best suits its skills,
i.e., among the outstanding tasks, an expert s is assigned a task of a mixed-type z
which minimizes ¢s(z). We now show a surprising result that for a class of asym-
metric systems the Greedy policy is as suboptimal as a Random policy where each
server chooses a task uniformly at random. Let us first formally define these policies.

Definition 8.3.1 (Greedy Policy). A policy is Greedy if given the system state each
expert is assigned an outstanding task which maximizes its success probability, i.e.,
for each N such that |N| > 0 we have

#(s) € As(N) = arg_min 4s(2),

where ties could be broken uniformly at random among this set.

Definition 8.3.2 (Random Policy). A policy is Random if each expert s is assigned
a task chosen uniformly at random from the pool of outstanding tasks.

We will consider the following class of task-expert system.

Definition 8.3.3 (Asymmetric(a) System). Suppose that there are two task types
C = {c1,c2} and two experts S = {s1,s2}. Each arrival is equally likely to be of both
types, i.e., m,y = 1 where 2’ satisfies z.. = 1/2 for each c € C, and 7, =0 if z # 2.
Both experts provide responses at unite rate, i.e., s = 1 for each s. Further, for
class c1 we have ps., = 1 for each s € S, and for class ca we have ps, ., = a < 1,
and ps, c, = 0. We refer to such a task-expert system as a Asymmetric(a) system
with parameter a.

For this class of systems, if a task of mixed-type 2’ receives a failure from either
of the experts, then its mixed type becomes 2" where 2! = 0 and 2., = 1. Thus, it is

sufficient to assume that Z = {2/, 2"} where 2, = 3 for each ¢ € C, and 2!/ = 1(._,}.
Further, it is easy to check that ¢, (2') = (1 —a)/2, ¢s, (") =1 —a, ¥, (2') = 1/2,
and 1, (") = 1. We then have the following result (its proof, as that of the other

stability results in the article, is established through the identification of suitable
Lyapunov functions, and given in the Section 8.9).

Theorem 8.3.4. For a given 0 < a < 1, consider the Asymmetric(a) system as
defined in Definition 8.3.3. The following statements hold:

1. The Greedy stabilizes the system if and only if A < 4a/(2 + a).

2. The Random stabilizes the system if and only if X < 4a/(2+ a).

3. There exists a policy which stabilizes the system if X < min{3a/(a + 1),2a}.
4. If X > min{3a/(a + 1),2a} then no policy can stabilize the system.

In particular, the stability threshold for task arrival rates under optimal policy
can be up 25% higher (namely, when a = 1/2) than that under either Greedy or
Random.

While it is intuitive that Random may perform poorly as compared to an optimal
policy, it is counterintuitive that Greedy may perform as sub-optimally as Random.
The reason for the poor performance of Greedy can be explained as follows. In the
Asymmetric(a) system, we have a flexible expert, i.e. an expert for tasks of all pure-
types, and a specialized expert, i.e. an expert only for pure-type ¢;. Under Greedy
policy, all experts prioritize the newly arriving tasks as it optimizes the probability
of achieving success in the short term. However, a larger long-term throughput
could be achieved if the flexible expert could focus more on the lagging tasks, i.e.,
the tasks of pure-type co.
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8.4 Optimal Stability

Main goal of this section is to provide necessary and sufficient conditions for stability
of the system. We provide a policy, called backpressure policy, which stabilizes the
system when the sufficient conditions are satisfied.

We obtain stability conditions via capacity constraints and flow conservation
constraints which capture the flow of tasks from one type to another upon service
by an expert. For instance, if v; , represents the flow of tasks of mixed-type z served
by expert s, a fraction 1 — 14(z) of it leaves the system due to success while the
rest gets converted into a flow of type ¢s(z). The total arrival rate of flow of mixed-
type z, i.e., Am, + Zsesyz/e(z)s—l(z) Vs »s(2"), must match the total service rate, i.e.,
Y scs Vs,z- Further, the total flow service rate at expert s, i.e., > > v; ., must be

less than its service capacity us. The following is the main result of this section.
For a proof see Section 8.9.3

Theorem 8.4.1. Suppose there exists s such that min.ps. > 0. If there exist non-
negative real numbers v, for s € S, and z € Z and positive real numbers s, for
s € S such that the following hold:

VzeZ, Am,+ Z Vs s(2) = Z Vs 2 (8.3)
s€S,2'€h5 " (2) seS
Vs € S, Z Vs o+ 05 < [lg, (8.4)
z€EZ

then there exists a policy under which the system is stable. If there does not exist
non-negative real numbers v ,, for s € S, z € Z and non-negative real numbers J
for s € S such that the above constraints hold, then the system cannot be stable.

We use the condition of existence of an expert s such that min. p, . > 0 only for
a technical reason to simplify our proof. We believe that the result holds even when
this is not true.

We need some more notation to describe the policy. Consider a set Y C Z.
Let X (t) be the number of tasks in the system at time ¢ which have been of type
z€ Z\Y. For z € Y, let X,(t) and N,(t) be the tasks of mixed-type z which have
and have not had mixed-type in Z\). Also, for convenience, for each z € Z\)Y, let

X, be the~ tasks of mixed-type z, i.e., N, = X, for each z € Z\Y. Thus, we have
X =3, X.. Consider the following policy.

Definition 8.4.2 (Backpressure()) policy). For a given Y, let X, and {NZ}Z@; be
as defined above. For each s € S,z € Y let

ws (N, X) = {Nz ~Us(2)Ng, ) U Bo(2) €Y

N. = s(2)X, if ps(2) € 2\Y"
Define 3 }
By(N,X)=arg max w,.(N,X).
2'€Y:N,.>0
If

Zus max  ws.(N,X) > X minZusps,c
5 2€V:N.>0 ceC =

then each expert chooses a task in N, where z € By(N,X) C Y with ties broken
arbitrarily. Else, each expert serves a task in X chosen uniformly at random.
The following theorem follows from the proof of Theorem 8.4.1.

Theorem 8.4.3. Suppose there exists s such that min.ps. > 0. If the sufficient
conditions for stability as given by Theorem 8.4.1 are satisfied, then there exists a
finite subset Y of Z such that the policy Backpressure()) stabilizes the system.
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Table 8.1: Skills of experts estimated by using data from the Math.Stack-Exchange Q&A
platform.

Clusters
Tag 1 2 3 4 5 6 7 8 9 10
calculus .32 .39 .30 .35 .37 .47 .28 .16 .26 41
real-analysis A7 .41 .25 .32 .23 .49 .40 .10 .10 .44
linear-algebra .46 .29 .05 .36 .14 .48 .26 31 .07 .43
probability .07 .49 .02 .33 .02 .50 .06 .02 .46 .04
abstract-algebra .02 .05 .03 .32 .02 .38 .23 .50 .01 .27
integration .09 .43 .05 .19 .44 .45 .03 .01 .06 .37
sequences-and-series .05 .32 .16 31 .20 .45 .09 .04 .06 .33
general-topology .02 .10 .03 .16 .02 .43 .50 .07 .02 .31
combinatorics .03 .14 .06 .43 .04 .37 .02 .06 .19 .05
matrices 27 .15 .02 31 .02 .44 .06 11 .02 .34
complex-analysis .02 .19 .08 .16 .14 .50 .09 .05 .01 .44
Size [[165 J] 188 ][ 313 [[ 200 [[ 179 [ 183 [[ 231 [[ 187 [[ 178 ][ 176 |

In particular, the Backpressure(Z) policy is optimally stable for Asymmetric(a)
system as defined in Definition 8.3.3.

Unlike backpressure policy proposed in [114] under a different setting, which was
agnostic to system arrival rates, a set ) such that Backpressure()) policy stabilizes
the system may depend on the value of A\. While the policy as stated may be complex
to implement, it allows us to develop implementable heuristics which significantly
outperform greedy policy. We demonstrate this in the next section.

8.5 Experimental Results

In this section, we present our empirical results obtained by using data

from Math.Stack-Exchange Q&A platform. In this platform, users post tagged ques-
tions that are answered by other users. The asker may select one of the submitted
answers as the best answer for the given question, which is made public informa-
tion in the platform. We will use this data to estimate the success probabilities of
experts in answering questions, and use these parameters in simulations to compare
the throughputs that can be achieved by greedy, random, and backpressure policies.
As we will see, a substantially larger throughput can be achieved by backpressure
policy than greedy and random.

Dataset The dataset consists of around 702,286 questions and 994, 138 answers.
It was retrieved on February 2nd, 2017. The top 11 most common tags are given in
Table 8.1 in decreasing order of popularity. Among these tags, the most common is
calculus which covers 61,184 questions, and the least common is complex analysis
which covers 22,813 questions. In our analysis, we used only questions that are
tagged with at least one of the 11 most popular tags, which amounts to a total of
381,239 questions and 544, 267 answers.

Estimated skill sets The success probabilities of answering questions are estimated
as follows. For a given user-tag pair, the success probability is estimated by the
empirical frequency of the accepted answers by this user for questions of given tag,
conditional on that the user had at least 5 accepted answers for questions of the
given tag, and otherwise we estimate the success probability is set to be equal
to zero. These success probabilities are estimated for 2,000 users with the most
accepted answers. Among these users, the user with the most accepted answers had
4,665 accepted answers, and the user with the least number of accepted answers
had 13 accepted answers. 712 users had more than 50 answers accepted. In order
to form clusters of users with similar success probabilities for different tags, we ran
the k-means clustering algorithm.
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Figure 8.1: Total number of tasks in the system over time for the greedy and backpressure
policy. The task arrival rates are as indicated in the figures.

The estimated success probabilities are shown in Table 8.1. The columns corre-
spond to different centroids of the clusters and give average success probabilities for
different tags. In the bottom row, we give the sizes of the corresponding clusters.
For instance, the 165 persons in cluster 1 have on average 32% of their calculus, and
46% of their linear algebra answers accepted.

There is a pronounced heterogeneity in user expertise. We highlighted the success
probabilities of value at least 35%. A subset of users, namely cluster 6, are got at
all topics whereas other clusters are good at a different subsets of topics.

There is also a prevalence of questions with different combinations of tags, that
is, mixed types. When a question of mixed type arrives with multiple tags, we
associated with it a mixed-type which is the uniform distribution of the associated
tags. We kept only those combinations of tags that occur for at least 1% of the
total number of questions. This results in 16 tag combinations among which 11
are singletons and 5 are combinations of 2 tags. These are the mixed types z with
postive 7,. We observed that roughly 19% of the questions are tagged with multiple
tags, showing the relevance of our model.

Simulation setup We assumed the experts to have unit service rates. We make
this approximation as we do not have the information about times at which experts
begin to respond a question. We examined the system for increasing values of task
arrival rates. We simulate our CTMC via a custom discrete event simulator.

For the backpressure policy we define the set ) to consist of all 11 pure types,
the 5 most frequently seen mixed types upon arrival as described above, and the
mixed types that result from an attempt by an expert exactly once. Note that
pure types can be attempted multiple times without changing its type. We thus
have |Y| = 16 4+ 5-10 = 66. Our choice of ) is a result of a compromise between
performance and complexity. Choosing a larger set of ) may increase the stability
region by a small fraction, but may significantly increase the complexity of the
Backpressure policy.

Performance comparison of different policies We examined the evolution of the
number of tasks in the system waiting to be served over time for greedy and back-
pressure policy for respective task arrival rates, 3.78 and 3.83 (Figure 8.1 left) and
respective task arrival rates 3.83 and 4.08 (Figure 8.1 right). Even under stability,
backpressure may outperform greedy. Further, while greedy is unstable at A = 3.83,
the backpressure is stable even at A = 4.08.

We evaluated the time-averaged number of tasks in the system for different task
arrival rates for the three policies under our consideration. By Little’s law, the
time-averaged number of tasks is a good proxy for the expected sojourn time of a
typical task. These results are shown in Figure 8.2. We observe that the task arrival
rates at which random, greedy, and backpressure become unstable are, 2.2, 3.80 and
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Figure 8.2: Comparison of Random, Greedy, and Backpressure policies.

4.10, respectively. Thus, the backpressure policy achieves throughput improvement
of about 8% over the greedy policy. While greedy may perform better than back-
pressure at lower arrival rates, the backpressure significantly outperforms greedy at
higher arrival rates.

8.6 Related Work

Bayesian Active Learning [49, 62, 22, 45] aims at learning true hypothesis by adap-
tively selecting sequence of experiments. In [22] labels are obtained for a batch of
items at a time. In [45] a stream based budgeted setting is considered where a finite
number of items arrive in a random order. In contrast we allow infinite stream of
tasks and interested in the task resolution throughput. The crowdsourcing works
such as [68, 111, 127, 47] consider task assignment problems for classification with
unknown ground truths, however they consider a static model.

A related line of work is that on stochastic online matching, e.g., [88, 89, 55].
The stochastic online matching can be interpreted as a task-expert system where
each expert is associated with a budget constraint that allows to solve at most
one task. Unlike our work where the task types are uncertain, uncertainty in these
models come from the arbitrariness of the future task arrivals and the monotonically
decreasing available resource budgets.

Another related literature is that of constrained queueing systems, where arriving
tasks are to be served by heterogeneous servers subject to resource constraints, e.g.,
[114, 99, 48, 123, 19, 5, 64, 29, 83, 113]. In particular, our backpressure matching
policy is of a flavor similar to the policy proposed in [114]. The main difference from
our work is that all these works assume that the task types are known.

In [12], the authors considered a constrained queueing system where the hardness
of a task could be unknown and the task upon service can only become progressively
harder. In [66], authors consider a setting where each task can be divided into a
large number of subtasks of the same type, a small amount of which could be used
to accurately learn the task’s type.

8.7 Conclusion

We studied matching of tasks and experts in a system with uncertain task types.
We established a complete characterization of the stability region of the system, i.e.
the set of task arrival rates that can be supported by a matching policy such that
the expected number of tasks waiting to be served is finite. We showed that any
task arrival rate in the stability region can be supported by a back-pressure match-
ing policy. We also compared with two baseline matching polices, and identified
instances under which there is a substantial gap between the maximum task arrival
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rates that can be supported by these policies and that of the optimum back-pressure
matching policy.

8.8 Preprocessing phase

Above we assumed that all parameters are known: the success-probabilities {ps.}.
for each server s, the distribution {z.}. and corresponding arrival rate m,\ for each
mixed-type z € Z. In practice we need to estimate those.

We detail here some directions in case the tasks are of textual form, e.g., questions
on a forum or curricula vitae of job applicants. In this setting, {z.}. could be
obtained as the output of a text-classifier. We discuss two common approaches and
assume that the text underwent standard preprocessing:

e All letters are converted to lower-case.
e All symbols except {a,b,...,z}, spaces and ”.” are removed.
e All words are stemmed (for instance using Porter’s algorithm [105]).

The topic model or Latent Dirichlet Allocation (LDA) [13] is an unsupervised
classification method that outputs a topic distribution for every document in a
collection with vocabulary V. A document of length N in this model is represented
as a bag of words, that is, a vector w € NIVl such that w(v) counts the number of
times word v € V occurs in the document. Note that with this representation, all
structural information (such as word order) of the document is lost.

The core assumption in this model is that every document is generated in the
following way, given parameters £ > 0, number of topics k, vector a = (ay,...,ax)
(all elements > 0), and right stochastic matrix 8 of dimensions k x |V|:

e Draw the document length N from Poi(¢);
e Draw the topic distribution @ = (61, ..., 0;) of this document from Dir(a);

e For each word wy, (n € N), choose a topic z, ~ Multinomial(@) and, given
this topic, choose the actual word with respective probabilities {51, .. ., @‘V‘},

where ¢ = z,.

In this way we obtain a document of (random) length N that consists for a fraction

0; of topic ¢ € {1,...,k} and the frequency of words for that topic are on average
{Bit, -, Bipv |}
Given a (large) collection of M documents {w,...,wys} (e.g., questions or cur-

ricula vitae), we need to estimate the parameters a and . A standard approach is
maximizing the log-likelihood of the data:

N
((a, ) = log(P (wula, B)).
u=1

In practice, this is too computationally expensive and we resort to the approach of
variational inference described in Section 5.3 of [13]. Then, after estimating a and /3,
we estimate for a given document the posterior distribution of its hidden variables
(i.e., @ and z1, ..., 2,) using the method described in Section 5.1 of [13].

Artificial neural networks are supervised classifiers, that could be used if part of
the documents have been labelled [10, 67, 126].
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8.8.1 Estimation of success-probabilities

Here we explain how one could estimate the success-probabilities and the distribution
{@c}e of the pure types. Note that for ¢ € C, we have 7. = ) > z.m.. We assume
that m := |C| < oc.

Given a question of type ¢, let X = Ber(pS) be the indicator function of server
s answering this question successfully.

We shall use tensor decompositions to learn the parameters {7}, and {pS}c,s.
To this end, we start with some standard tensor-terminology. For given vectors
V1, V2, Vg € ]Rm we define the tensor-products v1 ® v9 and vy ® v ® v3 as

V] ® vy = Ulva,
and, for i, j, k € [m],
(v1 ® V2 ® v3); 5k = v1(3)v2(f)vs(k).

Thus v1 ® vo is a matrix and v1 @ ve ® vg is a cube. Put y = (X1, X, ..., Xin—1, l)T,
i.e., the outcome vector of the first m—1 servers on a single question. Conditioned on
¢, let y1,y9 and ys be i.i.d. copies of y. The latter vectors represent i.i.d. attempts
of simultaneously solving the same question (recall that we assumed a server to
represent a homogeneous collection of experts). We then have the tensors

T:E{y1®y2®y3 ZWC ®E[y|]®]Ey| Zﬁcy’c@”c@”ca
c=1

and

m
M = yl ® y2 Z Te KUe ® He = Z %C “c”?v

where .
pe =Elyle = (p5,05, .., p_1,1)"

For the sequel, we shall assume that we have sufficiently accurate estimations of
both T and M. In practice this is a strong assumption, because it asks that m — 1
servers often attempt simultaneously the same questions. We shall also make the
technical assumption that {g.}7, is a linearly independent set.

Let us first study the case where T" is known, and see if we can retrieve {7.}. and
{p.}e- In [7] a generalization of the matrix-diagonalization method is developed for
tensors. It follows that the tensor T admits a unique orthogonal decomposition, that
is, a collection of orthonormal vectors {v1,va,...,v,} together with corresponding
positive scalers A; > 0 such that

m
T:Z)\j vj ® v; ® vj. (8.5)
j=1

Our objective is thus to decompose the tensor

T = ZTiJ,k e; ®e; Qe
ZA7‘j7’€

as in (8.5). To this end, we need the notion of an eigenvector/eigenvalue pair of T,
which is defined in terms of the vector-valued map

u— T(I,u,u),
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where T'(I,u,u) is in standard tensor-terminology defined as

T(Iv u, U) = Z zq%,j,k (6?’&)(6%“)62
i7j7k

An eigenvector u of T with corresponding eigenvalue A is then a vector such that
T(I,u,u) = Au. Now, since the mapping u — T'(I,u,u) is non-linear, there are
differences with the eigenvalue/eigenvector notion for matrices. However, as pointed
out in Theorem 4.1 in [7], considering robust eigenvectors of T resolves the issues.
A unit vector u is called a robust eigenvector of T if there exists € > 0 such that for
all @ € {u/ € R™ : ||u’ — u|| < €}, repeatedly iterating the map

n T(Ia 0_7 é)

0— ———— (8.6)
1T(Z,0,0)|

starting from 6 converges to u. It is very interesting to note that the robust eigen-

vectors of T" are precisely the vectors {vi,ve, ..., vy}, implying that the orthogonal-

decomposition is unique:

Theorem 8.8.1 (Theorem 4.1 in [7]). Let T have an orthogonal decomposition as
in (8.5), then

o The set of 8 € R™ which do not converge to some v; under repeated iteration
of (8.6) has measure zero.

e The set of robust eigenvectors of T is equal to {vi,va,...,vm}.

We explain now how the robust eigenvectors of T'(W, W, W), for a special matrix
W (defined shortly), can be related to {7.}. and {p,}e.

In Section 4.3.1 of [7] and also in [104] the following reduction method is de-
scribed: Let U be the matrix of orthonormal eigenvectors of M (note that M is a
full-rank matrix due to the assumption that the span of {p,}; has rank m) and
D be its corresponding diagonal matrix of positive eigenvalues. Put W = UD~1/2,
Then,

WTMW = 1.

Note that there are standard diagonalization methods available to obtain U and D
for the symmetric positive-definite matrix M.

Let i; = V7A;WT ;. Then, {j1;} are orthonormal vectors. Indeed,
m m

I=WIMW =Y W/ Fese) VRl )W =S ol
c=1 c=1

Note that we have access to T(W, W, W) :=>". .. T; ;i (WTe))@(WTe;)@(Whey).

/[:7j7k
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But,

ZTi,j,k WTe) ® (WTej) @ (WTey)
1,7,k
=N T Wre) @ (Whej) @ (Wey)
1,5,k

=2 (Z %cuca)uc(j)uc(k:)) (WTe)  (WTej) @ (Wey)

i7j7k c

= Z%c Z(/J’C(Z)WTel) ® (l’l’c(.j)WTej) ® (uc(k)WTek)
c 1,5,k

= Z/ﬂ:c (Z “c(i)WTei) ® Zuc(j)WTej ® (Z l'l'c(k)WTek)
c 7 J k

= Z%C (WTHC) ® (WT/JJC) ® (WTIJ‘C)

=> ¢1? (1) ® (Re) @ (Be)-

Hence, applying the above theorem to the tensor T'(W, W, W) gives that {f,}. are
its robust eigenvectors with corresponding eigenvalues {\/%}c

Given T', a simple algorithm would then be to compute W and then for many
random starting vectors u, iterate the map u — S(I, u,w)/||S(I,w,u)| until conver-
gence, where S := T (W, W, W).

Alternatively, there are other methods available (for instance the Tensor Power
Method see [7]) to obtain from 7'(W, W, W) its orthogonal decomposition. However,

in practice we observe a tensor T=T-+ E, , where E = Z”k €k € D ej R eg,
with | jr| < € and e;(l) = 6; (coordinate vectors). The symmetric tensor E
represents noise due to the fact that neither our model nor moment estimates are
perfect. Theorem 5.1 in [7] tells us that we can in this case use an algorithm that

gives us approximations {9.}. and {\.}. such that for all ¢, ||o. — v = O(e) and

[IAe = Acll = O(e). See also [104] for a method that in practice outperforms existing
methods.

How many observations do we need? To apply the above approach, we need all
first-, second- and third order cross moments for servers 1,...,m — 1. In particular,
we need approximations for Y m.(p)3. Meaning that we need to be able to pose
the same question three times to a server, and obtain three independent responses.
If this is too restrictive, one could employ the method in [6]: one needs then all
second order cross-moments between 3(m — 1) different servers.

Note that when |C| = m, we need at least m — 1 servers. In particular, for
|C| = 2, we need only a single server. This makes intuitively sense as we then have
three estimations, namely for p; + (1 — m)pa, 7p? + (1 — 7)p3 and 7p3 + (1 — 7)p3,
while we have only three unknowns.

Estimating the parameters of the remaining servers (outside the set {1,...,m})
is easier, since 71,..., T, are now known. Indeed, let A be the matrix containing
the vectors w1, ..., phm as its columns. Then, we can observe

TP, e TePTPS
A : m—1 - .C C
Tm—1Pg Zc ﬂ-cpm—clps
TmDy D¢ TS
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We carry out an heuristic error analysis, under the assumption that we obtained
estimates for {\/%}c and fiy,..., M, containing errors of order O(e). Then, the

error in 7, is of order O(e), but the error in f,, is of order O (\/%HUDU?HG) =
(@) (, / %Qv where dpax is the largest eigenvalue of M (note that U is orthonormal).

Therefore, instead of A, we observe A + A, where [|[§A|| = O (1 / im%e) . Now,
consider the perturbation-equation

(A4 AA)(z + dx) = b+ db,
where Ax = b. Then, heuristically,

x40z = (A+ AA) "1 (b+ 5b)
= (I +ATAA)TA (b + 0b)
= (I+O(|A'AA|))(x + A~16b)

Since [|A| > 1, we have,

dmax
[6z]| < O (\/ — 6) (ABI[ + [l]) + [|Ab].

8.9 Proofs

8.9.1 Proof of Theorem 8.3.4

Proof of Part (i): Let us first describe the the transition rates for the CTMC under

greedy policy. Let ¢(n,n’) be the transition rate from state n to state n’. Let e,
denote the vector with all coordinates equal to 0 except for the z-coordinate which
equals 1. Fix a state n. For each z € Z we have

qg(n,n+e;) = Ay,

Q(na n— ez) = S:Zg;(]v) :us(]- - QzZ)S(Z)) |A3(N)| ’
1
q(n,n—e.+ ey () = s:zG;S(N) Msﬂ)s(z)m.

Transition rate g(n,n’) for each (n,n’) which is not as given above is equal to 0.

We first show that if A < 4a/(2 + a) then the system is stable. For each ¢ let
t + 7(t) be the time at which the first event (arrival or completion of a response)
occurs after time t. Let 7, = E[7(t)|N(t) = n], i.e., given that N(t) = n at time ¢,
Tn, is the expected time at which the first event occurs after time ¢. For example, for
n =0 we have 7, = 1/\.

A common approach to show system stability is to use Lyapunov-Foster theorem,
see e.g., Proposition 1.5.3 on page 21 in [8]. The idea is to construct a function L(-)
such that L(n) tends to infinity as |n| — oo and that has a strictly negative ‘drift’
for all but finite values of n, i.e., there exists a constant ¢ > 0 such that

E[L(N(t+7(1) = LIN®))|N(t) = n] < —em,

for all but finite values of n. Intuitively, negative drift condition implies that as
L(N(t)) becomes large (i.e., as N(t) becomes large) the system dynamics is such that
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L(N(t)) tends to decrease in expectation. This prevents the L(t) from blowing up
to oo as t increases and thus keeps the system stable. Roughly, the Lyapunov-Foster
theorem states that the negative drift condition is indeed sufficient to ensure that
that system is positive recurrent and thus stable. We will use a variant of Lyapunov-
Foster theorem, provided below, which follows from Theorem 8.13 in [108].

Theorem 8.9.1. Consider an irreducible CTMC N (t) that takes values in a count-
able state-space. Let T(t) and 1, be as defined above. If there exists a function L(-),
and constants KK > 0 and € > 0 such that for L(n) > K we have

E [L(N(t +7(t))) — L(N(t))’N(t) = n} < —e€Tp,
and if {n: L(n) < K} is finite, then N(t) is positive recurrent.

Now suppose that A < 4a/(2 + a). Then, it can be checked that (2 ~5A < a

Thus, there exists § > 0 such 552\ = (1 + d)a. Now, consider the following

PIeESY)
Lyapunov function: for each n, we have
1 2—a
7L 6 —_— ! 1"
L) = (L4 8) g + e,

where 0 is a constant obtained as above.
Consider states n such that n,» > 0. For these states, we obtain

7'1nL( )= (1 +5)m(/\—usl—u32 + (1,1, (2) + s, s, (2))
(+5)(2_CLA)(A—2)+1;G+; —52;a<0-

Now, consider states n such that n,» = 0 and n,~» > 0. For these states

1
; ( ) 5WA—M531CL——(SCL<O.

Thus, the conditions of Theorem 8.9.1 are satisfied with K = L((1,1))/7(,1) and
e = min(da,d(2—a)/2). Hence, N(t) is positive recurrent if A < 4a/(2+4a). We now
show the only if part. Suppose that A > 4a/(2 + a). Then, the § used in the above
argument is greater than or equal to 0. Thus, drift is non-negative for all but finite
values of n. Further, since L(-) is bounded, the maximum change in L(-) upon an
arrival or a departure is also bounded, using Proposition 1.5.4 on page 22 in [8], we
establish the only if part.

Proof of Part (ii): Part (ii) is a special case of Theorem 8.9.2 stated and proven
below.

Proof of Part(iii) and (iv): We use Theorem 8.4.1 from Section 8.4 in this chapter.
For Asymmetric(a) system we have Z = {2/, 2"} where z| = 3 for each ¢ € C, and
2 = l{e=c,)- The flow conservation constraints in Theorem 8.4.1 can be given as

(&
A= Zl/sz/ and Zyszz/}s —i—Zl/SZH’(/}S " Zyszu

follows:
Suppose a > % There exists an € > 0 such that A\ = aa(}r_le) . It can be checked
that {vs,}s . where

20— 1 2—a
1— 1 =
a+1( 6),1/3172 a+1

(1—¢)

Vsy 2zt = 1- €, Vsy, 2" = 0, Vs 2t =
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and {0s}scs where 05 = € for each s satisfies sufficient conditions of Theorem 8.4.1.
Now suppose a < 3. There exists an € > 0 such that A = 2a(1 — €). It can be
checked that {vs.}s . where

Vsyor =2a(1 —€),vg, »» = 0,05, »» = 0,105, »» = (1 —¢€)

and {0s}scs where 05 = € for each s satisfies sufficient conditions of Theorem 8.4.1.
The result then follows from the proof of Theorem 8.4.1 by taking ) as Z O

8.9.2 Stability Threshold under Random Policy for an Arbitrary
System

Theorem 8.9.2. Under Random policy, a system is stable if and only if it satisfies
the following:
-1
\ < z D sez s
ceC ZSES UsPs,c
Proof:

Note that the system under random policy is equivalent to the one where pure-
type of a task is revealed upon arrival, i.e., there is no uncertainty in task types.
This is true since the random policy does not use the information of type (pure or
mixed). We thus assume that the pure-type is indeed revealed upon arrival. Let
X.(t) be the number of tasks in the system of pure-type c. Let X (¢t) = {X.(¢)}e.
For each ¢ € C, the arrival rate into queue X,(t) is equal to

Ae 1= Z AZeT .

z2€Z

2cecAe

ses MsPs,c
We use the fluid limit approach developed in [110, 30, 84]. Roughly, given initial
condition X (0) = z, the fluid trajectories of the state process X (¢) can be obtained
by scaling initial conditions, speeding time, and then studying the rescaled process;
i.e., letting limy_, %X(O) =z, and studying limg_, %X(kt).

Using arguments similar to those used in [84], the fluid limits for the number of

tasks in each class can be shown to satisfy the following at almost all times ¢: for
each c € C and X, > 0 we have

We first show the if part of the result. Suppose that we have

d X,
S Xe=Am ) HPses g (8.7)

L(X) =) Xclog (%ZXX> , (8.8)

where 7, := Z/\i
ses MsPs,c
Further, by following the arguments similar to [84], if we have that L(X) — oo
and for some o > 0, £ L(X) < —a as | X| — oo under fluid limits then the stability

of the original system follows. We show below that both these limits hold.
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Using (8.7) and (8.8), we obtain
d d X,
LX) = Lx, ) 1og [ —2c ), :
) Z (dt ) % (%Zd Xc/> 59
Xe
= sPs,c 1 —1 c ], 1
z( Soes? X)(ogZch, ). (510

=2 (Z “sps,c> (e = Ye) log(Ye/e), (8.11)

where Y, := X X . Now, (8.11) is negative and strictly bounded away from zero.

This can be seen as follows. Firstly, all terms in the sum are non-positive. Therefore,
it suffices to show that there exists a § > 0 such that there always exists a ¢ for which
(7e — Ye) log(Ye/7e) < —0. Since, Y. Y. = 1 and, for some fixed e > 0, >~ 7. = 1—F¢,
it follows that there exists ¢ such that v, — Y, < —e. For this ¢, we thus also have
Yo/ve>1+e Consequently, (e — Ye)log(Ye/ve) < —elog(l + €

Let § = 1/) .7 and 4. = 7.0 for each ¢ € C. Since 'yc < 1, we have
6 > 1. Let D(p||q) be the Kullback-Leibler divergence between two discrete random
variables with probability distributions p and ¢q. Now, we can write

ZX log( ng > (8.12)
.1

= Z:Xcloge—i—zc:XClog (Z ’3’) (8.13)

= ZXclogGJr (ZXc) (

which converges to co as | X| grows large.
Hence, the if part of the result follows. The same line of argument can also be

{,?C}CEC> (8'14)

eC

used to show that if 2257;; > 1 the drift is non-negative for all but finite number
ses MsPs,c

of states. Further, since L(X) is bounded, the maximum change in L(X) upon an
arrival or a departure is also bounded, using Proposition 1.5.4 on page 22 in [8], we
get the only if part.

8.9.3 Proof of Theorem 8.4.1

We first show stability under sufficient conditions. In networked systems, e.g. see
[114, 48], a standard approach towards proving stability of a backpressure type
policy is to design a ‘static’ policy using flow variables {vg.}s . and the slacks {05}
which provides a fixed service rate to each queue N, such that its drift is sufficiently
negative for each. However, in our setup the total number of queues {N,},cz could
be countable, while the total available slack is finite. Thus, it is not possible to design
a static policy such that the drift in each individual queue is bounded from above
by a negative constant. This is unlike any finite-server queueing system considered
in the previous literature.

We thus take a different approach, which can be explained roughly as follows.
Since the total exogenous arrival rate A, and the total endogenous arrival rate, i.e.
arrival into a queue due to failure at another queue, are both finite (they are bounded
from above by > ), there exists a finite set J C Z such that the total arrival

rate into Z\) is less than min.co ) %ps,c. Each task which enters a queue N,

ses
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where z € Z\) is instead sent to a virtual queue X, and stays there until there is
a success. If X is ‘large’ compared to the other queues then all the servers focus on
X. The finite number of remaining queues are operated via a backpressure policy
which accounts for the ‘expected backlog’ seen in these queues.

More formally, consider {v; .} . and positive constants {J,}s as postulated in the
theorem. Without loss of generality, assume that there exists a constant 0 < e < 1
such that §; = eus for each s € S. Let ) be a finite subset of Z such that

Z AT, + Z Z Vs,z’¢s( < Iclélél Z —Ps.c-

z€Z\Y seS Z/e¢;1(z)my

Since \ + Zse&zez Vez < 2 Jbs, such a ) exists.
Let X be the number of tasks in the system which are or have been in past of
type z € Z\). Once a task enters queue X it does not leave it until success. There

may be tasks in it with mixed-type in ). Note, our policy will depend on X and thus
{z(s,t)}s will not be N(t) measurable. In turn, N (¢) will not be a CTMC. For z € ),

let X, and N, be the tasks of mixed-type z which have and have not had mixed-type
in Z\)Y. Also, for convenience for each z € Z\Y, let X, be the tasks of mixed-type

z,ie, N, = X, for each 2z € Z\Y. We now formally define o ({XZ}ZGZ, {Nz}zey)-

measurable backpressure policy. Thus, ({Nz}zey7 {Xz}zeg) is a CTMC.
We now show stability of the system under this policy for Backpressure()) as
given in Definition 8.4.2. Below we will assume that the ties in selecting z from

B,(N, X) are broken uniformly at random for simplicity of exposition. The proof
can be easily extend to any other tie breaking approach. Consider the following
Lyapunov function.

2
LV, %) =Y N2+ (ZXZ> — SR X
ze)Y z2€EZ zey

For each t, let t + 7(¢) be the time at which the first event (arrival or completion
of a response) occurs after time ¢. Clearly, 7(¢) is a stopping time. Further, let

ma(t) = E [7(0|(N, X) = (2,3)].
Let

D(#, %) := —E [L(N(t +7),X(t+7) - LIN®),X®)|N@®) =, X(t) =2

D(n, %) is called drift in state n. We would like to show that there exists a positive
integer K and positive constant € such that

D(n,z) < —e Y(n,Z)s.t. max(|n|s, ) > K.
Let for each s € S and z € Y let

* 1
Ve = Lominece 5 uepn >, o maxecyin o we. () (B} TB oy

147



Then, one can check that

LB [N+ 1) - RN () = 7, X(0) = 3]

Th,%
=@+ [ MY > vhab(?) (8.15)
SE€ES zept(2)NY

+( 2n2+1)z sz

s

Further, let

* ) 5
v.o= 1{1 mineec Yo, PsPs,e >, fhs MAXzep:a, >0 Ws, 2 (7,2) }*

Then, we have that

< (2z+1) Z AT, + Z vi s(2) | + (=22 4+ 10" mcin Z [sPs.c
z€Z\Y SES 21chps M (2)NY S
Thus, we get

D(n,z) < Z(an—i—l AT, —i—Z Z Vi s(2') —1—(—2712—&—1)2/;81/;2

zey SES Z’ed):l(z)ﬂy S

+(2zx+1) Z AT, + Z Z ;:Z,d}s(z') +(—2z+ 1" mcin Z sPs,c-

2€Z\Y S€S zepH (2)NY

Upon arranging terms, we obtain

D(n, ) Z2nz )\7TZ—|—Z Z Ve bs(z ZVSZ

z€Y s€S zcpst (2)NY
5 S SRS DI SR IAT) R S
z€Z\Y SES 21cps M (2)NY s

+ A+ Z Vi s( +Zszz+vmmZuspsc

zZ SES z e (2)NY z€) s

The last of the above three terms can be bounded by a constant, say oy = 10 pus.
For each s € S and z € Y let U5 , = (us — 30s/4)v; , and 3, = (ds/4)v; ,. Further,

SZ
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let 0% = min. ) (ps — 395/4)ps,cv* and 7* = ming ) (05/4)pscv™. Then,

TNL .f Zan )\772"1'2 Z ﬁ;z’ws(zl)_zﬁ:z

zeY S€S yregpt (z)NY

+ 2z Z A, + Z Z i s(2) | =07 | +an

2€Z\Y S€S zeps M (2)NY
el VI S SR 3 R D D
2€Y S€S 2 eps (2)NY SES zepr ! (2)NY

Consider the following lemma. Its proof is given in Section 8.9.4.

Lemma 8.9.3. Recall the {vs.}s . as postulated by the theorem.
For © = {0s . }ses ey UB, where 0 and 6 , for each s,z are reals, let

22277% Aﬂ'z"‘z Z szq/}s Zesz

2€) s€S zcpt (2)NY

+ 2z Z AT, + Z Z Ostbs(2)) | — 0

(8.16)

Then,
F ({72 Yoes ey UP) < f ({vs:does ey U {mind,/4} )
From definition of v ., we get that the first term in f({v; ; }scs ey U{ming d,/4})

is equal to 0 and that the second term is less than or equal to 0
Thus, we obtain

D@, @) <o+ Y 20 (Y. > Pl Z

z€y s€5 zeps (2)NY

(8.17)
v [0 D () -
s€S 2/ eps H(2)NY
Rearranging, we get
D(f,&) <a1=2) > Tl = s(2)fig ()
s€S zeY:p.(2)€Y (8.18)

=2 D (e~ u(2)X) - 200",

sES eV (2)€Z\Y

Fix € > 0. We now show that there exist a positive integer K such that if x > K
or if || > K then D(n,z) < —e. Upon rearranging terms, we obtain
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D(ﬁ,j?) <a — 22 z ’;:,z(ﬁz - ws(z)ﬁqbs(z))

SES 2eV:05(2)€Y

23" Y (i () X) — 2207

S€S 2€Y:¢:(2)EZ\Y

=qa — 2 E g Vg ,Ws (N, T) — 207,

SES z€)

< a1 — max (2 Z Z Vg ,Ws 2 (N, T), 2;}*:E)

seS zey

(8.19)

Thus we get,

o ds
D(n,z) <aq — xlg’élél; o Pse
S

Hence, for any (7, ) such that > (a1 + €) mineec ) g %ps,c, we have D(n,Z) <
—€.
We also have that

D(n j)<a1—25 —ma;}(wsz(n x).
zE
seS

)
D(n,z) < a;—2 (min 48> ;gleaﬁ{w&z(ﬁ,x) <a;—2 <m1n ) maxZwsz (n,x)
S

seS zeY

Now suppose that z < ap := (1 + €) mineec Y e %p&c. Then, if we show that
max.cy e Ws,z (7, ) = 00 as |N]oo — 00, then we have that D(7,T) < —€ a pos-
itive integer K’ such that |72|oc > K’. We now show that ) _¢max.cy ws (7, ) —

00 as |N]oe —> 0.
Let 2* = argmax,cyn,. Then we have

Zwsz* (n,x) < Z (ny — Ys(z) min(ag, ny-)

seS

= |S‘nz* — min(ag,nz*) Zws('z)

which tends to infinity because
Z Ps(z) = Z Z ze(1 = pse) = |S] - Z Z ZePs,c

< |S| — max E 2ips,e < |S| — max 2z min E Ds,c
C C C
S

<|S| - |C\ m1n2psc<\5]

Thus, there exist positive constants K and e such that if x > K or if || > K
then D(n,z) < —e.

Let A := {(n, %) : max(|fi|oo, ) < K}. Then, using a version of Lyapunav-Foster
Theorem from [116], we have that, from any state (72, Z) such that |n| + x < oo, the
expected time to return to A, i.e., 74(n, &) is finite. Further,

T:= sup 74(n,7T) < oc.
(n,2)eA
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Thus, starting with any state in A, we return to it in a finite expected time. We
will be done if we show that expected time to return to state (0, 0) is also finite. We
do this as follows. Fix a constant 8 > 0. Since there exists s such that min. ps. > 0,
we have that for any interval of time of size 8 the probability that no arrival happens
in the this interval and that a task leaves the system is finite.

Suppose that system is in a state (n,Z) € A at time ¢ = 0. Now consider renewal
times 15,7 = 0,1,2,...,, where Ty = 0 and for each 7 > 0, T; is defined as follows:
T; is equal to T;_1 + B if indeed no arrival happens and a task leaves the system
in the interval [T;_1,T;), else T; is the first time of return to A after T;_;. Clearly
E[T;] < oo since T as defined above is finite. Further the probability that a task
leaves the system in time T; — T;_1 is non-zero, say «. Thus, the time for the system
emptying after first reaching A can be upper-bounded by a sum of K geometric
random variables with rate ov. Thus expected time to return to state (0,0) is finite.
Hence, the system is stable.

Now suppose that the system is stable. Then, the necessary conditions can be
shown to hold by the ergodicity of the system, and letting v, . for each s,z to be
the long-term fraction of times a server s attempts a task in NV,. O

8.9.4 Proof of Lemma 8.9.3

Upon rearrangement of terms in the expression of f(©) we obtain

=- Z Z Os,2(n—1s(2 n(b& Z Z 0.2 (n.—1s(2)x)—=.

5 2€Y:04(2)EY S 2€Y:ps(2)€Z\Y

By using the definition of weights w, ., we obtain

ZZOSzwsz f,z) — 20 > — Z(r;rlea;cwsz (n,x > ZHSZ—

s z€Y z€Y

Thus,

f({vsz}ses ey U {msin ds/4})/2

> —Z <mastz (n,x) ) Zl/sz—wmmz 0s/4)Pse
s S z€Y ses
> —Z s — 0s/2) m%gcwsz(n x)—xmmz (05/4)Ps,c
SES
>

*1{25 max.cy Ws, - (7,2) (s —30s /4) >z (ming > (s —30:/4)ps.c) } Z gleaj}}{ Ws z(n I‘) (Ms - 355/4)
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= f ({75 }ses ey UDY) /2.
Hence, the lemma holds. ]
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Appendix A

Algebraic Preliminaries

We shall make use of the following fact about the spectral radius:

Lemma A.0.4. If|X| <Y holds entry-wise for two real symmetric matrices X and

Y, then
p(X) < p(Y).

Proof. Due to the Rayleigh-Ritz theorem, we have

p(X) = max || Xz
[12]]=1

Hence,

p(X) = max || Xz|| < max [[ V" |z] || = max [|[Yz]| = p(Y).
l2ll=1 l2ll=1 l=ll=1

O

The following lemma could be of independent interest as a simple alternative to
the commonly used David-Kahan theorem:

Lemma A.0.5. Let A,6A be two n X n symmetric matrices. Let A\ > ... > A\,
be the eigenvalues of A + A and pu1 > ... > un be the eigenvalues of A. Let

A = min{|p; — pj| 0 i # py, e, 1y eigenvalue of A} Assume that p (6A) < %.
Let v; be a normed eigenvector of A + A corresponding to eigenvalue \;, for any
i=1,...,n. Then,

1[N — il < p(6A),

2. the dimension of the eigenspace E; of A+ dA corresponding to the eigenvalue
i s no larger than the dimension of the eigenspace of A corresponding to the
etgenvalue [i;,

3. there exists a normed eigenvector v; of A corresponding to eigenvalue p; such

that
. 5A)\?
;- U; > 1-— (M) .
Proof. (i) is due to Weyl’s inequality (see for instance [58]).
To prove (ii), let d be the dimension of E; and write \; = A\jp1 = -+ = A\iya—1-
Since |\, — wi| < p(dA), we have |p; — piv1] < 2p(0A) < A. Thus p; = piy1, and
similarly for the other eigenvalues.
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To prove (iii), we start with some notation: Let m be the number of distinct
eigenvalues of A, denote those distinct numbers as 7 > - -+ > 7,,. Define S; = {u €
{1,...,n} : py = i}, the set of indices of eigenvalues that are all equal to ;. For
u € {1,...,n}, define 7, € {1,...,m} as the unique index such that u € S, . Write

V; = Z a;Wy,
J
where {w;}; are orthonormal eigenvectors of A with associated eigenvalues {s;};.

Then,
(A+05A)v Z ajpiWi+ (0A)v;

Hence,
(5A)VZ = Z Oéj()\z' — ,uj)wj + Z Oéj()\i — ,u])wz

Taking norms on both sides,

P2 > 3 2w > S a2a-a22=(1- 3 o2 | @a/22

i¢s., i¢S., jes.,

because, by definition |p; — p;| > A if 7 # 74, and our observation |\; — p;| <
p(0A) < A/2. Put
Z Wi

JESTL

then

O]

Lemma A.0.6. Consider a square n X n symmetric zero-diagonal random matriz A
such that its elements Ay, = Ay, are independent Bernoulli random variables with
parameters

&)

E [Auv] = aquZL)a

where the ay, are constants independent of n and w(n) = Q(log(n)). Then, with
probability larger than 1 — O (#), the spectral radius of A — E[A] satisfies

p(A-E[4])) <O (vBMm)).

Proof. This is precisely Lemma 2 in [115], where we quantified the term with high
probability. We did this by choosing ¢; > 3 in its proof. Note that the latter proof
builds further on results by Feige and Ofek [42]. O

Lemma A.0.7 (Bernstein’s inequality). Let Xi,..., X, be zero-mean independent
random variables all bounded from above by one. Put 0 = * =Y w1 var(Xy). Then,

P13 ) com ()
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Proof. See [11]. O

Note that Bernstein’s lemma can easily be extended to the case of non-centred
random variables.

162






Résumé

Dans cette thése, nous étudions deux
problémes d’apprentissage automatique:
(I) la détection des communautés et (Il
I'appariement adaptatif.

) Il est bien connu que beaucoup de réseaux
ont une structure en communautés. La
détection de ces communautés nous aide
a comprendre et exploiter des réseaux de
tout genre. Cette thése considere prin-
cipalement la détection des communautés
par des méthodes spectrales utilisant des
vecteurs propres associés a des matrices
choisies avec soin. Nous faisons une anal-
yse de leur performance sur des graphes ar-
tificiels. Au lieu du modele classique connu
sous le nom de <« Stochastic Block Model
> (dans lequel les degrés sont homogenes)
nous considérons un modele ou les degrés
sont plus variables: le <« Degree-Corrected
Stochastic Block Model > (DC-SBM). Dans
ce modele les degrés de tous les noeuds
sont pondérés - ce qui permet de générer
des suites des degrés hétérogénes. Nous
étudions ce modéle dans deux régimes: le
régime dense et le régime < épars >, ou
< dilué >. Dans le régime dense, nous
prouvons qu’un algorithme basé sur une ma-
trice d’adjacence normalisée réussit a clas-
sifier correctement tous les noeuds sauf une
fraction négligeable. Dans le régime épars il
existe un seuil en termes de parameétres du
modele en-dessous lequel n'importe quel al-
gorithme échoue par manque d’information.
En revanche, nous prouvons qu'un algo-
rithme utilisant la matrice < non-backtracking
> réussit jusqu’au seuil - cette méthode est
donc treés robuste. Pour montrer cela nous
caractérisons le spectre des graphes qui sont
générés selon un DC-SBM dans son régime
epars. Nous concluons cette partie par des
tests sur des réseaux sociaux.

Il) Les marchés d’intermédiation en ligne
tels que des plateformes de Question-
Réponse et des plateformes de recrute-
ment nécessitent un appariement basé sur
une information incompléte des deux parties.
Nous développons un modéle de systeme
d’appariement entre taches et serveurs
représentant le comportement de telles plate-
formes. Pour ce modéle nous donnons une
condition nécessaire et suffisante pour que
le systeme puisse gérer un certain flux de
taches. Nous introduisons également une
politique de < back-pressure > sous lequel
le débit gérable par le systéme est maximal.
Nous prouvons que cette politique atteint un
débit strictement plus grand qu’une politique
naturelle < gloutonne >>. Nous concluons
en validant nos résultats théoriques avec des
simulations entranées par des données de la
plateforme Stack-Overflow.
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Abstract

In this thesis, we study two problems of ma-
chine learning: (I) community detection and
() adaptive matching.

I) It is well-known that many networks ex-
hibit a community structure. Finding those
communities helps us understand and ex-
ploit general networks. In this thesis we fo-
cus on community detection using so-called
spectral methods based on the eigenvectors
of carefully chosen matrices. We analyse
their performance on artificially generated
benchmark graphs. Instead of the classical
Stochastic Block Model (which does not al-
low for much degree-heterogeneity), we con-
sider a Degree-Corrected Stochastic Block
Model (DC-SBM) with weighted vertices, that
is able to generate a wide class of degree
sequences. We consider this model in both
a dense and sparse regime. In the dense
regime, we show that an algorithm based on
a suitably normalized adjacency matrix cor-
rectly classifies all but a vanishing fraction of
the nodes. In the sparse regime, we show
that the availability of only a small amount
of information entails the existence of an
information-theoretic threshold below which
no algorithm performs better than random
guess. On the positive side, we show that an
algorithm based on the non-backtracking ma-
trix works all the way down to the detectabil-
ity threshold in the sparse regime, showing
the robustness of the algorithm. This follows
after a precise characterization of the non-
backtracking spectrum of sparse DC-SBM's.
We further perform tests on well-known real
networks.

II) Online two-sided matching markets such
as Q&A forums and online labour platforms
critically rely on the ability to propose ad-
equate matches based on imperfect knowl-
edge of the two parties to be matched. We
develop a model of a task / server match-
ing system describing platform operation in
the presence of such uncertainty. For this
model, we give a necessary and sufficient
condition for an incoming stream of tasks to
be manageable by the system. We further
identify a so-called back-pressure policy un-
der which the throughput that the system can
handle is maximal. We show that this pol-
icy achieves strictly larger throughput than
a natural greedy policy. Finally, we validate
our model and confirm our theoretical findings
with experiments based on user-contributed
content on an online platform.
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