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Hamou C. A. O., Réocreux R., Sautet P., Michel C., Giorgi J. J. Phys. Chem. C, 2017,

121, 9889-9900

II γ-Al2O3 at the interface with liquid water 51

6 γ-Al2O3 model surfaces 53

1



CONTENTS

7 Structuration of water at the γ-Al2O3 (110) interface: an Ab Initio

Molecular Dynamics perspective 63

8 Insights from Ab Initio Molecular Dynamics on the Early Stage

Mechanism of γ-Al2O3 decomposition in neutral liquid water 85

9 Adsorption of Ethanol and Propane-1,3-diol on γ-Al2O3 at the Inter-

face with Water 101

2



Remerciements

Je tiens tout d’abord à adresser mes plus vifs remerciements à mon encadrante, Dre
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Tao Jiang, Dr Vincent Krakoviack, Pre Élise Dumont et Pr Paul Fleurat-Lessard pour
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puis Dr Martin Vérot) pour la confiance que vous m’avez accordée dans la réalisation
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Résumé

L’abandon progressif des ressources fossiles s’accompagne de l’exploitation croissante

de la biomasse. Cette transition nécessite de développer de nouveaux procédés notam-

ment en catalyse hétérogène. Les chimistes se heurtent alors à deux défis majeurs : (i)

désoxygéner la biomasse (cellulose/lignine) pour revenir à la chimie mâıtrisée des grands

intermédiaires (ii) rendre les catalyseurs résistants à l’eau, omniprésente en biomasse.

En collaboration avec des expérimentateurs de l’Université d’Ottawa, nous nous

sommes d’abord intéressés à la désoxygénation d’aromatiques de type lignine. Les calculs

ab initio (DFT) nous ont permis de dresser les caractéristiques d’adsorption de ces com-

posés sur Pt(111) en termes de descripteurs moléculaires simples. Nous avons ensuite

étudié le mécanisme de décomposition de l’anisole et du 2-phénoxyéthanol, molécules

modèles. Nos études ont montré l’importance de l’hydrogène et des fragments carbonés

sur la réaction de désoxygénation de ces composés.

En parallèle nous nous sommes intéressés à la stabilité, dans l’eau, d’un des sup-

ports catalytiques majeurs : l’alumine-γ. Ce sujet clé pose des défis considérables en

modélisation, puisqu’il nécessite d’utiliser des méthodes de dynamiques moléculaires ab

initio. Celles-ci nous ont permis de caractériser la structuration de l’eau au contact

de l’alumine et l’importance de la solvatation sur les aluminols de surface. À l’aide de

méthodes d’événements rares (dynamique contrainte, métadynamique) nous avons enfin

abordé la réactivité d’alcools et de l’eau avec l’alumine hydratée. Ces simulations ont

permis d’identifier les premières étapes d’hydratation et de mieux comprendre comment

les limiter.
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Abstract

Moving away from fossil ressources is currently being accompanied by the increasing

exploitation of biomass. This shift requires the development of new processes, in par-

ticular in heterogeneous catalysis. Chemists are now facing two major challenges: (i)

deoxygenate biomass (cellulose/lignin) to produce platform intermediates with a eel-

known chemistry (ii) make catalysts resistant to water, ubiquitous within the context of

biomass.

Within a collaboration with experimentalists at the University of Ottawa, we have

first studied the deoxygenation of lignin-like aromatics. From an ab initio (DFT) inspec-

tion, we have characterized and described the adsorption of such aromatic oxygenates on

Pt(111) with simple molecular descriptors. We have then investigated the decomposition

mechanism of anisole and 2-phenoxyethanol. For these two model compounds, we have

showed the significance of hydrogen and carbonaceous species to have the deoxygenation

reaction proceed properly.

Meanwhile, we have examined the stability, in water, of γ-alumina, a major support

in heterogeneous catalysis. The necessity to perform ab initio molecular dynamics sim-

ulations makes the modeling of such a system particularly challenging computationally.

The simulations have nevertheless enabled us to characterize the structuration of liq-

uid water in contact with alumina and the significance of solvation on surface aluminol

groups. Using rare-event methods (constrained dynamics, metadynamics) we have even-

tually been able to probe the reactivity of alcohols and water with hydrated alumina.

We have then identified the first steps of hydration and gained insights on how to limit

them.
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Introduction

As human activities intensify, so does the global population’s awareness of their envi-

ronmental impact. Earth is indeed experiencing growing difficulties to “buffer” human

activities, which importantly rely on petroleum chemistry to produce materials and en-

ergy. Consequently, petroleum resources, accumulated for hundreds of millions of years

from biomass sedimentation, have been over-exploited and are now on the brink to de-

pletion. To make the matter worse, petroleum combustion is associated with emissions

of carbon dioxide in far larger amounts than what Earth can absorb back, thus having

dramatic consequences on the climate.

In an effort to modify our activities and have them meet the requirement of sustain-

able development, it has been proposed to replace petroleum, admittedly partially, by

biomass as new feedstock for the production of carbon-based materials and energy.1 The

main goal is to bypass the millions-of-year-long production of petroleum from biomass

with processes that efficiently yield relevant industrial intermediates (benzene, toluene

and xylene – the so-called BTX platform – ethylene, etc.), and this directly from biomass.

Catalysis, of course, holds a central place in this context of accelerated biomass conver-

sion.

The transition from petroleum to biomass chemistry is however not trivial. Indeed,

compared to petroleum, biomass has a larger oxygen-content and its transformation is

often related to water (as a product or a solvent).1 Designing water-resistant deoxy-

genation catalysts is hence the main challenge that chemists face to make the transition

possible. In heterogeneous catalysis, this implies to reinvent and optimize complex sys-

tems involving a catalyst and a support in a given medium. In the present work we

propose to perform first principle calculations on such challenging systems to attempt
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Introduction

rationalizing their necessary optimization.

The optimization of catalysts brings us back to Sabatier principle.2 It states that

the interaction between the substrate and the catalyst should be neither too weak,

nor too strong to maximize the activity of the catalyst. This can be rationalized by

studying energy profiles. Let’s consider the reaction A → B that proceeds through the

adsorbed states A* and B*, and the transition state TS. Three profiles are given in

Figure 1 for three different catalysts. All three show the same activation barrier for

the step A* → B*, but they do not interact the same way with substrates A and B.

In the bad interaction limit (Figure 1a), the overall barrier corresponds to the sum of

the adsorption energy and the activation energy of process A* → B*. The associated

activity is not expected to be optimal since we can find catalysts that diminish the

energetic contribution of the adsorption step. In the strong interaction limit (Figure

1c), A → A* and A* → B* are very easy steps compared to the huge desorption

energy of B* → B that the system has to provide in order to recover the product and a

clean catalyst. Again, the activity is expected to be low. It is only when the profile looks

rather flat (neither too strong nor too weak interactions) and also inclined downwards

that the catalyst shows optimal activity (Figure 1b). The characterization of such an

energy profile is therefore important to understand the modulation of reactivity from

one catalyst to another.

The link between the thermodynamics of adsorption and the catalytic activity has

been intensively investigated experimentally. It is often represented by the mean of a

volcano-plot. For example, Rootsaert and Sachtler3 studied a large range of catalysts for

the decomposition of formic acid into a metal formate. They determined the temperature

Tr at which the reaction reaches a given rate (6.3 s−1 in their work) and then plotted it

against the heat of formation of the metal formate. The higher Tr, the less active the

corresponding catalyst. As showed in Figure 2, the best catalysts are the ones that show

moderate affinity to formate (320 kJ/mol on a range going approximatively from 250 to

450 kJ/mol), namely platinum and iridium. This constitutes a quantitative experimental

evidence of Sabatier principle.

With the development of computational catalysis in the late 90s, such screenings have

become possible computationally.4 The improved accuracy of density functional theory

(DFT) has indeed allowed computational chemists to determine the relative stability of

intermediates and transition states in heterogeneous catalysis, and get a detailed picture

12
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Figure 1: Energy profiles of the reactionA→B. A*, B* and TS stand for the adsorbed
states of A and B and the transition state for the elementary step A*→B*. The barrier
of the latter is considered constant, representing the influence of the interaction of A
and B with the surface catalyst.

of the energy profiles. Their careful analysis can provide theoretical volcano-plots like

the one given in Figure 3 showing the activity (given by the evaluation of the overall

activation energies) of the production of methane from carbon monoxide and hydrogen.

The best catalysts were found to be rhodium, ruthenium, nickel, cobalt and a nickel/iron

alloy (Ni3Fe).5 This approach offers the prospect of a rational computational design of

catalysts.6,7

It relies on the determination of the energy of selected points on the energy profile

(basically intermediates and transition states) and is qualified as static. But for systems

that show intrinsic flexibility and fluctuations (like solvents for example) or for which

the nature of the products is not really known, other methods have been developed over

the last two decades. These so-qualified dynamical approaches model the dynamics of

molecules at a given temperature. In practice, the system is prepared in a particular

state, for example the reactant, and the ensemble of its molecules (solvent, surface,

etc.) are allowed to move and even react during the time of the numerical simulation.

The details concerning both the static and dynamical approaches are given in the first

chapter of this work. Both types of methods have been used during this thesis in the

context of biomass conversion. Computationally, the goal of the present work is therefore

not to develop new methods but rather bring existing methods to an increased level of
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Figure 2: Volcano-plot for formic acid decomposition as a function of the heat of
formation ∆H of formate. Tr is the temperature at which a rate of 6.3 s−1 is reached
for a given catalyst. Replotted from data published by Rootsaert and Sachtler.3

Figure 3: 2D volcano plot obtained from first principles calculations for the reaction CO
+ 1

2 O2 → CO2. It represents the activity (the color scale gives the effective activation
energy in eV) of catalysts as a function of oxygen and carbon monoxide binding energies
to the surface. From Falsig et al.,5 Copyright c©2000 by John Wiley Sons, Inc. Reprinted
by permission of John Wiley & Sons, Inc.
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system complexity, one of the main challenge of realistic computational heterogeneous

catalysis.4 Two families of challenging systems have been considered.

In the first part we have focused on derivatives of lignin. This polymer has re-

cently raised the chemists’ interest since it is the most abundant aromatic polymer in

biomass.8 The processes that allow for its depolymerization mainly yield aromatic oxy-

genates, which have to be depolymerized to obtain molecules of the BTX platform. Using

static methods, we have first studied how lignin derivatives interact with platinum, an

important heterogeneous catalyst. We have then investigated, in close collaboration

with experimentalists, vast reaction networks of complex lignin derived compounds that

exhibit many functional groups, namely anisole and 2-phenoxyethanol.

In the second part, we have studied the influence of water (ubiquitous in biomass)

on γ-alumina (γ-Al2O3), a major support in heterogeneous catalysis. Using dynami-

cal methods, we have first scrutinized the structuration of water at the interface with

γ-Al2O3. We have then considered the reactivity of γ-Al2O3 with pure water and so-

lutions of alcohols. γ-Al2O3 is indeed unstable in water but seems to be stabilized by

such organics.9 Also, the atomic-scale understanding of this effect could allow for the

optimization of γ-Al2O3 as a support for biomass conversion purposes.
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Chapter 1

Exploring vast phase-spaces while

doing heterogeneous catalysis

Introduction

The phase-space corresponds to the ensemble of variables needed for the description of

the state of each particle in a given system. Among many possible choices, the ensem-

ble of atomic coordinates and velocities often constitutes a natural representation of

the whole phase space. Although this concept rather belongs to the physicists’ jargon,

chemists have developed many tools to describe, at least partially, phase spaces. The

sequence of the different states encountered along a reaction can be represented draw-

ing a mechanism with - admittedly idealized and codified - key structures: reactants,

products, reaction intermediates and transition states. These structures are actually

associated with particular points of the system’s (free) energy surface plotted against

atomic coordinates, the resulting landscape of which indeed shows valleys (minima for

reactants, products and intermediates) and saddles (1st order saddle-point for transition

states only).

More O’Ferrall Jencks diagrams, for instance, provide a nice representation of (free)

energy variations as a function of selected phase-space coordinates. Figure 1.1 gives

such a diagram for the β-elimination reaction HRX + B–→ R + BH + X– (B and X

are a base and a leaving group respectively, and R can be a -CH2CH2- unit). The

diagonal corresponds to the concerted step that goes through a unique transition state:

the so-called E2 mechanism. The two other mechanisms, namely E1 and E1cB, are also
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Figure 1.1: More O’Ferrall Jencks diagram of the β-elimination HRX+B–→ R+BH+
X– . R, X and B represent a CH2CH2 unit, a leaving group, and a base respectively. It
gives an isovalue free energy diagram plotted versus the C−H and C−X distance. Pluses,
minuses and asterisks indicate maxima, minima and 1st order saddle points respectively.
Adapted from More O’Ferrall1 with permission of the Royal Chemical Society.

represented and go through the minima located the at the top-left and bottom-right

corner for the E1 and E1cB mechanisms respectively. The curvilinear abscissa of the

path of least (free) energy going from one minimum to another is called the reaction

coordinate. It is the most synthetic combination of phase space coordinates that enables

the description of the reaction at the atomic scale. That is why we often represent the

(free) energy profile only as a function of the reaction coordinate (which implies that

all the other phase space coordinates are averaged along the path). It gives a simple

representation of the relative stability of the different species and the barrier to overcome

in order to have the reaction proceed. The reading of this profile is extremely informative

and allows controlling the reaction under given experimental conditions. The question

is really how we can build these diagrams.

The earlier mechanistic investigations, which are still of current relevance, rely on

kinetic studies under various experimental conditions. By changing the initial concentra-

tions, the pH, the ionic strength, the pressure, by substituting atoms with isotopes, etc.

it is indeed possible to get information on the molecularity of the rate determining steps,
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Chapter 1: Exploring vast phase-spaces while doing heterogeneous catalysis

the charge of particular intermediates, the change in the atomic connectivities, and also

the (free) energy barriers to overcome.2 With the help of spectroscopies, we can go even

further and get structural information on reaction intermediates,3–5 and even transition

states on surfaces.6 In spite of the development of new spectroscopies, the increase of

the complexity of reactions that involve a huge network of intermediates makes the en-

tire mechanistic picture out of reach. By prescinding from the experimental conditions

and technical limitations, computational chemistry provides a complementary perspec-

tive to mechanistic investigations. Almost all imaginable intermediates can be modeled,

all elementary steps be postulated. The energy can be decomposed into various types

of contributions and very different experimental conditions can be taken into account.

However, the investigation of the phase space becomes almost abyssal and guidance from

experimentalists becomes a precious help.7–9

Put your hiking shoes on (there is going to be some hills and valleys) and let’s have

a small tour within the methods available in computational heterogeneous catalysis to

investigate reaction mechanisms.

Investigations based on the electronics of molecules and ma-

terials.

When representing an energy profile, we actually plot the total potential energy of the

system. We can then consider the entropy and plot a free energy profile. The goal of

this section is to show how we can get these diagrams from first principles. We shall first

consider that the potential energy surface approximately corresponds to the electronic

energy calculated from first principles within the Born-Oppenheimer approximation. By

the end of this section, we shall see what corrections need to be added to the electronic

energy in order to picture the actual potential energy and the free energy.

How to calculate the electronic energy?

In the realm of computational catalysis, Density Functional Theory (DFT) stands among

the most popular methods for the evaluation of the electronic energy.10 It originates back

from the work of Thomas11 and Fermi12,13 who have been able, in 1927, to first write the

electronic energy as a functional of the electron density. Assuming that inhomogeneous

electron densities can be approximated as the sum of a locally homogeneous electron gas
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with same density, the Local Density Approximation (LDA)14 has provided a reasonable

description of solids and surfaces, in particular metals.15–17 Further improvements have

been reported and classified on the so-called Jacob’s ladder of DFT by Perdew.18 To

account for density inhomogeneity, functionals of both the density and its gradient have

been developed in the 90s. The so-called Generalized Gradient Approximation (GGA)

functionals like PW9119 and PBE20 represent a considerable improvement over LDA.

Offering a better estimation of reaction energies, in particular adsorption energies of

small molecules, the introduction of GGA has literally opened the field of computational

catalysis. Following the success of this first-order gradient correction to LDA, higher

order terms of the gradient have been considered without really improved accuracy.21

Being exact in the Hartree-Fock (HF) approach, the addition of a certain amount HF

exchange has allowed improving further more the accuracy of so-called hybrid function-

als. B3LYP22 on the one hand and PBE023,24 and HSE0325 on the other hand achieve

indeed high accuracy for molecules and non-metallic solids, respectively. However they

do not improve any better the description of surface metallic sorbate interactions. It is

only within the Random Phase Approximation (RPA) approach,26 on top of the Jacob’s

ladder of DFT, that very accurate adsorption energies can be obtained from first prin-

ciple. Unlike the other DFT approximations presented here, correlation interactions (in

particular long range correlation from which London interactions arise) are indeed accu-

rately taken into account at the RPA level. However this approach is computationally

extremely expensive and, consequently, other schemes have been proposed to evaluate

these weak van der Waals interactions. They are mainly built as corrections to GGA

functionals (even if other functionals can be used as well), which stand out to be the best

compromise for the description of surface sorbate interactions. These schemes have been

classified, by Klimeš et al., on a stairway to heaven in analogy with the Jacob’s ladder.27

At the bottom of the stairway, simple semi-classical C6r
−6 corrections are found, with

in particular the most widely used Grimme’s D2 approach.28 Within this approach, the

C6 coefficients only depend on the nature of the interacting atoms. Making them de-

pendent on the local environment of each atom constitutes an important improvement

and brings us to the second step of the stairway. That includes for example the atomic

volume dependent vdW(TS),29 the density dependent dDsC,30,31 and the coordination

number dependent Grimme’s D3 approaches.32 The third step consists of long-range

density functionals that actually add a non-local correlation energy to local functionals
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(like standard GGAs).33,34 These methods have recently received particular attention in

the context of unsaturated organics adsorption on metal surfaces. They have appeared

to reasonably account for dispersion, especially with aromatics.35,36 To move up to the

next step of the stairway to heaven, we need to go beyond the pairwise additive scheme.

And the aforementioned computationally demanding RPA is an example of such an

approach.

Picture the potential energy surface

We have just mentioned how DFT is able to determine, more or less accurately, the

electronic energy of a system for all geometries, including the vast continuum of the dis-

placement of all atoms. However, there is no need to survey the entire potential energy

surface. Only minima (which correspond to reactants, products and reaction intermedi-

ates) and first order saddle points (which correspond to transition states) are relevant

in order to calculate the reaction and activation energies. Minima are located using

conjugated gradient algorithms. As for first order saddle points, the task is a bit more

complicated since they consist in minima in all the directions but one, the actual reaction

coordinate, which is not very well known before doing the calculation. In computational

catalysis, the problem is tackled using different kinds of algorithms. Starting from the

geometric interpolation of n substructures between the reactant and the product, the

n geometries are optimized together with nudged elastic band algorithms37,38 so that

their position, in the atomic coordinates space, gets closer to the actual reaction coor-

dinate to be determined. With the help of quasi-Newton or dimer algorithms,39–41 the

saddle point can finally be properly located, providing both the electronic energy and

the structure of the transition state. To assess its first order saddle point property, an

extra frequency calculation is required. Hence, transition state search is rather expensive

computationally and also extremely user-time demanding since it requires playing with

different algorithms.

Structure and energy relationships

As the effort to compute both the energy and the geometry of transition states is par-

ticularly demanding compared to the location of minima, computational chemists have

started, over the last decade, recycling old theories that had proven their reliability.42,43

The problem of catching transition states is indeed not new. In 1955, Hammond44 pro-
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posed to compare the structure and stability of transition states to the closest (in terms

of both energy and reaction coordinate) intermediate. This postulate actually originates

from previous works by Bell,45 Evans and Polanyi46 who have proposed linear relation-

ships between activation and reaction parameters for Brønsted acidic reactions.47 The

groups of Vlachos,48,49 Mavrikakis50 and Greeley51 have extensively reintroduced the

idea for the computation screening of heterogeneous catalysts, in particular in the field

of biomass conversion. Both reaction energies and activation barriers are calculated over

a set of well chosen elementary steps in order to determine, from first principles, the

linear relationships between the activation barrier and the reaction energy. Once the

parameters are evaluated and the accuracy of the relationship assessed statistically, it

can be used for various, if not any, similar reactions. They have allowed screening sev-

eral catalysts very efficiently, by shunting transition states searches, for various reactions

such as alcohol activations (and in particular C−O vs. C−C activations)50 and aromatic

deoxygenation.49

Other relationships exist and correlate minima energies with both electronic and

geometric descriptors. For instance, linear-scaling relationships correlate the energy

of reaction intermediate with that of the atom that directly interacts with the metal

surface.52–54 The parameters of the correlation are shown to depend on coordination

numbers. This restrains the DFT study to a couple of atoms (C, N, O mainly) at a couple

of adsorption sites. When several atoms are involved in the interaction with the surface,

group additivity relationships can be used.55,56 The evaluation of adsorption energies

using descriptors (d-band centre, orbital energies, electrophilicities, ...) goes beyond

the simple problem of efficient phase-space sampling.57–61 It provides to all chemists,

experimentalists and theoreticians, tools for the rational design of catalysts.62,63

The use of different linear relationships can be very complementary and help gaining

insight on the parameters that trigger the electronic energy. However, albeit important

and necessary, the electronic energy alone is not enough to clarify all the reactivity

aspects.

From electronic energies to reaction kinetics

Although the total potential energy is often assimilated to the electronic energy, it is

not strictly speaking true. The potential energy of the nuclei has also to be included.

The classical vision of the Born-Oppenheimer approximation (and in particular how
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it is implemented most routinely) indeed keeps the position of the nuclei fixed upon

electronic optimization. Their position is therefore well-defined as well as their velocity,

which is zero. This violates Heisenberg’s uncertainty principle: nuclei oscillate around

their equilibrium position even at 0 K. To correct for that, we need to add the so-called

Zero Point Energy (ZPE) correction. Most of the time, it is calculated from a frequency

calculation within the harmonic approximation using Equation 1.1:64

ZPE =
∑

i

~ωi

2
(1.1)

with ~ and ωi the reduced Planck constant and the wavenumber of eigen vibrational

mode i respectively.

The next step is to account for entropy in order to estimate Helmholtz or Gibbs free

energies. The entropy can be decomposed into three terms: translational, rotational and

vibrational contributions (neglecting the electronic one). They can be evaluated using

the partition functions2,64,65 within the harmonic oscillator Zvib (Equation 1.2), rigid

rotator Zrot (Equation 1.3) and particle-in-a-box Ztrans(Equation 1.4) approximations.

They take as inputs the harmonic wavenumber ωi, the symmetry number σ, the rota-

tional constants Bi and the dimensions Li of the space in which the particle is allowed

to translate (2 are needed for a mobile sorbate, 3 for a gas phase molecule). kB and T

are the Boltzmann constant and the absolute temperature respectively.

Zvib =
∏

i

[

1 − exp

(

− ~ωi

kBT

)]−1

(1.2)

Zrot ≃
√
π

σ

∏

i

√

kBT

Bi
(1.3)

Ztrans ≃
∏

i

Li

Λ
(1.4)

with

Λ =
h√

2πmkBT
(1.5)

From partition functions, we can determine both the free energy or entropy using Equa-

tions 1.6 and 1.7.

F = −RT ln (Z) (1.6)
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S = −∂F

∂T
(1.7)

Using these equations is quite straightforward for gas phase molecules. For adsorbed

species they have to be used more carefully. In particular, strongly chemisorbed species

do not translate, and then, there is no translational entropy to be taken into account.

Physisorbed species or weakly bound sorbates translate on the surface only, and the

product in Ztrans has to be reduced to the two directions perpendicular to the surface.

Rotational modes can be hindered or can be accounted as vibrational modes (calcu-

lated from finite difference quantum calculations). Finally, although it is probably the

smallest contribution, the evaluation of vibrational entropy is probably the most critical

and the theoretical evaluation can be far from experimental values.66 Harmonic Zvib is

indeed dominated by the softest modes (see the lower mode limit given in Equation 1.8),

which are particularly anharmonic and are intrinsically very numerous in heterogeneous

catalysis, in particular the catalyst phonons.

[

1 − exp

(

− ~ωi

kBT

)]−1

∼ kBT

~ωi
for ~ωi ≪ kBT (1.8)

Some have first proposed to use gas phase entropies, subtracting the translational

contribution.67 Others have treated all the degrees of freedom (including rotation and

translation of sorbates) harmonically regardless of the wavenumber values and get nice

results that fit with experiments.8,9,64 Steinmann et al. have proposed to limit the

evaluation of Zvib to large enough wavenumbers (using a cut-off of 50 cm−1).68 This

arbitrary cut-off, used for all intermediate structures and transition states, does not keep

the number of modes constant from one structure to another. Also, modes close to the

cut-off can indeed be above or below the cut-off from one structure to another. Since

the entropy is a measurement of the volume of the phase space, the cut-off method,

albeit practical, is not the best way for the evaluation of entropy. We have recently

proposed69 to freeze part of the solid for the frequency calculation (and thus limit the

number of phonons) and remove specifically identified phonon modes. This constitutes

an improvement of the cut-off method, keeping the volume of the phase space constant.

There are however no perfect schemes and, above all, no standard for the evaluation

of entropy from static calculations in heterogeneous catalysis.64 The recent work of

Sprowl et al., who have compared different schemes, might however unify and standardize

entropic evaluations in heterogeneous catalysis.70,71
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Even if the evaluation of entropy is not perfect, the step-by-step addition of the

different terms allow analyzing the role of experimental conditions like the area or the

volume in which the particles are allowed translating: they are directly linked to the

coverage or the partial pressure of the different species.

How to compare theory and experiments? The example of Temperature

Programmed Desorption.

Temperature Programmed Desorption (TPD) is an experimental method that measures

how strong a given compound interacts or reacts on a surface. As a surface science

experiment, the surface samples can be chosen to exhibit a well-defined structure and the

whole experiment takes place in a Ultra High Vacuum (UHV) chamber with a pressure

of about 10−10 bar. A well-defined surface and void : a perfect system for theoreticians

to model, isn’t it?

The experiment starts at about 110 K with a compound deposited on the surface.

A temperature ramp β (∼ 5 K/s usually) is then applied. As soon as the sample

is hot enough to have molecules desorb, they are detected by the mass spectrometer

placed just above the surface sample. Desorption temperatures Td are therefore measured

with this technique. The desorption kinetics can be modeled using an Arrhenius like

Polanyi-Wigner kinetics (see Equation 1.9) that relates the time derivative of coverage

θ as a function of the pre-exponential factor ν, the activation energy ∆‡
dE, the rate

order n, temperature T and the gas constant R.72 The measurement of the desorption

temperature peak enables the determination of the activation energy ∆‡
dE using Redhead

Equation 1.10.72,73

− dθ

dt
= ν exp

(

−∆‡
dE

RT

)

θn (1.9)

∆‡
dE = RTd ln

(

νRT 2
dnθ

n−1

β∆‡
dE

)

(1.10)

The microscopic interpretation of ∆‡
dE is not so straightforward, since desorption

processes can follow different paths as shown in Figure 1.2. For a molecule that does

not undergo any decomposition reactions on the surface, ∆‡
dE is the activation energy of

desorption (see Figure 1.2a). Since molecular adsorption is usually not activated, ∆‡
dE

can be interpreted as a reaction energy of desorption (see Figure 1.2b). If the fragment
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(a) desorption with a transition state
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des

(b) desorption with no transition state
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des

(c) desorption after decomposition

int

TS
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E E E

Figure 1.2: Three different energy profiles of desorption. ads, int, des and TS stand
for adsorbed reactant, adsorbed intermediate, transition state and desorbed product
respectively. The vertical axis reports variations of the potential energy.

detected in the mass spectrometer is a product of decomposition (see Figure 1.2c), ∆‡
dE

can be interpreted as the desorption energy, the activation energy of desorption or even

as the activation energy of the decomposition process on the surface, depending on which

is the rate determining step. In the latter case, the temperature of desorption is usually

higher than the one that could be measured during a TPD experiment with the product

only. The activated decomposition can indeed delay the formation of the actual product.

Besides the issue of interpretation, the choice of the pre-factor is also critical in the

evaluation of the energy ∆‡
dE. Traditionally a value of 1013 s−1 is used. Using an

Eyring-derived approach, Campbell and co-workers66 have recently showed that higher

accuracy can be achieved using entropy to estimate the pre-factor ν. The so-obtained

energies can be compared with DFT calculations to support the interpretation of the

experimental data. With a proper kinetic modeling, DFT can also be used to simulate

TPD spectra and assess coverage effects and reactivity.74–80 However most of the stud-

ies aim at comparing experimental and theoretical energies and spectra. When large

reaction networks are involved, this approach blurs the details of each elementary step.

Another approach consists in investigating directly the whole reaction network at

the DFT level and then see how it corroborates with experimental TPD data. We could

determine the desorption temperature for each reaction route, but we can do better and

follow the variation of the free energy of activation of different processes over the whole

temperature range scanned during the experiment. Within the harmonic approximation

we can indeed determine activation barriers as explained in the previous section. The

only problem arises when steps with no transition state on the electronic energy surface,
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like phenol desorption from Pt(111), are involved. In the lines of Campbell and cowork-

ers,81 we have proposed to decompose the activation free energy of desorption ∆‡
dF as

a function of the desorption energy ∆dE and an entropic term ∆S2D.69

∆‡
dF = ∆dE − T∆S2D (1.11)

∆S2D is evaluated using the vibrational and rotational entropy of gas phase molecules

and the translational entropy of a 2D gas. This desorbing transition state models the

increase of both energy and entropy upon desorption. To completely bridge DFT and

TPD we finally need to determine the temperature from which a process has a low

enough free energy of activation to proceed sufficiently rapidly. If the 1% conversion

time, for example, is smaller than the typical TPD time scale T/β (see Equations 1.12

and 1.13), we can consider the reaction being rapid enough. From Eyring’s equation for

a first order process (molecular desorption or decomposition of one molecule), we can

define ∆‡F0, the activation free energy above which the reaction is too slow to happen.

This approach has recently shown success interpreting the TPD of anisole on Pt(111).

τ1% = − ln (0.99)h

kBT
exp

(

+
∆‡F

RT

)

(1.12)

τ1% <
T

β
⇒ ∆‡F < ∆‡F0 = RT ln

(

kBT
2

− ln(0.99)βh

)

(1.13)

This is how we recently compared DFT with TPD data concerning the reaction

network of anisole, a biomass model, on Pt(111). This has allowed us to provide an

important description of the decomposition network, reciprocally supported by both

theory and experiment.69

The approach presented here considers entropy as a vertical correction to the elec-

tronic energy surface. The structures are indeed not optimized taking directly entropy

into account. We are compelled to introduce tricks like the desorbing transition state

and work at low enough coverages to avoid considering conformational entropy, which is

particularly difficult to evaluate for flexible systems such as biomass derivatives. When

the system shows intrinsic flexibility or fluctuation we need to go beyond a fumbling

approach of the phase space sampling.
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Investigation based on the direct sampling of the phase

space.

When systems with intrinsic fluctuations are studied (for example a fluid82 or a flexible

structure like polymers83) molecular dynamics (MD) provides a much better picture than

that described in the previous section. The goal is to model, at a given temperature,

the dynamics of molecules (translation, rotation and vibration) over a long enough time

scale. The time scale mostly depends on the system studied and the method applied.

Classical MDs provide simulations of the order of hundreds of microseconds but cannot

describe changes in the connectivity of atoms (water without Grotthuss mechanism for

example). The ab initio MDs (AIMD) can be used to analyze slightly activated bond

formations and cleavages. However, the accessible simulation times are much shorter,

namely a few dozen of picoseconds.

Born-Oppenheimer molecular dynamics.

Within the Born-Oppenheimer approximation, the dynamics of nuclei is be ruled by the

Newton-like equation of motion indicated in Equation 1.14, where the electronic energy

Ee({
−→
Ri}) at time t with nuclei of mass Mi at

−→
Ri plays the role of a potential energy.84

Mi ×
d2
−→
Ri

dt2
= −−→∇ iEe

(

{−→Ri}
)

(1.14)

Hence, the accuracy of the numerical integration depends on the accuracy of the elec-

tronic energy evaluation and the integration algorithm with time-step dt. When hy-

drogen atoms are involved, molecular dynamics simulations are often performed using

dt = 0.5 fs. For water/oxides systems with about 103 atoms, simulation times generally

achieve a few dozen of picoseconds. For a first-order reaction with an activation barrier

of 20 kJ/mol, half of the reactants are converted in about 300 ps, which is already about

10 times bigger than the typical simulation times we can achieve today for such systems.

Simulating activated reactions is therefore really difficult. Literature on water/oxides

interfaces modeled with AIMD indeed shows examples of almost unactivated processes

(like the Grotthuss mechanism) but not activated processes.82,85–93 To go beyond the

limitations of simple AIMD simulations we need to use rare events methods. These are

specifically dedicated to the modeling of such processes.
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Thermodynamic integration

Among rare events methods, thermodynamic integration (TI)94–96 has been reported

for the determination of pKas86,88,97,98 in the context of water/oxides interfaces and the

nucleation of solids from aqueous solutions.99 In this specific case, the system is forced

to follow a certain reaction coordinate that depends on the bonds lengths involved in

the proton transfer or the cation/anion interaction in the ionic solid formation. We can

also imagine constraints like the height of a sorbate from a surface, in order to model

adsorption/desorption processes.

To evaluate the free energy difference between the reactant and the product (or

the transition state), several simulations are inserted with intermediate values of the

constraint. For each simulation (a few dozen of picoseconds), the time average of the

derivative of the free energy F with respect to the constraint η, namely 〈dF/dη〉, is

determined by the mean of Lagrangian multipliers. It is then integrated between states

A and B to estimate the free energy variation between the two states (see Equation 1.15)

∆FA→B = −
∫ B

A

〈

dF

dη

〉

dη (1.15)

To soften a bit the constraint, we can allow the system to move close to the constraint

using a parabolic bias within the Umbrella Sampling (US) scheme.100–102 However, both

US and TI require the multiplication of the number of simulations between the reactant

and the product to reach accuracy. Moreover the reaction coordinate has to be known

prior to the simulation, which makes these methods only suitable for simple reactions.

The method could be extended to complex reaction coordinates, but that would imply

a many dimensions scanning of the free energy profile and make the computational cost

explode.

Metadynamics

Unlike the above-mentioned rare events methods, metadynamics (MtD) does not require

a perfect knowledge of the reaction coordinate prior to simulation.103–106 It relies on the

choice of collective variables (CVs) on which the reaction coordinate can depend. They

can be seen as a restriction of the full phase-space. They only have to be functions

of the atomic coordinates and can be distances, angles, dihedrals, heights, etc. They

can even be more complex functions like coordination numbers (that roughly equals the
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Figure 1.3: Representation of the principle of metadynamics at four different instants
of the dynamics. Here we consider a one-dimension sampling along one CV. During the
simulation, repulsive gaussians are added to have the the system visit a larger and larger
phase-space. The green arrow represents the amplitude of phase-space sampling.

number of bonds around a given atom of an ensemble of atoms) or symmetry function

(like the Steinhardt parameters).107 Unlike US and TI where the system is forced to

stay at several non-equilibrium positions, MtD offers the possibility to run only one

simulation, starting with one equilibrated position in the phase-space (see Figure 1.3a).

To help the system escape the initial potential well (that of the reactant) to other wells

(intermediates and product) and sample the phase-space described by the CVs, a certain

amount of free energy is regularly added during the run of the dynamics. This so-called

bias potential has the form of gaussians with height h and width σi in the direction of

the CVi. It is a bit like trying to make a rubber ducky go out of a bathtub by filling it

with water. As soon as enough gaussians have been added, the system starts to sample

other wells (see Figure 1.3c). When the whole restricted phase-space described by the

CVs has been sampled, the sum of the unknown free energy profile F({CVi}) with added

gaussians gj converges approximatively to a constant C (see Equation 1.16 and Figure
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1.3d). Since only free energies differences are relevant, the constant disappears when

calculating activation or reaction free energies. The sum of gaussians corresponds thus

to a “cast” of the unknown free energy profile.

F ({CVi}) +
∑

j

gj ({CVi}) ≃ C (1.16)

However, the relation given in Equation 1.16 is all the more exact that the size of the

gaussians is small. But, if we start with small gaussians, the simulation can take forever

to converge. To improve MtD, well-tempered MtD has been introduced.108 It uses

gaussians, the height of which decreases as a function of the number of previously added

gaussians at the same position in the CV space. Other improvements include multiple

walkers MtD,109 with parallel MtD simulations that add gaussians at multiples positions

in the CV space, and parallel tempering,110 that regularly exchanges the configuration

of the actual MtD with a higher temperature simulation. The last two methods aim at

providing an improved sampling of the CV space.

Conclusion

Dynamical approaches can appear as very attractive, since they provide a proper sam-

pling of the phase-space including the evaluation of entropy. However they remain

extremely expensive computationally, notably in heterogeneous catalysis. That is why

literature shows very few occurrences of ab initio studies of metal/liquid interfaces.111,112

Chemical reactions are more frequently considered with computationally cheaper sys-

tems (like ionic solids, silica, alumina, etc.) but they remain limited to a few elementary

steps like proton transfers (pKa, Grotthuss mechanism)82,88,98 and Lewis pair association

(precipitation of calcium oxalate).99

Static approaches remain today among the most efficient methods for the investiga-

tion of large reaction networks. When solvent effects are important, in particular in the

field of electrocatalysis, polarizable continuum models are still widely used.113

Besides these two methods, we can however cite Monte Carlo methods for the study of

systems with intrinsic fluctuations and/or flexibility. In lieu of using molecular dynamics

to sample phase-spaces, large number of configurations are generated with a Monte Carlo

algorithm. They have been used, for instance, in the determination of TPD spectra.78

A detailed description of such schemes goes however beyond the scope of this thesis.
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[66] Campbell, C. T.; Árnadóttir, L.; J. R. V. Sellers, Zeitschrift für Phys. Chemie 2013,

227, 1435–1454.

[67] Salciccioli, M.; Chen, Y.; Vlachos, D. G. Ind. Eng. Chem. Res. 2011, 50, 28–40.

[68] Steinmann, S. N.; Michel, C.; Schwiedernoch, R.; Filhol, J.-S.; Sautet, P.

ChemPhysChem 2015, 16, 2307–2311.
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Chapter 2

Lignin: structure and valorization

Lignin is Nature’s most abundant aromatic polymer and represents approximatively

35 % of biomass.1,2 Unlike cellulose, which represents about 40% of biomass, lignin is

not particularly valorized and is a major product of the paper industry.1 However its

structure (see Figure 2.1), which is based on the three alcohol monomers represented

in Figure 2.2 (coumaryl, coniferyl and sinapyl alcohols, also called monolignols), shows

many aromatic moieties. Lignin valorization into the high-valuable benzene-toluene-

xylene (BTX) platform therefore requires its depolymerization and deoxygenation.1–3

The idea of depolymerizing lignin is however not new and was originally introduced

by Pepper et al.4,5 in the context of analytical chemistry for the determination of lignin

composition. Using late transition metals (Ni, Pd, Ru, Rh), they were able to extract

different types of aromatic units under hydrogenolysis conditions (with a pressure of

hydrogen of about 30 bars). More recently, noble metals (Ru, Pd, Pt) have been inten-

sively investigated for the hydrodeoxygenation (HDO) reaction in the context of biomass

valorization.6–9 Other catalysts,10–12 developed for the hydrodesulfurization (HDS) of

oil fractions, have also been tested for the HDO of lignin.∗ Among these heteroge-

neous catalysts, Pt shows the higher conversions, although it appears to be very bad at

deoxygenating aromatics, even under high pressures of hydrogen (100 bars).9

Within this context, we have decided to study 2-phenoxyethanol (2-PE) on a plat-

inum catalyst. We have chosen 2-PE because it mimics the environment of a β-O-4

linkage, the most abundant linkage between two monomers in lignin. To investigate its

interaction and reactivity from a very fundamental point-of-view, we have joined forces

∗well, oxygen and sulfur are both chalcogens, aren’t they?
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with surface science experimentalists, studying, both of us, 2-PE on Pt(111) under vac-

uum conditions. This system has rapidly appeared to be very complex. That is why

we have first focused, computationally only, on a set of aromatic oxygenates on Pt(111)

in order to understand and rationalize their adsorption in terms of simple molecular

descriptors, as reported in Chapter 3. We have then extensively studied, combining

theory and experiments, the reaction networks of anisole and 2-PE, as reported in Chap-

ter 4 and Chapter 5. This has allowed us to address the role of hydrogen in the HDO

performed on platinum. We have also demonstrated the necessity of having a reductant

in the system to make platinum suitable as a catalyst of the deoxygenation of aromatics.

Recently, similar conclusions have been reported in the literature.13
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Chapter 6

γ-Al2O3 model surfaces

γ-Al2O3 is one of the most popular support in heterogeneous catalysis.1,2 It is indeed a

solid with a large specific area (ca 200-250 m2/g) that shows Lewis basic sites, on which

one can strongly adsorb catalysts such as metal particles3–8 or metal complexes.9,10

It can also adsorb Lewis bases on its coordinative unsaturated sites in particular the

under-coordinated aluminum cations. Moreover, like amorphous silica, another impor-

tant support, Brønsted basicity and acidity also arise from the aluminol (OH) groups

that are produced upon partial surface hydration. Each of these properties can be cru-

cial to assist the reactions that take place on the actual catalyst.8–12 They have been

extensively investigated using a large variety of spectroscopies (IR,13–21 NMR,17,18,20–24

TEM,16,20–26 XRD,20–28 XPS,29 ...). However these experimental data mainly give a

global statistic picture of the structure of γ-Al2O3 rather than the atomistic viewpoint

required for the modulation and the optimization of its chemical properties. γ-Al2O3 is

indeed not a simple solid surface with a very well defined structure. In spite of that, a

working model is needed to have a picture, perhaps idealized, of surface γ-Al2O3.

With the development of GGA functionals in the 90s,30,31 DFT has enabled chemists

to model oxides provided that their cohesion does not mainly rely on weak van der Waals

interactions. Carefully comparing with available experimental data, Krokidis et al.32 first

proposed in 2001 a structure for bulk γ-Al2O3 based on DFT calculations. They built

a perfect crystal bulk structure by modeling the synthesis of γ-Al2O3 from boehmite

AlOOH, a topotactic∗ condensation (dehydration) process during which boehmite layers

∗the reactant and product lattices are related one to another with well defined transformations con-
cerning the crystallographic orientations
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Figure 6.1: Completely dehydrated (110) and (100) surfaces of γ-Al2O3. s0 stands for
surface with 0 chemisorbed water molecules. Yellow balls are Al cations and red balls are
O anions. Reprinted with permission from Wischert et al.35 Copyright 2012 American
Chemical Society.

collapse to form γ-Al2O3. The resulting unit cell of bulk γ-Al2O3 can be described with

a fcc sublattice of oxygen atoms, the tetrahedral and octahedral interstices of which

are populated with aluminum cations. A large number of cation distributions were

simulated to determine that, in the most stable structure, 25% of the cations occupy

tetrahedral sites (about 20 to 30 % experimentally), the actual model. Interestingly

enough, DFT calculations showed that the aluminum atoms are not restricted to occupy

spinel sites only, unlike the earlier postulated defective spinel† model by Lippens. Albeit

quite controversial,33,34 Krokidis non-spinel model has appeared to be consistent with

x-ray diffraction patterns and experimentally determined geometrical features, even if

it remains a perfect crystal model that does not depict the actual poor crystallinity of

γ-Al2O3.

Building on the work reported by Krokidis et al.,32 Digne and coworkers were the first

to propose, in 2006, realistic surface models for different crystallographic orientations,

in particular the most stable (100) surface and the predominant (110) surface.36? The

(100) surface is represented in Figure 6.1b. It only displays four pentacoordinated Al

cations, labelled AlV. Statistically more important (about 75% of all exposed surfaces),

the (110) surface exhibits more under-coordinated sites with three tetracoordinated Al

cations, labelled AlIV, and one tricoordinated Al cation, labelled AlIII, for a surface area

†To satisfy stoichiometry, some cation sites in the M3O4 spinel structure (M designates a metal cation)
remain unoccupied.
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Figure 6.2: Structure variation of γ-Al2O3 (110) surface upon hydration. For each
OH coverages, three structures a, b and c are considered. si indicates the number of
water molecules i adsorbed on the primitive surface. The first row gives the most stable
structures. The numbers in parenthesis give the energy relative to the first structures
in kJ/mol. Yellow balls are Al cations, red balls are O anions coming from the surface
itself, and purple balls are O atoms . Reprinted with permission from Wischert et al.35

Copyright 2012 American Chemical Society.
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of about 16 Å (see Figure 6.1a). The strong under-coordination of the (110) surface is

responsible for its strong affinity with various compounds, including water. These two

models have been able to picture the very first steps of γ-Al2O3 hydration, the energetics

of which agrees with microcalorimetric experiments.37 Moreover the simulated infrared

spectroscopy of the resulting aluminols, in agreement with the experimental spectra,

have allowed to assign to each band a particular OH group with its specific geometry

and binding mode to the surface.

In 2012, Wischert and coworkers further improved the model (110) surface with a

more careful study of the impact of hydration on the mobility of aluminum cations, and

in particular the so-labelled AlIVb in Figures 6.1 and 6.2. The main structures studied

are given in Figure 6.2 and are labelled sia, sib and sic with s standing for surface and

i the number of water molecules added on s0 (110) (see Figure 6.1). The most stables

structures, given in the first row, are of particular interest. The first water molecule

adsorption is dissociative and occurs at the AlIII site, the most under-coordinated cation.

The second water molecule adsorbs molecularly at the AlIVb site but other structures,

the energy of which is less than 10 kJ/mol uphill, show likely dissociation at the bridging

AlIVb site (s2b, +8 kJ/mol) and even the migration of AlIVb to another position on the

surface (see green starred atom on s2c, +6 kJ/mol). With the adsorption of a third

water molecule, this migration appears to give a particularly stable surface s3a that

rules out the other considered structures, at least 50 kJ/mol less stable. On s3a, there

are two coordinative unsaturated sites left (one on each AlIVa) that might adsorb two

water molecules, probably undissociatively as surface s3c suggests.

Over the last decade, Digne and Wischert’s models have gained success in com-

putational catalysis. They have pointed out the significance of the tricoordinated Al

cations (on the (110) surface) in the activation of small non-polar molecules (H2, N2 and

CH4)
35,38,39 and that of pentacoordinated Al cations (on the (100) surface) in the dehy-

dration of alcohols to olefins.40,41 Besides its intrinsic catalytic activity, support effects

of γ-Al2O3 have also been inspected computationally for a couple of single sites cata-

lysts like zirconocenes9 and rhenium complexes.10 The first models of metallic nanoclus-

ters/nanoparticles supported on γ-Al2O3 have also been reported in the literature.3–8

However, this success is not restricted to computational catalysis. Many experimen-

tal characterizations of γ-Al2O3 refer to this model, in particular with the recent growing

interest for the mechanism of γ-Al2O3 decomposition in liquid water.20,21,24,26 γ-Al2O3
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is indeed unstable in water an transforms into hydroxides and/or (oxo)hydroxides which

makes the supported nanoparticles, used in catalysis, sinter, yielding to catalyst de-

activation. However biomass compounds (polyols and lignin) seem to slow down the

decomposition, making γ-Al2O3 possibly suitable for biomass conversion purposes. In

spite of recent experimental studies, the exact mechanism of γ-Al2O3 decomposition is

still known and the precise role of protecting alcohols to be determined.

To better understand, at the atomic scale, this decomposition in liquid water, we

have first performed ab initio molecular dynamics simulating the interface between liquid

water and the predominant (110) surface of γ-Al2O3. Chapter 1 reports the impact of γ-

Al2O3 on the structuration of water and the interaction of water with the aluminol groups

arising from hydration. Using metadynamics, we have then attempted to model the early

stage mechanism of this decomposition and showed, in Chapter 2, the particular role of

tetrahedral aluminum cations. In Chapter 3, we have finally considered the adsorption

of alcohols on γ-Al2O3 to determine the free energy profile of desorption and assess the

role of polyols in the inhibition of the decomposition.

Towards γ-Al2O3/water interfaces : where should we start

from?

The starting point of this study is surface s3a proposed by Wischert et al. (see Figure

6.2):35 it has appeared as a good compromise between the description of the aluminum

network (taking into account migrations) and the water coverage. However, in order to

reach the optimal water coverage determined by Digne et al.? at room temperature and

atmospheric pressure, two extra water molecules have been adsorbed, undissociatively, on

the last two coordinative unsaturated sites, which have not been reported to cleave water

(see surface s3c in Figure 6.2). The obtained model surface, which would be labelled s5

using Wischert’s notation, is given in Figure 6.3 in a ball an stick representation. For

simplicity, skeletal representations will also be used in this Part.

We have also introduced another notation for the labelling in the aluminum centres.

Unlike Digne, we need fixed notations to be able to track the evolution of the coordination

sphere of the different centres. However Wischert’s fixed notation refers to completely

dehydrated alumina, too different from the conditions we are interested in. In the lines

of Copeland et al.,18 we have kept the arabic numerals for octahedral aluminum atoms
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Primitive cell

(a) Ball and Stick
representation

HO Al(1)

H2O

HO

OH

O Al(2)

H2O

O

Al(α)
OH

O

Al(β)
OH

HO

HO Al(1)

H2O

OH

(b) Explicit skeletal
representation

HO

H2O

HO

OH

O

H2O

O

OH

O

OH

HO

HO

H2O

OH

(c) Implicit skeletal
representation

Figure 6.3: Three different representations of the initial (110) surface s5 used in the
present work. (a) Ball and stick representation with yellow balls for Al, red balls for
O and white balls for H, (b) explicit skeletal representation with the labelling of the
Al atoms used in the present work, (c) implicit skeletal representation (the Al atoms
are not represented but are found at the intersection of at least two bounds). In (b)
and (c), green arrows point out the two extra water molecules added on surface s3a
(see Figure 6.2), red atoms come from the chemisorption of water on pristine γ-Al2O3

and are therefore not considered to belong to γ-Al2O3. In (a), (b) and (c) the square
represents the limits of the surface primitive cell.
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the present work Digne? Wischert35 Copeland18

Al(1) AlVI AlIVa Al1

Al(2) AlVI AlIVa Al2

Al(α) AlIV AlIII -

Al(β) AlIV AlIVb -

Table 6.1: Correspondance between the different notations available in the literature
concerning the labelling of the surface Al atoms of γ-Al2O3 on the (110) surface

and introduced greek letters for tetrahedral aluminum atoms of our s5 surface. Table

6.1 gives the correspondance between the different notations.

Finally, as an arbitrary convention, γ-Al2O3 only refers to the ensemble of atoms that

originates from bulk γ-Al2O3. Adsorbed OxHy (x=0,1 and y=1,2) fragments coming

from water (see red atoms in Figures 6.3b and 6.3c) are still designated as chemisorbed

water even if strong bonds with γ-Al2O3 are involved.
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Chapter 7

Structuration of water at the

γ-Al2O3 (110) interface: an Ab

Initio Molecular Dynamics

perspective

Introduction

Because of the propensity of water to adsorb on a vast variety of surfaces (metals, ox-

ides, minerals, ...), interfaces involving liquid water and a solid are ubiquitous. In fluid

physics, tribology, geochemistry, electrochemistry, corrosion, chromatography, heteroge-

neous catalysis, etc. interfaces indeed play a very central and key role since they are, by

definition, the regions between two phases where different physics or chemistry happens,

compared to bulk materials. Beyond extremely idealized simple 2D borders between two

phases, they rather consist in 3D regions the thickness of which depends on both the

chemical nature of the two phases in contact and also the characteristic length of the

phenomena of interest (from about 1 Å for an adsorbate bound chemically to the solid

surface to a couple of nanometers for electric double layers). Such an equivocal defini-

tion of a system that is ambivalent by nature makes the experimental characterization

of liquid water / solid interfaces challenging. Moreover, interfaces constitute a rather

small region of an entire system to probe.

Referencing all the experimental techniques available is far beyond the scope of the
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present work, and Zaera has recently provided an important review on the subject.1

Among numerous spectroscopic methods, vibrational spectroscopies (Second Harmonic

Generation, Vibrational Sum Frequency Generation, Polarization Modulation Infra-Red

Reflection Absorption Spectroscopy, Attenuated Total Internal Reflection Infra-Red)

have been developped to probe the structure of water (possible dissociation, hydrogen

bonds network, pH effects ...) and adsorbates on various surfaces.2–8 X-Ray absorption

spectroscopies have also been able to follow the evolution of both the solid and the liquid

phases under given experimental conditions.9 The recent development of surface sensi-

tive NMR techniques using radical molecular probes in frozen solvents has opened the

opportunity to obtain completely resolved experimental structures at the interfaces.10,11

Along with the development of interface sensitive experimental methods, molecular

dynamics simulations have been of great support over the last decades to get a molecular

level understanding of the liquid water / solid interfaces. Classical molecular dynamics

(MD) has been applied to many systems involving metal surfaces,12–23 oxides24–45 and

minerals.46–54 Although classical MD is able to picture many important characteristics

of liquids at interfaces (e.g. diffusivity and viscosity,37,47 zeta potential,36 ...), it relies on

the parametrization of force fields, mostly unreactive and not optimized for interfacial

systems. To go beyond those limitations, ab initio molecular dynamics (AIMD) can

be performed. Because of their computational cost, only a few systems involving a

liquid water/metal interface have been reported.55–60 However they have shed light on

the reactivity of water molecules under aqueous conditions on different metals (Ru, Pd,

Pt)60 and revealed the role of the interface in the solvation of adsorbed species under

electrochemical conditions.59

Albeit computationally less expensive, the study of liquid water/oxides interfaces

happens to be also very challenging. The protonation level, the surface density of hy-

droxyl groups (silanol, aluminol, ...) and their local geometries, the possible ion mi-

grations upon surface hydration, etc. indeed make the actual chemical nature of the

oxide surface difficult to describe at the atomic level and is, moreover, highly depen-

dent on the experimental conditions. However ab initio simulations are particularly

well suited to account for weakly activated processes (like the Grotthuss mechanism)

and describe the dynamical chemistry of such systems. Ab initio simulations have for

example been reported in the literature to described allotropes of SiO2. They have in

particular evidenced the structuration of water in contact with the solid and linked it to
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vibrational spectroscopic signatures.61–63 The role of electrolytes on the electric double

layer at the water/quartz has also been reported.64 Finally, rare events simulations at

the DFT level have been able to determine the pKa of different silanol groups in this

interfacial medium.61,63,65 Such studies are also available for other oxides like TiO2
66–68

and minerals69–75 proposing, in particular, the modeling of solid precipitation.74 Among

this large literature on AIMD simulation for liquid water/solid interfaces, alumina has

also received considerable attention because of its broad technological significance (α-

Al2O3 in material science, γ-Al2O3 in heterogeneous catalysis). Hass et al.76,77 have in

particular showed the chemical flexibility of the (0001) surface of α-Al2O3 arising from

a slightly activated Grutthuss mechanism and a reorganization of the Al-O that involves

the oxygen atoms of both the liquid and solid phases. More recently efforts have been

made to describe the influence of α-Al2O3 on the structuration of the whole interface

of water as well as the spectroscopic (infra-red) signatures of the surface aluminol in

aqueous media.78 This stands in line with other studied on aluminum oxides.61?

Within the diversity of complex oxides and interfaces, the evolution of the under-

standing of γ-Al2O3 surface structure has probably been among the most illustrious

over the last decades.79 Gaining from the concurrent advances in spectroscopy (Infra-

Red, Nuclear Magnetic Resonance, X-Ray spectroscopies) and computer simulations, the

model has always been enhanced over the years. Krokidis et al.80 first proposed a model

of bulk γ-Al2O3. Shortly after, a model of the surface of one of the most popular sup-

port in heterogeneous catalysis was proposed and then refined over the years, carefully

trying to model properly the level of hydroxylation of the surface (as a function of the

pretreatment temperature) and the possible reconstruction of the surface.81? –86 This

solid/gas interface model has successfully been used in collaboration with experiments

to understand alcohol dehydration,87–89 metallic particle deposition,90–94 polyols ad-

sorption,95,96 support effects on metal-catalyzed reactions,97 etc. Recently, γ-Al2O3 has

been experimentally shown to be usable as a support under hydrothermal conditions for

biomass conversion, in spite of its expected total hydration to (oxo)hydroxides.96,98,99 It

appears that organics intervene at the interface to stabilize the surface of γ-Al2O3. Here

we propose an Ab Initio Molecular Dynamics study on the structuration of water and

the modification of its dynamics at the interface with the predominant and hydrophilic

(110) surface of γ-Al2O3. An analysis of the vibrational signature of the aluminols and

chemisorbed water molecules is also proposed to computationally characterize the inter-
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face. This study aims at establishing a starting point for the investigation of surface

reactivity and decomposition under hydrothermal conditions.

Computational Details

To model the dynamical properties of the γ-Al2O3/H2O(ℓ) interface we performed peri-

odic ab initio molecular dynamics (AIMD) simulations within the framework of Density

Functional Theory (DFT), using the system represented in Figure 7.1 and further de-

tailed in this section.

Figure 7.1: Snapshot of the simulation of the H2O(ℓ)/γ-Al2O3 (110) interface. Pink
balls are aluminum atoms, white ones are hydrogens and red ones are oxygens.

The crystal structure of γ-Al2O3 used in the present study was reoptimized at the

PBE-D3 level from the work of Krokidis et al.80 (the cell parameters that we obtained are

a=7.83 Å, b=7.87 Å, c=8.02 Å, α = γ = 90.00◦ and β = 90.59◦, in close agreement with

that of Krokidis et al.80). We only considered the (110) surface of γ-Al2O3 as described

by Digne et al.81,83? and took into account the Al reconstruction evidenced by Wischert

et al.85,86 upon surface hydration. From the most hydrated surface of the latter work,

two extra molecules of water were added (see the two dark blue water molecules in Figure

7.2) on the remaining free Lewis acid sites in order to reach the previously reported?

optimal water coverage under vacuum conditions. The size of the slab was doubled in
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the two directions parallel to the surface to generate a bigger simulation box. A water

film of 145 molecules was finally added on the surface (TIP3P box) ending up with a

Al128O192(H2O)165 system with 145 free water molecules and 20 – partially dissociated

– chemisorbed water molecules (see the snapshot in Figure 7.1).

Figure 7.2: Skeletal representation of the γ-Al2O3 (110) primitive surface model used
in this work. The unit cell consists of four of those. Aluminum atoms are not represented
for simplicity but are found at each intersect between at least two bonds.

The core electrons were treated using the Goedecker-Teter-Hütter (GTH) pseudo-

potentials (with 3 explicit electrons for Al)100–102 and the valence electrons were treated

using the Gaussian103 and Plane Waves (GPW) combined approach104 as implemented

in CP2K/Quickstep.105,106 The atomic wavefunctions were expanded on a double-ζ

DZVP basis set and the auxiliary plane wave basis set for the electron density was

truncated at a cutoff of 400 Ry. The electronic interactions were described using the

Perdew-Burke-Ernzerhof (PBE)107 exchange and correlation functional with a Grimme

D3 correction108 to account for dispersion. Justified by the size of the simulation box,

the evaluation of energy was performed at the Γ-point, using the orbital transformation

scheme,109 with a strict criterion on the self-consistent field (SCF) algorithm of 5.10−6

Ha. The always stable predictor corrector of order 3 was used as an extrapolation

strategy for the wavefunction during MD.110 The nuclei were treated within the Born

Oppenheimer approximation with a time step of 0.5 fs keeping the down most 160 atoms

of the slab fixed at their bulk position. Using the Canonical Sampling through Velocity

Rescaling (CSVR) thermostat111 with a time constant of 100 fs, the temperature was

fixed at 330 K. Using these parameters, the total energy drift was less than 3.10−9 Ha/ps

per atom over the whole simulation.

The simulation was equilibrated for 35 ps and most part of the results presented here
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are based on the further 27.5 ps of simulation. Another further 11.5 ps simulation was

performed printing the Wannier centers every fifth step (ie 2.5 fs) in order to calculate

electrostatic dipole-based properties (dipole moments orientation, infrared spectrum).

The generation of molecular dipole moments was partly performed using the molecular

dynamics analyzer Travis.112

Results and Discussion

Concentration profiles and definition of structurally different layers

From the simulations, we extracted the concentration profiles (see Figure 7.3) of both

water oxygens and water hydrogens - referred to as [O](z) and [H](z) respectively - as well

as the [O]:[H] ratio to characterize stoichiometry as a function of the height (the zero

corresponds to the bottom of the solid slab i.e. the first 10 Å are occupied by the solid).

The oxygen concentration profile shows a very narrow peak at 11.3 Å. Integrating for 20

oxygens, it indeed corresponds to the 20 initial chemisorbed water molecules that remain

on the surface during the whole simulation (with no exchange observed). The second

peak at 13.3 Å also roughly integrates for 20 oxygens, and hence as many water molecules,

but is much broader. This denotes the presence of a layer of water molecules that is more

mobile than the first layer, but is still localized close to the surface. This second layer of

water molecules will be referred to as the physisorbed layer. After these two peaks, the

concentration of water oxygens shows only subtle fluctuations around the water bulk

value of about 0.033 Å
−3

(corresponding to a mass density of 1 cm3/g as expected).

Although the peaks in the hydrogen concentration profile overlap, the aforementioned

strong structuration of water between 10 and 14 Å revealed by the analysis of the oxygen

concentration profile is confirmed but seems to be marked even beyond 14 Å. The local

stoichiometry of water is indeed strongly impacted and converges to 1
2 only above 20

Å. To have a better characterization of water stoichiometry, one can consider that it is

composed of two fragments namely O and H· · ·H in order to refer to stoichiometry as

a 1:1 ratio. Similarly to diastereoisomeric or enantiomeric excesses defined in organic

chemistry, one can now define a atomic excess ae that gives the relative deviation to

stoichiometry locally:

ae(z) =
[O](z) − [H · · ·H](z)

[O](z) + [H · · ·H](z)
(7.1)
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Figure 7.3: Concentration based characteristics of water as a function of height (the
scale starts from the bottom of the alumina slab).
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ae(z) =
[O](z) − 1

2 [H](z)

[O](z) + 1
2 [H](z)

(7.2)

ae(z) =
2[O](z) − [H](z)

2[O](z) + [H](z)
(7.3)

In particular, a positive ae shows an excess of oxygen whereas a negative ae indicates

an excess of hydrogen. Unlike the simple [O]:[H] ratio that treats depletion and accu-

mulation regions unequally ([0 : 1
2 [ and ]12 : +∞[ respectively), ae enables an easier

identification of these regions and their characteristics. Using ae indeed confirms that

water is still very structured between 10 and 20 Å with well defined regions with oxy-

gen accumulation and hydrogen depletion on the one hand and oxygen depletion and

hydrogen accumulation on the other hand. Between 20 and 28 Å, the atomic excess ae

is almost uniformly zero (like bulk water structure) but drops after 28 Å suggesting a

hydrogen accumulation. Very close to the void interface, water molecules appear to be

oriented with upward protons. Considering again oxygen and hydrogen concentration

profiles, the influence of void on the water film already started at about 25 Å. Finally,

we end up with four distinct layers: the chemisorbed layer between 10 and 12 Å, the

physisorbed layer between 12 and 14 Å, the transition layer (or over-structured bulk

water) between 14 and 20 Å, the layer consisting of bulk water between 20 and 25 Å

and the void/water interface between 25 and about 30 Å. Interestingly enough, the

stoichiometry of water is well defined in this layer before the Gibbs diving surface at

27.3 Å and shows an accumulation of protons above it.

Molecular self-diffusion of water

Within each layer, we can now evaluate the impact of the structuration on the mobility of

water. To this end, we determined the average mean square displacements (MSD) of all

the water molecules as a function of time. Assigning to each molecule the layer in which it

initially was, we have obtained the MSD given in Figure 7.4. Using Einstein relationship

given in Equation 7.4, one can determine the self diffusivity of water molecules in each

layer. The results are given in Table 7.1.

D = lim
τ→+∞

MSD(τ)

6τ
(7.4)

From our simulations at 330 K we can estimate the self-diffusivity of water in the bulk
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Figure 7.4: Mean square displacements (MSD) of the oxygen of the water molecules
that initially were in the layers defined above. MSDs are normalized for the number of
water molecules.

layer at 2.10−1 Å
2
/ps. This is about 50% lower than expected experimentally (see Table

7.1).113 This is expected considering the tendency of DFT to over-bind water. In spite of

that, we still obtain a good order of magnitude that actually corresponds to liquid water

at 273 K. Beyond the absolute determination of diffusivities, our simulation shows that

water diffusivity drastically drops at the contact with γ-Al2O3 to reach 5.10−3 Å
2
/ps in

the physisorbed layer – namely two orders of magnitude less than in bulk water. The

ordering of water at the interface therefore happens to have a strong influence on the

dynamics of the water molecules. Conversely, the diffusivity of water increases at the

interfaces with void : this can be attributed to the decrease of the density of the liquid

(see Figure 7.3) in this layer.

Dipole orientation distribution

Besides the translational mobility of the water molecules in each layer, the structuration

of water can e characterized using the distribution of their dipole orientation. Using the

orientation angle θ defined in Figure 7.5, we have determined the distribution of angles

in each layer and compared to the uniform distribution 1
2 sin θ. The latter corresponds

to the probability of find a point on a sphere with azimutal angles between θ and θ + dθ

and is therefore characteristic for a statistically well mixed system.
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Figure 7.5: Definition of the dipole orientation angle θ. The z-axis is the normal to
the γ-Al2O3 surface.

(a) Physisorbed layer (b) Transition layer

(c) Bulk water (d) Water/void interface

Figure 7.6: Dipole orientation distributions in (a) the physisorbed layer, (b) the tran-
sition layer, (c) bulk water, and (d) the interface with void. The black plain curve is
the uniform distribution 1

2 sin θ and the red dotted curves are the distributions obtained
from the simulation.
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layer D (Å
2
/ps)

physiborbed layer 5.10−3

transition layer 8.10−2

bulk 2.10−1

tail 3.10−1

exp. at 273 K 2.023.10−1

exp. at 330 K 4.497.10−1

Table 7.1: Self-diffusivity of water in the different layers. For comparison, experimental
data113 are reported.
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Figure 7.7: Favored orientation of water at the interface with γ-Al2O3.

As shown in Figures 7.6b and 7.6c, the distributions in both the transition and bulk

layers is very close to be uniform. The small deviated might arise from the limited

simulation time and the 2D periodicity of the water film. More interestingly, the wa-

ter/void interface shows bigger deviations. The small angle orientations (< 70◦) are

depopulated for the benefit of medium angle orientations (70◦ < θ < 140◦). Above 140◦

the distribution becomes more uniform. More strikingly, the orientation distribution in

the physisorbed layer is not only deformed but also shows a substructure that is charac-

teristic for frozen orientations. Their exact nature remains to be determined. However,

the simulation indeed shows a couple of structures (see Figure 7.7), the orientation of

which only slightly changes over the whole run.
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Figure 7.8: Infrared spectrum in the 1500-4500 cm−1 region. σ is the standard devia-
tion of the convoluting gaussian used to get rid of the noise.

Figure 7.9: Decomposition of the Vibrational Density of States (VDOS) on the internal
coordinates of OH groups on γ-Al2O3 (110) surface.
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Infrared spectroscopy of the chemisorbed water molecules

With the Wannier centres printed as a function of time, we can also compute the auto-

correlation function 〈Ṁ(t)Ṁ(0)〉 of the time derivative of the dipole moment Ṁ(t), the

Fourier Transform of which gives the infra-red spectrum I(ω).114 To get rid of the noise,

the signal can be convoluted with a gaussian g(t) with a standard deviation σ (see

Equation 7.5).

I(ω) ∝
∫

eiωt〈Ṁ(t)Ṁ(0)〉g(t)dt (7.5)

Only considering the slab and the chemisorbed water molecules (part of them being

dissociated) we have obtained the spectrum given in Figure 7.8. It clearly shows two

bands in the OH stretching region: one around 3500 cm−1 and another one the maximum

of which peaks at about 3200 cm−1. A similar behavior has already been reported in

the literature for many other interfaces with water including CaF2 and α-Al2O3. The

higher energy band is usually referred to as the liquid-like band in opposition to the ice-

like band at lower energies. Beyond simple analogies with ice and liquid water infrared

spectra, these two bands are indeed indicative of the environment of the OH groups.

The denser, more ordered hydrogen bond network in ice is indeed responsible for the

red-shift of the OH stretching. To assign these bands to characteristic groups on the

γ-Al2O3 surface (see Figure 7.2 for a graphical definition), we have projected the total

Vibrational Density of States on the mass-weighted internal coordinates of the surface

OH groups, , as represented in Figure 7.9. It appears that the stretching mode of the µ2

and µ3 mainly vibrate around 2900 cm−1 (light and dark green in Figures 7.9 and 7.2).

They must therefore be involved in strong hydrogen bonds that weaken the aluminol

OH bond. The µ1 water molecules (dark blue in Figures 7.9 and 7.2) and hydroxy (hell

blue in Figures 7.9 and 7.2) mainly contribute between 3250 and 3450 cm−1. Strikingly,

the µ2 OH (red in Figures 7.9 and 7.2) vibrations really stand out from the mass : they

contribute the most to the liquid-like band above 3400 cm−1. They must be involved in

weak hydrogen bonds.

Conclusion

In order to get insights on the interface between γ-Al2O3 and liquid water, we have per-

formed AIMD simulations focusing on the preponderant (110) surface. Using the newly

introduced atomic excess descriptor, we have showed that γ-Al2O3 has a strong influence
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on water over about 10 Å. Within this interface, the translational and rotational mobili-

ties of water is highly impacted, in particular in the chemisorbed and physisorbed layers.

This seems to arise from a strong interaction between physisorbed and chemisorbed wa-

ter molecules and has been further evidenced simulating the infra-red spectrum in the

OH stretching region. It appears however that this strong interaction favors some alumi-

nols over others. This has to be further investigated studying, for example, the hydrogen

bond network (donor and acceptor) between the chemisorbed and physisorbed layers.
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[62] Cimas, Á.; Tielens, F.; Sulpizi, M.; Gaigeot, M.-P.; Costa, D. J. Phys. Condens.

Matter 2014, 26, 244106.

[63] Pfeiffer-Laplaud, M.; Gaigeot, M.-P.; Sulpizi, M. J. Phys. Chem. Lett. 2016, 7,

3229–3234.

[64] Pfeiffer-Laplaud, M.; Gaigeot, M.-P. J. Phys. Chem. C 2016, 120, 14034–14047.

[65] Pfeiffer-Laplaud, M.; Costa, D.; Tielens, F.; Gaigeot, M.-P.; Sulpizi, M. J. Phys.

Chem. C 2015, 119, 27354–27362.

[66] Machesky, M. L.; Predota, M.; Wesolowski, D. J.; Vlcek, L.; Cummings, P. T.;

Rosenqvist, J.; Ridley, M. K.; Kubicki, J. D.; Bandura, A. V.; Kumar, N.; Sofo, J. O.

Langmuir 2008, 24, 12331–12339.

[67] Mattioli, G.; Filippone, F.; Caminiti, R.; Bonapasta, A. A. J. Phys. Chem. C 2008,

112, 13579–13586.

[68] Tilocca, A.; Selloni, A. J. Phys. Chem. C 2012, 116, 9114–9121.

[69] Khatib, R.; Backus, E. H. G.; Bonn, M.; Perez-Haro, M.-J.; Gaigeot, M.-P.;

Sulpizi, M. Sci. Rep. 2016, 6, 24287.

[70] Lee, M.-S.; Peter McGrail, B.; Rousseau, R.; Glezakou, V.-A. Sci. Rep. 2015, 5,

14857.

[71] Liu, L.-M.; Krack, M.; Michaelides, A. J. Chem. Phys. 2009, 130, 234702.

[72] Presti, D.; Pedone, A.; Mancini, G.; Duce, C.; Tiné, M. R.; Barone, V. Phys. Chem.
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Chapter 8

Insights from Ab Initio Molecular

Dynamics on the Early Stage

Mechanism of γ-Al2O3

decomposition in neutral liquid

water

Introduction

With its physical (thermal stability, specific surface area, etc.) and its chemical (Lewis

and Brønsted acidities) properties, γ-Al2O3 is one the most popular oxides in heteroge-

neous catalysis.1 It is a broadly used support for many processes ranging from biomass

conversion to automotive and petroleum industries. One reaction of such relevance is

the Fischer-Tropsch process that can be catalyzed with the Co/γ-Al2O3 catalyst (see

Equation 8.1).2,3

nCO + (2 n + 1)H2 = CnH2n+2 + nH2O (8.1)

Beyond a simple and innocent support, its inherent chemistry has been shown to in-

tervene in catalytic cycles of metal catalyzed reactions. It is, for example, responsible

for the trans-methylation of lignin-like aromatics in hydrodeoxygenation reactions.4,5 It

also plays a key role in the CH3ReO3/γ-Al2O3 catalyzed olefin metathesis6 and in the
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Ni/γ-Al2O3 catalyzed CO2 activation7 with its tricoordinated aluminum atoms. Alone,

it even catalyzes reactions such as alcohol dehydration and alcohol condensation (see

overall reactions involving ethanol in Equations 8.2 and 8.3).8,9

CH3CH2OH = CH2CH2 + H2O (8.2)

2 ·CH3CH2OH = (CH3CH2)2O + H2O (8.3)

However it is no coincidence that γ-Al2O3 catalyzes dehydration reactions: it indeed has

a strong affinity with H2O.10,11 The molecular or dissociative adsorption of water onto

γ-Al2O3 has been reported to have an important impact on the chemical nature of the

surface in terms of OH surface density and superficial Al migrations.10–13 In aqueous

media, this chemical degradation (also called weathering) can even spread to the bulk

with the formation of new phases including hydroxides Al(OH)3 (in particular bayerite,

nordstrandite and gibbsite) and/or γ-AlOOH (boehmite), an oxohydroxide.14–17 These

new phases have been shown to detrimentally make the adsorbed metallic particles sinter

and completely change the physical and chemical properties of the support.15 Even if the

formation of hydroxides and oxohydroxides is thermodynamically favored in presence of

water,11 the weathering of γ-Al2O3 is thermally activated and needs hours to weeks to

proceed. This transformation is moreover highly affected by pH14 and by the adsorption

of metallic particles, inorganics and organics.15–19

Notwithstanding little is known about the exact mechanism of alumina hydration,

even if two scenarii have been proposed in literature.3,14 The first one, which we refer to

as migration mechanism, corresponds to the direct and superficial hydrolysis of the Al−O

and/or Al−O−Al bonds. That would be followed by a proper migration of aluminum

atoms in order to form the (oxo)hydroxide phases. The alternative mechanism, which

we refer to as dissolution/nucleation mechanism, is thought to initiate with the partial

dissolution of γ-Al2O3 into soluble hydroxides in water. From there, the hydroxides

could nucleate on what remains of the γ-Al2O3 surface. This latter scenario has received

strong experimental supports recently.17,20 Carrier and co-workers have indeed been

able to detect the presence of soluble Al3+ species and follow their concentration as

a function of time. Moreover they have shown that the capping of the free Al−OH

groups efficiently inhibits the hydration process of γ-Al2O3.
17,20 This seems to indicate

that the free Al−OH groups are involved in the dissolution/nucleation mechanism. In
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spite of this important breakthrough, the exact role of the Al−OH free groups is still

to be determined to allow the rational design of hydration inhibitors and optimize the

utilization of γ-Al2O3 as a support or a catalyst.

With the development of advanced methods for molecular dynamics simulations,

the description of the dissolution and/or nucleation processes at the atomic level is

now possible using computational chemistry.21,22 For instance metadynamics, which can

describe the intrinsic fluctuations of a liquid and force a reaction to proceed along a

given reaction coordinate, has been performed for such systems ranging from molecular

solids (like aspirin,23 methane,24 ice,25 and urea26,27) and ionic solids (like barite,28

calcite29,30) to even more complex systems involving a metal surface, surfactants and

calcium carbonates.31 Such studies inform on the role of the solvent, the geometry of

approach of the solute and the chemistry of the interface. Here we propose a first

principles study of the hydration process of γ-Al2O3 using metadynamics. The two

scenarii are considered and the role of the Al−OH free groups is also investigated.

Computational Details

We performed Ab Initio Molecular Dynamics (AIMD) simulations with the same ther-

malized Al128O192(H2O)165 system as that described in Chapter 7 on the γ-Al2O3/H2O(ℓ)

interface and built from previous first principles studies.12,13,32? –35 The same computa-

tional set-up was also used.

To make the system follow a given reaction coordinate and have a reaction proceed

within the time of the simulation (tens of ps), we performed metadynamics simula-

tions.22,36 The reaction coordinate was described with a combination of collective vari-

ables (CVs) consisting of coordination numbers (CNs). These latter count the number

of first neighbors with the help of a switching function s(rij) between atoms i and j

separated by a distance rij (see Equation 8.4).

CN =
∑

i

∑

j

s(rij) (8.4)

The most common form for the switching function depends on two exponents n and p

and two length parameters r0 and d0 (see Equation 8.5), as implemented in Plumed.37

Only the latter can equal zero. Along these coordinates, repulsive gaussians of width σ

and height h are added every 2.5 fs (i.e. 5 MD step). Details on the choice of all the
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Figure 8.1: Skeletal representation of the s5 primitive cell surface of γ-Al2O3

(110). The bonds in blue are associated with the two CVs of metadynamics #1,
namely CN(Al(1),OH(1α)) and CN(Al(α),OH(1α)). The red double arrow stands for
CN(Al(α),OH(12)) used in metadynamics #2 along with CN(Al(α),O).

parameters are given in the Results and Discussion section.

s(rij) =
1 −

(

rij−d0
r0

)n

1 −
(

rij−d0
r0

)p (8.5)

Results and Discussion

This part reports ongoing research and some aspects are still under investigation. How-

ever the simulations reported here provide a rich exploration of the system regarding

to its hydration and offers perspectives for short-term enhancements of the simulations.

The first part focuses on migration mechanisms and the second part proposes a more

general approach that treats hydration regardless of any presupposed mechanism. The

surface aluminum atoms are labelled as in Figure 8.1 using greek letters for tetrahedral

aluminum atoms (Al(α) and Al(β)) and arabic numbers for octahedral aluminum atoms

(Al(1) and Al(2)). The hydroxy and chemisorbed water units are referred to, whenever

needed, using the labels of the aluminum atoms they are bound to (for instance HO(1α),

HO(12) or H2O(α)). When referring to coordination numbers CN(X,O), CN(X,Oa) and

CN(X,Ow), O, Oa and Ow stand for the set of all oxygen atoms, the set of alumina

oxygens and the set of water oxygens respectively.
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Migration mechanisms

In the first metadynamics simulation, we have chosen the coordination numbers of

OH(1α) to both the tetrahedral Al(α) and the octahedral Al(1) (see blue bonds in Fig-

ure 8.1 and Table 8.1 for further numerical details). This allows to test the hydrolysis

mechanism, through which one of bonds of the Al(1)−OH(1α)−Al(α) moiety is likely to

get cleaved.

switching function gaussian
parameters r0 (Å) d0 (Å) n p h (kJ/mol) σ

metadynamics #1
CN(Al(α),OH(1α)) 2.8 0.0 3 6 2.1 0.03

CN(Al(1),OH(1α)) 2.8 0.0 3 6 2.1 0.03

metadynamics #2
CN(Al(α),OH(12)) 2.8 0.0 3 6 2.1 0.03

CN(Al(α),O) 2.8 0.0 3 6 2.1 0.06

Table 8.1: Parameters concerning the switching function and the gaussian bias poten-
tial used for the simulation of the Al migration mechanism.

Starting from the basin centered around (0.8 ; 0.8) in Figure 8.2, we can notice

that, with the help of the bias potential, the system gets pushed away from the initial

position and visits a phase space that is almost three times as big in the CN(Al(α),OH(1α))

direction as in the CN(Al(1),OH(1α)) direction. It seems to indicate that the tetrahedral

Al(α) atom is prompter to a modification of its coordination sphere than the octahedral

Al(1). With the accumulation of gaussians, the system finally reaches a saddle-point of

the free energy potential at around (0.2 ; 0.5) and flees towards the second basin centered

around (0.05 ; 0.05). It means that the OH(1α) is neither bound to the tetrahedral Al(α)

nor the octahedral Al(1) anymore.

A careful analysis of the simulation shows that an extra water molecule (green in

Figure 8.3) is actually involved in this mechanism, which appears to be a hydrolysis of the

Al(1)−OH(1α)−Al(α) bond as shown in Figure 8.3. As the variations of the CVs suggest,

the mechanism is extremely asynchronous. CN(OH1α,Al(1)) first decreases from 0.8 to

0.3 keeping CN(OH1α,Al(α)) constant. It is only then that CN(OH1α,Al(α)) decreases.

As represented in Figure 8.3, the hydrolysis also involves the OH(12) (red in Figure 8.3)

that replaces the OH(1α) (blue in Figure 8.3). The main issue of this simulation lies in the

choice of the CV. Singling out one oxygen in particular in such a mechanism where this
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Figure 8.2: Reconstructed Free Energy profile in the dimensions of the two CVs used
for metadynamics #1. The color scale is given in kJ/mol.
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Figure 8.3: Skeletal representation of the hydrolysis of the Al(1)−OH(1α)−Al(α) bond
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initially bridging OH group is colored in red to facilitate its tracking along the process.
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very oxygen flees away in the liquid makes the entire process completely irreversible. As

soon as the system is in the second basin at (0.05 ; 0.05) it indeed cannot come back and

a very large number (if finite) of gaussians is added in this basin. Even if the phase space

cannot be sampled properly with this simulation, it still gives an order of magnitude of

the free energy barrier, which is here computed at 256 kJ/mol.

Since an extra water molecule, as well as the OH(12) group, have appeared to be in-

volved in the mechanism, we have performed a second metadynamics using CN(Al(α),OH(12))

and CN(Al(α),O) as CVs (see Table 8.1 for the choice of the parameters). However we

have not been able to locate any particular products. Worse, the CN(Al(α),O) appears

to be ill-defined since the expected coordination number of the tetrahedral Al(α) should

equal 4 and not a value between 4.5 and 6 as suggested by the Free Energy Surface given

in Figure 8.4. The main issue comes from the choice of the switching function in the

definition of CN(Al(α),O). With the exponents n = 3 and p = 6 the switching function

is too soft and counts contributions, albeit very small, for all the very numerous oxygen

atoms (357 atoms). This ill-defined CV drastically slows the simulation down since a lot

of time is spent adding gaussians along this direction while nothing particular happens.

We therefore need a better definition of the CN.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

CN(Al(✁),OH(12))

4

4.5

5

5.5

6

6.5

C
N
(A
l (�

),O
)

-160

-140

-120

-100

-80

-60

-40

-20

0

Figure 8.4: Reconstructed Free Energy profile in the dimensions of the two CVs used
for metadynamics #2. The color scale is given in kJ/mol.
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A more general approach to hydration

Since the coordination numbers to one particular oxygen atom does not seem to be

relevant to study the hydration of alumina as metadynamics #1 has proved, we have

decided to keep looking at general coordination numbers (of one particular Al to all the

oxygen atoms) and optimized the parameters involved in Equation 8.5 using non-zero d0.

We performed three different metadynamics simulations with n = 6, p = 12, r0 = 0.8 Å,

d0 = 1.85 Å for the definition of CNs, and h = 5 kJ/mol and σ = 0.07 for the gaussian

bias potential.

In metadynamics #3 we have first examined the coordination number of each tetra-

hedral aluminum atom (Al(α) and Al(β)) to all the oxygen atoms of both alumina and

water. The reconstructed Free Energy Surface is given in Figure 8.5. Starting from

a point near (4.2 ; 4.2) as expected for two tetrahedral aluminum atoms, the system

explores, over the simulation run, very well defined coordination spheres, as the square

pattern that appears suggests. The most stable structures are associated with the in-

crease of CN(Al(β),O) keeping CN(Al(α),O) around 4. Although the new choice of the

CVs seems to identify well-defined coordination spheres, we need to go further and sam-

ple the phase-space distinguishing between water oxygens Ow and alumina oxygens Oa.

Only in this way can we describe properly the intrusion of water and its impact on the

bonding of Al centers to alumina.

Metadynamics #4, which focuses on Al(α), provides an example of such a CV choice.

The reconstructed free energy profile as a function of CN(Al(α),Oa) and CN(Al(α),Ow)

as CVs is given in Figure 8.6. Starting at (3.5 ; 1) – Al(α) is indeed bound to three

alumina oxygens and to one chemisorbed water OH group – the system seems to evolve

towards the decrease of CN(Al(α),Ow) and the increase of CN(Al(α),Os) to 6: Al(α)

rather dehydrates to dive into the bulk and acquires an octahedral coordination sphere.

The hydration process is therefore unlikely to involve Al(α), at least, directly.

Following the same strategy, we have then focused on Al(β) in metadynamics #5

using CN(Al(β),Oa) and CN(Al(β),Ow) as CVs. The reconstructed free energy profile

and the time evolution of the CVs are given in Figures 8.7a and 8.7b, respectively. The

simulation starts at a point near (3 ; 1) labeled A, which corresponds to the actual initial

structure of Al(β) bound to the surface with 3 oxygens and with a free OH group that

originates from water. As shown in Figure 8.7a, the total coordination number of Al(β)

to all oxygen always remains above 4 in the phase-space sampled by metadynamics #5.
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Figure 8.5: Reconstructed Free Energy profile in the dimensions of the two CVs used
for metadynamics #3. The color scale is given in kJ/mol.
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Figure 8.7: Free energy profile and time evolution of the CVs for metadynamics #5.

Even if Al(β) has tried to hook an oxygen of γ-Al2O3 (regions where CN(Al(β),Oa)≥ 4),

it more preferably detaches from the surface (decrease of CN(Al(β),Oa)) while catching

water molecules (increase of CN(Al(β),Ow)).

The corresponding mechanism is represented in Figure 8.8. Starting from state A,

Al(β) acquires an octahedral geometry by capturing the chemisorbed water molecule at

Al(2) (A → B) and an extra physisorbed water molecule (B → C). This is followed by

a reorganization of the whole coordination sphere of Al(β) that is pushed away from the

average plane of the surface and attains a tetrahedral geometry. Its coordination number

to surface oxygens CN(Al(β),Oa) diminishes from 3 to 2, yielding to state D. This very

same strategy that involves, first a chemisorbed water molecule, second a physisorbed

water molecule and third a Oa−Al(β) bond cleavage occurs for the second detachment

from the surface (steps D→H). However, an extra step inserts just after the physisorbed

water molecule enters the coordination sphere, namely a proton transfer (F → G). This

proton transfer is important since it likely increases the nucleophilicity of the hydroxyl

at Al(1), involved in the formation of state I. The last step corresponds to the cleavage

of the last Al(β)−Oa bond, leaving a surface hydroxyl behind. The associated structure

J corresponds to an Al3+ cation bound to chemisorbed water molecules.

From a Free Energy point of view, it appears that the formation of intermediate E

is rather difficult. Points near (2 ; 2.5) and (2.5 ; 3) in Figure 8.7a indeed have a high

free energy. However, metadynamics #5 is not converged, and such conclusions must

be taken with care. Moreover, the simulation seems to show instances of hill surfing :
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during the process of adding gaussians at a given frequency, the system does not have

time to relax and gaussians start being added one upon another (see plateaus in like the

one around 8 ps in Figure 8.7b, which gives the time evolution of the CV during the

simulation). This creates the equivalent of locally higher temperatures and can induce a

skewed sampling of the phase space and a wrong evaluation of the free energy. To solve

such a problem, one can use smaller gaussians (like the ones used in metadynamics #1,

the volume of which being about 10 times smaller) in order to perturb the system in a

gentler manner, or go to more advanced metadynamics methods as mentioned in Part 1

of this manuscript.

Conclusion and Perspectives

In this work we have performed several metadynamics simulations to try to model the

hydration mechanism of γ-Al2O3 on the (110) facet at the interface with liquid water.

We have tried several sets of CVs to describe the early stages of γ-Al2O3 decomposi-

tion in liquid water. The couple of CVs involving the coordination number of aluminum

centers to water oxygen atoms on the one hand and γ-Al2O3 oxygen atoms on the other

hand has appeared to be a good choice to describe the different structures produced

upon hydration. It allows a step by step monitoring of the detachment of aluminum

cations along with the gradual increase of their coordination sphere.

This study seems to point out the particular role played by the tetrahedral Al(β) atom

that holds a free OH group. This atom was already shown to migrate upon hydration

by Wischert et al.13 Its mobility and reactivity towards water seem to corroborate with

recent experimental studies that have showed the significance of free OH groups. To

a lesser extent, chemisorbed water molecules and hydroxyl adsorbed on the octahedral

Al(1) and Al(2) also happen to play a role in the process of hydration. That could explain

why the adsorption of polyols on these octahedral Al(1) and Al(2) centers can inhibit the

hydration process.

In spite of all these nice conclusions, it is necessary to rerun the simulations (in partic-

ular the promising metadynamics #5 and probably the similar metadynamics #4) with

a less violent pertubation. Well-tempered metadynamic simulations are also considered

to have well converged data and prevent from hill surfing issues.
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Chapter 9

Adsorption of Ethanol and

Propane-1,3-diol on γ-Al2O3 at

the Interface with Water

Introduction

Within the context presented in the last two chapters, we have decided to examine the

adsorption of alcohols on γ-Al2O3 at the interface with water. Alcohols, and in particular

polyols, have indeed been shown to inhibit the decomposition of γ-Al2O3, in spite of the

presence of water. Many DFT studies have reported the adsorption and reactivity of

alcohols on the (100) facet.1,2 This surface indeed shows a good compromise between

adsorption and bond activation for the heterogeneous alcohol dehydration to olefins

and condensation to ethers. However its affinity to water is not comparable to that of

the predominant (110) facet,? which is thought to be where the detrimental hydration

of γ-Al2O3 takes place.3,4 Combining spectroscopy and theory, Sievers and coworkers

studied in particular the adsorption of glycerol on γ-Al2O3,
3 which was reported to

have an inhibiting effect on γ-Al2O3 hydration.5 In absence of water, it adsorbs on the

two octahedral Al centers of the (110) surface labelled Al(1) and Al(2) in Figure 9.1.

These sites are normally occupied by two chemisorbed water molecules and one bridging

OH group, each of them being involved, according to the preliminary results showed

in the previous chapter, in the decomposition mechanism of γ-Al2O3. The replacement

of these groups with an organic oxygenate therefore seems to stabilize the surface and
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Figure 9.1: Skeletal representation of surface γ-Al2O3. In this work we considered the
exchange of the functional groups represented in red (namely µ1 water molecules and
the bridging µ2 hydroxyle group).

hinder the attack of water, like protecting groups in organic chemistry. However, it is

not clear why the substitution of water by alcohol should induce such a stabilization

since it corresponds to the change of one Al−O bond by another Al−O bond.

In order to assess the impact of alcohols adsorption on the interface and their pos-

sible inhibiting effect on γ-Al2O3 hydration, we have performed molecular dynamics

simulations to characterize the changes induced by the adsorption of ethanol (EtOH)

and 1,3-propanediol (1,3-PDO) on two different adsorption sites. Their relative stability

has been partially investigated using constrained molecular dynamics.

Computational Details

Using the same computational set-up as that described in Chapter 7 and Chapter 8,

we performed Ab Initio Molecular Dynamics (AIMD) simulations on different systems.

We considered EtOH and 1,3-PDO at two different adsorption sites each with molecular

formula Al128O192(H2O)164[CH3CH2OH] and Al128O192(H2O)163[HO(CH2)3OH] respec-

tively.

The different structures of the thermodynamic integration were first generated using

the slow growth algorithm as implemented in CP2K, using the thermalized adsorbed

structures as starting point. Selected geometries were used to perform constrained

molecular dynamics (MD) simulations, using the height of the desorbing oxygen as a

constraint. Each simulation had been run for 10 ps but only the last 5 ps were consid-
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ered for the time average of the lagrangian multipliers.

Results and Discussion
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Figure 9.2: Ethanol desorption from states A and B to state C. This desorption process
is actually an exchange of EtOH/EtO– with water molecular since the simulation is
performed in liquid water.

EtOH and 1,3-PDO can adsorb on different sites on γ-Al2O3 by replacing molecu-

larly or dissociatively chemisorbed water molecules. In the line with the previous study

reported in the literature,5 only the adsorption modes involving the octahedral Al(1)

and Al(2) have been considered. Water molecules indeed interact the least with those

sites and can therefore easily be replaced by alcohols. Three modes can be enumerated,

namely µ1 at Al(1), µ
2 between Al(1) and Al(2), and µ1 at Al(2). Because of the strong

similarities between the two µ1 modes, we have only considered the µ1 at Al(2) mode

(state A in Figure 9.2) and the µ2 between Al(1) and Al(2) mode (state B in Figure 9.2)

for ethanol. To compare their relative stability, we simulated, performing a thermody-

namic integration on the height of the coordinated oxygen atom, the whole desorption

process from states A and B to state C, namely solvated EtOH in water separated from

the fully hydrated γ-Al2O3. State C is used here as a free energy reference in order to

align the obtained profiles given in Figure 9.3.

As shown in Figure 9.3, desorption from state A is thermodynamically easier (∆desF

= 60 kJ/mol) than that from state B (∆desF = 150 kJ/mol). Moreover desorption

from state B happens to be an activated process (∆‡
desF = 175 kJ/mol). This likely
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Figure 9.3: Free-energy profiles of EtOH/EtO– desorption (including water exchange)
associated with the states A, B and C as given in Figure 9.2.
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Figure 9.4: Transition state associated with the desorption of EtO– from state B to
state C. The proton of a neighboring chemisorbed water molecule is transferred to the
ETO– group, implying a displacement of the resulting hydroxyle group in a bridging
position between Al(1) and Al(2).
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Figure 9.5: Partial desorption of bidentate 1,3-PDO on γ-Al2O3 (including exchange
with water) from state D to state E.

results from the strong reorganization of the connectivity between atoms. Along with

the cleavage of the ethoxy Al(1)−O−Al(2) bonds, a vicinal chemisorbed water molecule

transfers its proton to ethoxy to yield ethanol. The second chemisorbed water molecule

stabilizes the transition state via a hydrogen bond. When ethanol goes further away

from the surface, the hydroxyle group moves to the bridging position between Al(1)

and Al(2). The newly formed Lewis basic site, in the course of the process, captures a

water molecule from the physisorbed layer. Beyond all these mechanistic considerations

bridging ethoxy (state B) happens to be more stable than ethanol (state A) on γ-Al2O3

with a free energy gain of 90 kJ/mol at 330 K.

Based on this result, we have then considered the adsorption of 1,3-PDO on γ-

Al2O3. As a primary alcohol, it should indeed show a similar reactivity than EtOH.

That is why we started studying 1,3-PDO at the µ2 bridging site (state E) with a

pending arm solvated by interfacial water. However, the second alcohol group can also

chemically interact with γ-Al2O3 on Al(1) with an η2 geometry (state D). From the

results on EtOH, the latter is expected to be more stable. However, because of the

possible extra energetic and entropic constraints on the η2 geometry, we have decided

to perform a second thermodynamic integration to mode the transformation from state

D to state E. The free energy profile is given in Figure 9.6. For comparison, the profile

of ethanol desorption (A to C) is also reported. Strikingly the two profiles are overlaid

from 1 to 3 Å. It indicates that the partial desorption of 1,3-PDO from states D to
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Figure 9.6: Free-energy profile of 1,3-PDO partial desorption (as described in Figure
9.5) compared to that of EtOH. The dotted line represents over-constrained points that
are likely to be irrelevant.

state E does not show any particular extra constraint or, at least, that the energetic

and entropic contributions compensate at 330 K. Above 3 Å, which roughly corresponds

to the average height of the OH group determined from a standard AIMD simulation

of about 10 ps on state E, the free energy profile takes off and deviates from that of

ethanol. This likely results from a too important constraint on the height of the oxygen

atom that induces an undesired deformation of the aliphatic chain. From this point,

the height of the other oxygen should be used instead in order to model properly the

whole desorption process, which has not been performed yet. However the simulation

of ethoxy desorption (B to C) should give a rather good estimation of its free energy

profile. The η2 mode (state D) stands out to be more stable that the η1 mode (state

E) of about 60 kJ/mol. With the second detachment, the whole free energy barrier of

desorption should reach roughly 235 kJ/mol (60+175 kJ/mol).

Conclusion

In the present work, we have performed several AIMD simulations to asses the relative

stability of EtOH and 1,3-PDO with various adsorption modes and sites at the interface

with liquid water. We have shown in particular that ethanol adsorbs dissociatively to
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produce a bridging surface ethoxy between two octahedral aluminum atoms with a free

energy gain of 150 kJ/mol. We have also shown that 1,3-PDO strongly interacts with the

octahedral sites in an η2 geometry and estimated the free energy barrier of desorption

to about 235 kJ/mol.

Putting into perspective the results of Chapter 2 and Chapter 3 brings insights

into the hydration mechanism of γ-Al2O3 on the (110) facet on the one hand and the

inhibiting role of alcohols on the other hand. Upon adsorption, EtOH and 1,3-PDO

indeed replace water molecules that are involved in the hydration mechanism proposed

in Chapter 2. The only way to make hydration/decomposition possible requires the

desorption of organics which is all the more difficult with the increasing number of

anchoring alcohol groups. This is consistent with reported experimental data that shows

an increasing protecting effect from glycerol to sorbitol (polymer) on γ-Al2O3.
5
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Conclusion

Over the last three years, we have computationally studied the reactivity of various

systems in the context of biomass conversion in heterogeneous catalysis. The complexity

of their structure led us to perform a variety of different calculations and to strongly

interact with experimentalists in order to improve our models and be guided in the

exploration of reaction networks.

In the first part, we have considered systems involving a platinum catalyst and aro-

matic oxygenates (produced from the depolymerization of lignin biomass). We have

shown that their adsorption can be rationalized using simple molecular descriptors. We

have then scrutinized, in collaboration with surface science experimentalists, the large

reaction networks of anisole and 2-phenoxyethanol deoxygenation on platinum. Our

studies suggest that a minimal amount of hydrogen is needed under catalytic conditions

to prevent the aromatics from their dehydrogenation and their subsequent breakdown.

However hydrogen does not seem to be appropriate to deoxygenate aromatics on plat-

inum. An extra reductant (in our case, carbonaceous species) happens to be necessary.

This stands in the line with other studies that have recently reported the role of reduc-

tants in the deoxygenation reactions under both vacuum and catalytic conditions.

In the second part, we have considered the interface between water and γ-Al2O3. This

system is particularly challenging in terms of both modeling and getting familiar with

it. Its model structure is indeed very dependent on the conditions (and therefore varies

importantly from one paper to another) and it has never been studied in liquid water

computationally. However computational chemistry has proven to be here a promising

tool to get an atomic-scale insight on the role of water in the detrimental decomposition

of γ-Al2O3 as a support. Ab Initio molecular dynamics has allowed us to characterize
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the interface with water. We have showed that water is strongly structured on a slice

of about 10 Å thick and we have distinguished different vibrational signatures likely

arising from a preferential solvation of certain aluminol groups. We have then studied

the intrinsic reactivity of γ-Al2O3 with water and proposed a scheme for the investigation

if its decomposition mechanism. The first results seem to indicate the particular role of

both chemisorbed water and tetrahedral aluminum atoms. Although our results have to

be refined, they could explain de very recent experimental observation published on the

topic.1,2 We have finally considered the adsorption of alcohols on γ-Al2O3 and showed

their strong affinity with the surface. The exact origin of the interaction is still unclear

but might arise from the ability of surface water to better solvate organics than bulk

water.

Beyond this scientific results, we have, through the present work, contributed to

the investigation of the reactivity of always more complex and therefore more realis-

tic systems. Concerning lignin, this effort has also been the target of other groups

like Vlachos’s or Heyden’s.3–6 The community has probably reached a sufficient level

of complexity in terms of substrate, but the recent results of Medlin’s group indicate

the necessity to tackle the problem of catalyst formulation.7 It appears that the metals

needed for the adsorption of aromatic moieties are not the ones required for their de-

oxygenation. Concerning alumina, we have showed that metadynamics can be employed

to elucidate γ-Al2O3 decomposition mechanism in water, even if further improvements

of our simulations are still to be realized. The development of this rare event method,

albeit widely used in the context of zeolite catalysis,8 could be, in a close future, of great

support in the understanding of chemical reactions at the interface between a solid and

a solvent.
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