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Résumé

L’intérét au domaine de I’électronique organique croit, en partie, a cause des faits
que les matériaux de type polymére conducteur sont légers, peu couteux a mettre
en forme et peuvent méme étre imprimés avec des technologies déja disponibles.
Les cellules photovoltaiques organiques sont parmi les plusieures applications de

I'organique électronique et sont le cible particulier de la recherche de la thése actuelle.

Un composant critique des cellules photovoltaiques organiques modérnes est 1’in-
terface entre un matériau accepteur d’électrons et un matériau donneur d’électrons.
La structure éléctronique de la cellule photovoltaique a cette interface est critique
a étudier afin de mieux comprendre la fonction de la cellule et afin d’augmenter
son efficacité. Les niveux quantiques des donneurs et des accepteurs doivent étre
soigneusement alignés & l'interface afin d’optimiser la probabilité de dissociation
de charge nécessaire pour une haute efficacité de conversion d’énergie des photons
a I'énergie électronique. Quand il y a suffisament de recouvrement des fonctions
d’ondes des électrons et des troux, alors un exciton peut se trouver lié a l'interface
pour former un exciplex avec un caractére significant de type transfert de charge et
une énergie plus basse que celle des électrons et troux totalement dissociés. L’évi-
dence pour un tel exciplex est trouvé dans certains matériaux dans l'existance d’une
luminescence importante — en particulier avec un temps de vie radiative d’ordre
d’environs 100 ns et un déplacement spectroscopique vers le rouge. Il est anticipé
que la dissociation de 'exciplex dépendra de la différence entre le potentiel d’ioni-
sation du matériau donneur et de l'affinité électronique du matériau accepteur qui,
ensemble, crééra une force énergétique favorisant la séparation des charges. La thése
actuelle est justement une contribution vers une meilleure compréhension de la mé-
canisme de séparation de charge, principalement par la caractérisation de la capacité
de la méthode de liaisons fortes basées sur la théorie de la fonctionnelle de la densité
(c-a-d la DFTB, de I'anglais density-functional tight binding) pour la description des
différents aspects de la séparation de charge aux interfaces organiques et puis par
une application de la DFTB dépendant du temps (T'D-DFTB pour anglais time-
dependent DFTB) a 1’étude de la photodynamique de ce processus. Le projet de

il



thése présenté ici se divise en une étude a trois étapes :

Dans la premiére étape, nous avons évalué la capacité de la DFTB pour prédire
les potentiels d’ionisation et les affinités électroniques des molécules d’une impor-
tance pour l’électronique organique. En particulier, les potentiels d’ionisation et
les affinités électroniques des molécules de taille moyenne important pour des ap-
plications de type photovoltaiques organiques ont été calculés avec la DFTB avec
des charges autocohérant jusqu’au troisiéme ordre (DFTBS3) et comparés avec des
valeurs expérimentales et des valeurs calculés a partir d’'une méthode de type pre-
mier principle, appelé par le nom de la fonction de Green multiplié par le potentiel
écranté (GWW). Nous avons confirmé que la DFTB se comporte bien comme la thorie
de la fonctionelle de la densité (la DF T pour I'anglais density-functional theory) dans
sa capacité a prédire les potentiels d’ionisation et les affinités électriques, pourtant
avec une certaine perte de précision inévitable associés avec les approximations semi-
empiriques. Selon cette étude la meilleure fagon a calculer les potentiels d’ionisation
et les affinités électroniques avec la DFTBS est la méthode ASCF.

Dans la deuxiéme étape, nous avons évalué la capacité de la DFTB dépendante
du temps (TD-DFTB pour I'anglais time-dependent DFTB) la plus au point pour
réproduire les résultats de la DFT dépendante du temps (TD-DFT pour 'anglais
time-dependant DFT) pour la description des effets excitoniques dans les spectres
des aggrégats des excitons. En particulier, ces calculations comprend a la fois une
correction pour l'effet de dispersion appliquée a I'état fondamental et 1'utilisation
d’une fonctionnelle de type de séparation selon la distance de la répulsion électron-
ique (RSH pour 'anglais range-separated hybrid) dans I'application de la théorie de
réponse dépendante du temps utilisée pour le calcul des spectres. Il est important,
et non évident, de savoir séparer les effets de transfert d’energie d’excitation et de
transfert de charge entre molécules dans ’analyse des effets excitoniques. Nous avons
fait ceci a travers une analyse soigneuse d’un modéle simple des molécules d’éthyléne
entassées parallélement que nous avons pu appliquer essentiellement sans modifica-
tion au cas des molécules de pentacéne entassées parallelement. Ceci nous a permis
a confirmer le résultat anticipé que les effets d’utiliser un RSH sont plus important
pour les excitations de type transferts de charge que pour les excitations de type
transfert d’énergie. Néanmoins le RSH CAM-B3LYP utilisé pour paramétriser la
méthode TD-le-DFTB (de 1'anglais TD long-range corrected DFTB) nous semble
loin d’optimal pour ce type d’application vu que des calculs TD-DFTB basés sur le
DFTB paramétrisé avec la fonctionnelle BBLYP se comportaient de maniére simi-
laire et beaucoup mieux comparées avec 'expérience et des calculs Bethe-Salpeter

pour les effets excitoniques dans les spectres pour la structure “chevrons” ou “arétes



d’hareng” des crystaux de pentacéne que c’est le cas pour le T'D-lc-DFTB ou que
pour le TD-CAM-B3LYP. Nous considérons que les difficultés avec les calculs TD-
le-DFTB et TD-CAM-B3LYP viennent d’une mauvaise comportement a distance de
la fonctionnelle CAM-B3LYP.

La troisiéme et derniére, étape dans cette thése n’est pas une évaluation de la
qualité du DFTB mais plutot une application du DFTRB afin de mieux comprendre
la mécanisme de separation de charge a I'interface. L’idée est de profiter de ’avan-
tage de la similarité du DFTB avec le DFT ensemble avec la plus grande simplicité
de calcul du DFTB pour étendre notre étude bien plus loin que le calcul des poten-
tiels d’ionisation, des affinités électroniques, et des effets excitonics spectraux. En
fait nous avons utilisé le DFTB dans une étude détaillée de la photodynamique de la
séparation de charge pour le modele le plus simple d'une hétérojonction organique
comprenant une seule molécule de pentacéne (le donneur d’électrons) en complexe
van der Waals avec une seule molécule de buckminsterfullerine (un accepteur d’élec-
trons). Nous avons utilisé la dynamique semiclassique de type Tully mélangeant le
TD-lc-DFTB pour le traitement des électrons et la mécanique classique pour pro-
duire des trajectoires de noyaux avec des sauts de surfaces et ceci afin de modéliser
en tant que processus photochimique le processus de comment une excitation lo-
cale se sépare pour former une paire électron/trou conducteur, a la différence de
I’approche Born-Oppenheimer des noyaux figés favorisée, disons, par la plupart des
physiciens de matiére condensé. Comme dans la deuxiéme étape déja discutée, il est
critique de savoir faire distinguer la différence entre le transfert d’energie et de charge
si on veut correctement interpretter les résultats obtenus. En faisant cette distinc-
tion, nous avons pu démontrer que le premier transfert d’energie intermoléculaire se
passe en moins que 20 fs approximativement avec ensuite une tendence de continuer
a transferer d’énergie entre les molécules assez rapidement jusqu’a I'apparence d’un
vrai transfert de charge beaucoup plus tard vers 127 fs. Comme notre systéme est
trop petit pour éviter des raccurances, le transfert de charge n’est que temporaire.
Néanmoins il nous semble que notre étude est la premiére étude théorique a don-
ner une compréhension claire de la dynamique du transfert de charge et que nous
pouvons espérer que des études similaires sur des systémes encore plus grands com-
prenant plus de molécules montreraient la création des états de conduction avec un

temps de vie significant.






Abstract

Interest in organic electronics is rapidly increasing, in part, because conducting
plastics are light weight, inexpensive to cast into various shapes, and can even be
printed. Organic solar cells are one among many of several applications of organic

electronics and constitute the particular area of application addressed in this thesis.

A critical element of modern organic solar cells is an interface between an elec-
tron acceptor material and an electron donor material. The electronic structure of
the organic solar cell at this interface is a critical element in studies of function and
of efficiency. Donor and acceptor energy levels at the interface must be carefully
matched to get the optimal charge dissociation needed for high energy conversion
efficiency. When the electron and hole wave functions overlap enough, then an ex-
citon may be bound at the interface to make an exciplex having significant charge
transfer character and lower energy than separated electrons and holes. Evidence
for this exciplex is found in some materials through the presence of considerably
luminescence — in particular a radiative lifetime of about 100 ns and a substantial
red shift. Dissociation of the exciplex is expected to depend upon the difference be-
tween the ionization potential of the donor material and the electron affinity of the
acceptor material which, together, provide a downhill energetic driving force for the
charge separation. This thesis contributes to a better understanding of charge sepa-
ration at the interface mainly by characterizing the ability of the density-functional
tight-binding (DFTB) method for describing various aspects of charge separation
at organic interfaces and then by applying time-dependent DFTB (TD-DFTB) to
study the photochemical dynamics of this process. This thesis may be regarded as

a three-step study.
In step one, we have assessed the ability of DF'TB to be able to calculate the

ionization potentials and electron affinities of molecules of importance for organic
electronics. Specifically the ionization potentials and electron affinities obtained
with DFTB with self-consistent charges included through third order (DFTB3) of
medium-sized molecules important for organic solar cell applications were assessed

against experiment and against first principles Green’s function times screened po-
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tential (GW) calculations. We found DFTB to act much like DFT in its ability to
predict ionization potentials and electron affinities, albeit with some loss of precision.
The best way to calculate ionization potentials and electron affinities using DFTB3
was found to be with the ASCF method.

In step two, we assessed how well state-of-the-art time-dependent DFTB (TD-
DFTB) is able to reproduce state-of-the-art time-dependent density-functional the-
ory (TD-DFT) for describing excitonic effects in the spectra of pentacene aggregates.
In particular, these calculations include both a dispersion correction for the ground
state and the use of a range-separated hybrid functional in the time-dependent
response theory used to calculate spectra. It is important, and unobvious, to sepa-
rate excitonic and charge-transfer effects between molecules in analyzing excitonic
effects. We did this by a careful analysis of a simple model of parallel-stacked ethy-
lene molecules which could be carried over directly to the case of parallel-stacked
pentacene molecules. This allowed us to confirm the expected result that range-
separation has a larger impact on charge-transfer excitations than upon energy-
transfer excitations. However the CAM-B3LYP range-separated functional used to
parameterize TD-le-DFTB (TD long-range-corrected DFTB) calculations appears
to be far from optimal for this type of application as TD-DFTB calculations based
upon DFTB parameterized with the B3LYP functional did behave analogously and
significantly better compared with both experiment and Bethe-Salpeter calculations
for excitonic effects on the experimentally-known herringbone structure of crystalline
pentacene, than does either TD-1c-DFTB and TD-CAM-B3LYP. We attribute this
to an incorrect long-range behavior of the CAM-B3LYP range-separated functional.

The third, and last step as far as this thesis is concerned, is not an assessment
of DF'TB but rather an application of DF'TB towards understanding the mechanism
of charge-transfer at the interface. The idea is to take advantage of the similarity
of DFTB with DFT together with the greater simplicity of DFTB to extend our
study well beyond the calculation of mere ionization potentials, electron affinities,
and excitonic effects on spectra. Instead we wish to use DF'TB in a detailed photo-
dynamics study of charge separation for the simplest possible model of an organic
heterojunction, namely for a supermolecule consisting of a single pentacene molecule
(an electron donor) in a van der Waals complex with a single buckminsterfullerine
molecule (an electron acceptor). We used Tully-type mixed TD-le-DFTB/classical
trajectory surface hopping dynamics to model the process of how a local excitation
separates to form a conducting electron/hole pair as a photochemical-type reac-
tion, as opposed to the Born-Oppenheimer fixed-nuclei approach favored by, say,

most solid-state physicists. As in the second step mentioned above, distinguishing



between exciton energy transfer and charge transfer turns out to be critical in in-
terpretting the results. By separating these two effects, we were able to show that
the time required for the first energy exciton transfer is within about 20 fs with con-
tinuing exciton energy transfer back and forth between the molecules until charge
transfer is obtained much later, after approximately 127 fs. As our system is too
small to avoid dynamical recurrances, the charge transfer is not permanent. Nev-
ertheless this appears to be the first study of the kind to give a clear dynamical
picture of the charge transfer process and we may hope that similar studies applied
to larger aggregates consisting of more molecules may show the creation of long-lived

conduction-like states.
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Introduction

Our lives have been enriched and facilitated by an increasing number of electrical
tools including kitchen appliances, air conditioning, computers, and smart phones,
to name just a few of many modern conveniences. A consequence is that the world is
now consuming more electricity than ever before. At the same time, we are increas-
ingly conscious of the problems associated with this energy consumption including,
but not limited to, limited fossil fuel resources, pollution concerns (including global
warming), and distribution problems (including fragility due to political problems
and the need to protect the distribution system from possible terrorist attacks). Al-
ternative energy sources are part of the solutions to these problems. This thesis is
concerned with one particular alternative energy source, namely solar energy—the

direct conversion of sunlight into electrical energy.

Conventional solar energy uses inorganic electronics to construct useful, robust
photovoltaic (i.e., solar) cells. Even so, solar cells were too expensive until recently to
use except for very specialized purposes such as space satellites and lighthouses. Solar
energy became affordable for many everyday applications as inexpensive highly pure
silicon became available as a by-product of the production of ultra highly pure silicon
for computer chips. But the use of these inorganic solar cells is still less general than
might be possible with organic electronics because inorganic electronics are heavy
and fragile. This thesis concerns organic solar cells.

Organic electronics is an area of rapidly growing importance. This is because
conducting plastics are light and inexpensive to mold into different forms. Organic
circuits may also be printed on paper, cloth, and plastic using existent or only
slightly modified technology. Imagine, for example, the possibility of a printable
portable phone powered by its own printed organic solar cell ! We may not be there
yet, but we are moving towards this level of technology. So far, however, organic solar
cell applications are limited by a relatively low photoconversion efficiency. Improving
this efficiency depends upon understanding how organic solar cells work.

The main processes involved in the mechanism of power conversion, the essen-

tial steps in the photovoltaic conversion are: light absorption, excitation, exciton
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diffusion charge dissociation, charge transport, and charge collection [1].

Modern organic solar cell: involve an electron-donating (donor, D) material and
an electron-accepting (acceptor, A) material. These two materials join at a donor-
acceptor (D/A) heterojunction. The capacity of the D to give up electrons and of
the A to accept electrons is one critical aspect explored in this thesis. Absorbed
light forms a particle-hole pair which is more or less delocalized. The extent of this
delocalization is also explored in this thesis.

Perhaps the most interesting problem is how the D /A interface is able to separate
the particle-hole pair into separate particle (i.e., electrons) and holes (i.e., positive
charges due to missing electrons) at near 100% efficiency. This is especially myste-
rious because naive electrostatics suggests that the particle/hole separation should
require 0.1-0.5 €V of energy while only 0.025 €V of thermal energy is available [2].
How can this happen and on what time scale does it happen? Results of a direct
photodynamics simulation are reported in this thesis, thereby adding new clues to
the underlying photoprocesses.

The structure of the thesis consists of two parts. The first part consists of two
chapters. The first chapter provides a brief review of organic electronics whereas the
second chapter presents the quantum chemical theory behind the methods employed
in the second part of this thesis.

The second part of the thesis, which consists of three chapters, presents the orig-
inal research. The first chapter in the second part entitled “Assessment of Density-
Functional Tight-Binding Ionization Potentials and Electron Affinities of Molecules
of Interest for Organic Solar Cells Against First-Principles GW Calculations”. It
mainly focuses on the calculation by using density functional tight binding (DFTB)
with self-consistent charge and non-self-consistent charge to calculate the ionization
potential and electron affinity for eight molecules which enter in the composition of
organic solar cell.

In the second chapter, we assess how far TD-DFT and TD-DFTB have pro-
gressed towards a correct description of J-type Davydov exciton bands in Pen-
tacene aggregates by including both a dispersion correction for the ground state
and a range-separated hybrid functional for the excited state. That chapter is enti-
tled: “How Well Does Time-Dependent Density-Functional Tight-Binding Represent
Time-Dependent Density-Functional Theory for Describing J-Type Davydov Exci-
ton Bands in Pentacene Aggregates?”.

In the third chapter, the nonadiabatic dynamics within the long-range corrected
time-dependent density functional tight binding method (le-TD-DFTB) of an in-

tense excited state of pentacene-Cgy model, has been monitored for 500 fs to see how
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the electronic excited state changes its characteristic from a local to a charge trans-
fer state. That chapter is entitled: “How Long Do Energy and Charge Transfer Take?
Tully-Type Mixed Time-Dependent Tight-Binding Density-Functional /Classical Tra-
jectory Surface Hopping Study of a Model Buckminsterfullerine/Pentacene Hetero-
junction with and withoutLong-Range Correction.”.

This second part of the thesis is followed by a third and final part which takes
stock of what has been accomplished and of what more could be done to further our

comprehension of the basic problem addressed in this thesis.
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Chapter 2
Organic Solar Cells

Organic solar cells offer multiple advantages: They can be produced in high vol-
ume at low production coast. They are light weight, may be flexible, and may be
printed. Also, unlike inorganic solar cell materials, organic solar cell materials are
diverse enough that they are open to molecular engineering to optimize absorption
spectra, conductivity, etc. [1, 2, 3, 4]. In spite of these advantages, organic solar cells
still suffer from some problems. In particular organic solar cells have low power con-
version efficiencies. The Fig. 2.1 illustrates the development of efficiency of several
types of solar cells.

The first section of this chapter introduces organic electronic materials. The sec-
ond section goes through some types of organic solar cells. The third section clarifies
some experimentally-measured quantities. The fourth section describes the funda-
mental mechanism of power conversion. In the fifth section, the emphasis is on the

mechanism of the charge separation.

2.1 Organic Electronic Materials

In this section, I try to shed light on the common features of organic electronic
materials. Organic electronic materials are semiconductors. They can be classified
according to their size into two categories: small molecules or oligomer, and polymer
as shown in the Fig 2.2. The common feature of most organic electronic materials
is that they have a conjugated systems of m bonds. Mostly, they have a carbon
backbone. But you can also find oxygen, nitrogen, or sulphur in the backbone. The
atoms are sp?-hybridized and the rest are p-atomic orbitals. Electrons p-orbital de-
localize and form delocalized 7 bonding orbitals with a 7* antibonding orbitals [5].
The high absorption coefficients of organic electronic materials compared with the

inorganic semiconductors, makes it possible to use them in the form of thin films

11
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Figure 2.1 — Chart showing the evolution of the efficiency of different types of cells. From the American National Renewable Energy
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(50-200 nm). Furthermore organic electronic materials have lower density than inor-
ganic semiconductors. The combination of these two factors leads to their low cost of
use [6]. Organic electronic materials have low dielectric constants. The much lower
dielectric constant can not prevent the electrostatic interaction between the hole and
the electron across the donor and acceptor interface in the excitons. The wide range
band gap of organic semiconductors, which is higher than 1.4 eV but below that
of an insulator (around 3.0 e€V), hinders the improvement of the power conversion
energy because this band gap only absorbs light with a wavelength shorter than 900
nm which, in the best cases, is only 30% of sunlight. Keep in mind that narrowing
band gap to decrease the efficiency by decreasing the open circuit voltage. The ideal
band gap provides a compromise solution between harvesting the largest amount of
light and providing the appropriate energy offset between the donor and acceptor.
The ideal solar cell should have low charge carrier density at room temperature and
dark. But, it can be improved by photochemical and electrochemical doping [5]. In
electronics, the charge carrier mobility is one of the critical parameters. The overlap
between the 7 orbital between adjacent atoms will lead to strengthening the charge

carrier mobility in organic electronics materials.

Small molecules

N
\
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(L2 o

N
=N HN \
i% -)\\N /L\ % j

pentacene phthalocyanine (H,Pc)  buckminsterfullerene (Cg)
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L O
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n n
poly(3-hexylthiophene) poly(p-phenylene vinylene)) polyfluorene

Figure 2.2 — Some organic electronics materials.
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2.2 Types of Organic Solar Cell

Most organic solar cell have at least two active layers. One of them is the electron
donor and the second one is the electron acceptor. The donor should have a strong
absorption of the light in a broad spectral region overlapping with the solar spectrum
(see Fig. 2.3) in order to harvest enough solar light. They also need high mobility
to ensure fast hole transport. Furthermore they need suitable energy levels to fit
well with the acceptor in order to get enough free electrons from excitons. These
properties can give high power conversion efficiency (PCE) of the organic solar cell.
There are several types of the organic solar cell according to the types of junctions:
single layer organic solar cell, bilayer organic solar cells, and bulk heterojunction
solar cells (see Fig. 2.5).[7].

3.2 1.8
eV eV
2.5 L L
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- ;
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© .
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- absorption bands
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Figure 2.3 — Solar Spectrum reference taken from reference |[§]

Kearns and Calvin discovered the photovoltaic effect in 1958 while studying a
pristine organic material (magnesium phthalocyanine) between two electrodes [9].
This was a very inefficient single layer organic solar cell (OSC). This kind of OSC
consists of one layer of organic electronic material in between two conducting elec-
trodes. These electrodes differ in their work function. One of them [e.g., indium tin
oxide (ITO)] has a high work function, and the other [e.g., aluminum (Al), magne-
sium (Mg), or calcium (Ca)| has a low work function. After light absorption by the
organic layer, excitation occurs to generate excitons by transferring an electron from

the highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular
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orbital (LUMO). Because of the difference in the work functions of the two elec-
trodes, an electric field is set up in the organic layer. This electric field helps to split
the exciton into independent electrons and holes. The hole collects at the electrode
with the lower work function, and the electron, which collects at the electrode with

the higher work function (see Fig. 2.4).

AN
| ______Vacuumlevel ______________
e I
WF
E
Al
or
Mg

or

ITO Ca
Anode Cathode

Figure 2.4 — Scheme illustrates how the difference in the work function of the elec-
trodes leads to separate the hole and the particle.

Single layer OSCs suffer from low conversion efficiency less than 0.1% and low
quantum efficiency less than 0.01% [10]. We can attribute this low efficiency to the
inability of the electric field, created by the difference in the work function of two
electrodes, to split the excitons into holes and electrons. Also, when created, the
holes and the electrons recombine before reaching to the electrodes. As we showed,
the efficiency in the single layer OSC depends mainly on the electrode properties.
The efficiency stayed around 0.1% for about twenty years until a major innovation
by Tang.

In 1986 [11], Tang invented the second generation of OSC called two (or bilayer)
layers OSC This type of OSC consists of two layers of organic electronic material
between two conductive electrodes. The two layers differ in their electron affinities
and ionization potentials. The difference in the electron affinities and ionization
potentials between the two layers creates electrostatic forces in the interface between
the two layers which responsible for splitting the excitons. The acceptor is the layer
which has a higher electron affinity and a higher ionization potential and the other

layer is the donor. The bilayer OSC differs from single layer OSC in that the interface
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between the two organic layers is crucial in determining its photovoltaic properties.
The efficiency of two-layer OSCs increased compared with single layer OSCs but,
the efficiency was still low. The problem with this type of OSCs is that only a small
amount of the excitons can reach the interface because the organic layer needs a
thickness around 100 nm to absorb sufficient light whereas the excitons diffusion
length around 10 nm, so the excitons recombine before reaching the interface.

The third generation of OSCs is bulk heterojunction OSCs [12]|. In this type of
OSC, the organic layer which absorbed light has been made by blending the donor
and acceptor at nanoscale distances. The blend has been made on the order of less
than the exciton diffusion length to enable most of the excitons to reach the interface.

The concept of bulk heterojunction has been critical in improving in the efficiency

of OSCs.
% hv

Ancde Anode Arstale

(ITO) (ITO) (ITO)
organic electronic materal electron donor .
(small molecule, polymer ) dispersed heterojunction A

electron accepton
Cathode Cathode Cathode
[Al, Mg, Ca) (Al, Mg, Ca) (al, Mg, Ca) —
Single layer OSC Bilayerorganic OSC Bulk heterojunction OSC

Figure 2.5 — Types of organic solar cell. Redrawn based on a figure from ref. [13]

2.3 The Fundamental Mechanism of Power Conver-
sion

Organic solar cell efficiency recently has reached up to 10% [14, 15]. In order to
further progress in the efficiency, significant effort must be focused on optimization
and improvement to make it commercially successful. These efforts should be based
on the basic mechanism of the process. The fundamental steps involved in the mech-
anism of power conversion are: first, light absorption which leads to generating of
excitons; second, the exciton diffusion; third, the exciton dissociation which leads

to generating of charge; and finally charge transport and charge collection [16]|. The
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essential steps of power conversion from of light absorption to charge collection have
been shown in the Fig. 2.6

The summation of the efficiencies of all steps is the external quantum efficiency
(EQE) which can be defined as the percentage of incident photons converted to

electrical current [17, 6],

EQFE = na + Ngdif + NEdis + N1 + Nee, (2.1)

where the 74 is the absorption efficiency which is determined by the absorption
coefficient of the donor and its thickness. The absorption efficiency decreases by
incomplete absorption of the solar spectrum either due to insufficient thickness of
the donor or the donor has a narrow absorption band [18]. The nggs is the exciton
diffusion efficiency which determined by the ability of the excitons to diffuse through
the polymer without recombination. Keep in our mind that the exciton diffusion
length in the organic electronic materials is around 10 nm [19]. The nggs is the
efficiency of the exciton dissociation which is mostly determined by the outcome
of the competition between several pathways of the charge transfer state to give
separate charges. The nr, and noe are the charge carrier transport efficiency and
the charge collection efficiency respectively [20].

Whereas the internal quantum efficiency (IQE) is the percentage of absorbed
photons converted to electrical current. Usually, quantum efficiency (QE) refers to
the internal quantum efficiency [17]. It is clear that the active layer donor-acceptor
governs all the steps of the mechanism except the charge collection. Charge collection
mainly depends on the electronic nature of the interface between the conductive

electrodes and the active layer.

2.4 Experimentally Measured Quantities

In the previous section, the fundamental steps involved in the power conver-
sion mechanism have been illustrated in addition to the efficiency of each step and
the quantum efficiency of both types internal and external. In 1961, Shockley and
Queisser managed to calculate the maximum possible theoretical efficiency for a sin-
gle junction semiconductor as a function of bandgap energy. It called the Shockley-
Queisser limit efficiency or the detailed balance limit of efficiency. Shockley and
Queisser assumed that all avoidable losses are absent. Here, avoidable losses mean,
the losses caused by reflection, series resistances, light transmission resulting from

some surface properties. The limit of maximum efficiency for a single junction semi-
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Figure 2.6 — The fundamental steps involved in the mechanism of power conversion
at N/D interface in an organic solar cell.
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conductor took several considerations into account for the losses which decrease the
maximum theoretical efficiency under 34% for optimal bandgap energy 1.34 .V (see
Fig 2.7) . The unavoidable losses that Shockley and Queisser took them in their
consideration are the radiative recombinations, the black-body radiation, thermal

losses, and spectral losses.
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Figure 2.7 — The Shockley-Queisser limit for the efficiency of a solar cell. Redrawn
based on a figure from ref. [17]

Short circuit current density (Jsc) and open circuit voltage (Voc) are two of the
important parameters for efficiency [21]. We can define the short-circuit current as
the current at which the externally applied voltage is 0. Whereas the open circuit
voltage can be defined as the voltage at which the current density output is 0. These
parameters can give a high power conversion efficiency of the organic solar cell
through high values of open-circuit voltage and short circuit current, and fill-factor
(FF) |22, 23, 6]. The fill-factor can be define as the ratio between the maximum

power (mpp) output point and the maximum attainable power output,

Iy . VA
F | = Zmpp”mpp 29
JscVoc ' (2:2)

where J,,,,, and J,,p, are the corresponding current density and voltage at the point

of maximum output power respectively (see Fig. 2.8). So, the power conversion
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efficiency (PCE) can be calculated from the F'F, J,., and V. as

(FF)(Jse) (Voc)

PCE =
Pi ?

(2.3)

where Py, is the input power density [18]. The characterization method of efficiency
of the OSC must be done under standard test conditions at specified temperature
25 °C, irradiance of 1000 W/m?, an air mass 1.5 (AM1.5) spectrum, a clear day with
sunlight incident upon a sun-facing 37° tilted surface, The sun at an angle of 48°

above the horizon [6].

In the dark —
Underillumination

Figure 2.8 — Current-voltage curves for dark and light currents in solar cells with
Jsc, Voc, FF, Jmpp and Vmpp. Redrawn based on a figure from ref. |6].

Many experimental efforts have focused on understanding the apparent relation-
ship between open circuit voltage and the difference between the highest occupied
molecular orbital (HOMO) of the donor and lowest unoccupied molecular orbital
(LUMO) of the acceptor [24, 25]. In other words, the apparent relationship between
open circuit voltage and the difference between ionization potential of the donor and
the electron affinity of the acceptor (hence the importance both of the ionization
potential and of the electron affinity.)

One of the characterization methods of the organic solar cells is the current-
voltage (J vs. V) characterization. The J vs. V characteristics can be considered

as the simplest and essential characterization methods for the solar cell. The J vs.
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V' characteristics of the solar cell can be calculated by using the Shockley diode
equation under illumination. Simply, it is an equation that gives the relationship
between the current flow through an ideal p-n junction and the voltage in order to

get more understanding of the recombination losses,

qV

J(V) = Jo (e<nkT) - 1) — Jyen, (2.4)

where J(V') and J, are the total current and dark saturation current respectively, g is
the elementary charge, V' is the voltage across the p-n junction, n is the diode ideality
factor, kT is the thermal energy (Boltzmann constant times temperature), and Jy.,
is the photogenerated current [26]. The Fig 2.8 represents the current-voltage (J vs.

V') characterization in the dark and under illumination of a solar cell.

2.5 The Mechanism of the Charge Separation

The picture is not as simple as we showed. The function and efficiency of the
organic solar cell are dependent mainly on the electronic structure of the interface
between the donor and the acceptor because only at the interface can exciton dis-
sociation into separate electron and hole happen [27|. At the interface the energy
levels must be matched to get optimal charge dissociation and then maximal energy
conversion efficiency.

Charge separation at organic donor/acceptor heterojunctions is a key factor in
the successful design of organic solar cell [28, 29, 30, 27|. Understanding the mech-
anism of the charge separation in the organic solar cell still represents a significant
challenge. There are several hypotheses talking about the mechanism of dissociation.
Typically semiconducting organic materials have low dielectric constants. These low
dielectric constants cannot prevent the electrostatic interactions between electron
and hole across the donor and acceptor interface, which can lead to the formation of
interfacial bound electron-hole pairs. Often called charge transfer (CT) states [31],
then the particular mechanism of this dissociation probably involves a relatively high
level of delocalization of hot CT states [32, 33, 34|. For some materials, sufficient
overlap of electron and hole wavefunctions has been shown for charge exciton transfer
evidenced by considerable luminescence (radiative lifetime strongly increased about
100 ns and substantially red shift ). This “exciplex” has significant charge-transfer
character and is lower in energy than the charge-separated state [35].

Regarding this change in the nature of the excited state from localized to de-
localized: A photochemist might say that we are facing a problem of some kind

of a conical intersection of two potential energy surface-the region where the two
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potential energy surfaces are degenerate for the set of molecular geometry points
and the non-adiabatic couplings between these two states are not disappearing. The
Born-Oppenheimer approximation breaks down, allowing non-adiabatic processes to
take place in this region. At any time the system is propagated in one potential sur-
face, but allows the transition between different electronic states. The probability
of switching to the surface of the non-adiabatic depends on the strength of non-
adiabatic coupling. Small energy difference between the two surface generally result
in high transition probabilities. surface hopping, tend to occur mainly in the region
of the surface crossings [36].

We have decided to attack this problem using mixed time-dependent density-
functional tight binding/classical surface hopping method. Particular interest will be
placed upon electronic potential energy surface funnel regions as nuclear geometries

change.
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Chapter 3

Photochemistry

3.1 Introduction

Photochemistry [1, 2, 3, 4] is the branch of the chemistry which treats the chem-
ical reactions of electronically excited molecules. These excited molecules may be
produced by absorbing light in the nearby ultraviolet spectrum (wavelength from
100 to 400 nm), visible spectrum (400 - 750 nm) or infrared radiation (750 - 2500
nm). Photochemical reactions are fundamental to life. They take their importance
from their roles in the photosynthesis, vision, health care, energy production, and
the formation of vitamin D with sunlight. Also, for example, methane gas, ammonia
and carbon dioxide as the simplest gases which react through photochemical reac-
tions to form organic compounds such as proteins and nucleic acids. Other things
related to photochemistry are also found in various applications in science and tech-
nology. Organic photochemical synthesis is a method for the manufacture of many
chemicals whose reactions do not occur in the dark, because of photochemical paths
access high energy intermediates that cannot be generated thermally. Light is also
an initiator for polymerization and can be used in photoprinting (offset printing),
and the industrial printing of circuits for the electronic industry. The effect of sun-
light on the colour of cotton is a common experience, as may be attested to by
old curtains. The light absorbed everyday by the cloth starts with oxidation and
continuous interaction in the cellulose of cloth, which leads to easy breakage in or-
ganic compounds. Similarity the photodecomposition is observed in plastic. Here
researchers seek the colors (i.e., optical stabilizers) whose addition can help to sta-
bilize the plastic, making it take up higher excitation energy to make it less fragile.
Such as orthohydroxybenzophenol compounds.

The photophysical phenomena of fluorescence and phosphorescence have appli-

cations in fluorescent light tubes, x-rays, visuals and displays for bright clocks,
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colour paints in commodity advertisements, alarms for specific signals on the road
or reagents used in precise analyses. Also, photochemistry is gaining importance

through its role in the search for alternative green solutions for modern living.

3.2 Light Absorption

A photon of electromagnetic radiation in the visible or ultraviolet region has the
ability to excite an electron from state I to state K when the photon has an energy

equal to the energy difference between these two stationary states,

Here, hv represents photon energy where h is Planck’s constant (6.63 x 10734Js) and
v is the frequency of oscillation of the photon in units of s or Hertz (Hz).

It is not sufficient to consider only the transition between electronic states to
explain the light absorption by the molecular system, the full explanation of the
electronic excitation in the molecular system should take into account the nuclear
motion. The total energy of the molecular system consists of the electronic energy
in addition to the energy resulting from nuclear motion which in turn consists of

vibrational energy and rotational energy,
E,=FE.+FE,+ E,, (3.2)

where F; is the total energy of the molecular system, E. is the electronic energy,
E, is the vibrational energy, and F, is the rotational energy. The energy difference
between the electronic energy and the other types of the energy (i.e., vibrational and
rotational) in the molecular system is very large. This leads to treating each one of
them separately according to the Born-Oppenheimer approximation [5].

Because the energy gap between the electronic states is larger than the energy
gap between the vibrational states which in turn is larger than the energy gap be-
tween the rotational state, we can describe the electronic transition effect adequately
by considering only the electronic and vibrational states. The transitions caused by
light absorption in the ultraviolet and visible region which leads to changes in the
vibrational and electronic states of the molecular systems are called vibronic tran-
sitions.

According to Boltzmann’s distribution law, at the room temperature, most of the
molecules will be at the lowest vibrational level v = 0 of the ground electronic state

level Sy and the excitations by the light absorption in the molecular systems occur
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from that level to the higher level. Boltzmann’s distribution law gives the probability

of a certain state I as a function of the energy of that state,

NI e—EI/kT

S T (3.3)
N =M et

where N is the total number of the molecules, N; is the number of the molecules
in the energy state I, k is the Boltzmann constant, 7" is the temperature of the
system and M is the number of all states accessible to the system [6]. So absorption

is usually from the ground electronic state.

3.2.1 Transition Dipole Moment and Selection Rules

The light absorption and simultaneous excitation from the stationary state I to
state K, which are described by the wave functions ¥; and Vg respectively, can
occur only if the light can interact with the transition dipole moment of the given
transition. The transition dipole moment is a complex vector corresponding either to
electric dipole moment, to the magnetic dipole moment or to the electric quadrupole
moment associated with the transition between the two states. The direction of the
transition dipole moment represents the polarization of the transition which controls
how the system interacts with an electromagnetic wave of specified polarization. The
square of the scalar product between the electric field vector of the light and the
transition moment vectors of a given molecular system gives the probability of an
electric dipole transition. The intensity of the resulting absorption is proportional to
the square of the transition dipole moment times the ecxitation energy. The square
of the scalar product between the electric field vector of the light and the transition
moment vector of given molecular system gives the probability of an electric dipole
transition |7, pg.5|.

Transitions between energy levels in organic molecules are subject to certain con-
straints known as selection rules. The selection rules have been derived from the
theoretical expression of the transition moment which alows us to distinguish be-
tween the "allowed" and "forbidden" transitions. Simply, the transitions which lead
to vanishing the transition moment are forbidden transitions and their intensity
should be zero. Whereas the allowed transitions have non-vanishing transition mo-
ment. The selection rules related to the state multiplicity of the initial and the final
states are known as a spin selection rules. According to the spin selection rules, the
transitions which involve states with a different spin (singlet < triplet transitions)

are forbidden because these transitions will lead to vanishing transition moment. The
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electric dipole and quadrupole moment operators do not operate on spin because
of the integration over the spin variables will yield zero when the initial state and
the final state are different in the spin. Whereas the allowed transitions occur when
the initial and final state have the same multiplicity (singlet <> singlet or triplet <>
triplet transitions).

In addition to the spin selection rules, there are orbital symmetry selection rules.
According to the orbital symmetry selection rules, the transitions are forbidden if
the integrand of the product of the wave functions of initial and final states and
the dipole moment operator is antisymmetric with respect to at least one symmetry
operation of the point group of the molecule so the integral will vanish [7, pg.30].
When the initial and final wave functions mostly resemble each other, the coupling
between them will be strong and leads to most probable transition with high molar
absorption coefficient. That explains why the transition from 7 to 7* has higher

molar absorption coefficient than the transition from n to 7 [5].

3.2.2 Beer-Lambert Law and Molecular Spectra

Light absorption by molecular systems relies on the Beer-Lambert law [8], which
relates the intensity I of light transmitted at a given wavelength through a sample

to the intensity [y incident on the sample,

I
— —=10¢ 3.4
- (3.4)
where ¢ is the molar absorption coefficient, [ is the sample thickness in c¢m, and c is

the molar concentration in mol. 1 ~'. By taking logarithms of the Eq. (3.4), we get,

I
—log(=) = edl (3.5)
Iy
The left side of the equation represents the absorbance A. So we can rewrite the

equation to get,

Amolecule = Asolution - Ablank

3.6
A = edl, (36)

where the blank absorbance is equal to solvent + container. The extent of light ab-
sorption varies from one system to another according to the probability of absorption
being indicated by the molar absorption coefficient. A plot of molar absorption ver-

sus the wavelength is called the absorption spectrum of molecular system [5, 9] as
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shown in the Fig 3.1 .

Absorption (A)

max

Wavelength (A)

Figure 3.1 — The absorption spectrum of molecular system

In the visible and ultraviolet regions, the atomic absorption spectrum has more
sharp lines than the molecular absorption spectrum which shows broad bands that
can be attributed to some vibrational structure especially in the case of the rigid
molecular system. The polyatomic molecular systems have a large number of closely-

spaced normal vibrational modes of varying frequencies |7, pg.9|.

3.3 The Photophysical and Photochemical Deacti-

vation of Excited states

The electronically-excited state has excess energy. The excess energy of the elec-
tronically excited state can be lost within a short period of time through a number
of deactivation processes. If the deactivation process leads to the formation of new
chemical structures, then it is a photochemical process. There are several photochem-
ical processes such as photosynthesis in plants, photodecomposition in the plastic,
and suntan. When the deactivation process returns back to the ground state with-
out any changes in the structure, then it is photophysical processes. The physical
deactivation processes are either energy conversion to heat or light emission. The
electronically-excited state may also take place through electron transfer or energy

transfer with the ground state molecules
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The photophysical deactivation processes can be classified into two categories:

intramolecular processes, and intermolecular processes.

The intramolecular processes may take place via radiative or radiationless tran-
sitions. In the radiative case, the electronically-excited state relaxes to the ground
state by the emission of electromagnetic radiation such as luminescence. Whereas in
the radiationless case, there is no electromagnetic emission instead there is internal

conversion or intersystem crossing.

The intermolecular processes are relaxation processes which happen between two
different molecules. The intermolecular physical deactivation processes can be classi-
fied into three categories, vibrational relaxation, energy transfer and electron trans-

fer.

Vibrational relaxation happens when the electronically excited state relaxes to
the lowest vibrational level by collision between the electronically excited molecule
and a solvent molecule or another molecule. The energy transfer process typically
happens in donor-acceptor systems. The excess energy of the electronically excited
donor transfers to a lower electronic state in the acceptor. And then lower electronic
state in the acceptor uses the energy to promote itself to higher excited state. The
third type of intermolecular physical deactivation processes is the electron or charge
transfer process. It is a typical example of the photophysical process in the organic
solar cell. Where the electronically excited donor interact with the ground state
acceptor leading to electron transfer from the donor to the acceptor. The scheme Fig.
3.2 illustrates and summarises the photophysical deactivation processes of excited

states.

3.4 Jablonski Diagram

A Jablonski diagram is a compact way to denote the electronically excited states
and their transitions of molecules in the molecular spectroscopy . In a Jablonski di-
agram (Fig. 3.3), the energies of the electronically singlet and triplet excited states
are arranged vertically. The energies of singlet excited states are indicated by Sy,
St , and S, whereas, the energies of the triplet excited state are indicated by T; .
The vibrational levels related with each singlet and triplet state are arranged verti-
cally in order of increasing energy. We can easily distinguish between radiative and
radiationless transitions from the arrow type: the straight arrows indicate radiative

transitions whereas the wavy arrows indicate radiationless transitions.
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Figure 3.2 — The photophysical deactivation processes of electronically-excited states.
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3.5 Potential Energy Surfaces

Energy differences and transition probabilities are the most important factors
which have to be calculated theoretically to predict the photochemical and photo-
physical properties of molecular system [10]. These two factors give the ability to
describe the potential energy surface conveniently. Besides, they provide us with
the nonadiabatic matrix elements which we need to get the probability of energy
transfer [4]. According to the orbital symmetry selection rule, the electron transition
is most probable when the coupling between the initial and final wave functions is
strongest.

The computation of the potential energy surfaces is a complicated process. This
is especially so in the case of excited states. The difficulty arises from the different
classes of excited states (singlet and triplet states) each one of which has different
amounts of electronic correlation. The complexity of calculating potential energy
surfaces of the excited states also can be attributed to the large number of minima
that they include in addition to the surface crossings, transition states, and state
couplings compared with the ground state energy surface [11]. The energy range
of the absorption and emission bands can be provided by the vertical absorption
energies at the ground state minimum, adiabatic transitions between the state min-
ima, and vertical energy differences at the optimized geometry of the excited state
[11]. More complex treatment is required for calculations of potential energy sur-
faces when they are close to each other. Photochemical funnels can connect different
potential energy surfaces regions where the probability is very high to jump among
different potential energy surfaces, sometimes leading to chemical reactions. A high
probability of transfer arises from the strong coupling between the vibrational and
electronic states at these regions [3]. The Fig. 3.4 illustrate the potential energy
surfaces of the ground state (5p), the singlet excited state (S7) and triplet excited

state (77) and the main photophysical and photochemical processes.

3.5.1 Intramolecular Radiative Processes of Excited States

In the schematics shown in Fig. 3.2 and Fig. 3.4, we gave an overview of the
intramolecular radiative processes of the excited states. These processes can be cat-
egorised as fluorescence or phosphorescence. The main feature that distinguishes
these two categories is the spin multiplicity of the initial and final states involved
in the radiative transition. Simply, the intramolecular radiative processes are ver-
tical transitions. This can be rationalized using the Franck-Condon principle [12].

Ttansition probability is be related to the overlap between the square of the wave
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Figure 3.4 — The photophysical and photochemical processes. Taken from Ref. [11]

function of the vibronic level of the ground state and excited state. The larger is the
overlap between the states, the larger is the probability of electronic transition to
happen. Figure 3.5 illustrates the quantum picture of the probability of electronic

transitions from the Franck-Condon principle.
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Figure 3.5 — The quantum picture of the probability of electronic transitions from
Franck-Condon principle. Taken from Ref. |5]
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3.5.1.1 Fluorescence

Fluorescence is a radiative process which involves a transition (photon emission)
between two states with the same multiplicity. It is spin-allowed. The transition
usually happens in appreciable yield from the lowest vibrational level of the low-
est singlet excite state to the ground state because of the rapid nature of relax-
ation (Kasha’s rule) [13]. Typically, fluorescence emission timescales are the order of
107'2 — 1075 In general, the emitted radiation has lower energy than the absorbed
radiation by the amount of non-radiatively dissipated energy as shown in Fig. 3.6.
So the fluorescence emission light has a longer wavelength (lower energy) than the
absorption light. The difference between the energy of the absorbed photon and that
of the emitted photon is the stokes shift. The 0-0 bands for absorptions and fluores-
cence happens at slightly different wavelength because of the different intermolecular

interactions in the ground and excited states [7].

Frequently, mirror-image symmetry exists between the fluorescence spectrum and
the absorption spectrum, due to the fact that the excited-state vibrational frequen-
cies and the ground-state vibrational frequencies are similar when the geometries of

the ground state Sy and the first excited state S are quite similar [7].

Energy

Nuclear Coordinates

Figure 3.6 — The energy difference between the absorbed and emitted radiation.
Redrawn based on a figure from ref. [14]
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3.5.1.2 Phoshorescence

Phosphorescence is an intramolecular radiative processes of excited states. It is a
spin forbidden transition because it happens between states with different spin mul-
tiplicity. Because of the very fast radiationless transitions, phosphorescence occurs
from the thermally equilibrated lowest triplet state T into the ground state Sy [7].
Like the fluorescence spectrum, mirror-image symmetry of the Sy — 17 absorption
spectrum exists in the phosphorescence spectrum. Because phosphorescence is a spin
forbidden transition, it is less intense than fluorescence [5]. It has time scales larger
than fluorescence because of the transition moment of the spin forbidden 77 — 5
is very low [7]. So, the timescales of phosphorescence emisions are in the order of
1073 — 10% s.

3.5.2 Intramolecular Radiationless Processes of Excited States

The intramolecular radiationless transitions can be described as a horizontal
crossing between the energy levels. So, we can distinguish between the radiative
and radiationless transitions as the radiative transitions are a vertical crossing be-
tween the energy levels whereas radiationless transitions are a horizontal crossing
between the energy levels. The crossing between the energy levels occurs between
a lowest vibrational energy of the upper electronic state and one of several closely
vibrational level of the lower electronic energy surface as shown in the Fig. 3.7 [5].

Typically, the difference in the energy between electronic states is greater than be-
tween vibrational states. This fact allows treating electronics and vibrational states
separately by using a Born-Oppenheimer approximation. In reality, that is not the
case in the radiationless transition because of molecular vibrations do affect the
electronic energy of the molecule. So, we need to take the electronic and vibrational
energy into account when we treat the radiationless transitions. The breakdown of
the Born-Oppenheimer approximation is resulting in the occurrence of radiationless
transitions. Radiationless transitions occur between vibronic states with same en-
ergy whereas the radiative transitions occur between vibronic states with different

energy as shown in the Fig 3.7.

3.5.2.1 Internal Conversion

Internal conversion refers to intramolecular radiationless transitions where the
transition occurs between two isoenergetic vibronic states of the same multiplicity
and the vibronic states involve mostly states having an entirely different energy at

their equilibrium geometries. In other words, it is a relaxation from an upper vibronic
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Initial S FinalState 2

Final State 1

Figure 3.7 — The horizontal crossing between the energy levels in the intramolecular
radiationless transitions.

state to a lower vibronic state (or vice versa) of the same multiplicity.

Sy = Sh_y
. (3.7)
T — T

n—1»

where n is the electronic energy level, v and v’ are the vibrational energy levels.

Because of the energy difference between the upper excited states is very small
and they are very close to each other in the energy, the transition probability is very
high between the lower vibrational level of upper excited state (S,) and the higher
vibrational level of lower excited state (S,,_1). That explains the relatively fast rate
of the radiationless transitions.

According to Kasha’s rule, the fact that luminescence quantum yields from a
higher excited state is minuscule can be attributed to the fast radiationless transition
in competition with the luminescence from higher excited states having short life
times. That also explains why the luminescence occurs from the lowest excited states
[7].

Typically, the time scales of internal conversions between the excited state (S, ~
S,_1) are of the order of 107 — 1075 which are shorter than the timescales of

internal conversion between the lowest excited states and the ground state (S; ~-

So)[5]-

3.5.2.2 Intersystem Crossing

Intersystem crossing is an intramolecular spin-forbidden radiationless process of

excited states where the transition occurs between two isoenergetic vibronic states
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of the different spin multiplicity. Through spin inversion, the transitions between
different multiplicity states becomes possible. The intersystem crossing transition
rate depends on the extent of spin-orbit coupling, the interaction between the spin
of the electrons and the magnetic field resulting from the orbit of electrons around the
nucleus, as well as the energy gap between the states involved in the transition |7, 5|.
For example, the intersystem crossing transition S; ~» 77 can take place either by
direct spin-orbit coupling of S, to the higher vibrational level of T} or by spin-orbit
coupling to one of the upper states than 77 and then followed by internal conversion
to the T3 |7]. The intersystem crossing transitions between states of different spin
multiplicity are not all allowed. It controlled by El Sayed’s rules [15] that is the
intersystem crossing rate for radiationless transition involving a change of orbital

type is larger than that of the radiationless transition involving a same orbital type,

Y(n,7*) « 3(m,7*) allowed transition
}(n,7*) <> Ym,7*) allowed transition
Y(n,7*) <+ 3(n,7*) forbidden transition

Y7, 1) < 3(m,7*) forbidden transition.

The timescale of intersystem crossing has the order of 107'* — 1073s [7, 5].

3.5.3 Intermolecular Processes of Excited States

The intramolecular processes are known as unimolecular processes and may be
radiative or radiationless. In either case they are responsible for deactivation of the
electronically excited states.

The other type of deactivation processes is called intermolecular processes. In this
case, deactivation involves the transfer of the excitation energy from one molecule to
the other. This type is also known as a bimolecular deactivation or quenching process.
Some quenching processes involve the same kind of molecules, and the others occur
between different types of molecules. The substance which responsible for increasing
the rate of the deactivation process is known as a quencher. One of the very active
substances for quenching is molecular oxygen.

A quenching process that does not result in chemical changes is called a photo-

physical quenching process. It may be represented as,

M2 M (3.9)

where () is a quencher, M* is the initial excited state, and M is a ground state or
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another excited state which differs from the initial excited state.

According to whether @ is the same kind of molecule M or is different, we can
distinguish two types of photophysical quenching process-namely, self-quenching or
concentration quenching processes which involve the same types of molecules and
impurity quenching processes which involve quencher differing from the molecule M.

The mechanism of the bimolecular deactivation processes occurs either through
excimers, or via encounter exciplexes, or an exciplex involving some long-distance
electron-transfer and energy-transfer mechanisms [7] . In a solution of pyrene irra-
diated with ultraviolet radiation, there are some effects which have been observed
by increasing the concentration of pyrene. First, there is a decrease in the intensity
of pyrene emission at a lower wavelength [7] , Second, there is a new emission at
a longer wavelength which increases in intensity by increasing the concentration of
pyrene. That behaviour can be attributed to the formation of an excited state dimer
of pyrene, excimer [M M]* [16], at high concentrations. At the long wavelength, the
emission comes from the excimer whereas the emission at the low wavelength comes
from the monomer as shown in the scheme 3.10 and Fig 3.8 . This excimer has been
formed by the interaction between the ground state of pyrene (M) and the excited
state of pyrene (M*),

IM* + M =—— '[MM]" (3.10)

+hv|-hyv |—h1/

M+M «—— [MM]
The excimer wave function can be described by,

Voxcimer = €1 (Warnre = Warenr) + co(Warrar- + Yo+ ), (3.11)

where W, 3+ and Wy, are the exciton states resulting from the interaction between
locally excited states, W+ and Wy, s+ are the Interaction with ion-pair or charge
transfer states. The plus or minus combination give the stabilization which depends
on the orientation of the ground and excited state to each other [7].

There is another type of complex which can be formed by the interaction between
the excited state of one molecule (M* ) and the ground-state of another molecule
which behaves as a quencher (@). This type of complex is called as an excited

complex or exciplex,
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Figure 3.8 — The potential energy surfaces of the excimer formation in addition to
the monomer emission and the excimer emission. Redrawn based on a figure from

ref.|7]

M* + Q =—— MQJ (3.12)
+hv|-hyv I—hy
M+Q [MQ]

The exciplex is observed in the solution of anthracene-dimethylaniline by a new
emission at low energy due to the formation of an exciplex. One of the components
of the exciplex behaves as a donor (D) and the other component behaves as an

acceptor (A). So, the exciplex wave function can be described by,
\I/eXCpleX =c1¥par + ¥pra+ 3¥pra- + c4¥p-a+, (3.13)

where ¢; # ¢9, c3 # ¢4, and the term c3Wp+4- corresponds to a charge-transfer
excited state |7].

We can distinguish between excimers and exciplexes in that the excimers are

nonpolar species, whereas the exciplexes are polar species.

An encounter complex can be describes as an intermolecular ensemble of an
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excited-state and ground-state molecule. The ground and excited state molecules
in the encounter complex usually separated by a small distance (~7 A). They are
usually surrounded by several shells of solvent molecules. The size, shape, and charge
of the componants involved in the encounter complex, in addition to thier interac-
tions with the solvent cage, are affected the structure of the encounter complex
[17].

After forming encounter complexes, exciplexes, or excimers, the excitation energy
can be lost either through fluorescence or phosphorescence, by energy transfer to
decay into M + Q* , by electron transfer to give M+ + Q= or M~ + Q™, by the

internal conversion process, and by intersystem crossing process [18, 7.

3.5.3.1 Electronic Energy Transfer Process

The electronic energy transfer is a quenching process of the electronically excited
entity (the donor, D* ) by transfer of its excitation energy to the other component
(the acceptor, A). According to the molecular orbital picture, the energy transfer can
be described as electron motion between occupied and unoccupied orbitals of the two
components (D* and A). By energy transfer, we get a ground state donor and excited
state acceptor (D and A*). So, the photochemical reaction and the luminescences
will be associated with the acceptor instead of the donor. Fundamentally, energy

transfer can take place by three different mechanisms.

The first mechanism is called an electron exchange mechanism. Two single inde-
pendent electron transfers, one in each direction, lead to a ground state donor and

an excited state acceptor [17| as shown in the Fig. 3.9.

The energy transfer by the electron exchange mechanism needs very short range
separation between the donor and the acceptor with distances less than 10 A [17, 7].
Dexter theory [19] illustrates the distance dependence of energy transfer by the
exchange mechanism as,

kET(emchange) X 62RDA7 (314)

where Rpa is the donor-Acceptor distance [5]. This short range separation leads
to orbital overlap between the donor and acceptor. So, the energy transfer by elec-
tron exchange mechanism usually occurs through the intervention of an encounter

complex.

In the energy transfer by electron exchange mechanism, the spin of the donor

excited state matches the spin of the excited acceptor excited state. So, the singlet-
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Figure 3.9 — The electron exchange mechanism of the electronic energy transfer.

singlet and triplet-triplet energy transfer are allowed [17],

'D* + A — 'D + 'A* allowed X
SD* + 'A — D + 34 allowed (3.15)

The second type of energy transfer mechanism is the coulombic mechanism. This
type of mechanism is also known as the Forster mechanism. The coulombic mecha-
nism occurs as the result of the mutual electrostatic repulsion between the electrons
of the donor and acceptor molecules. The excited state relaxation of the donor from
D* to D and the simultaneous electronic excitation of the acceptor from A to A*
interact in which the oscillating electrons in the donor relaxation are coupled with
those in acceptor excitation by an induced dipole interaction [17] as as shown in the
Fig. 3.10.

The energy transfer by coulombic mechanism does not require effective orbital
overlap between the donor and acceptor. The mechanism can occur with separation
between the donor and the acceptor from the collision distance of less than 10 A to
the separation distance up to 100 A [20].

In the energy transfer by coulombic mechanism, the spin multiplicity conservation
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Figure 3.10 — The coulombic mechanism of the electronic energy transfer.

in the energy transfer is observed. The coulombic mechanism only happens when
a large transition dipole moment is created. Depending on that the singlet-singlet
energy transfer by coulombic mechanism is allowed where there is no change in the
multiplicity. Whereas the triplet-triplet energy transfer in the coulombic mechanism
is forbidden [17, 5],

'Dr +'A = 'D + 'A* allowed (3.16)

3D* + 'A — 'D + 3A* forbidden. '
Because of the excited state relaxation energy in the donor and the simultaneous
electronic excitation energy in the acceptor are identical or in resonance as shown
in the Fig. 3.11 in addition to this mechanism was developed by Forster, this type

of energy transfer known as Forster resonance energy transfer (FRET) |20, 5].

Donor
Acceptor
S YT 70—
S, T A
1
o
So \——'—* D So A

Coupled Transitions

Figure 3.11 — Illustration of Forster resonance energy transfer (FRET). Redrawn
based on a figure from ref. [5]
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The energy transfer by both electron exchange and coulombic mechanisms con-
sidered as non-radiative transfer.

The third type of the energy transfer mechanism is a radiative energy transfer
mechanism. This type of the mechanism occurs by the absorption of the photon by

the ground state acceptor which is emitted by the electronically excited state donor,

DY — D + hv

(3.17)
A+ W o A

Radiative energy transfer requires a sufficient overlap between the acceptor ab-
sorption spectrum and the donor emission spectrum. It can happen at a large sepa-
ration distance between the donor and acceptor because the photon can travel a long
distance before being absorbed by the acceptor. It is controlled by the same rules
of intensity absorption because the radiative energy transfer occurs by emission and

absorption. So, the singlet-triplet energy transfer is forbidden [5, 7].

3.5.3.2 Electron Transfer Process

Electron transfer is an important problem in organic photovoltaics. In the first
instance this may be understood as transferring (ionizing) an electron from the
donor and adding the electron (electron attachment) to an acceptor. The energy
levels of the highest-occupied molecular orbital (HOMO) and the lowest-unoccupied
molecular orbital (LUMO) of the two components involved in the photoinduced
process determine which of the two components is the donor or acceptor as shown
in the Fig 3.12.

According to the molecular orbital picture, electron transfer can be described as
electron motion from an occupied molecular orbital in the donor to the unoccupied
molecular orbital in the acceptor. The mechanism goes through many steps. Two of
the important steps of the mechanism are exciton formation and exciton dissocia-
tion. The exciton formation step is related to the HOMO-LUMO gap which leads
directly to estimate the initial excitation energy. The other thing concerning exciton
dissociation is that exciton dissociation depends deeply on the difference between
the ionization potential and the electron affinity between the donor and the acceptor
which are responsible for creating a downhill energetic driving force at the interface
between the donor and the acceptor, leading to exciton separation. The range of sep-
aration distance between the donor and acceptor is less than 10 A because electron

transfer requires close effective orbital overlap. Spin conservation is observed in the
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Figure 3.12 — The electron transfer mechanism.

electron transfer mechanism.

3.5.3.3 Vibrational Relaxation

Vibrational relaxation is an intermolecular radiationless process of an electron-
ically excited state which has an excess of vibrational energy. As such it excludes
transitions occurring between the zero-point vibrational levels. The vibrational re-
laxation occurs when the electronically hot excited state collides with one other
molecule or with the solvent molecule to relax to the lowest vibrational level of a
particular electronic energy level. The time scales of vibrational radiationless relax-

ation processes are of the order of 10713 — 107s in condensed phase [5].

3.5.4 Photochemical Reactions

Ground state reactions can be modelled by one potential energy surface. The re-
actants are represented by points on the potential energy surface. Then, the ground
state reaction can be described by the pathway of this point from one minimum to
another, where the minimums respectively represent the reactants and the product,
and the saddle between them represents the transition state or the activated com-
plexes. Since all the photochemical reactions being by absorbing a photon which
puts the reactant in high energy state, photochemical reaction modelling requires at
least two potential energy surfaces, the ground state energy surface with reactant
and product minima in addition to the excited state energy surface on which the
photoreaction is started. The mechanism of the photochemical reaction can be real-

ized from the knowledge of the shapes of the ground state energy surface (Sy), the
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first singlet excited state energy surface (S7) and the first triplet excited state energy
surface (77). By the shape, we can distinguish where are the minima and the funnel
regions, the set of molecular geometry points where the potential energy surfaces
are degenerate and the crossing occur between them, in the S; and T} potential sur-
faces. Also from the shapes of the ground state energy surface, we can determine the

return products we get from the funnel regions of the S; and T} potential surfaces.

3.5.4.1 The Pathway of Photochemical Reaction

After light absorption, the electronically excited state is formed by vertical exci-
tation according to the Franck Condon rules. Several scenarios can happen with the
electronically excited state. In general, the trend of electronically excited states is
to react in two ways:

First, a concerted process, the process which includes one single step to give the
product such as the series of pericyclic reactions, the reactions which initiated from
the lowest singlet excited state Sy (m,7*) with a cyclic transition state. In this type
of photochemical reaction, a concerted rearrangement of electrons occur leading to

break and form ¢ and 7 bonds simultaneously [5],
R— R — P (3.18)

Second, the photochemical reactions occur through the formation of a reactive
intermediate or intermediates proceeding through radical intermediates and then
followed by radical reactions, usually dark processes. The ketone reactions which
are initiated from the lowest single excited state Si(n,7*) or Ti(n,7*) are a good

example of this type of reactions [5],
R—R —I1— P (3.19)

One of the ways of visualizing the potential energy of the molecular system is from
the point of view of the potential energy changes that happen during the chemical
reaction. That is simply represented as the reaction profile where the potential energy
values of the reactants, products, intermediates, and transition states can be plotted
against the reaction coordinates

For the photochemical reactions, we need to model at least two potential energy
surfaces, namely the ground state surface which represents the thermal reaction and
the excited state energy surface from which the excitation where started.

Figure 3.13 gives a schematic explains the reactions pathway of the excited state
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after excitation with and without intermediates which includes the potential energy

surfaces of the ground state and the excited state.

N I VI Conical intersection

Products Reactants

Products

L
Ll

Nuclear Coordinates(R)

Figure 3.13 — The schematic explains the reactions pathway of the excited state after
excitation which includes the potential energy surfaces of the ground state and the
excited state.

After excitation, the electronically excited state has the same geometry as the
ground state. Subsequently, the nuclear motion finds itself governed by new potential
energy surface which leads to a new geometry with time.

The electronically excited state, in a short time on the order of a few picoseconds,
may reach the local minimum in the potential energy surface of the excited state as
shown in the path I of the Fig 3.13. Energy is released to the surrounding molecules.

These minima in the lowest S, or T} excited state potential energy surface may
include molecules or intermolecular complexes (excimer or exciplex) where the ge-
ometries are near the ground state equilibrium geometries. The return to the ground
state from these two types of minima usually does not produce any chemical changes
(see the right side of the path IT1 in the Fig 3.13) unless there is noteworthy geo-
metrical changes go with the minima exist on the ground state surface as shown in
the left side of the path 71 Fig 3.13.

If the excited state molecule reached these minima by crossing some barriers, due
to the kinetic energy of the nuclei, where these minima are in the given potential
energy surface but far away from the geometry of the starting species, then this
process is known as a hot excited-state reaction (Fig 3.13 path IT). This types of
reaction can be detected by the product emission as shown in the path V' in the Fig
3.13.



Bibliography 47

Finding the local minima in the lowest excited state is of great importance. By
locating these minima on the potential energy surface, we get an idea of where the
excited state and the ground state may come close to each other. The importance
of these regions arises from the potential energy surfaces can a cross or avoid each
other at these regions.

In general, the Born-Oppenheimer approximation is invalid at and near regions
where the surfaces are crossing. Conical intersections or funnels are the region where
the two potential energy surfaces cross or more have degenerate energy values, and
the nonadiabatic coupling between them is high. According to the non-crossing rule,
the touchings or crossing between two potential energy of two states are invalid
for the diatomic systems which have a single degree of freedom unless the states
have different symmetry. Whereas the intersection or touching between the potential
energy surfaces of two states is allowed for the polyatomic systems even, if they have
the same symmetry [21].

The photochemical reactions which begin and end in the ground state potential
energy surface are called nonadiabatic processes. These types of reactions contain a
crossing between the potential energy surface of the excited state and the ground
state potential energy as shown in the Fig 3.13 path VII.

If the initial excited state was in the upper excited state of given spin multiplicity,
Then upper excited state undergoes a fast process of internal conversion to reach the
lowest excited state of the same spin multiplicity. In some cases, the lowest excited
state S; crosses the ground state potential energy surface Sy at the funnel region
via internal conversion so fast that the first thermal equilibration of the vibrational
motion of these molecules is achieved in a minimum in the Sy state. These types of

photoreaction are known as a direct reactions (Fig 3.13 path VII) [7].
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Chapter 4

Theoretical Methods

4.1 Quantum Mechanical Preliminaries

4.1.1 Atomic Units

Since the dominant forces at the atomic scale are electromagnetic and since there
are more than one system of electromagnetic units, a choice must be made. Nowadays
the preferred system is the Systéme Internationale (SI). In SI units the potential

energy V for two charges ¢; and ¢, separated by a distance r is

4192
(47eg)r’

V= (4.1)

where €, is the permittivity of free space. However the same potential energy has a

simpler form in Gaussian units, namely

! !
V = 19 (4.2)
r
where
q/ _ q1
! Ve
G = —= (4.3)

are expressed in electrostatic units (esu) rather than in the SI unit coulomb. Note
that esu and coulomb have different dimensions because ¢y has units.

Unless otherwise indicated, equations in this thesis will be written in atomic
units. These arise naturally when equations in the Gaussian system are written in

dimensionless form in terms of the the three intrinsic constants e (the absolute value

ol
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of the charge of the electron), m. (the mass of the electron), and # (Planck’s constants
h divided by 27). One atomic unit (a.u.) of anything may be converted to Gaussian
units by multiplying times the unique product of powers of e, m., and h with the
right physical dimension (e.g., energy, length, momentum, time, ...) Examples and

conversion factors are given in Table 4.1.

Table 4.1 — Some atomic units and their ST Values. This table is taken from Ref. [1].

Quantity Symbol Name SI value

Mass Me Mass of electron  9.1094 x 103 kg

Charge e Elementary charge 1.6022 x 1071 C

Angular momentum i Planck’s constant/27  1.0546 x 10734 J.s
Length a, = h?/(m.c?) Bohr  5.2918 x 107''m

Energy  Ej = m.e*/Rh? Hartree  4.3597 x 10718 J

Time 13/ (met) Jiffy  2.41888 x 10175

4.1.2 Schrodinger Equation

The time-independent Schrédinger equation is a partial differential equation which
is used to describe stationary states. In 1926 [2|, Schrodinger published the time-

dependent Schrodinger wave equation,

HU(t) = i%\lf(t), (4.4)

where H is the Hamiltonian operator, and ¥(#) is the wave function. Wave functions

with a well-defined energy, E;, are called stationary states and have the form [3],
U(t) = Vet (4.5)

Inserting this equation in Eq. (4.4) easily leads to the time-independent Schrodinger
equation,
HU; = E¥, (4.6)

This equation is the cornerstone of Quantum Chemistry! because finding the
solution for the energy and wave function provides us with optimized geometries

and properties such as electric and magnetic moments, ete. [3].

1. Quantum chemistry is a branch of theoretical chemistry that applies quantum mechanics,
quantum field theory and Born-Oppenheimer approximation to solve issues and questions in chem-
istry. An application of quantum chemistry is the study of the behaviour of atoms and molecules
concerning their reactivity. Quantum chemistry is located on the boundary between chemistry and
physics and is shared by specialists from both branches.
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4.1.3 Some Properties of Wave Functions

The quantum mechanical quantity describing the state of a chemical system is the
wave function ¥ (also called the state function). An acceptable wave function must
be finite, continuous, single-valued, respect the indistinguishability of the identical
particle, and the normalized integral of |¥|?> over all space must be unity (i.e., ¥
must be square integrable) [4]. (Exceptions are made for continuum wave functions
which, however, do not concern us in this thesis.) Classical observables—such as
energy, position, momentum—are replaced by operators A. Only the eigenvalues a

of the operators are observables
AV, = aly,, (4.7)

where the index ¢ is needed because more than one ¥,; may correspond to the same

value of a. The eigenfunctions ¥,; allow us to expand the state function as

\IJ - Z \Ifm-C'm-, (48)
where
Coi = (V| V), (4.9)

as long as U is normalized and the ¥,; are orthonormalized. The probability p(a) of

measuring a is then given by

pla) = |Cuil® (4.10)
Inserting Eq. (4.8) into
HU = EV (4.11)
gives
Z FI\I/bijj = E Z \Ilbijj (412)
bj bj

Left multiplying by V. and integrating then gives
> (Wui| H|y)Cy = EC, (4.13)

or

HC = EC (4.14)
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where

fﬁwj—(@muﬂww)— /@§&@¢@,waﬂﬁmAfbf%“w@ﬂdﬁd@“dﬁv

(4.15)
Note how W has become an infinite dimensional column vector C' while H has be-
come an infinite dimensional matrix H. This correspondence between operators and
matrices and between wave functions and vectors is a re-occuring theme in quantum
mechanics. In fact the original form of quantum mechanics was the matrix form of
Heisenberg which later was replaced by Schrodinger’s wave equation. Finally Dirac
showed the equivalence of Heisenberg’s matrix mechanics and Schrodinger’s wave

mechanics, though Schrodinger already mentioned the correspondance (4.15) in Ref.

2]

4.1.4 Molecular Hamiltonian

The molecular Hamiltonian operator is the total energy operator and, as such, is

the sum:
F[:Tn+Te+%n+‘/ee+Vnn7 (416)
where,
. 1
7o 2 4.17
I1=1,M

is the kinetic energy operator for the nuclei,

. 1
T.=- ) §v?’ (4.18)

i=1,N

is the kinetic energy operator for the electrons,

V==Y Y Z (4.19)

)
T
A=1, M i=1,N

is the electron-nuclear attraction energy,
Vee =+ , (4.20)

is the electron-electron repulsion energy, and

Vin=+>_ > ZéIZJ", (4.21)

I=1,M J=1,M
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is the nuclear-nuclear repulsion energy. Here M7 is the mass of the nucleus I.

Equations (4.4) and (4.6) with the Hamiltonian in Eq. (4.16) are partial differen-
tial equations. To be able to solve these equations, it is useful to approximate both

the Hamiltonian and the wave function.

4.1.5 Born-Oppenheimer Approximation

The Born-Oppenheimer approximation is based on the fact that the mass of
any nucleus is much larger than the mass of the electron. So (classically speaking)
electrons move much faster than the nuclei. Thus, to a first approximation, electrons
move in the field of stationary nuclei. The corresponding electronic Hamiltonian is
[5],

Hey =T, + Ven + Ve, (4.22)

so we can write the electronic Schrodinger equation,
H, U8 = EShwsl, (4.23)

In the Born-Oppenheimer approximation, the nuclear Schrédinger equation is

1 1, I .0
<—§ Z MVI + V;;ot(R)> \Dnucl(Ra t) = Zaq]”UClR’ t) (424)
I=1,M
with
J>1 Z[ZJ
Vi(R) = Ef(R)+ > (4.25)
I 1J

where R = (ﬁl, Ry, .., EM) The quantity Vplot is the potential energy hypersurface
for the Ith electronic state.

4.1.6 Molecular Orbitals

A wave function for a single electron is called a molecular orbital (MO). The
wave function of the position vector ¥ which describes the spatial distribution of an
electron is called a spatial orbital ¢ (7). The probability of finding an electron in the
k

small volume element di surrounding 7 is given |¢(7)|* dr. Spatial molecular orbitals

form an orthonormal set [6],

[ i dr =y, (4.26)
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or may be orthonormalized if necessary (which sometimes occurs for energetically
degenerate MOs).

The complete wave function for an electron must contain both the spatial and
spin components. The spin components of an electron can be described by one of
two orthonormal functions a(w) and B(w). a(w) represents the spin up (1) and 5(w)
represents the spin down ({). w is a fictitious spin variable, integration over which

corresponds to summation over o and f:

/a(w) dw =a+f. (4.27)

The wave function of an electron consisting of both the spatial and spin compo-
nents is called a spin orbital, (&), where 7 refers to both space and spin coordinates

as shown below [6] ,

X(T) = or : (4.28)

4.1.7 Variational Principle

Exact solutions of the Schrodinger equation are only known for very simple sys-
tems. One important way to find approximate solutions of the Schrédinger equation
is the variational principle. The variational principle says that any trial wave func-
tion U satisfying the boundary conditions of the exact wave function ® has an
expectation value of the Hamiltonian which is an upper bound to the ground state
energy 2,

The variational principle tells us to search for the wave functions which have the

(4.29)

lowest expectation value for the energy:

Eqy = m\gn EV]. (4.30)

This means that we may chose an Ansatz for ¥ with parameters «; and then deter-
mine the parameters by using the variational principle. At a critical point (e.g., a

minimum) the variation dF will be zero for any arbitrary variation of the parameters

2. The square bracket notation E[¥] means that E is a functional of U. That is, E is a function
of the function W.
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(07
OE[V] OE[Y]
v = .= 4.31
dE[Y](ay, ag, ...) s doy + o, dog + 0 (4.31)
So, we have,
ago[jj] =0 for alli, (4.32)

because the variations da; are independent.

4.2 Ground-State Theory

4.2.1 Hartree Product

A spin orbital describes a single electron. Hartree considered the hamiltonian of

N noninteracting electrons,

H= Z h(i), (4.33)

where fz(z) is the operator which describes the potential energy and kinetic energy
of the electron i [6].

The Hamiltonian ﬁ(z) has a set of spin orbitals y;,

~

h(i)x; (i) = €;x;(Z3).- (4.34)
The corresponding eigenfunctions of H are simple products of the spin-orbital wave

functions for each electron,

\I/Hp<fl, fg, ceey fN) = Xl(fl)Xj(fQ)Xk(fN) (435)

(or linear combinations of energetically-degenerate functions of this form). This

Hartree product(4.35) satisfies the Schrodinger equation is,

HU™ = BT (4.36)

with hamiltonian (4.33). The corresponding eigenvalue E is the sum of the spin-

orbital energies of each spin orbital in W,

E=¢+¢ej+..+e¢. (4.37)
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The probability [6] of finding an electron ¢ in the volume dx;, centred at z; is

(U (Z, @y, ..., ) [P dEy = (Ix(F1)]7dT1) (Ix(Z2)[PdTs) ... (Ixe(@n)[PdTN) -
(4.38)
That is, the probability of finding N electrons at x = (Z, T, ..., ¥y ) is simply the
product of the probabilities of finding each electron i in spin orbital x(Z;) at ;. The

Hartree product is an independent-electron approximation (IPA) [6].

4.2.2 Hartree-Fock Approximation

The Hartree product suffers from several deficiencies. One main deficiency in
the Hartree product is that it does not take account of the indistinguishability of
electrons. Also, the Hartree product violates the Pauli principle. In 1930 [7], Fock
modified Hartree’s method by approximating the N-electron wave function as an

antisymmetrized product of N one-electron wave functions y;(Z;) called a Slater

determinant,
x1(71)  xe2(7) XN (T1)
1 (@) xe(@2) . xw(T)
o) = o= T (4.39)
x1(Ty) x2(Zn) o xw (@)

where the y; are orthonormal spin orbitals.
The ideal Hartree-Fock (HF) energy and the wave function are acquired by using

the variational principle to minimise the energy,
Eyp = min Egp[®]. (4.40)
d—-N

The HF energy, Eyp, is given by,

N N

(@] = (@|Hal®) = > (xilhbxi) + - > [Cidllgg) = Gill o, (441)
where,
(ulihe) = [ X @ @)z (1.42)
and .
wallrs) = [ [ @@ @@ dnds, @)

is an electron repulsion integral in Mulliken (charge cloud) notation. (The quantity
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1/r1o is the Hartree kernel.)

Optimal spin orbitals minimise the energy expression in the Eq. (4.41) subject to
the orbital orthonormality constraint. The minimisation is done by using the method

of the Lagrange multipliers:

= (V|He| W) — Zﬁu ((ilths) = 6i5), (4.44)

where ¢; ; are the Lagrange multipliers. The minimization of Eq. (4.44) yields the

Hartree-Fock orbital equation,

Fibi(®) = Z £1 Ui (& (4.45)
where the Fock operator
A 1 Z
f(1)=—-zVi— Z A v r(Z). (4.46)
2 g A

is an effective one-electron operator. The Hartree-Fock potential is the average repul-

sive “potential” felt by the ith electron as a result of the remaining N — 1 electrons,

vpr(7) = Z(jj(fﬂ - Aj(fl)% (4.47)
where j is the Coulomb operator,
~ — — 2 1 —
3i(@) = [ (@) —da, (4.48)
12

which acts by multiplication. The second term l%j(fl) is the exchange part of the HF
“potential”. The exchange operator has no classical form but its effect when acting

on a spin orbital is giving by,
- I B .
ki(Z1)x (@) = X (T2) —x (Zo2)dTy | x;(Z1). (4.49)

(Strictly speaking it is not a potential because it is not multiplicative.) Because
the Fock operator is invariant to a unitary transformation of the occupied orbitals,

it is possible to further reduce Eq. (4.45) to N canonical Hartree-Fock molecular
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spin-orbital equations of the form,

fXj = ngja ] = 172a 7N (450)

The ¢; are orbital energies whose physical meaning is given by Koopmans’ theorem.

4.2.2.1 Roothaan Equations

In 1951 Roothaan [8] described matrix algebraic equations that permitted HF
calculations to be carried out using a basis set representation for the MOs. He
introduced a linear combination of atomic orbitals (LCAO) approximation to the
MOs in the framework of the Hartree-Fock method. This development made the
Hartree-Fock approximation practical for molecules. The approach employs a set of

three-dimensional one-electron functions y,, called atomic orbitals (AOs),

Gio(P) = > xulPes, (4.51)

pn=1K

where K > N is the size of the AO basis set. The ¢;,(7) are the spatial part of the
occupied spin orbitals ¢;, (7)o (w) which are used to form the Slater determinant.
The c7,; are elements of the matrix of molecular orbital (MO) coefficients. The ¢;, (1)
are then minimized with respect to the matrix of ¢f,. A rigorous derivation using

the variational principle and the basis set in the Eq. (4.51) yields,
K K
P x5y = 2> - xulF)el,. (4.52)
pn=1 pn=1

Multiplication and integration with y, results in the K equations,

K K
> 0l =5 D0 Ol (4.53)

n=1 pn=1

These equations can be written in the matrix form as the Roothaan equation,

F°C’ = SC°E, (4.54)

where F] is the Fock matrix,

Fr, = OGlr7Ixn, (4.55)
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and S, is the overlap matrix,
Sur = (Xulxv) (4.56)
and FE),, is a diagonal matrix of the orbital energies ¢,
B = ¢€70p4 (4.57)

Since F7 is constructed from the MO coefficients [i.e. F7

= F7(c*,c?)], Eq. (4.54)

must be solved iteratively. A Hartree-Fock calculation begins with an initial guess

for the orbital coefficients CZ‘; u = C;,u' F7 is constructed from these coefficients and

Eq. (4.54) is solved to get a new set of orbital coefficients. The new set of orbitals

is then used in the next iteration. This procedure continues until the energies and

orbital coefficients remain constant from one iteration to

the next. This technique

is called the self-consistent field (SCF) procedure. It is represented schematically in

Fig. 4.1

Choose a basis set

[ Choose a molecular geometry ]

T

Compute and store all overlap,
one-electron, and two-electron integrals

—>[ Guess the wave function ]

A Y

[ Construct the Hartree-Fock operator ]

i

Yes ‘ equation

Solve the Hartree-Fock secular ’

Y

[ Evalaute Eyp

)

v

[ Does the value of Eyyp keep chunging?]

No y No

[ Optimize molecular geometry? ]—»[ Output data for unoptimized geometry ]

* Yes
[ Calculate forces ]

No L]
[ Modify the geometry Does. th.e cu.!rrent geqmetry satisfy the
optimization criteria(zero forces)?
V Yes

Figure 4.1 — Flow diagram for solving the HF equations.
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4.2.3 Density-Functional Theory
4.2.3.1 The Thomas-Fermi Model

The Thomas-Fermi model is the earliest example of a density-functional theory.

The total electronic energy is
E[n| = Er[n] + Ev[n| + E;[n| + E.[n] (4.58)

The most difficult term in the electronic energy is the kinetic energy functional.
The kinetic energy functional is based upon the uniform electron gas (UEG). The
uniform electron gas is defined as N electrons in a cube of volume V with a uniform
positive background charge adequate to make the system neutral. The uniform gas
is then defined as the limit V' — oo, N — oo, with the density n = N/V remaining
finite. Thus, it is completely defined by one variable, the electron density n [9, 10].
The Thomas-Fermi kinetic energy functional Er[n] for a molecule assumes that the
kinetic energy density ¢ at point 7 in a molecule is the same as that in the UEG of

density n(7). This is an example of local density approximation. It can be shown
11, 12]that

Erln] = / (n(r))n(r)d

3 37 2/3 / 5/3
_ 4.59
10 2 (4.59)
For a spin-polarized electon gas,
3 212/3 5/3 >
Erlna,ng) = 1587 Y [ n3/*(7)dr" (4.60)

For the system consisting of M nuclei fixed at {R;} with corresponding nuclear
charges {Z;}, the attraction energy of the electrons due to the nuclei can be expressed

as,

Evln] = (4.61)

I=1 M ’7" -

The third term in the Thomas-Fermi approach deals with the coulomb energy
of the electrons in their own field which is also really difficult to calculate. Here
we assume that the electrons move independently (which they do not) and that
each electron repels itself (which it does not). We can express the electron-repulsion

energy functional as,
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// ‘rl_m‘ A7, d7s. (4.62)

An additional term E,.[n] called the exchange-correlation energy corrects E;[n]

to finally give us the exact coulomb energy.

4.2.3.2 First Hohenberg-Kohn Theorem

Hohenberg and Kohn were inspired by Thomas-Fermi theory which they sought to
put on a more rigorous foundation. In 1964 [13], Hohenberg and Kohn formulated two
famous theorems which define modern density functional theory. The first theorem,
called the existence theorem, says that, “ The external potential V. (T) is a unique
functional of n(7) up to a trivial additive constant”. In other words, there is a one-to-
one mapping between V(7)) and the ground-state particle density n(7). Given that
V.zt(7) thus determines H up to on additive constant (i.e., up to a choice of energy
zero), then it is seen that the full many particle ground state is a unique functional
of n(r) [1]. To prove this theorem, I follow the original paper [13]. Let us consider
that we have two different external potentials Vext and Vm corresponding to the
same nondegenerate ground state density n(7), and seek a contradlctlon The two
different external potentials fix two different Hamiltonian operators H® and H®.
Each Hamiltonian operator is associated with specific ground-state wave functions
gV

Since \If ) and \If ) must differ by more than a simple phase factor, the variational

and \11(2) and their associated eigenvalues will be E(gl) and E((]Q) respectively.

principles tells us that,
E < (w1 HOIwE). (4.63)

We can rewrite this expression as,

EY < (wPIHD - g 4 g 1wl
< <w52’\ﬁ<1> = AN + (| )
<

(WP - v ey + B (4.64)

Because of the potentials V( v and V t are one-electron multiplicative operators, we

can rewrite the integral in the previous equation by using the ground-state density,

£ < [ [V~ Vo) mo(ryar + £ (465
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We can use the same procedures to obtain,
£ < [ V85 - VE®) noir + B, (4.66)

By adding the above two inequalities, we will get that

B+ EY < [ VR0 - VIO mear+ [ [V - V] na(ridr + B + B

< [ V8 - Vi + VIR - VD o + B + B
< EY + B,

which is obviously impossible (proof by contradiction). Therefore, different external

potentials will always produce different densities.

4.2.3.3 Second Hohenberg-Kohn Theorem

The second theorem of Hohenberg and Kohn is a variational principle. It states

that there is a universal functional

A A

Fugln] = min (U[n)|T + V. |¥[n]). (4.68)

Here n(7) is the trial density which is v-representable (i.e., comes from the ground-
state wave function associated with some external potential) and fulfils the important

boundary conditions, for example,

n(7) > 0, / n(7)dF = N.

This functional may be used to obtain the lowest energy is by using the variational

principle to get the exact ground-state density by minimization of Ey[n],

Ey = min, Ey[n], (4.69)
where Ey[n] is,
Eyo[n] = Fukln] + / Veat (F)n(7)dr. (4.70)

4.2.3.4 Levy Constrained Search

The original proof of the second theorem of Hohenberg and Kohn is based on the

assumption that all trial densities n are v-representable, meaning that the density

(4.67)
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n comes from some external potential V. But not all the densities satisfing the

conditions

n(7) > 0, / n(F)di = N

have a corresponding potential |14, 15]. Without boundary condition, the variational
principle,
EO S EVO [n], (471)

is no longer valid. The proof can be corrected by using the Levy constrained search
formulation [16, 15, 14]. Which gives a way around the issue of v-representability.
Only N-representable densities are required—that is, densities which come from an

anti-symmetric N-electron wave function. It can by shown that any n satisfying

n(r) = 0, (4.72)

/ n(F)dF = N, (4.73)

/|Vn1/2 2 di < oo, (4.74)

is N-representable [9]. The Levy constrained search formulation is an explicit con-
struction of Eyg[n] in two steps: First, we search the subset of all the infinitely
many antisymmetric wave functions W that give a specific density n to find the wave
function V,,;, which generates the lowest energy for a given density. By using the
universal Hohenberg and Kohn functional, the minimization of energy by the first
step will look like,

F[n] = min(9|T + V.| .0) (4.75)

U—n
In the second step, we extend the search over all N-representable densities by lifting

the constraint of a specific density in the first step. So the minimization of the energy
will be,

Ey = min (F in] + / n(mm(mc@ (4.76)

n—N

The minimization to get the ground state density ny and the ground state energy

Ey by the two steps can be written as,

Eo = min | min(¥|T + V,.|¥) + /n(F)UNe(F)dF (4.77)
n—N | Y—n

J/

-

Ev() [’Vl]
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4.2.3.5 Kohn-Sham Formulation

In 1965 [17|, Kohn and Sham realised that it is possible to find a system of N
non-interacting electrons with the same ground-state density as that of NV interacting

electrons.

Kohn and Sham also showed that the total energy can be expressed as a functional

of the exact ground state density

)= () (4.78)

i=1,N

where the 1); are the Kohn-Sham orbitals which are obtained variationally by min-

imising the energy,

E[n(F)] = Elr, s, ..., ¥n] = Tuln] + Ene[n] + J[n] + Eqc[n], (4.79)

subject to the orbital orthonormality constraint. Here T[n] is the non-interacting

kinetic energy,

Ty=—3 3 WiVl (1.80)

i=1,N

and Fye[n] is the electron-nuclear attraction energy,

Enc[n Z / 2l 4 (4.81)

The FE,. is the exchange-correlation energy which has the terms that we must ap-

proximate,

Exc[n] - T[?”L] - Ts[n] + Vee[n] - J[n]> (4‘82)

where T'[n] is the exact kinetic energy for the interacting system. Minimization of the
total energy with respect to the orthonormal Kohn-Sham orbitals using the method

of Lagrange multipliers,

N

L= =3 Sl P+ / V(AR Vi 1]+ Eunli

=1 =1

Mz

((ileps) — 1), (4.83)

oL

leads to the Kohn-Sham molecular orbital equation,

ﬁKS%(F) = €i¢i(F)- (4-85)
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According to Kohn and Sham, this is the orbital Schrédinger equation for a system
of noninteracting electrons. This means that the occupied orbitals must be succes-
sively filled from lowest to highest energy with no vacant orbitals intervening. This
condition is sometimes called “non interacting v-representability.”

Evidently the Kohn-Sham density functional theory as a generalization of Hartree-

Fock theory where the Hamiltonian was

. 1 7 ..
FHF = —§V2 + ert(F) + / ZL(T _>,, dr — k. (486)

r—r

In Kohn-Sham density functional theory,

—/

n(r
=

~ 1 .
FKS: _§V2+Uext(r)+/ 7

That is, the nonlocal integral operator —k has been replaced by the multiplicative
operator vg.(7).

According to the Hohenberg-Kohn-Sham description, the exchange-correlation
potential is the functional derivative of the exchange-correlation energy with respect

to the density n(7),
dEc[n]

on(r)

Note that Kohn-Sham theory is exact for the exact functional E,., while Hartree-

—

Ve[ (7)

(4.88)

Fock theory is always approximate.

4.2.3.6 Some of the Different Types of Exchange-Correlation Approxi-

mations

Local Density Approximation As no practical exact form of the exchange-
correlation energy is known, it must be approximated. The most commonly used

approximation for the exchange-correlation functional is the local-density approxi-
mation (LDA),

ELPA[] = / xe (NPT, (1.89)

where €,.(n) is the exchange-correlation energy per particle of a homogeneous elec-
tron gas of charge density n. The general form of local-density approximation to

include electron spin is the local spin-density approximation (LSDA),

BN ) = [ el (7, ()7 (4.0
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Global Hybrid Functionals Global hybrid functionals are advantageous for
molecular density functional theory (DFT) applications, since they often give re-
sults near the experimental methods [1]. They incorporate ordinarily around 20%
of Hartree-Fock (HF) exchange in addition to the traditional density functional
exchange [18]. The achievement of global hybrid functionals can be ascribed to a
halfway diminishment of the self-interaction error, without significantly diminishing
the balance between exchange and correlation. The typical global hybrid functional
is the B3LYP functional which has the the following form:

EB3YP = pLSPA L 2 (BHF — pESPA) 1.0.72E8% +0.81 ELY P +0.19EYWY | (4.91)

ELSPA ig the exchange energy from the LSDA method, EXF is the Hartree-
EBSS

where
Fock exchange energy,
dient approximation (GGA) |19], EXYP is the Lee-Yang-Parr GGA correlation po-
tential [20], and EY"WY is the the Vosko-Wilk-Nusair parametrization of the LDA

correlation functional [21].

is the Becke’s 1988 exchange potential generalized gra-

Sadly, introducing 20% Hartree-Fock exchange is inadequate to right such prob-
lems of approximate DFT functionals as the lack of a derivative discontinuity or
the wrong asymptotic behaviour of the exchange potential. Rather than the right
1/r asymptotic behaviour of the hybrid exchange potential, one acquires a/r, where
a is the amount of Hartree-Fock exchange in the hybrid. Asymptotically-corrected
exchange potentials may enhance orbital energies and the state of orbitals, however

they do not improve total energies [22].

Range-Separated Functionals An alternate methodology consists of treating
the long-range part of the exchange-correlation energy and potential with a wave
function method, by utilizing a suitable function to divide the Coulomb operator
into short and long-range parts. This method, called range-separated or long-range
corrected xc functionals was utilized by Savin and his collaborators [23, 24] to allay
the aforementioned troubles. In particular, the idea is to divide the electron-electron

interaction into short-range (sr) and long-range (Ir) contributions

i _ 1 — erf(wrs) +€1“f(W12)7 (4.92)
T12 r12 - 12
l

where the long range part is dealt with precisely, while the short-range part is dealt

with using an altered pure density functional. In Eq. (4.92), the expression “erf”
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gives the error function and w is an empirical parameter, so

erf(wryg) = ﬁ/ e "dt. (4.93)
0

This approach may be seen as a special type of hybrid functional with settled
weighting coefficients of density functional and HF exchange. Also, the error cancel-
lation of density functionals for exchange and correlation is kept in the short range,
while the self-interaction error is removed asymptotically through the long-range
contribution.

In this work, a hybrid exchange-correlation named CAM-B3LYP is utilized. Tt
consolidates the hybrid characteristics of BSLYP and long-range correction displayed
by Tawada et al. [25]. The CAM-B3LYP functional involves 0.19 Hartree-Fock in
addition to 0.81 Becke 1988 (B88) exchange interaction at short-range, and 0.65 HF
in addition to 0.35 B88 exchange at long-range. The range separation uses the error

function with parameter w = 0.33 [26].

1
e | -2 1 (1)
0.8 { = = =1-[a-p erf(r]]

0.6

d+0

f(n)

0.4 -

oz N T TR e e e e e, _, - —-—-—-

Figure 4.2 — Plots for f(r) = 1 — erf(wr) and f(r) = 1 — [o + Serf(wr)]. Redrawn
based on a figure from ref. [26] values of @—0.19 and 5-0.46.

CAM-B3LYP generalizes the form of Eq. (4.92) using two extra parameters «
and [ as,

11— [a+ 3 -erf(wre)]  a+ B -erf(wrs)

— + : (4.94)
T'12 712 PN 712 .
sr Ir

the parameter o enables us to merge the HF exchange contribution over the entire
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range by a component of «, and the parameter [ enables us to merge the DFT
counterpart over the entire range by a component of 1-(a+/). Fig. 4.2 plots the two
functions, Eqgs. (4.92) and (4.94). Yanai and et al. noticed that the generally-utilized
hybrid functional B3LYP [27] is CAM-B3LYP exchange [Eq. (4.92)] but with a =
0.2 and =0 for the blending of Slater exchange E5'%*" and the HF exchange E4F .

ie.,

EP = (1 — a)EEPA 4 oEHY 1 EB%, (4.95)

4.2.4 Density-Functional Tight Binding

In chemistry, ab initio methods refer to (usually) Hartree-Fock-based electronic
structure methods such as CI, MBPT, ect. —including CCSD(T), the famous “gold
standard” of quantum chemistry. There are only 3 empirical parameters namely A,
me, and e. Ab initio calculations are accurate but computational resource intensive.
DFT is a largely successful attempt to extend ab initio accuracy to treat larger or
other wise more complex systems than would be possible with ab initio methods.
Density functionals often contain additional fitted parameters (typically 3-12) which
are supposed to be valid for the entire periodic table. Semiempirical methods pro-
vide a quantum mechanical approach which aims at being able to treat still larger
and more complicated systems, albeit at the cost of losing some accuracy. Typical
semiempirical methods gain efficiency by (i) treating only valence electrons, (ii) ne-
glecting all but two-center integrals. Accuracy is maintained by using several fitting
parameters per atom. Still larger systems may be treated by even more approximate
methods such as molecular mechanics, but then quantum mechanics is lost and re-
placed by classical mechanics. A recent Nobel prize in chemistry was awarded for
work on multiscale modeling which seeks appropriate combinations of these various
methods to treat very large systems while maintaining accuracy for critical parts of
system.

This thesis makes heavy use of the density-functional tight binding (DFTB)
semiempirical method. DF'TB is parameterized to behave as nearly as possible like
DFT.

We can consider it to be a non-orthogonal tight-binding method parameterized
from DFT. Its parameters for 2-center electron repulsion integrals are calculated
from DFT [28]. A large number of applications have been reported showing its

usefulness:

1. DFTB is mainly used to calculate large systems [29, 30].
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2. It is possible to use DF'TB to study systems which are too large to be treated
by DFT [31].

3. While DFT is limited to only a few systems, DF'TB can be used to gather
statistics and trends from structural families. It can be used also for pre-

screening of systems for subsequent DFT calculations [32].

4. Also DFTB may be useful for learning and teaching by running it on a laptop
computer for discovering chemical bonding or realistic molecular wavefunctions

[33].

The DFTB energy expression may be written as
E = Eps + Eeou + Erepa (496)

where Epg is the band-structure energy, Iy, is the coulomb interaction, and E,.,
is the repulsive energy. Each of these terms is a semi-empirical expression which
is fit to a well-defined part of the DFT energy expression. Over time DFTB has
developed its own Jacob’s Ladder of approximations (see Fig. 4.3 ). I will discuss
each rung of the ladder in ascending order. There are now also variations in how
different groops choose to handle the details of each rung which are beyond the
scope of the present section. In the orginal form of DFTB (DFTB 0), E..,; =0 and
the calculation is noniterative. The calculation closely resembles what a solid-state
physicist would call a tight-binding calculation and a chemist would call an extended
Hiickel calculation. As the band-structure energy is just the sum of the energies of

the occupied orbitals,
EBS = Z n;€; . (497)

(n; is the occupation number of the ith orbital), then we must set up and solve an
orbital Schodinger equation
where the valance wave functions have been expanded in a minimum basis of atomic

orbitals

(1) = Z Xu(ﬁcui- (4.99)

Unlike DFT, these atomic orbitals must be the solution of the Kohn-Sham equation

for atom. The DFT expression for the Hamiltonian matrix element is
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LR-DFTB

DFTB + Dispersion

DFTB3

SCC-DFTB

DFTB 2

DFTBO

Figure 4.3 — Jacob’s ladder of DF'TB. DFTB 0 is the original noniterative version
without self-consistent charges (SCC). DFTB 2 treats SCC to second order while
DFTB 3 treats third order .

where

A 1
he = —§v2 + Ve (4.101)

is the core hamiltonian and the external potential includes attraction to the ionic
cores (assumed frozen). The density n is the density of only the valence electrons.

In DFTB 0, n is taken as the sum over the undeformed atomic densities

atoms

no= Y ng. (4.102)
I

This gives
HY, = (x| he + Var[no] + Vielno] | xu)- (4.103)

Since we wish to restrict our selves to the calculation of only two-center terms, we

will need to make approximations. In extended Hiickel,

(4.104)

Hy,+ H,)
0o _ v
H,, =KS. (””T> .

where K=1.7 is a fitting factor. DFTB 0 is more sophisticated. In one formulation,
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it is assumed that

atoms
Vielno] = Y Vaelng). (4.105)
I
(TIn another formulation, the assumption is Vy.[ng] = >3 V.L [ng].) Then
atoms
HS = > (ul he + Vialng + Vielng] | xa)- (4.106)

1

and three-center terms are avoided by dropping all terms (x,, | Va[nd] + Vae[nd] | xo)

unless at least one of the atomic orbitals y, or x, is on atom /.

The total energy in DFTB 0 is the sum of Epg and E,.,. The DFT quantity
approximated by the DF'TB 0 repulsive energy is

1 o o
E,ep = Erp — 5 / Vi [nol(7)no(7)dr' + Eclngl — /ch[ng](r)no(r)dr, (4.107)
where Epj is the repulsion energy between the atomic cores. The first two terms Fry—
+ [ Vi [no] (P)no(7)dr only involve two-centers at a time. The next two terms may
be approximated as Y77 [ (Eue[nd](7) = Vae[nd] (7)) nd (7)dr. However, practical

calculations simply assume that

atoms

Erep= Y _ V(R ) (4.108)
I,J

and tabulated the functions V,./(R; ;) as a function of interatomic distances for

different pairs od atoms. In reality V,./(R; ;) will differ a bit between different

Tep

molecular environments, so the tabulated parameters represent a practical compro-

mise.

The higher rungs of the DF'TB Jacob’s ladder add in self-consistant charge (SCC)

correction F,,. The density is written as
n(r) = no(7) + on(r) (4.109)

and the energy is expanded to second (DFTB 2) or third (DFTB 3) order to ob-
tain a non-zero E.,,;. Only DFTB 2 is described here. The DFTB 2 term to be

approximated is

Eopu = % / / ( faelno) (7, 7') + I*—1*|> on(7) x on(7 )drdr . (4.110)
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where 5,
’ n
In(r)on(r") g
known as the xc-kernel. If we make the approximation
atoms
Frelno] (7,7) Z Faelng) (7, 7) (4.112)

and neglect three-center terms then

atoms

NN 1 _ N
Eeow = Z // [fzc n& (7, 7)) (Oks + 0x.g — 61.) + m onl (7) x on’ (7")drdi".

atoms
= Z Ecléjuz
1,J
In practice, in DFTB, én! is replaced by the induced Mulliken charges
=> > Sw (Z Cui i € m) (4.114)

pnel v

and ]
éUé(AqI)Q; I=J

Eo = (4.115)
1
§AQIAQJ’YI,J(R1,J)§I #J

The Hubbard parameter U}, may be identified as the chemical hardness of atom I.

The ~;; is a distance-dependant charge-charge interaction function.

The DFTB 2 method is a self-consistent problem with energy expression
= ZHEV (Z Cui N CL) Z AqrAgqsrs(Rrg) + Z Vol (Ry,s)- (4.116)
02 i 1<J

Minimization subject to the orbital normality constraint
L=E-Y &Y cSuwcu (4.117)
% /8%

OL
oc*

ni

0= (4.118)

(4.113)
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gives
Z (HSV + ZAQ[’Y}JZS’%M> Cy; = EZ'ZSIWCW'. (4119)
v 1,J reJ

Thus the DFTB 2 orbital hamiltonian is

HYI2 = H) 4+ Aqiyig Y S (4.120)
1,J

KeJ

Solving the orbital equation self-consistently and inserting into the energy expression
provides us with a complete electronic structure method. The third-order method

DFTB 3 is similar but the basic formulae are more complicated.

4.3 Excited State Calculation

4.3.1 Second Quantization

First quantization of quantum mechanics is when observables are represented by
operators and states by functions. In the second quantization formulation, operators
are expressed in terms of products of creation and annihilation operators. Operators
(e.g., the Hamiltonian) and wavefunctions are described by a single set of elementary

creation and annihilation operators. The creation operator is defined by
alljkl..) = |ijkl..), (4.121)
in terms of determinants of spin orbitals. We thus have that

al : Hy — Hypy (4.122)

T

The adjoint, a;, of the creation operator, a,, is the corresponding annihilation oper-

ator,
di : HN — HN_1 (4123)

where Hy is the Hilbert space of N-electron wavefunctions. The following index

convention is used:

abc...gh | ijklmn | opq...xYz (4.124)
———’ N—— ———

virtual occupied unspecified occupancy
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In second quantization, one electron operators are written as,

H =Y (plhla)p'q (4.125)

H=> hyp'q. (4.126)

If we want to include the electron repulsions, then the electron hamiltonian operator
then will be,

B =" plhlgypla + 3 S allrsiplatsr (4.127)
H=> (plhlg)p'q+ % > (prllas)pqisr (4.128)
where
wallrs) = / e m( Yu(2)d1d2
- / ¥ ws< i (2)d1d2
= (prllgs) — (p$||q7’) (4.129)

4.3.2 Configuration Interaction Singles (CIS)

The ground state wave function can be represented by single determinant of the

occupied orbitals (physical vacuum),
|Wg) = | D). (4.130)

The excited state wave function and the energy of the excited state are represented

as,

T) =) |eCh, = ali|l®)Cl, (4.131)

H|®,) = E;|D). (4.132)

The coefficients and excitation energies are obtained in the Tamm-Dancoff ap-

proximation by solving an eigenvalue problem,

AC, = (E; — Ey) C; (4.133)
——

hwr=wr
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> (@ Al@h)Cy, —wlz (@¢]@h)C

m (4.134)
CI
Where,
Wy = E] - E(), (4135)
and
A=H-FE1. (4.136)
Since
a a b e . . ] ..
(@[ H12%) = Aio i+ (2]H2) 6,60, (4.157)
Ey
in the absence of electron repulsions,
Aia,jb - habdij - hjiéab- (4138)

So its eigenvalues are the excitation energies which, at this level, are just differ-
ences between occupied and unoccupied energy levels. When electron repulsions are
included, then

Ao v = 0ij0a(€q — €) + (jbl|ai) — (ab||j7). (4.139)

4.3.3 Time-Dependent Density Functional Theory

In linear response time-dependent density functional LR-TD-DFT, Casida’s equa-

tions |34] are used to calculate the excitation energies

Alw) Bw) | [X@) _ [1 01X (4.140)
B*(w) A*(w)| |Y(w) 0 -1| |Y(w)
Here
Ai(w’ij (cu) = (5075”5,1 b (éag 81‘7—) + KiagybjT(w), (4.141)
Biaa,jb’r(w) zaa]bT( ) (4142)

where ¢;, corresponds to the Kohn-Sham orbital energy, and the coupling matrix

Kiaopjr(w) = (ia[0or fr + f. (w)] ), (4.143)
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where

+0c0 2
fOT(7, Ty w) = / giwltr—tz) O Aac[n 7,1 ] d(t, — t). (4.144)

—50 5ng(F1t1)5n2(F2t2)

where A, is the exchange-correlation action functional which plays a role analogous
to the exchange-correlation energy functional in the time-independent theory [34].
In the case of LR-TD-DFT the two-orbital two-electron model (TOTEM) will be,

€a = €3 + (ial frlai) + (ial £11'|ai) (jal fr + £1:]ai) ce] _fes
(jal o + £1:ai) € — i+ (ial fulad) + Gial flai) |~ [c2] T |2
(4.145)

where i — aisit— atand i — aisil— a ]. There are two solutions. The triplet
solution is,
wr = €q — & + (ial [l = f1:*]ai)

ci— —co— L (4.146)

7

>

the singlet solution is,
ws = €q — € + 2(ial fulai) + (ia| £l + fl¥|ad)

. 1
Cl =408 = —. 4.147
; ‘=7 (4.147)

4.3.4 Time-Dependent Density Functional Tight Binding

In the tight-binding approximation, Niehaus [35] calculated the excited states
in the framework of linear-response time-dependent DFT by replacing transition

densities ¢;(r)¢,(r) by transition charge ¢’ to get the simplified coupling matrix,

Nat Nat
Kiojp > Y d5yandl, (4.148)
A=1B=1
where ¢{ is the transition charges,
1a 1
qA = 5 ;4 Z (Cuicua + Cvic,ua) Sw/a (4149)
l,l/ 14

where S, is the overlap matrix between the atomic orbitals y and v and ¢, is the
coefficient of the atomic orbital p in the molecular orbital 7. In the same manner,
the transition dipoles between Kohn-Sham (KS) orbitals are reduced to sums over

transition charges on different atoms,
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(illa) ~ > Radf. (4.150)

In the TDDFTB, the matrix elements of A and B are,

Aiajb(W) = 8i j0ap (€a — €i) + 2Kia p; (W), (4.151)
Biajb(w) = 2Kiq o (w), (4.152)
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Abstract

Tonization potentials (IPs) and electron affinities (EAs) are important quantities

input into most models for calculating the open-circuit voltage (V,.) of organic solar
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cells. We assess the semi-empirical density-functional tight-binding (DFTB) with the
third-order self-consistent charge (SCC) correction and the 3ob parameter set against
experiment (for smaller molecules) and against first-principles GW calculations (for
larger molecules of interest in organic electronics) for the calculation of IPs and
EAs. Since GW calculations are relatively new for molecules of this size, we have
also taken care to validate these calculations against experiment. As expected, DF'TB
is found to behave very much like density-functional theory (DFT) but with some
loss of accuracy in predicting IPs and EAs. For small molecules best results were
found with ASCF SCC-DFTB calculations for first IPs (good to £0.649 ¢V). When
considering several IPs of the same molecule, it is convenient to use the negative
of the orbital energies [which we refer to as Koopmans’ theorem (KT) IPs| as an
indication of trends. Linear regression analysis shows that KT SCC-DFTB IPs are
nearly as accurate as ASCF SCC-DFTB eigenvalues (£0.852 eV for first IPs but
+0.706 eV for all the IPs considered here) for small molecules. For larger molecules,
SCC-DFTB was also the ideal choice with IP/EA errors of £0.489/0.740 eV from
ASCF calculations and of £0.326/0.458 eV from (KT) orbital energies. Interestingly
the linear least squares fit for the KT IPs of the larger molecules also proves to
have good predictive value for the lower energy K'T IPs of smaller molecules, with
significant deviations appearing only for IPs of 15-20 eV or larger. We believe that
this quantitative analysis of errors in SCC-DFTB IPs and EAs may be of interest to
other researchers interested in DFTB investigation of large and complex problems

such as those encountered in organic electronics.

5.1 Introduction

Organic electronics is a rapidly-growing alternative to silicon-based electronics.
In contrast to the latter which is well-enough understood [1] that fabless manufac-
turing may be used to for circuit design using modeling software such as SPICE
[2] and then be outsourced to a semiconductor foundry for actual fabrication, or-
ganic electronics is a rapidly growing but much less well understood |3, 4, 5, 6, 7, 8|
technology. One example is organic solar cells [9, 10, 11, 12| which offer the ad-
vantage of being relatively inexpensive to manufacture, flexible, and printable. The
problem then is to be able to understand such devices well enough to be able to
optimize and ultimately to engineer devices with them. This implies modeling and
modeling of organic solar cells almost always requires ionization potentials (IPs) and
electron affinities (EAs) as input. However the size of the molecules (or clusters of

molecules) used in modeling organic solar cells rapidly makes first-principles cal-
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culations prohibitive if not impossible. The semi-empirical density-functional tight
binding (DFTB) method is highly attractive for overcoming size and complexity
modeling constraints but it needs to be carefully assessed to determine the expected
accuracy. In this paper, we complement previous efforts [13, 14| (Ref. [14] concerns
implementing range-separated hybrids in DFTB|15, 16]) by assessing DFTB against
accurate first-principles GW calculations [17, 18, 19| for the calculation of the IPs

and EAs of medium-sized molecules.

Our particular interest is in modeling organic solar cells for which phenomeno-
logical models are reviewed in the Appendix. Ideally we would like to be able to
extract parameters for these models from atomistic modeling. Given the size and
complexity of minimum sized cluster models or unit cells of periodic models for a
reasonable description of organic solar cells, it is clear that we need a highly efficient
method. This is especially clear for such things as charge diffusion lengths and the
size of depletion zones. But is is also true for the seemingly relatively straightfor-
ward calculation of IPs and EAs. Figure 5.1 gives minimum size examples of some
typical molecules which are used in organic electronics. While some are “medium-
sized” molecules which come within the range of ab initio calculations, many of the
examples shown are just oligomers intended to represent the much longer polymers
used in real organic solar cells. To make matters worse, charge transfer excitons are
often present which are delocalized over several “medium-sized” molecules so that it
is necessary to use clusters of molecules to have a physically-reasonable model. All of
these reasons encourage us to look for an efficient and hopefully reasonably accurate
semi-empirical approach. An appealing approach which may meet our needs is the
density-functional tight-binding (DFTB) approach which will be briefly reviewed in
the next section. To our knowledge, there is only one previous application of DFTB
to organic solar cells [13]. That study focused on the problem of calculating charge

transfer energies and made a comparison against experimental values.

We have chosen a different approach to assessing the accuracy of DF'TB here by
choosing to compare DFTB IPs and EAs against first-principles GW values. The
advantage of this approach is that experimental IPs and EAs for large molecules are
often extracted from condensed phase (bulk, thin film, or solution) measurements,
introducing uncertainties when it comes to trying to extract molecular values. We
will show that our GW calculations do indeed give good IPs when compared with
experimental IPs for medium-sized molecules and we will then assume that this is
also true for the other medium-sized molecules where molecular IPs are not available,
and also for EAs. Taking the GW values as the “true values”, we then calculate error
bars on the DFTB estimate of the GW values.
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Figure 5.1 — Kight typical molecules that are often used as acceptors or donors in

organic electronics.
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The rest of this paper is organized as follows: The next section gives a brief review
of the basic electronic structure methods used in this paper. Section 5.3 provides
computational details. Section 5.4 goes on to describe and apply our analytical pro-
cedure for assessing the quality of DFTB IPs and EAs for the case of small molecules
where good and theoretically well-understood experimental data is available. This
gives us a useful first indication of how DFTB might work for the case which really
interests us, namely for larger molecules of interest in organic electronics. Section 5.5
then extends our analysis to a set of medium-sized molecules typical of organic elec-
tronics. The assessment is complicated by the dearth of theoretically well-understood
experimental data. We show that this dearth of experimental data may be compen-
sated by high-quality GW calculations which agree well with available experimental
data, and best when for gas phase data where the comparison is cleanest. We there-
fore use the GW results as our benchmark for evaluating DF'TB IPs and EAs for

medium-sized molecules. Section 5.6 provides a concluding discussion.

5.2 Theoretical Methods

While the Hartree-Fock (HF) approximation and density-functional theory (DFT)
are now so familiar that they hardly seem worth discussing, this is less the case for
GW Green’s function calculations and for the DFTB semiempirical approximation
to DFT. (HF is treated in most text books on quantum chemistry, such as Ref. [20]
while DFT is treated in many of the recent text books. Nevertheless more detailed
information regarding DFT may be found in Refs. |21, 22, 23, 24, 25|.) These latter
approaches will be briefly described in this section, with emphasis on calculating IPs
and EAs. Unless otherwise specified, we will use Hartree atomic units (A = m, =
e = 1). We will also use a reduced notation where ¢ = (r,, 0,) represents the space
and spin coordinates of particle ¢ while q = (g, t,) (bold face) is enriched to include
time.

All approaches involve a molecular orbital (MO) equation,

~

f(15 ES)¢S(1) = €s¢s<1) . (5'1)
The MO hamiltonian has the form,
f(la Ld) = iLH(l) + 2x0<1aw) ) (52)

where hy is the Hartree hamiltonian. The frequency-dependence of the self-energy

belongs to the GW method and does not apply for the HF approximation or for
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Kohn-Sham DFT. The exchange-correlation (xc) “self-energy”, 3,.(1;w), is just the
exchange integral operator [—K(1)] in HF and the functional derivative v,.(1) =
0FE../0p(1) in pure DFT (we use p for the density). The MO equation is obtained
in both cases from the variational minimization of the corresponding energy expres-
sions. It is now also common practice to mix HF and pure DFT to make hybrid

functionals such as the popular B3LYP functional.

One way to calculate the (first) IP, I, and (first) EA, A, in DFT, is to carry out
self-consistent field calculations of the total energies for the N-electron system, the
(N — 1)-electron system, and the (N + 1)-electron system. The ASCF IPs and EAs

are then given respectively by,

Is = EJ™V B
As = EM —EYY (5.3)

where EéN) is the energy of the ground state of the N-electron molecule, EéNfl)
is the energy of the same system with one electron removed in its Sth electronic
state, and EéNH)
Sth excited state. Note that the concepts of IP and EA have thus been generalized
beyond the usual definition where S = 0 (ground state). Together the IPs and EAs

form a (generalized) band spectrum. Note also that S is a state label, as opposed to

is the energy of the same system but with one more electron in its

an MO label which would have been a small s. In the quasiparticle part of the band
spectrum, each principle IP or EA corresponds to removing or adding an electron
to an orbital s. In this case, S may be identified with s. The ASCF IPs and EAs
may be estimated using Slater’s transition orbital method whereby the ASCF IP or
EA is given by minus the orbital energy recalculated with half an electron removed
from or added to the orbital. The ASCF method works for small molecules, but
must inevitably fail for pure DFT [where the density functional depends only upon
the density as in the local density approximation (LDA) or generalized gradient
approximations (GGAs)| in the limit of a large system with delocalized hole and
electron states because the change in the charge density is then insignificant [26]. Also
the ASCF method is known to fail to give good IPs and EAs in the HF approximation
because it includes only relaxation effects and not correlation effects which are known
to partially cancel each other for outer valence ionization. In this case, it is better to
use the Koopmans’ theorem IPs and EAs which are just the negative of the orbital

energies. Such IPs and EAs are still approximate.
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Green’s Function Methods Green’s function methods may be thought of as
adding terms to the xc self-energy so that Koopmans’ theorem IPs and EAs become
exact. That is, minus the energies of the occupied orbitals are the vertical IPs and
minus the unoccupied orbital energies are the vertial EAs. More exactly, the MO
equation has two types of solutions, namely the IP solutions and the EA solutions.
For the IP solutions,

es = BV — BV
vs(1) = (W V(1) esY)
_ \/N/(\Ing‘”(Q,s,... 7N)>*

x UM (1,2.3,..- N)d2d3---dN (5.4)
while for the EA solutions,
es = ES - EY

vs(1) = (U ) es )
- M/(ng)(2,3,--- ,N+1)>*

X \IjgN+1)(1727377N+1)d2d3d(N+1)’
(5.5)

where 1&(1) is an annihilation field operator in second-quantized notation, \If(()N) is
the ground-state N-electron wave function, \IJgN_l) is the Sth excited state of the
(N — 1)-electron system, and \I/EgNH) is the Sth excited state of the (IV + 1)-electron
system. Note the use of capital indices referring to states rather than orbitals since
there can be several different IP (or EA) states corresponding to the same orbital
due to many-body effects. The MOs are then more properly described as Dyson
amplitudes or as ion-molecule overlaps (both names are used). However for outer-
valence ionization and the first few electron attachment states (i.e., in the so-called
“quasiparticle regime”), a single state usually dominates and we may use lower case
(i.e., orbital) notation. The definition of the Dyson amplitudes implies that they
are not normalized to unity ((Ug|W¥g) = Ps # 1). The correct normalization (“pole
strength”) of the MOs is obtained by

£§R<¢S‘ixc(w)’¢5>

(Vslys) = |1 — Ow (Vs|bs)

] . (5.6)
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Note that any choice of normalization factor for MO may be used on the right-hand-
side of the equation as the normalization factor cancels out on that side.

So far the Green’s function is exact, but also computationally useless until self-
energy approximations are introduced. This is usually done in quantum chemistry by
taking the HF approximation as the zero-order picture and expanding the self-energy
in a perturbation series in the fluctuation potential (i.e., in the difference between the
bare interelectronic coulomb repulsion and the HF self-consistent field). The lowest
order corrections are second (GF2) and third (GF3) order because the first-order
correction is zero by Brillouin’s theorem. However order-by-order expansion of IPs
and EAs typically leads at best to slow oscillatory convergence. In the outer-valence
Green’s function (OVGF) method, the GF2 and GF3 results are renormalized to
obtain an infinite order estimate (Ref. [27] and appendix C of Ref. [28]). This is the
conventional approach for most molecular Green’s function calculations. However
there is another approach, due to Hedin [17], which is based upon an expansion in
the dynamically screened interaction, W (1,2). The self-energy is essentially given

by the Green’s function times the dynamically screened interaction,
Yee(1,2) = iG(1,2)W(17,2). (5.7)

As both G and W are constructed from the solutions of the MO equation, the GW
method should, in principle, be solved self-consistently. In practice, it is usually just
applied in a one-step process (GoWy approximation) after a DFT calculation and is
hence dependent on the functional used in the original DFT calculation. After some
early struggles [29, 30, 31, 32, 33, 34, 35|, the GW approximation is also proving to
be useful for molecules [36, 19]. The main advantage over the older OVGF molecular
approach may be computational efficiency. This is particularly important as Green’s
function calculations require larger basis sets than either HF or DFT. In the case of
HF this is because of the neglect of electron correlation. In the case of DFT this is
because it is easier to describe the charge density than the correlated wave function.
In our work we take advantage of the efficiency of the dominant product algorithm
for GW calculations [19].

It is interesting to note that the xc potential of pure DFT may be regarded as the
best local approximation to the nonlocal xc self-energy of Green’s function theory
[37] which is the basis of the popular target Kohn-Sham approximation in electron
momentum spectroscopy [38, 39, 40|. In fact, experience has shown that Kohn-Sham
orbitals are a reasonably good (apparently often better than HF) estimate of Dyson
orbitals. Also, while Kohn-Sham “Koopmans’ theorem” IPs underestimate experi-

mental IPs, they are in fact a better estimate than HF Koopmans’ theorem IPs, just
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systematically down-shifted because of the particule-number derivative discontinu-
ity effect on the long-range behavior of the xc-potential [41]. This is the molecular
analogue of the solid-state scissor’s operator correction to band energies (42, 43, 44].

We will return to this point again in the next section.

Density-Functional Tight Binding Having given a brief but hopefully ade-
quately detailed discussion of the Green’s function method so as to keep this pa-
per relatively self-contained, let us now turn our attention to a brief review of the
semi-empirical DFTB approximation to DF'T. Although tight-binding theory has its
roots in work by Erich Hiickel [45, 46, 47|, Slater and Koster [48], and Roald Hoff-
mann [49, 50, 51, 52|, density-functional tight-binding (DFTB) [53, 54, 55, 56| also
includes elements of modern semi-empirical theory [57, 58] and density-functional
theory |59, 60]. As we will continue to use the same notation, our notation will be
somewhat different than that typically used in the DF'TB literature.

DFTB began as a way to extract an extended Hiickel or tight-binding like ap-
proximation from DFT [53]. At the heart of DFTB is an assumption of separability
which is actually exact for both the LDA and for GGAs of the xc energy. In DFTB

we first separate the charge density into nonoverlapping atomic parts,
p(1)=> pi(1). (5.8)
I

The sum is over atoms I. It follows that the Hartree (H) potential is separable as,

valpl(1) =Y vulp)(1) = Y vp(1). (5.9)

1 I

In the LDA and GGAs,

E.lp] = ZExc[pI] :ZEa{c
veelp](1) = D waelpr](1) = D vl (1)

(5.10)

Hence the potential part of the Kohn-Sham operator is separable,
vs(1) =Y o (1) + D vf (1) + > vl(1). (5.11)
I I I

We may now make typical approximations familiar in semi-empirical theory in order
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to avoid having to calculate more than two center integrals. Thus if atomic orbitals
(AOs) p and v are both on atom I, then the matrix elements of the DFTB orbital

hamiltonian
fMELVEI - 5u,u€£ ) (512)

where efL is the puth AO of the free atom I. For off-diagonal elements where y is on

atom [ and v is on a different atom J then,

fuel,ueJ = <Xuel‘ (fs + USI + U;]) ’szeJ> ) (5~13)

where = —(1/2)V?2. It is noteworthy that the “potential superposition approxima-
tion” of Eq. (5.13) is replaced by the “density superposition approximation,”

fuel,ueJ = <XMEI| (fs + U£7J) |XVEJ> ) (5'14)

with

vl = vr + v+ vrlpr + psl + veelpr + pJ) (5.15)

as significant differences in DFTB orbital energies may be expected between the two
approaches and as the latter approach is that actually used in the DFTB program
and parameters whose results are reported in this paper [14]. Whichever choice is
used, the AOs x, are typically calculated for a slightly confined atom to emulate

the effect of an atom in a molecule. The overlap matrix,

Suelved = <X,u€]’Xu€J> 5 (516)

is calculated exactly, as it only involves two-center integrals. No self-consistent proce-
dure is then needed to set up and solve the matrix form of the Kohn-Sham equation
in the AO basis set,

fc, = ¢sc, . (5.17)

A very similar approximation is used to evaluate the so-called “repulsive energy”,

Ey=)» Gr.. (5.18)

I<J

The pair energies Gy ;(R;,) are obtained by fitting to a variation of E,., as a
function of the distance R;; between atoms of the same types as I and J for a

variety of molecules. This allows geometries to be optimized.

Notice that original form of DF'TB begins with the orbital hamiltonian and derives

the total energy from the orbital energies. However it is important to know how
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to proceed the other way around—namely to know how to begin with the energy
expression and derive the orbital hamiltonian. We can do this by assuming the

repulsive energy to be independent of the density matrix,
P=> ¢ndl, (5.19)

and writing the so-called “band structure term” as,

EBS =tr (Pf) . (520)
Then,
oF aEBS
= = , 5.21
f M aPy,u apu,z/ ( )

is obtained in the usual way from the method of Lagrange multipliers.

A few years after the introduction of the original DF'TB scheme, a self-consistent
charge (SCC) term was added to the DFTB energy expression in order to describe
charge rearrangement of atoms within molecules [61, 62]. In the original DFTB
(DFTB2), the charge fluctuation term is only expanded up to second order in the
variation of the atomic charge densities upon molecule formation. In recent years,
the charge fluctuation term has been extended to third order to make DFTB3 [62].
We briefly describe the DFTB3 method here. The electronic energy expression thus

gains what is known in DFTB as a charge fluctuation term (Eey), so that
E =FEps+ Erep + Ecoul - (5.22)

In the original DFTB (DFTB2), the charge fluctuation term is only expanded up to
second order in the variation of the atomic charge densities upon molecule formation.
In recent years, the charge fluctuation term has been extended to third order to make
DFTB3 [62]. We briefly describe the DFTB3 method here. Thus,

Ecoul = Eézil + Eéiil

ES, = % / / Frine(1,2)8p(1)6p(2) d1d2
ES), = % / / / Gue(1,2,3)5p(1)5p(2)6p(3) d1d2d3, (5.23)
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where the combined H and xc kernels are,

1 0F,.
szc(172) = 7”_12+W
62 Eye
9xe(1,2,3) = 6p(1)0p(2)6p(3) o

By making use of the same separability assumptions as in the original DFTB, we

arrive at,

B2, - —Z [ [ s 200 s @ arae
Y, = —Z [ [ [ at2o a2 s @' G arazas, - (5.25

where three-center integrals have been neglected in E®

ool - S€miempirical approxima-

tions are applied to this final expression to obtain,
1
ED(R) = 3 Z V1,0 (Rr,1)AqrAgy
1,J

: 1
cout(R) = g;rl,J(RI,J)AC]IAq?]- (5.26)

Here Ag; is the change in the Mulliken charge of atom I upon formation of the

molecule,

a = Z Z B8

pnel v

Ag = q—qp, (5.27)

~v1.s is an approximate electron repulsion integral (ERI), and I'; ; is the derivative
of ;s with respect to Ag; (Agy). Minimizing the energy expression [Eq. (5.22)]
while maintaining orthonormality of the MOs can be done in the usual way, using

the method of Lagrangian parameters. The final orbital hamiltonian matrix is then,

f/téf,VeJ = fp]?eFITzPeJ + fSeI veld (5~28)

where the first term on the right-hand side is just the one obtained from the original
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DFTB method without self-consistent charges. The SCC contribution is given by,

scc(2 SCC(3
Sglc,uej = fue[,l(/E)J + fuel,z(/e)J
SCC(2 Suelved
fueI,IEE)J = % Z (Vax +vx1) Agre
K
scc(3) 1 Aqg
fue[,zer = SpelwveJ Z 3 (AqrL 1k + AqiT s k) + o (Trr+Tky)|(5.29)

TeK

As Agqg depends upon the MO coefficients ¢, ;, then Eq. (5.17) must now be solved

self-consistently.

It remains to say a word about how the ERI are approximated. In early work,

diagonal elements of v ; are calculated using Pariser’s observation [63] that,
Y0 =1Pr —EAp, (5.30)

where IP; and EA; are respectively the ionization potential and electron affinity of
atom I. In DFTB3, the ~y; 1 is estimated using Janak’s theorem by taking a numerical
derivative of the HOMO energy with respect to its occupation number in the neutral
atom [62]. The off-diagonal elements are calculated using the zero differential overlap

(ZDO) approximation for electron repulsion integrals,

(uv[|rA) =~ 6;1,1/5/-6,)\(”#”““) ) (5'31)

and spherically-symmetric s functions on each of the two atoms,

YI,J = Vsel,scJ s (5-32)

in order to avoid well-known invariance problems in semiempirical integral evalu-
ation. The exact type of s function used to evaluate the 7; ; may vary depending
upon the implementation of DETB [53, 56]. The parameterization of the DFTB3 T’
parameters is explained in Ref. [62| along with other details not explained in this

brief overview.

We do not expect DF'TB to behave like exact DE'T. We do not even expect it to
be as accurate as density-functional approximaions (DFAs). We regard DFTB as a
more approximate form of a DFA which can be applied to answer properly-posed
questions for larger or more complex systems than can normally be treated with

DFAs. As such this paper focuses on how well DF'TB can capture trends.
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5.3 Computational Details

Three different programs were used in the present work — namely the DFTB+
program [64] for DF'TB calculations, GAUSSIANO9 [65] for Hartree-Fock (HE), DFT,
and OVGF calculations, and the post-STESTA [66] program MBPT _LCAO [19, 67|
for GW calculations. The DFTB calculations are entirely internally consistent in
the sense that DFTB calculations were carried out at geometries optimized at the
same level of DF'T'B methodology. Vibrational frequencies were calculated to verify
true minima by the absence of imaginary vibrational frequencies.

Many of the other calculations are also completely internally consistent in the
sense that the same basic method (and basis set) was used for geometry optimiza-
tions as for subsequent property calculations. However some of our calculations are
property calculations using one method at a geometry optimized with another basis
set. It is convenient to describe these calculations using a common notation for a
“theoretical model chemistry” method used/basis set |68]. If different models are
used to optimize the geometry than for property calculations at that geometry then
we will use the notation: property model//geometry used. For example, OVGF /6-
31G//B3LYP/6-31G** means that the OVGF calculations with the 6-31G basis set
were carried out at the geometry optimized using DFT with the B3LYP functional
and the 6-31G** basis set.

DFTB+ All of the DFTB calculations reported in this paper were performed by
using the version 4 release 1.2 of the DFTB+ program [64] and the parameter
set in the 3ob Slater-Koster file downloaded from the DFTB site [69]. The self-
consistent charge (SCC) were full third-order calculations activated by using the
keyword ThirdOrderFull = Yes and specifying HubbardDerivs for all atoms (C,
H, N, and S). The 30b set has been optimized at the DFTB3 level for bio and
organic molecules containing carbon, hydrogen, nitrogen, and oxygen [70]. It also
contains additional parameters for sulfur and phosphorus [71| which, however, were
not needed in this study. Clearly any conclusions of our assessment of DFTB are
specific to this parameter set.

We noticed that some molecules with degenerate orbitals would not converge
without the use of fractional occupation numbers. For these molecules convergence
was obtained by using a Fermi orbital occupancy distribution with temperatures in
the range 10-40 K.

GAUSSIANO9  Several types of calculations were carried out using the GAUSSIAN(O9
program [65]—namely, DFT (LDA and B3LYP), HF, and OVGF calculations. Two
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different sets of HI' calculations were carried out. The first set (HF/6-31G*//HF/6-
31G*) was carried out using the 6-31G(d) (also known as the 6-31G*) basis set
[72, 73]. Geometries were reoptimized using the HF method and this basis set and
minima were verified by checking that all vibrational frequencies were real. The
second set (HF/6-31G//B3LYP//6-31G**) was carried out as a step in our OVGF
calculations. For PCBM even this was too computationally demanding for OVGF
calculations and we report only results (HF /STO-3G//B3LYP//6-31G**) with the
minimal STO-3G basis set [74].

DFT calculations with GAUSSIANO9 used either the LDA or the B3LYP func-
tional. LDA calculations used the SVWN option which corresponds to the usual
Vosko, Wilk, and Nusair parameterization of the random phase approximation (RPA)
results for the homogeneous electron gas [75]. The B3LYP [76] functional is a vari-
ation on the B3P functional [77]. Both the LDA and B3LYP calculations used the
6-31G(d) (also known as the 6-31G*) basis set [72, 73|. Also in both cases, the min-
ima from geometry optimizations were verified and no imaginary frequencies were
found. Thus reported results are at the LDA/6-31G*//LDA /6-31G* and B3LYP/6-
31G*//B3LYP/6-31G* levels of theoretical model chemistry. In addition B3LYP
geometry optimizations were carried out with the larger 6-31G(d,p) (also known as
6-31G**) basis set [72, 73] and these B3LYP/6-31G™* optimized geometries were

used for all of our Green’s function calculations.

Our outer-valence Green’s function (OVGF) calculations were carried out using
the 6-31G [72] basis set at the B3LYP/6-31G** optimized geometries. The OVGF
calculations proved to be computationally demanding and we were not able to use
more complete basis sets for these molecules. For the PCBM molecule, we were
obliged to use the even smaller STO-3G basis set [74] (OVGF /STO-3G//B3LYP /6-
31G**). Convergence with respect to basis set completeness was checked in the case
of pentacene by also carrying out calculations using the larger 6-311++G** basis
set [78, 79]. In going from the 6-31G to the 6-311++G** basis set at the B3LYP /6-
31G** optimized geometry, the OVGF HOMO energy of pentacene changed by 0.49
eV while the corresponding HF HOMO energy changed by only about 0.18 eV. This
is consistent with the usual observation that MBPT calculations require larger basis
sets than HF in order to properly describe in-out and angular correlation effects. For
this reason, our OVGF calculations should be considered as indicative, but certainly
not conclusive, as we do not believe they are well converged with respect to the

orbital basis set used.
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MBPT_LCAO Our GW calculations were carried out with the recently developed
post STESTA [66] MBPT LCAO code [19, 67] at the B3LYP/6-31G** optimized
geometries previously optimized with GAUSSIAN09. The SIESTA part of the cal-
culation used the norm-conserving Trouillier-Martins type pseudopotential together
with a double-zeta polarized numerical atomic orbital basis set. Computational pa-
rameters were chosen in a uniform manner to be the same for all molecules, in such
a way that calculations for the most computationally-demanding molecule (PCBM)
still fit into the random-access memory (RAM). Even so, our PCBM calculation
required 9 days and 8 hours on an Intel 12 core /190 GB RAM machine (model
name: Intel(R) Xeon(R) 2.40 GHz E5645 CPU). The spatial extension of the or-
bitals was determined by the parameter EnergyShift for which we could afford
the value EnergyShift = 50 meV with a frequency resolution of 0.12 eV. The cal-
culations are GoW, calculations constructed in the following way: LDA STESTA
orbitals were used as an initial guess to carry out a self-consistent HF calculation,
producing HF orbitals and orbital energies. These are then used in a one-shot GW
calculation that might best be termed a GoW,(HF) calculation. The IPs and EAs

were estimated in two ways.

In the first, the density-of-states (DOS) was calculated using the expression,
I A
DOS(w) = (0w = 1) = 0(n = w)) —3 Y (| G)lYs) . (5.33)

on an energy grid, the extent of which is governed by the maximal difference of the
DFT orbital energies multiplied with a factor 1.15. The quantity p is the “Fermi
energy” separating IP solutions from EA solutions. Let us see the relation to the IPs
and EAs. Since,

vr(1 %
(1,2; .34

in terms of ionization (I) and electron attachment (A) Dyson orbitals ¢g and en-
ergies €g. Here 7 is infinitesimal in principle but is a small real number in practical
calculations. Then, using the completeness of the MO basis set (¢5), Eq. (5.33)
reduces to,

DOS(w ZSI wier,n) + Y SaLwiea,n), (5.35)
A

where,

L(w;es,n) = — , (5.36)
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Figure 5.2 — Graphical solution in the QP method. Upper: the diagonal
line corresponds to w while the horizontal curves correspond to (ig|hg|ws) +
R (15| XG0 (w)]h,) for different states, HOMO being red, LUMO blue, and higher
states are jagged magenta. The QP solutions for HOMO and LUMO are marked
with circles. Lower: the corresponding DOS . Pole strengths (the magnitude of the
peaks in the DOS) are obtained from the slope where the diagonal line crosses the
horizontal curves.

is the usual Lorentzian function and Sg is the pole strength of the transition. We
thus expect the DOS to have maxima at the IPs and EAs. The scale parameter
n is the half-width-at-half-maximum of the Lorentzian. This scale parameter was
chosen to be 0.24 eV in our calculations as justified elsewhere [80]. Thus our DOS
IP is obtained by fitting the highest peak below the gap in the DOS to a third-order
polynomial, and calculating the maximum of the polynomial. The EA is determined

in a similar way, by fitting the lowest peak above the gap.

The second way of estimating IPs and EAs is refered to in this paper as the
quasiparticle (QP) method. It assumes that the starting MOs, 1,, are a good ap-
proximation to the final Dyson amplitudes, which is usually the case for solutions

with significant pole strength (i.e., when the self-energy varies sufficiently slowly as
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is typically the case close to the HOMO-LUMO gap). Then,
@) = (Wullnlh) + ROAIEE (W) (537)

is solved graphically (Fig. 5.2). The advantage of using the QP method over using
the DOS method is that the peaks may be more fully resolved and assigned to a

corresponding MO, even for higher poles.

5.4 Small Molecules

In this section and in the next section we will explain our protocol for assessing
DFTB for calculating IPs and EAs and give the results of our assessment. A division
has been made between small molecules (this section) and medium-sized molecules
(next section). This is because much more information is available for benchmarking
small molecules while reliable information for benchmarking medium-sized molecules
of interest for organic solar cell applications is much more scarce. In this section,
we first review our protocol and illustrate how it works for known results from
the literature. We then go on to apply our protocol to the assessment of DFTB

calculations.

Benchmark Data Sets The identification and tabulation of reliable comparison
data is a key part of the test cycle part of the development and successful imple-
mentation of a theoretical model for practical applications. The very important and,
indeed essential, work involved in establishing such “benchmark data sets” (BDSs)
can be substantial and relatively thankless as it may be regarded primarily as “litera-
ture work,” rather than as “new science.” An especially well-known example of such a
test set is Charlette E. Moore’s tables of atomic spectra, now freely available from the
American National Institute of Standards and Technology (NIST, www.nist.gov),
which has proven essential in testing different approaches to quantum chemistry.
For small molecules, experimental and quantum chemistry ionization potentials
(IPs) are readily available from the NIST Computational Chemistry Comparison and
Benchmark Database (CCCBDB, http://cccbdb.nist.gov/). As we have chosen
to use the same BDS as in previous work by Hamel et al. [40] for the molecules
shown in Fig. 5.3, we have simply taken their values for our small-molecule BDS.
This gives a total of 56 IPs (Tables 5.3 and 5.4). Note that these small molecules
cannot be used to benchmark electron affinities (EAs) in the sense that most do not
bind an extra electron. Hence we will not assess the quality of DEF'TB EAs for these

small molecules.



104 CHAPTER 5 : Assessment of Density-Functional Tight-Binding

2 electrons 14 electrons 22 electrons
H-H =0 H H
nitrogen ol
hydrogen - . C/=\CHH
carbon monoxide R P
10 electrons H-C—C—H
H H acetylene H_ C-C—C-H
\C:\.H H\\\‘\
il H-C=N
methane hydrogen cyanide . propyne
\ N H
N A
o \_IH 16 electrons 0 SH
ammonia H. ‘ allene
~C=0 I
- H 5
O, .C=C=0
g formaldehyde H
H
ketene
water H\ /H
C=C_ H\
ethylene o
acetonitrile

Figure 5.3 — The 15 small molecules treated here.

Analytical Protocol Figure 5.4 simply takes the data from Hamel et al. [40] to
make a correlation plot of minus LDA orbital energies (LDA “Koopmans’ theorem
IPs”) versus experimental IPs. It is clear that the LDA Koopmans’ theorem IPs un-
derestimate the experimental IPs but that also there is an excellent linear correlation
between the LDA Koopmans’ theorem IPs and the experimental IPs for these small
molecules. We are thus faced with a dilemma regarding how good LDA Koopmans’
IPs are as a model for experimental IPs and the same dilemma may arise when
trying to assess other methods. At this point, we may adapt one of two different
quantum chemical philosophies which Coulson has famously called “group I” and
“group II” [81]. (See also Refs. [82] and [83].) Roughly speaking group I focuses on
getting good numbers for individual molecules, so that the best theory would have
a slope m near unity and an intercept b near zero, while group II focuses on the
ability to predict trends, so that the best theory is one where there is a systematic,
and hence predictive, correlation between theory and experiment, even if the two
give quantitatively different results.

In the spirit of group I, we should keep in mind that even the best computed
molecular vertical IPs have an average error of about 0.2 eV compared to experi-

mental vertical IPs determined by peak maxima in photoelectron spectra because
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Figure 5.4 — a) Correlation plot for LDA “Koopmans’ theorem IPs” versus experi-
mental IPs [40]. b) Inversion plot for the same data constructed using Eq. (5.40) to
show the “predictive ability” of the LDA least squares fit. The units for both axes
in these plots are in eV.
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of neglect of vibrational (i.e., Franck-Condon) effects. In the spirit of group II, we

have taken the standard error,

Ay = (5.38)

where,

&y = Z (y; — ma; — b)? (5.39)

i=1,N
as the most transferable estimate of the goodness of the fit. However, if we now take
the fit values of m and b found above for a particular method and then use them in

the formula,
1 b
r=—y——, (5.40)
m m
to try to estimate the error in the predicted value of BDS values corresponding to

the results of the model, then the relevant standard error is

& Ay
N—-2 |m|’

Ax = (5.41)

where

1 AN

, m?
i=1,N

Thus Az is the relevant measure of the predictability of a given model.

The results of a statistical analysis of results in Ref. [40] for least square fits of
various theoretical methods to experiment are shown in Tables 5.1 and 5.2. Consis-
tent with Fig. 5.4, Table 5.1 shows that the DFT LDA Koopmans’ theorem (KT)
underestimates by 4 to 6 eV (i.e., y —z = (m— 1)z +bis -3.87 eV at z = 10. eV and
-6.23 eV at = 30. eV) and so is a dismal failure from the point of view of Coulson
group I. This has been explained in terms of the particle number discontinuity in
the DFT exchange-correlation (xc) potential [85]. The Hartree-Fock (HF) KT IPs
are better from the point of view of Coulson group I, but tend to slightly overesti-
mate the experimental IPs. This is consistent with early literature which proposed
as a rule of thumb that agreement between HF KT and photoelectron spectroscopy
(PES) IPs could be improved by multiplying the HF KT values by a factor less than
one (e.g., 0.92 or the “8% rule” [86, 87]). Surprisingly localizing the HF exchange
operator by the optimized effective potential method (OEP) so as to obtain an exact
exchange-only xc-potential which includes a derivative discontinuity leads to much
improved absolute agreement between KT and experimental IPs with a slightly re-

duced standard error (Ay). Part of the reason for the smaller value of Ay is that the
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Table 5.1 - Fitting data for outer valence IPs: y = mx+b, where x is the experimental
IP and y is the calculated IP, both in eV. HF, Hartree-Fock; OEP, optimized effective
potential; LDA, local density approximation; DE'TB, density-functional tight binding
(without self-consistent charge); SCC-DFTB, self-consistent charge DFTB.

Method m (unitless) b (eV) Ay (eV) Az (eV)
Koopmans’ Theorem
OEP* 0.958 0.748 0.659 0.688
HF* 1.236 -2.192  0.686 0.555
LDA® 0.882 -2.691  0.474 0.537
DFTB® 0.754 -1.071  0.651 0.863
SCC-DFTB® 0.758 -1.442  0.535 0.706
ASCF
LDA® 1.65 2.54 1.65 1.85

¢ Calculated from data in Ref. [40].

b Present work.

¢ Approximate ASCF values calculated using Slater’s transition orbital method.
"rT'S" values from Ref. [84].

Table 5.2 — Fitting data for first IPs [40]: y = ma +b, where z is the experimental IP
and y is the theoretical IP, both in eV. HF, Hartree-Fock; OEP, optimized effective
potential; LDA, local density approximation; DE'TB, density-functional tight binding
(without self-consistent charge); SCC-DFTB, self-consistent charge DFTB.

Method m (unitless) b (eV) Ay (eV) Az (eV)
Koopmans’ Theorem
HEF* 1.143 -1.270  0.617 0.540
OEP* 1.145 -1.294  0.613 0.535
LDA® 0.727 -1.064 0.374 0.514
DFTB® 0.497 2.223 0.498 1.002
SCC-DFTB? 0.560 1.064 0.477 0.852
ASCF
LDA* 1.00 0.49 0.43 0.43
DFTB® 0.497 2.223 0.498 1.002

SCC-DFTB® 0.838 2.239 0.534 0.649

@ Calculated from data in Ref. [40].

b Present work.

¢ Approximate ASCF values calculated using Slater’s transition orbital method.
"rTS" values from Ref. [84].
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OEP corrects misorderings in the KT IPs which are present when KT is used with
the nonlocal HF exchange operator. Note that the OEP procedure makes use of the
constraint that the highest occupied molecular orbital (HOMO) energy be identical
for HF and OEP when both are evaluated with the OEP orbitals [41]. Thus the OEP
HOMO energy is almost, but not exactly, the same as the HF HOMO energy.

The outlook changes dramatically from the point of view of Coulson group II.
Looking at Az in Tables 5.1 and 5.2, we see that the LDA KT provides as much
predictability (indeed somewhat more) as either the HF or OEP KT, indicating
that, although shifted, the LDA KT IPs provide an excellent reflection of the trend
in the experimental IPs. Closer analysis of why the LDA results are a bit better
than the HF or OEP (smaller Ax) shows that the LDA KT IPs have fewer order
reversals compared to experimental IPs than do the HF KT IPs. This also occurs
when the HF exchange potential is localized in the OEP procedure, though Ax is
larger for the OEP calculations than for the HF calculations indicating decreasing
predictability upon localization. The above trends do not seem to be well-known
to most users of quantum chemistry programs, but this does not seem to be the
place to spend time and space giving further details. (See Ref. [41] for additional
discussion.) Suffice it to say that the above information is “well-known to those
who know about such things” and that further information is contained in the cited
papers. It should also be evident that global hybrid functionals containing a nonzero
amount of HF exchange will have a behavior inbetween the LDA and HF as can be
easily checked using information from the NIST CCCBDB, but we shall not pursue
this topic further here.

Assessment of DFTB The results of our DFTB+ calculations of IPs are shown
in Tables 5.3 and 5.4. The results of a statistical analysis of our DF'TB results relative
to experiment are also shown in Tables 5.1 and 5.2.

Since DFTB has been designed as an approximation on DFT, we expect DFTB
to behave in much the same, albeit not exactly, like DF'T. We also expect the SCC
option to give results closer to DFT than results without the SCC. Let us verify
that this is true by by first looking at calculations without the SCC option. A
trivial consequence of the basic theory (previous section) is that the ASCE and
Koopmans’ theorem IPs are identical for the original DF'TB method and our results
confirm this. Figure 5.5 shows how DFTB Koopmans’ theorem IPs correlate with
experiment. As we would hope, this figure is remarkably similar to the corresonding
LDA figure (Fig. 5.4). The DFTB Koopmans’ theorem IPs are underestimates of

the experimental IPs in much the same way the the LDA underestimate Koopmans’
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Figure 5.5 — Correlation plot for DF'TB “Koopmans’ theorem IPs” versus experimen-
tal IPs. a) Correlation plot for DFTB “Koopmans’ theorem IPs” versus experimental
IPs. b) Inversion plot for the same data constructed using Eq. (5.40) to show the
“predictive ability” of the DF'TB least squares fit. The units for both axes in these
plots are in eV.
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Table 5.3 - DETB+ IPs (eV) for small molecules.

Molecule Orbital Expt.® Without SCC With SCC

2 electrons

hydrogen (Hy) la, 15.43  9.26 9.26 9.26  14.67
10 electrons
methane (CHy) 1t 14.3 9.17 9.17 9.00 13.41
ammonia (NHj) 3a; 10.7 7.73 7.73 6.95 12.18
water (HyO) 1b; 12.62  9.04 9.04 7.64 13.31
3a; 14.74  10.28 - 9.03 -
1b, 18.51 12.31 - 11.54 -
2a1 32.2  24.65 - 23.48 -
14 electrons
nitrogen (Ny) 3o, 15.6 9.70 9.70 9.70 15.33
1m 16.98 11.16 - 11.16 -

20, 18.78  13.98 - 13.98 -
carbon monoxide (CO) 5o 14.01 9.16 9.16  9.16 14.47

1m 16.91 11.21 - 11.18 -
4o 19.72  13.67 - 13.64 -
acetylene (CoHs) 1m, 1149 833 833 7.86 12.23
30y 16.7  10.29 - 10.11 -
20, 18.7 12.66 - 12.45 -
204 23.5  17.87 - 17.44 -
hydrogen cyanide (HCN) Im 13.8 979 979 930 14.12
o0 14.15 9.84 - 9.31 -
4o 19.68 12.42 - 13.11 -

16 electrons
formaldehyde (CH,0) 2b, 10.9 7.06 7.06 6.43 10.98

1, 14.5 1047 - 9.92 ;
5a, 6.1 1078 - 1037 -
1b, 7. 11.08 - 1096 -
da, 21.4 1456 - 1443 -
ethylene (CoH,) by, 1068 7.75 7.75 7.36  10.94
by, 1279  8.10 _ 7.88 _
3a, 14.8  9.65 _ 9.35 _
1bs, 1518 1037 -  10.09 -
b1 191 1320 - 1291 -
2a, 2359 17.60 - 1724 -

@ Taken from Ref. [40].
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Table 5.4 — DETB+ IPs (eV) for small molecules (continued).

Molecule Orbital Expt.” Without SCC With SCC
22 electrons
cyclopropene (C3Hy) 2by 9.86 6.75  6.75  6.28 10.00
2b, 10.89 7.64 - 7.20 -
6as 12.7  8.59 - 8.11 -
1by 15.09 10.01 - 9.52 -
Say 16.68 10.36 - 10.04 -
2b, 18.3 13.01 - 12.69 -
4day 19.6 13.95 - 13.48 -
propyne (CH3;CCH) 2e 10.37  7.71 7.71 7.18 10.87
le 14.4 9.71 - 9.65 -
Tay 15.5  10.00 - 9.69 -
6a1 17.2 11.91 - 11.56 -
allene (C3Hy) 2e 10.02 7.21 7.21 6.85 10.43
le 14.75  9.95 - 9.67 -
3bs 14.75  9.98 - 9.68 -
4daq 17.3 11.93 - 11.66 -
ketene (CH,CO) 2b, 9.8 6.27 6.27 6.20 10.21
2by 14.2 9.24 - 9.23 -
104 15. 10.62 - 10.71 -
1by 16.3  10.93 - 10.97 -
Taq 16.8 11.07 - 11.14 -
6aq 18.2 12.94 - 12.86 -
acetonitrile (CH3CN) 2e 12.08 8.66 866 845 12.30
Tay 13.11  9.69 - 8.96 -
le 155  10.25 - 10.36 -
6aq 174  11.81 - 11.77 -

@ Taken from Ref. [40].
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Figure 5.6 — Correlation plot for DFTB versus LDA “Koopmans’ theorem IPs.” The
units for both axes are eV.

theorem. This is consistent with DF'TB having been constructed to behave like DE'T
— a conclusion which is confirmed by Fig. 5.6 showing the excellent correlation
between DFTB and LDA Koopmans’ theorem IPs. In spite of the similarity of the
graphics, the LDA and DFTB values of Az in Table 5.1 are a reminder that DF'TB
is significantly less predictive (error bar of +0.863 eV) than is the LDA (error bar
of £0.537 eV).

According to Tables 5.1 and 5.2, including SCC in DFTB leads to a significant
partial improvement. While SCC-DFTB still behaves much like the LDA, SCC-
DFTB Koopmans’ theorem IPs are more predictive (error bar of £0.706 ¢V) than
DFTB Koopmans’ theorem IPs, though still less than LDA Koopmans’ theorem
IPs. If we restrict attention to the HOMO, than we can also compare Koopmans’
theorem with ASCF SCC-DFTB (which we recall are the same in the case without
the SCC). Here we see that the ASCF method provides more predictive ability than
does the Koopmans’ theorem approach. In fact, the SCC-DFTB ASCF error bar
(+0.649 eV) is becoming encouragingly close to the LDA Koopmans’ theorem error
bar (£0.514 eV), although it is still not as small as that of the “r'TS” estimate of the
LDA ASCF IPs (£0.43 €V) whose calculation were reported in Ref. [84].
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5.5 Medium-Sized Molecules

The small molecules in the previous section provide a good idea of how various
methods work for calculating IPs for such systems. In particular we confirmed that
DFTB behaves much like DFT and placed error bars on the predictive power of the
method. Thus, for small molecules, DFT (or some other first-principles method) is
preferable to DEFTB. However, our interest is in organic electronics where interest-
ing molecules, and their assembly into realistic systems, rapidly leads to calculations
which are difficult to attack any other way except using a semi-empirical method
such as DFTB. It is important to see to what extent what we have learned for
small molecules also applies to larger molecules of more interest for organic elec-
tronics. This is especially true since methods tested and found to work well for small
molecules do not always perform equally well for large molecules [26]. In this sec-
tion, we focus on assessing DF'TB for the calculation of IPs and EAs for a BDS of
“medium-sized” molecules often used in organic electronics (Fig. 5.1).

7 and

Choice of Comparison Data Of course, the notion of “small,” “medium,’
“large” is not well-defined. In the present context molecules are “medium sized” in
the sense that they are the smallest molecules of interest for organic electronics and
yet they are already too large for the NIST CCBDB which is limited to species with
no more than 26 atoms total. Our medium-sized molecules are also large enough that
it is experimentally more natural to treat them either in the bulk phase, as either
a thin film or in solution electrochemistry, than in the gas phase, though gas phase
molecular data is available for a number of the molecules. IPs and EAs for these
molecules are frequently determined by thin-film photoelectron or photoemission
spectroscopy or by cyclic voltametry and involve a certain number of assumptions
whose accuracy is not always easy to assess. In particular, in thin film photoelectron
and photoemission spectroscopy, the difference between the ionization energy of the
molecule and the bulk is sometimes referred to as “the polarization energy due to
the molecular ion left in the solid after a photoelectron is removed” [88], which is
a quantity which is not evident to calculate. Furthermore the relationship between
the bulk ultraviolet photoemission spectroscopy ionization energy and the oxidation
potential of cyclic voltametry requires a model in which it is assumed that the
molecules form a thin film on the electrodes similar to that found in the bulk [89],
which is also not easy to model theoretically. Because of these complications, we
place our trust more firmly in gas phase results, where available, than in bulk phase
results. Furthermore, as we shall see, reliable theoretical calculations are possible for

the gas phase. Thus, once validated by comparison against gas phase data, we may
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Figure 5.7 — Correlation graph of data from Table 5.5 showing how experimental
and Green’s function IPs compare. The label “GW™" |as opposed to GW DOS and
GW QP] are calculated values taken from the literature. (See Table 5.5.) Units are
in eV. The z-axis corresponds to our GW QP calculations.

use appropriate theoretical methodology to obtain a BDS of IPs and EAs.

Assessment of our GW calculations Table 5.5 and Fig. 5.7 show how various
Green’s function calculations compare with experimental data for predicting IPs.
It is immediately obvious that the experimental molecular (gas phase) IPs are in
much better agreement with the Green’s function IPs than are experimental bulk
(solution or thin film) IPs. This is, of course, to be expected on the basis of the
above discussion. Of the different sets of Green’s function IPs, our OVGF values
are in the worst agreement with the experimental molecular TPs. As stated earlier
(Sec. 5.3), we believe that this is simply because we were unable to carry out OVGF
calculations with extensive basis sets. Both our GW DOS and GW QP IPs agree
as well, or better, with the available experimental molecular IPs than do the GW
IPs taken from the literature. In the one case (PCBM) where a significant difference
was observed between our GW DOS and GW QP IPs, it is the GW QP IPs which
are closer to the available experimental molecular value. This is because the DOS
approach failed due to the HOMO level being smeared by the three nearly degenerate
levels HOMO-1, HOMO-2, and HOMO-3.

Reliable experimental EA comparison data for molecules of interest in organic
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Table 5.5 — Comparison values of the first ionization potential for the medium-sized
molecules from experiment and from quantum chemistry calculations.

Molecule Expt. Green’s function
bulk  molecule OVGF GW
PW Lit.
DOSP QP?
pentacene 6.61¢ 5.78%  6.47 6.46 6.12¢
6.27°¢
DIP 5.35™ 6.10° 6.91 6.89
HyPc 6.41/ 5.81° 6.13 6.12 6.104
PCBM 5.87" 7.7 7.52 7.35
6T 4.7m 5.86° 6.67 6.66
DCV3T  6.09° 6.68"  7.79 7.78
Ceo 6.45™ 7.579 7.43° 7.76 7.76 7.414
rubrene 5920 6.52 5.60°  6.50 6.49 6.30°
Molecule Koopmans’ Theorem ASCF
HF  B3LYP° DFTB SCC- B3LYP° SCC-
DFTB DFTB
pentacene 5.917 4.59 0.38 4.97 5.93 6.81
6.09%
DIP 6.547 5.12 5.73 5.35 6.32 6.99
HyPc 5.477 4.93 5.14 4.96 6.05 6.49
PCBM 5.65 5.48 5.38 6.81 7.01
6T 6.467 4.82 5.17 4.79 5.88 6.22
DCV3T 7.627 6.01 5.40 5.64 7.10 7.21
Ceo 7.957 5.98 5.67 5.67 7.22 7.41

rubrene 6.087 4.67 5.36 4.90 2.85 6.59

¢ Estimated from cyclic voltammetry in CHyCly [90]. * Present work: OVGF /6-
31G//B3LYP/6-31G**. ¢ Present work: OVGF/6-311++G**//B3LYP/6-31G**. 4
GW from Table II of Ref. [36]. © Gas-phase charge-stripping mass spectroscopy [91].
7 Gas-phase photoelectron spectroscopy (PES) [92]. 9 From Ref. [93]. * Thin-
film ultraviolet photoemission spectroscopy (UPS) [94]. © Gas and thin-film pho-
toelectron spectroscopy (PES) [88]. / Present work: HF/6-31G//B3LYP/6-31G**.
¥ Present work: HF /6-311++G**//B3LYP/6-31G**. | From Ref. |95]. ™ Ultravio-
let photoemission spectroscopy (UPS) [96]. ™ Ref. [97]. © Present work: B3LYP /6-
31G*//B3LYP/6-31G*. ? Present work: inspection of the density of states. ¢ Present
work: solution of the quasiparticle equation.
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Table 5.6 — Comparison values of the first electron affinity for the medium-sized
molecules from experiment and from quantum chemistry calculations.

Molecule Expt. Green’s function
bulk  molecule OVGF GW
PW Lit.
DOS“ QP?
pentacene 1.357 0.001¢  0.985 0.981
0.755* 0.941 0.953
DIP 2.9 0.421¢ 1.31 1.30
H>Pc 1.063¢ 1.64 1.68
PCBM 5.967 2.63" 1.94 2.01
6T 1.25™  -0.045¢ 0.413 0.422
DCV3T 3.90° 1.201 1.85 1.86
Ceo 2.68™ 1.486¢ 2.14 2.14
rubrene -0.195¢  0.839 0.822 1.88°
Molecule Koopmans’ Theorem ASCF
HF B3LYP¢ DFTB SCC- B3LYP®¢ SCC-
DFTB DFTB
pentacene 0.553% 2.38 4.05 3.63 1.05 1.80
-0.274¢
DIP -0.251% 2.59 4.14 3.75 1.39 2.10
H,Pc 0.478F 2.83 3.94 3.65 1.71 2.08
PCBM 3.09 3.89 3.75 1.92 2.07
6T -0.519% 2.14 3.52 3.22 1.09 1.85
DCV3T  0.792% 3.46 3.93 4.12 2.37 2.61
Ceo 0.679" 3.22 3.88 3.89 2.61 2.15

rubrene -0.957% 2.07 3.71 3.27 0.89 1.58

@ Present work: inspection of the density of states. ® Present work: solution
of the quasiparticle equation. ¢ Present work: OVGF/6-31G//B3LYP/6-31G**. 9
Present work: OVGF/6-311++4G**//B3LYP/6-31G**. ¢ Present work: B3LYP /6-
31G*//B3LYP/6-31G*. / Gas phase measurement using electron-transfer equilibria
[98]. ¢ Thin film UPS and IPES [96]. " Ref. [99]. ? Cyclic voltametry in CH,Cl, [90)].
7 Solid-phase threshold electron affinity [100]. * Present work: HF /6-31G. ! Present
work: HF /6-311++G**. ™ Gas-phase adiabatic electron affinity from photodetach-
ment photoelectron spectroscopy [101]. ™ Gas-phase adiabatic electron affinity from
low-temperature photoelectron spectroscopy [102]. © GW calculation from Ref. [95].
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Figure 5.8 — Correlation graph of data from Table 5.6 showing how experimental
and Green’s function EAs compare. The label “GW" |as opposed to GW DOS and
GW QP] are calculated values taken from the literature. (See Table 5.6.)

electronics is even harder to come across than for IPs. There are several reasons for
this. Some are similar to those encountered with IPs, such as the difficulty of obtain-
ing gas phase data. Some are particular to the experimental problem of obtaining
electron addition rather than electron removal energies. Thus our calculated EAs
are vertical while the experimental EAs are often best considered to be adiabatic
because of the experiments used to measure them. Also it must be remembered that
that EAs tend to be smaller than IPs, except in the case of good electron acceptors
such as Cgy and PCBM whose EAs are expected to be so similar that they may be
difficult to distinguish by theoretical calculations. Nevertheless Table 5.6 and Fig. 5.8
show that our GIWW EAs also agree well with available experimental molecular (gas
phase) data.

In conclusion, we feel justified in using our GW QP values of IPs and EAs as a
BDS for medium-sized molecules. We will use these to judge the quality of DFTB
IPs and EAs.

Assessment of our DFTB calculations Figure 5.9 shows how DFTB and other
approximate theoretical methods compare with our GIW QP IP BDS. Fitting data,
including Ay and Az values, are shown in Table 5.7. In general the HF KT and
the ASCF methods give the best absolute agreement with the GW QP results.
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Figure 5.9 — Correlation graph of data from Table 5.5 showing how the DFTB,
SCC-DFTB, and other methods compare with GW QP IPs.

Somewhat surprisingly the HE KT IPs underestimate the GW QP IPs, though HF
KT IPs typically overestimate experimental IPs for small molecules. The B3LYP
ASCF values underestimate the GW QP IPs somewhat more than do the HF KT
IPs. The SCC-DFTB ASCF are perhaps closer in absolute values to the GW QP
IPs, but the trend (slope m in Table 5.7) is better for the B3LYP ASCF (m = 0.856)
than for the SCC-DFTB ASCF (m = 0.520) method. As expected the B3LYP KT,
DFTB KT (same as DFTB ASCF), and SCC-DFTB KT values are shifted down.
The trends are best represented by the B3LYP KT (m = 0.867) method, less so
by the SCC-DFTB KT (m = 0.504) method, and very badly by the DFTB KT
(m = 0.199) method. Focusing on Az as a measure of the predictive value, we see
that the BABLYP method is most predictive (ASCF Az = 0.256 eV, KT Az = 0.270
eV) but that the SCC-DFTB method is still fairly good (ASCF Az = 0.489 eV, KT
Az = 0.326 €V). Surprisingly the SCC-DFTB KT approach seems to have somewhat
more predictive power than does the SCC-DFTB ASCF method, but we would not
count on this always being the case. Of course, the original DF'TB is not nearly as
good (Azx = 0.982 eV).

Figure 5.10 puts our results for medium-sized molecules in better perspective. In
particular it shows that the inversion procedure [Eq. (5.40)] gives good results for the
first IPs of both medium-sized and small molecules, but that a more sophisticated

model than the present linear model would be required to maintain quantitative
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Table 5.7 — Fitting data for first IPs of the medium-sized BDS molecules: y = mx+b,
where x is the GW TP and y is another theoretical 1P, both in V. HF, Hartree-Fock;
OVGF, outer valence Green’s function; LDA, local density approximation; DFTB,
density-functional tight binding (without self-consistent charge); SCC-DFTB, self-
consistent charge DF'TB.

Method m (unitless) b (eV) Ay (eV) Az (eV)
Koopmans’ Theorem
HF* 1.484 -3.450  0.420 0.283
HE? 1.021 -0.674  0.856 0.838
HF* 1.344 -2.645 0.159 0.118
OVGF? 0.482 2.672 0.956 1.985
OVGFre 0.822 0.594 0.388 0.472
LDA 0.782 -0.024  0.361 0.461
B3LYP 0.867 -0.792  0.234 0.270
DFTB 0.200 4.030 0.197 0.982
SCC-DFTB 0.504 1.707 0.165 0.326
ASCF
HF* 0.931 -1.074 1.069 1.149
LDA 0.644 2.472 0.318 0.493
B3LYP 0.856 0.457 0.219 0.256
DFTB 0.200 4.030 0.197 0.982

SCC-DFTB 0.520 3.235 0.254 0.489

“ HF /6-31G*/ /HF /6-31G* ® HF /6-31G //B3LYP /6-31G**, except for PCBM which
was calculated at the HF /STO-3G//B3LYP/6-31G** level. ¢ HF /6-31G//B3LYP /6-
31G**, excluding PCBM. ¢ OVGF/6-31G//B3LYP/6-31G**, except for PCBM
which was calculated at the OVGF/STO-3G//B3LYP/6-31G** level. ¢ OVGF /6-
31G//B3LYP/6-31G**, excluding PCBM.
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Figure 5.10 — Inversion plot showing how fitting parameters obtained for the SCC-
DFTB KT IPs and medium-sized molecules predict the GW QP IPs of medium-sized
molecules and the experimental IPs of small molecules.

fitting for the binding energies of more tightly-bound electrons. Thus our simple
linear model seems to work well for band structure with 15 eV or less binding energy,

while a more elaborate analysis is in order for binding energies above 20 eV.

Figure 5.11 shows how the DFTB and other approximate methods compare with
our GW QP EA BDS. To get an idea of predictability, see Table 5.8. The HF KT EAs
are expected to be an underestimate of the experimental values. Indeed, both relax-
ing the (N + 1)-electron state and taking into account the greater correlation energy
of the (N + 1)-electron system compared to that of the N-electron system, indicates
that the HF KT EAs may be expected to be smaller than the true EAs. In this case,
many of the HF KT EAs are negative and hence are unreliable unbound values.
DFT KT EAs are expected to behave very differently as the unoccupied DFT or-
bital energies may best be regarded as a first approximation on electronic excitation
energies which typically smaller than EAs. This is seen in the overestimation of EAs
by the DFTB KT and SCC-DFTB KT methods. As the B3LYP functional contains
some admixture of HF exchange, it is normal that the B3LYP KT EAs lie somewhere
inbetween the (SCC-)DFTB KT and HF KT methods. The ASCF method results
in a dramatic improvement for EAs in both the SCC-DFTB and B3LYP cases, with
particularly good absolute EAs being produced by the BSLYP ASCF method. Ta-
ble 5.8 suggests that the main difference between the LDA, B3LYP, and SCC-DFTB
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Figure 5.11 — Correlation graph of data from Table 5.5 showing how the DFTB,
SCC-DFTB, and other methods (y-axis, eV) compare with GIW QP (z-axis, eV)
EAs.

KT and ASCF values is more in the value of the intercept b than in a change in
the slope m. This is consistent with the idea that the KT calculations contain a
derivative discontinuity contribution not present in the ASCF calculations. As com-
mented earlier, this is not true for the original non-SCC DFTB method where the
KT and ASCF calculations always give the same result. Furthermore, comparing
Tables 5.7 and 5.8, we see that the main difference between the IP and EA B3LYP
KT and SCC-DFTB KT fits is also in the intercept b rather than the slope m, also
consistent with an important derivative discontinuity effect. Interestingly the IP and
EA B3LYP ASCEF fits show only a small shift of the intercept b while the TP and
EA SCC-DFTB ASCEF fits show a more distinct shift.

5.6 Conclusion

As emphasized, for example, by the Shokley diode model presented in the Ap-
pendix and perhaps even better by the Shokley-like model developed in Ref. [5]
specifically for organic solar cells, it is important to be able to understand the un-
derlying phenomenology of organic photovoltaics at the atomistic level. However
these are complex systems which can benefit from both molecular and solid-state

theory and which ultimately are likely to require hybrid approaches which are some-
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Table 5.8 — Fitting data for first EAs of the medium-sized BDS molecules: y =
mx + b, where x is the GW EA and y is another theoretical EA, both in eV. HF,
Hartree-Fock; OVGF, outer valence Green’s function; LDA, local density approx-
imation; DFTB, density-functional tight binding (without self-consistent charge);
SCC-DFTB, self-consistent charge DFTB.

Method m (unitless) b (eV) Ay (eV) Az (eV)
Koopmans’ Theorem
HEF* -0.817 1.772 0.181 0.222
HE? 1.455 -1.695  0.860 0.591
HF* 0.971 -1.289  0.344 0.354
OVGF¢ 1.183 -0.777 0.475 0.402
OVGF*© 0.948 -0.578  0.487 0.513
LDA 0.801 2.815 0.197 0.246
B3LYP 0.769 1.645 0.218 0.284
DFTB 0.151 3.672 0.195 1.298
SCC-DFTB 0.407 3.089 0.186 0.458
ASCF
HE* 1.020 -0.833  0.460 0.451
LDA 0.917 1.107 0.303 0.331
B3LYP 0.926 0.330 0.317 0.342
DFTB 0.150 3.672 0.195 1.298
SCC-DFTB 0.340 1.552 0.252 0.740

“ HF /6-31G*/ /HF /6-31G* * HF /6-31G / /B3LYP /6-31G**, except for PCBM which
was calculated at the HF /STO-3G//B3LYP/6-31G** level. ¢ HF /6-31G//B3LYP/6-
31G**, excluding PCBM. ¢ OVGF/6-31G//B3LYP/6-31G**, except for PCBM
which was calculated at the OVGF/STO-3G//B3LYP/6-31G** level. © OVGF/6-
31G//B3LYP/6-31G**, excluding PCBM.
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where between what is now standard for molecules and what is now standard for
inorganic solids. It is a problem, in fact, at the “nanoscale interface” between these
two ideological paradigms which is likely to require the modeling the electronic stuc-
ture and dynamics of ensembles of objects on the order of 1-100 nm in size. As this
is beyond the reach of most first principles methods, we have decided to adopt the
semi-empirical DFTB approach as a way to try to extend first principles accuracy
to larger systems. Naturally this also requires us to accept some loss of accuracy
whose magnitude we have tried to evaluate for IPs and EAs of small molecules and

of medium-sized molecules of interest for organic electronics.

This paper has presented a test of the accuracy of DF'TB and especially of third-
order SCC-DFTB. Tt has been possible to determine this for larger molecules than is
usually the case because of our access to recently developed GW methodology which
itself has been checked against available experimental values. The final result is that
DFTB3 with the ob3 parameter set is found to give the first IPs with an accuracy of
+0.489 ev/+0.326 eV with the SCC-DFTB ASCF /KT approaches. To judge from
Fig. 5.10, lower IPs may also be determined with a similar accuracy using the SCC-
DFTB KT method. The first EAs are found to be accurate to £0.740 eV,/40.458
eV with the SCC-DFTB ASCF /KT approaches. We find this quite encouraging and
expect that one should still be able to answer quite a few well-posed questions in
organic electronics with this level of accuracy. There is a caveat however: The reader
should keep in mind that results will change if a different implementation of DFTB

and/or another parameter set are used.

A perhaps more important observation is that, while it is possible to optimize
a semi-empirical method explicitly for IPs and EAs, the parameters in the DFTB
method have not been optimized with this end in mind, but rather with the idea of
being a well-balanced approximation to DFT. Thus we repeatedly find that DEFTB
is behaving like DFT rather than, say, a correlated HF-based ab initio method.
Moreover, though the SCC-DFTB formalism differs significantly in details from the
self-consistent solution of the DFT equations, we do find that (much like in DFT)
the best way to calculate TPs and EAs is to use the ASCF method with SCC-
DFT. However, much like in regular DFT calculations, SCC-DFT KT IPs are also
found to be a reasonable way to estimate the first several IPs simultaneously and
hence to obtain the molecular analogue of band spectra. Such a similarity with
DFT, together with the capacity to go to larger and more complex systems, makes
DFTB particularly attractive to us as we wish to go well beyond merely studying
IPs and EAs to using DFTB to study the details of photochemical processes at the

donor-acceptor interface in organic solar cells as all indications point to the details
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Figure 5.12 — Schematic of an organic solar cell as a Shockley diode.

of polaron pair dissociation as being a key determining step to organic photocell
performance [5]. Of course, where possible, we will continue to check our DFTB
results against experiment and against good first-principles computational methods

as we go along.

Appendix: Brief Review of Shockley Diode Model’s
for Organic Solar Cells

Though some progress has been made in recent years on developing an improved
physical model for organic solar cells [5, 6], the most frequent model used to describe
a simple bilayer “Tang” cell involving touching layers of donor (D) and acceptor (A)
molecules [103] continues to be the Shockley diode model (pp. 115-117 of Ref. [104])
familiar from the semiconductor device literatue. As in Fig. 5.12, the A-D interface
is identified with the p-n layer in the Shockley theory. Here V' is the applied voltage
(represented by the battery symbol) and R is the resistance in series with the applied
voltage. According to the depletion approximation (Ref. [105], pp. 159-185), charge

transfer already occurs in the unperturbed system (in the dark with V' = 0 and the
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current I = 0), creating a dipole bilayer depletion region. Analysis of the current in
this region (Ref. [105], pp. 462-470) leads to the diode equation,

V +RI
I =1+ 1 {1 — exp (JT)} : (5.43)
T

where Vp = kT /e is the “thermal voltage” and n is the ideality factor [n # 1 is an
empirical correction to include nonideal charge generation and recombination effects
(Ref. [105], p. 186)]. The short-circuit voltage is I, = I while the open-circuit

voltage is,

I
Ve = nVrln (1 + [—L) . (5.44)
0

This involves the reverse bias saturation current,

D,p D,n
lim (I —1I;)=1Iy=eA| 2242, 5.45
V—>—oo( L) =1Io ( L, + I ) (5.45)
where A is the area of the solar cell cross-section, D, is the diffision coefficient for
the positive charge carriers, D,, is the diffusion coefficient for the negative charge
carriers, L, and L, are the corresponding diffusion lengths, n, is the density of
negative carriers in the acceptor half of the solar cell, and p, is the density of

positive carriers in the donor half of the solar cell. The short-circuit current,
I = eadyp (Ly+ L, + W) A, (5.46)

involves the width W of the depletion region, the photon flux .J,;, and the absorp-
tion coefficient « which is defined in terms of the variation of optical power in the
material, P,,(z) = P,,(0) exp(—ax) as a function of the depth, = of light penetra-
tion. The diode model presented above could be made more elaborate, but it already
captures much of the fundamental physics and is sufficient for present purposes. The
diode equation also gives a good empirical fit to experiment in many cases. However
it has been criticized on the grounds that the physical quantities used to derive
the Shockley model are not the most appropriate ones to describe an organic solar
cell and that some phenomena require a different derivation which is more closely
tied to the fundamental physics of organic solar cells [5, 6] and that the Shock-
ley model cannot describe certain phenomena such as the S-shaped current-voltage
curves sometimes observed in organic solar cells [5, 6, 106, 107]. Either in the con-
text of the Shockley model or, better yet, in terms of some improved model, it is
tempting to try to calculate first principles parameters for use in the diode equation

for comparison against experiment and, in particular, to seek a better understanding
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of how charge separation occurs near the donor-acceptor interface both in the dark

and when illuminated.

One thing which is conspicuously missing from the above theory is the notion of an
energy gap, I/,. This may be recovered by applying the detailed balance assumption
[108] (i) that all absorbed photons create an electron-hole pair and (ii) that every
photon whose energy is greater than the fundamental gap £, is absorbed. In the

present case this leads to the intuitively appealing result |[109] that,
Voe < By, (5.47)

with near equality for ideal solar cells. While V,. =~ E is certainly much easier to
calculate than using Eq. (5.44), we must remember that this is only an ideal limit.
Also, the basic theoretical argument does not specify the nature of the gap, only
that every photon is absorbed whose energy exceeds that gap. The nature of this gap
in real organic solar cells has been a matter of some discussion. Thus an early paper
of Brabec et al. argued that the difference between the highest occupied molecular
orbital (HOMO) energy of the donor and the lowest unoccupied molecular orbital
(LUMO) energy of the acceptor was the dominant determining factor for the gap
in organic solar cells [110], in contradiction with earlier work which indicated the
importance of the difference of the work functions of the electrodes [111, 112|. This

seems to have been resolved by latter work [113] showing that for ohmic contacts,

1
Voe = - (éffonto — €Luno) + AVa, (5.48)
where IPp = —eBo 0 is the electron removal energy of the donor, EA4 = —€fino

is the electron attachment energy of the acceptor, and AV} is a correction term for
band bending at the electrodes which can presumably be made arbitrarily small for
ohmic contacts with small band offsets. Equation (5.48) is written in the language
of band theory. Let us emphasize that it is simply an equation involving the donor

ionization potential and the acceptor electron affinity,

1
Voe = — (EA4 — IPp) + constant (5.49)
e

where the “constant” is presumably a function of the nature of the electrode junc-
tions. (See also Ref. [114].)
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Abstract

Exciton formation leads to J-bands in solid pentacene. Describing these exciton
bands represents a challenge for both time-dependent (TD) density-functional the-
ory (DFT) and for its semi-empirical analogue, namely for TD density-functional
tight binding (DFTB) for three reasons: (i) solid pentacene and pentacene aggregates
are bound only by van der Waals forces which are notoriously difficult to describe
with DFT and DFTB, (ii) the proper description of the long-range coupling between
molecules, needed to describe Davydov splitting, is not easy to include in TD-DFT
with traditional functionals and in TD-DFTB, and (iii) mixing may occur between
local and charge transfer excitons, which may, in turn, require special functionals.
We assess how far TD-DFT and TD-DFTB have progressed towards a correct de-
scription of this type of exciton by including both a dispersion correction for the
ground state and a range-separated hybrid functional for the excited state. Analytic
results for parallel-stacked ethylene are derived which go beyond Kasha’s exciton
model [Kasha, Rawls, and El-Bayoumi, Pure Appl. Chem. 11, 371 (1965)] in that
we are able to make a clear distinction between charge transfer and energy transfer
excitons. This is further confirmed when it is shown that range-separated hybrids
have a markedly greater effect on charge-transfer excitons than on energy-transfer
excitons in the case of parallel-stacked pentacenes. TD-DFT calculations with the
CAM-B3LYP functional and TD-le-DFT calculations lead to negligeable excitonic
corrections for the herringbone crystal structure, possibly because of an overcorrec-
tion of charge-transfer effects. In this case, TD-DFT calculations with the B3LYP
functional or TD-DFTB calculations parameterized to B3LYP give the best results
for excitonic corrections for the herringbone crystal structure as judged from com-
parison with experimental spectra and with Bethe-Salpeter equation calculations
from the literature. Oddly enough Kasha’s original formulation only seems to work
when a range-separated functional is used in the case of off-set parallel pentacenes.
This is traced back to a lack of consideration of avoided crossings in Kasha’s original
formulation. Our improved model based upon nearest neighbor interactions does not
suffer from this difficulty.

6.1 Introduction

Density-functional theory (DFT) has gained popularity for first-principles cal-
culations of medium- to large-sized molecules or when large numbers of successive
calculations are needed such as is the case for molecular dynamics. In fact, DFT

has largely supplanted the older Hartree-Fock (HF) theory, except in cases where
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HF calculations are followed up by sophisticated post-HFE correlated calculations.
Although hybrid methods which integrate HF exchange into DFT have become pop-
ular, major Achilles heels of DFT have been dispersion forces and charge transfer
phenomena. Likewise time-dependent (TD) DFT has become the dominant single-
determinant-based approach for describing the excited states of medium- and large-
sized molecules. But TD-DFT inherits many of the same problems as DFT, with a
few more of its own |2, 3]. Density-functional tight-binding (DFTB) and TD-DFTB
are semi-empirical versions, respectively, of DFT and of TD-DFT which (as should
be expected from good approximations to DFT and to TD-DFT) inherit many of
the problems from their first principles counterparts. General reliability and good
scaling would seem to make DFT and TD-DFT (in the first place) and DFTB and
TD-DFTB (for still larger systems) excellent choices for atomistic modeling of or-
ganic electronics. However dispersion and charge transfer may or may not present
real obstacles. The objective of this article is to take a look at the ability of modern
DFT, TD-DFT, DFTB, and TD-DFTB to model aggregates of pentacene and solid
pentacene. Our focus will be on intermolecular interactions in both the ground and

in excited states.

Organic materials are typically bound together by some combination of hydrogen
bonding and van der Waals forces. In the case of pentacene, the forces binding the
molecules together are purely van der Waals in nature. It is thus imperative to be
able to include dispersion forces. Traditional density functionals, such as the local
density approximation (LDA), generalized gradient approximations (GGAs), meta-
GGAs, and hybrid functionals fail to include the “action at a distance” aspect of
dispersion forces because of their inability to give an accurate description of forces
between molecules with nonoverlapping densities. Perhaps ironically, Cs van der
Waals coefficients — and hence dispersion forces — may be calculated accurately
by TD-DFT. At this time, the most popular way to include dispersion forces in
DFT calculations is to add on a semi-empirical correction [4] which is designed to
interpolate between the DFT description of the charge density and the TD-DFT

description of Cg coefficients.

Organic electronics relies upon charge transport. However positive and negative
carriers may be transported together in a charge-neutral packet called an exciton.
From the condensed-matter point of view, excitons are born as local excitations.
In fact, it is useful to make a distinction between “exciton structure” and “exciton
dynamics” (p. 5 Ref. [5]). Although related to each other, exciton structure is more
directly related to absorption spectra — the subject of the present article — while

exciton dynamics falls more conveniently under the heading of charge and energy



Introduction 141

transport [6]. Even within the seemingly narrow subject of exciton structure, excitons
seem to mean different things to different people. In particular, solid-state physicists
may seem to require periodic (crystal) boundary conditions [5] in their definition of

excitons, while chemists |7, 8] and biochemists [9] do not.

Here we focus on molecular solids where intermolecular interactions are impor-
tant. Frenkel introduced the term “excitation packets” in his early study of the
conversion of light into heat in solids [10, 11|. Unlike molecules which may often be
considered to be small enough compared to the size of a photon that the photon may
be approximated by an oscillating electric field, a solid is large compared to a photon.
Moreover the crystal molecular orbitals should in principle extend over the entire
crystal and so must also be large compared to the size of a photon. Yet experimen-
tal observations, and indeed common sense, suggests that photons may be absorbed
locally. How may this observation be reconciled with the well-established concept of
crystal molecular orbitals in periodic systems? Frenkel’s excitation packets resolved
this apparent paradox by allowing the nearly degenerate crystal molecular orbitals
to form wave packets whose size is on the order of one or several molecules and so
for which photon absorption may be treated much like that of a molecule. This,
in modern language, is the Frenkel exciton (FR). Another type of exciton — the
Wannier-Mott exciton (WM) [12] — may be constructed for metals and semicon-
ductors. Although not critical for the present work, it should be noted that FRs and
WNMs in periodic systems may be regarded as delocalized crystal states with a high
conditional probability that, having specified the position of one charge, the other
charge will then be found somewhere in the local neighborhood. The FRs and WMs
form limiting cases, with real excitons being somewhere inbetween [5]. Thus, for a
solid-state physicist, an exciton is a localized excitation which is small compared to
a solid. A variation upon Frenkel excitons are Davydov excitons [13, 14] which will

be discussed in the next paragraph.

Physical chemists and chemical physicists seem to have come across the exciton
idea in a different way than did solid-state physicists, namely by noticing the appear-
ance of new spectral features when certain dyes aggregate in concentrated solution.
If new very narrow peaks appear at lower energies, they are referred to as J-bands
[15] (J for Jelly [16, 17] who, along with Scheibe [18, 19] were some of the first
to investigate this phenomenon); if the new peaks appear at higher energies, they
are referred to as H-bands (H for hypsochromic). Kasha and coworkers were able
to give a convincing description of the origin of these bands in terms of the same
ideas used by Davydov for solids |7, 8]. In particular, local excitons on different

molecules interact in such a way as to lead to Davydov splitting (DS) of otherwise
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degenerate excitations. It is thus important to describe, not just ntramolecular in-
teractions correctly, but also to describe intermolecular interactions correctly, if the
goal is to model J- or H-band DS. Several ways to improve the description of inter-
molecular interactions in DFT are available, including GGAs, global hybrids, and

range-separated hybrids.

Yet another complication can arise as excitations need not be only within a single
molecule (local excitation, LE), but rather may include excitations transfering charge
from one molecule to a nearby molecule (charge transfer, CT). As FRs result from
interacting LEs, one might think that CT could be ignored when modeling J- or
H-bands. However this is not the case when CT and LEs mix, as is thought to occur

in crystalline pentacene [20].

Time-dependent DFT with conventional functionals is notorious for underesti-
mating CT excitations. This problem was clearly explained by Dreuw, Weisman,
and Head-Gordon in their paper of 2003 [21] but was already apparent in an earlier
paper by Tozer et al. in 1999 [22]. Later several diagnostic criteria were suggested to
know when CT was likely to lead to a problem with TD-DFT with the best known
one being the A criterion [23, 24, 25, 26, 27, 28, 29|.

The situation in solid-state physics evolved somewhat differently beginning with
the observation that the exact density functional must have some sort of ultranonlo-
cality if atoms in the middle of a dielectric are to feel the effect of the field induced
by charges on the surface of a dielectric. This led, for example, to the incorporation
of current into TD-DFT [30]. The lack of ultranonlocality is often invoked to explain
why TD-DFT calculations do not show exciton peaks in solid argon [31]. Sharma et
al. proposed a bootstrap appproximation to improve TD-DFT spectra for solids [32].
Ullrich and coworkers have discussed the problem of improving functionals for better
description of excitons in crystal spectra 33, 34, 35]. The current recommendation
to avoid the underestimation of CT excitations in TD-DFT is to use range-separated
hybrids (RSHs) as these can “meet the challenge of CT excitations” [36]. In fact, in
their article of 2010, Wong and Hsieh argued strongly for the use of RSHs for the
improvement of the description of excitons in the spectra of oligoacenes [37]. While
encouraging, that study is also a bit misleading in the present context because it
refers to excitons within a single covalently bonded molecule while our concern here
is with excitonic effects on the spectra of aggregates held together by van der Waals

forces. Nevertheless we concur on the importance of RSHs for describing excitons.

Two other approaches to describing excitonic effects with TD-DFT should be
mentionned. This is subsystem TD-DFT [38, 39] which grew out of a little article by
Casida and Wesotowski [40] showing how TD-DFT could be done on a subsystem



Exciton Analysis 143

H"CZC"‘H UPPER (1)

| |
I:I";czcz;ﬁ LOWER (2)

Figure 6.1 — Two vertically-stacked ethylene molecules.

of a larger system. The advantage of this method is that it incorporates the ideas
of the exciton model from the very begining as the system is viewed as made up
of interacting chromophores. A different approach, albeit incorporating the exciton
model from the very beginning, is used in Ref. [41]. Note, however, that neither of
these approaches are used in the present article. Instead, we emphasize obtaining
excitonic effects from a supermolecule approach to van der Waals aggregates.

In the interest of future (and on-going) work on large and complex systems, our
primary interest is in TD-DF'TB. The present study seeks to find out how well state-
of-the-art TD-DFTB calculations can mimic state-of-the-art TD-DFT calculations,
including dispersion corrections and RSHs, for describing excitonic effects in pen-
tacene aggregates. As an important goal is also understanding, we focus primarily
on the overly simple case of parallel stacked pentacene molecules. However we then
do go on and extend our tests to the known herringbone structure of solid pentacene
which is an old, but still fairly popular, system in organic electronics [42] and which
is known to show J-bands.

This paper is organized as follows. The next section reviews a minimum of basic
theory needed for this paper. Sec. 6.4 presents the details of how our computations

were carried out and Sec. 6.5 presents and discusses our results. Sec. 6.6 concludes.

6.2 Exciton Analysis

We have noticed that there seems to be a great deal of confusion in the literature
regarding charge transfer in excitonic systems (e.g., see Ref. [43]). Indeed delocaliza-
tion of electron density over several molecules does not necessarily imply excitonic
charge transfer; what may be taken at first as an indication of charge transfer, may
turn out to be a manifestation of energy transfer. For this reason, we wish to be

especially careful to define these terms within the context of excitonic theory and,
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Figure 6.2 — Ethylene highest occupied molecular orbital (H) and lowest unoccupied
molecular orbital (L).

in particular, we seek to explain via an algebraic example how excitations described
using MOs, delocalized over several molecules in a supermolecule, may be analyzed
and understood in terms of the (mainly) pairwise interaction of excitations localized
on different molecules to create ET and CT excitons. In particular, we wish to show
algebraically and using chemical intuition to what extent Kasha’s exciton model [§|
emerges from a linear combination of singly-excited determinants over MOs. For
concreteness, we will treat the 7w system of vertically-stacked molecules of ethylene
(Fig. 6.1). This is close enough to the case treated numerically in Sec. 6.5 that we
will be able to use the equations developed for vertically-stacked ethylene to help

understand the exciton physics of vertically-stacked pentacenes.

6.2.1 Monomer

The MOs of the 7 system of ethylene are shown in Fig. 6.2. MO symmetries have
been assigned following the recommended International Union of Pure and Applied
Chemistry (IUPAC) nomenclature [44, 45| and the symmetry of the expected lowest
energy excitations have been assigned. Of particular importance for us is the sketch
of the transition density ¢ g (r)yr(r) on the right-hand side of the figure with the
associated transition dipole moment jig;. Here H stands for the highest occupied
molecular orbital, while L stands for the lowest unoccupied molecular orbital.

This is evidently a two-orbital two-electron model (TOTEM, Fig. 6.3) and the
excitations may be analyzed in this context. There are four possible one-electron
excitations for the TOTEM, but spin symmetry must be taken properly into ac-

count. We shall focus on the singlet transition which goes from the ground-state
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Figure 6.3 — Two-orbital two-electron model (TOTEM).
determinant ® to the state,
WH, L) = (@t + s ) . (6.1)
V2

where v and f refer to spin states (i.e., spin up and spin down, respectively). In the

specific case of the TOTEM,

'(H,L)

we may just write

(IH,L| + |L, HI)
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S

|
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There are also three triplet states which are degenerate in the absence of spin-orbit
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which will not concern us here.
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Figure 6.5 — The four transitions in (TOTEM)? and their associated transition dipole
moments.

6.2.2 Dimer

We are now ready to treat two interacting stacked ethylene molecules. This system
has been studied previously in the context of excitonic effects |46, 47, 48, 49| and at
a greater level of sophistication than that needed here. Instead, we try to keep our
analysis as simple as possible by assuming weak interactions between the molecules
so that we may go to trimers and oligomers. Thus the analysis in the present section

is most correct only at large intermolecular distances.

The corresponding dimer MO diagram (Fig. 6.4) under the assumption of weak
interactions between the molecules. Here, after ordering MOs by energy, H-n is
the nth occupied MO below H and L+n is the nth unoccupied MO above L. As
expected the number of nodal planes also increases with MO energy. Although we
might think of this as a four-orbital four-electron model, we would like to think in
terms of the exciton model, which we shall refer to as (TOTEM)? for evident reasons.
Both energy transfer (ET) and charge transfer (CT) excitons will emerge from our
analysis. Figure 6.5 shows the four possible singlet transitions in (TOTEM)? from
the point of view of the MOs of the supermolecule composed of the two weakly-
interacting ethylene molecules. Exciton analysis means that we want to re-express
the description of the excitations so that they are no longer expressed in terms of the
MOs of the supermolecule but rather are expressed in terms of ET and CT excitons
involving the MOs (H; and L) of molecule 1 and the MOs (Hy and Ly) of molecule 2.
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Figure 6.6 — Exciton model classification of transitions in the (TOTEM)? model.
In each double box, the left hand side shows the orbital occupancy of the MOs in
molecule 1 while the right hand side shows the orbital occupancy of the MOs in
molecule 2.

Figure 6.5 shows that the transitions divide neatly into two symmetry types, namely
By, and Bs,. This simplifies our analysis as only orbitals of the same symmetry
may mix. Physically re-expressing supermolecule excitations in terms of ET and CT
excitons on individual molecules can only happen when there are enough degrees of
liberty — and, in particular, quasidegenerate states — that delocalized orbitals can
be re-expressed in terms of more localized orbitals. This does not happen for the Bs,
transitions. In fact, the first Bs, transition is expected to be heavily dominated by
the '(H, L) configuration and the remaining Bs, transition should be dominated by
the *(H — 1, L + 1) configuration. However the By, transitions are spectroscopically

dark. So we will just go directly on to the By, orbitals.

The most general By, transition is of the form,
UV=c'(HL+1)+c'(H-1,L). (6.4)
Expressing the aggregate MOs in terms of the local MOs of molecules 1 and 2 as

given in Fig. 6.4 leads to,

U — Cl+_C2ET12 + QCT12 : (6.5)

V2 V2
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Figure 6.7 — Schematic of Kasha’s theory for two parallel stacked molecules.

where,
1
ET, = — ["(Hy, L) +' (Hy, L 6.6
12 \/5[(1 1)+ (Ho 2)} (6.6)
is the pairwise ET exciton and,
1
CTyp = E [1(H1, Ly) +' (H27L1)} (6.7)

is the corresponding CT exciton. (See Fig. 6.6. Note that we make no attempt
to distinguish between Forster and Dexter ET excitons.) Physically we expect the
Y(H —1,L) and '(H, L + 1) transitions to be quasidegenerate (i.e., ¢; ~ ¢;) as of-
ten happens in organic molecules with a conjugated 7 system. Kasha’s theory is
recovered for exact degeneracy (i.e., when ¢; = dc;, = 1/v/2). As Kasha’s theory
predicts significant oscillator strength, because of mutual reinforcement of the tran-
sition dipole moments of each molecule, we expect to see the monomer absorption
peak blue-shifted to the new dimer ET 5 absorption peak as shown in Fig. 6.7. It is
split from dipole-forbidden CT;5 peak in the dimer spectrum. The difference between
the energies of the ET and CT states is the Davydov splitting (DS = ET - CT).
Kasha’s theory may be further developed to show a red shift upon the formation of
head-to-tail dimers when the CT state is bright and the ET state is dark [8]. Other
configurations yield two peaks with an experimentally observable DS whose relative
intensities may be analyzed to give information about the relative orientation of the

molecules in the dimer [8].
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Figure 6.8 — MO diagram for three stacked ethylene molecules. White indicates the
positive phase parts of the p functions while grey indicates the negative phase parts.
Overlap between the MOs on different molecules have been neglected in normalizing
the supermolecule MOs.

6.2.3 Trimer

Three stacked trimers introduce another key level of complexity in the exciton
model. We now have an interior molecule interacting with two outer molecules. This
asymmetry means that transitions forbidden, and hence dark, in the dimer may now
be allowed, and hence bright, in the trimer. Figure 6.8 shows the (TOTEM)? MOs
deduced by analogy with the simple Hiickel solution for the propenyl radical.

Figure 6.9 show the nine single excitations. Only the five B;, transitions are sym-
metry allowed for absorption spectroscopy. Figure 6.10 shows the transition densities
for the five symmetry-allowed singlet transitions. We thus restrict our analysis to

the linear combination of only these states,

U = ¢ "(H, L)+ ey '(H,L+2)+c3'(H—1,L+1)
+ ' (H—=2,L)+c;'(H—2,L+2). (6.8)

Furthermore, we will use chemical intuition to predict the general form of these
five allowed transitions. In particular, only the (H,L + 2), '(H — 1, H + 1), and

1(H —2, L) states are expected to be degenerate enough to mix to form pairwise ET
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and CT excitons. This gives, after some algebra,

U = ¢ '(H L)
302 + 203 + 304 (ET12 + ET23)
2V6 V3

n \/203 {\/75 {ET13 - % (ETy2 + Eng)} }

n Cy — C4 (CT12 + CT23)
V2 V2
Cy —2c3+ ¢y
—(CT
22 13
+ ¢s'(H—2,L+2), (6.9)

where the notation is an obvious generalization of that given in Egs. (6.6) and
(6.7) and where the states have been orthonormalized. To a first approximation, the
Y(H, L) is too low in energy to mix with the other terms and *(H —2, L+2) is too high
in energy to mix with the other terms. The ET and CT excitons lie in-between these
in energy. Notice, however, that the CT terms vanish if c3 = ¢4 = ¢5 which is expected
to be often approximately the case. Note also that the pairwise ET terms are not
orthogonal to each other as, for example, (ET15|ETq3) = (1(Ha, Ly)| ' (Hy, Lo))/2 =
1/2. However the ET terms have been grouped to reflect the symmetry of the stack

and the distance over which energy must be transfered.

As we shall see numerically in Sec. 6.5 for the trimer of stacked pentacene
molecules, each term is a reasonably good first approximation to a calculated TD-
DFT excitation. Notice the exceptions to Kasha’s model: (i) supermolecule MO
excitations, such as '(H, L), which are better described in terms of supermolecule
MOs than in terms of local MOs and (ii) CT excitons are only expected to cancel

approximately in practical calculations. In reality ET and CT terms should mix.

The stacked trimer represents the simplest model where one molecule is interact-
ing with two surrounding molecules. As such, it captures the basic physics of exciton
interactions between neighboring molecules (1 <+ 2 and 2 <» 3). Equation (6.9) shows
that neglect of 1 <» 3 interactions (i.e., CTy3 and ET;3 and their required orthogo-
nalization to the other terms) leads to only a single Davydov splitting into one ET
and one CT peak. However a more careful analysis should include 1 <+ 3 interactions

and Davydov multiplets may also be expected to be observed.
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Figure 6.11 — Periodic model labeling and hopping parameters used for our stacked
ethylene tight-binding calculation.

6.2.4 Higher Oligomers

The extension of these ideas to (TOTEM)Y for N > 2 is in principle straightfor-
ward but becomes increasingly complicated. However, it does not seem unreasonable
to expect the structure of the spectrum to stabilize after a few layers, because the
dominant interactions are expected to be primarily only between adjacent molecules.
Thus we may anticipate that the numerical results in Sec. 6.5 should already show
most of the qualitatively important features when N = 3 that are seen for still larger

values of N.

We may explore this further by a back of the envelope tight-binding calculation
for the periodic system of stacked ethylenes shown in Fig. 6.11. This is basically
just a periodic simple Hiickel calculation and so should be largely familiar to Quan-
tum Chemists, even if the precise language and periodic symmetry adapted linear

combinations may take a little getting used to.

To carry out our tight-binding calculation, we must include two ethylene molecules
in the unit cell. In the exciton model, the MOs of each ethylene molecule x,(7) are
looked on much like local AOs (LAQOs). Combining them gives us a set of (TOTEM)?
MOs which become local MOs (LMOs)

Ui(F) = Xu(F)cpi (6.10)
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Periodic symmetry-adapted linear combinations have the form of crystal MOs (CMOs)

(TR =Y (7 — R)e™E, (6.11)
which may also be written as,

Ui k) =D X7 K)epa(k) (6.12)

m
in terms of crystal AOs (CAOs),
= 7 1 > By ikR
Xu(T k) = \/_NXM(T — R)e™ . (6.13)

The factor N in this formalism represents the number of atoms in a fictitious “finite
crystal.” It has been introduced for convenience, but it not really necessary. The
wave vector k serves both as a symmetry label and may also be viewed as a sort of
electron momentum which can be used in selection rules. The k-block of the CMO

matrix equation is

h(k)& (k) = e (k)s(k)E (F) (6.14)

where the matrix elements of the overlap matrix are given by,
W o X
B
I B Y (6.15)
V=NQ
and the matrix elements of the hamiltonian matrix are given by,
hlw(lg) — Z hfﬁ)e"’zﬁ
R
R = / X7+ R)hx, (7) dr. (6.16)
V=NQ

Here Q is the volume of the unit cell and NS is the volume of the fictitious “finite

crystal.”

Our model is subject to several simplifications. For one, the wave vector is a
number k since our system is periodic in a single dimension (y). We will follow
the common practice of assuming that the overlap matrix s(k) is the identity. The
hamiltonian matrix h(k) is then constructed from the on-sight (i.e., coulomb) inte-

gral a and the hopping (i.e., resonance) integrals 5 between the p orbitals within
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each ethylenes and v between adjacent p orbitals in different ethylene molecules.

Note that «, 8 < 0 but that v > 0 for this particular configuration. The position

vector R is Y so that

where,

C:

h(k) => h"

(A B
| C A
[ 0451/,0 55Y,0

i Boyp  adyp ]
[ 0

| 7 (Ov0 + dy4a)
| 0

| 7 (dv,0 + dv,—a)

) pikY

v (0y,0 + Oy +a)
0

v (0,0 + Oy—a)

(6.17)

(6.18)

and a is the y-distance between ethylene molecules as opposed to the unit cell pa-
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rameter which is equal to 2a. Applying Eq. (6.17) to Eq. (6.18) then gives that

h(k) = [ A Bk
| C(k) A
A= |7
| B«
0
B(k> - :7(1_’_61‘2;%)
0
C(k> o _,y(l_i_e—iQka)

This has four solutions, namely:

e1(k) = a+ B+ 2ycos(ka) <+ é(k) =

ex(k) = a+ B —2ycos(ka) < (k) =

e3(k) = a — f —2vycos(ka) < (k) =

es(k) = a — B+ 2vycos(ka) « @(k) =
where,

z=1+e¢

i2ka

] . (6.19)

+2* /2]
+2*|2|

—2"/]2|

—z"//I7]

+2* /|2

—2" /]2

—2"/]2|

+2* /|2

(6.20)

(6.21)

The associated band diagram is shown in Fig. 6.12. This is a direct band system.

Assuming the I" point and no momentum transfer to the lattice, then the two allowed

transitions are those shown by vertical arrows. The corresponding CMOs (Fig. 6.13)
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Figure 6.13 — The CMOs for the optically-allowed transitions of (TOTEM)® at the
I-point.

bear a close resemblence to the MOs of the (TOTEM)? dimer (Fig. 6.5), showing
that the (TOTEM)? analysis also applies in the periodic (TOTEM)Y case.

Finally, it is illuminating to apply the same tight-binding model to the (TOTEM)?

dimer. The hamiltonian matrix to be diagonalized is then,

A B
hih) = B A
A= | 5]
| 6«
o
B = B o]’ (6.22)
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which has the four solutions,

1
. 1
61:Oé—|—ﬁ—|—’)/ —~ C1 = 1
1
1
. 1
G=a+B—v & 6= .
—1
1
- 1
es=a—F—7 < C3= .
-1
1
. —1
64(k7)206—ﬂ+’7 > Cy4 = 1 . (623)
1

Comparing with the band solution for the periodic system (TOTEM)Y, we see that
the energy levels are displaced by v in (TOTEM)? rather than by 2 in (TOTEM)¥,
because each ethylene in (TOTEM)? is only in contact with a single other ethylene,
while each ethylene in (TOTEM)¥ is in contact with two other ethylene molecules.
However the key energy differences are the same for (TOTEM)? and (TOTEM)N,
lending reassurance that the fundamental analysis of the dimer model also applies
for larger parallel stacks of ethylene molecules. On the other hand, inclusion of non-
nearest neighbor interactions in the model is expected to yield small contributions
from higher-order Davydov multiplets, even if our simple model captures the main
qualitative aspects of Frenkel excitons in the stack of molecules.

This completes our analytic study of stacked ethylene dimers. In the Sec. 6.5, we
will apply this analysis to stacked pentamers and use it to gain a deeper insight into
how different variations of TD-DFT and TD-DFTB work.

6.3 (TD-)DFT AND (TD-)DFTB

The previous formal section is important for our study of how well state-of-the-
art TD-DFTB calculations can mimic state-of-the-art TD-DFT calculations. In this
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section, we will be more specific about what functionals are used in the present
(TD-)DFT study and what

(TD-)DFTB method was used. As we are testing existant methodology, rather than
presenting new methodology, this section is a review section. We will take advantage
of this to keep our presentation brief (even just schematic) but will refer the reader
back to the original literature or to important review articles. Hartree atomic units

(h=m, = e = 1) are used throughout unless otherwise specified.

6.3.1 DFT

Hohenberg-Kohn-Sham DFT [50, 51| is now so well-known that little needs to be
said about the basics. For those seeking a deeper understanding of the foundations
of DFT, we can recommend Refs. [52, 53, 54|. Our intent here is mainly to go beyond
what is found in those references though some mention of the basics is inevitable.

The fundamental idea of DFT is to replace the real system of N interacting
electrons in an external potential ve with a fictitious system of N noninteracting
electrons in an effective potential v, (s for single electron). We will designate the
orbitals of the noninteracting system as v; and their associated occupation numbers

as n;. These orbitals are orthonormal,
(tilihy) = i - (6.24)

Normally n; is zero or one but fractional occupation is also allowed. The density

matrix for the noninteracting system is then,
v(1,2) = Y (Lt (2) (6.25)

where the numeral ¢ = 1,2, --- stands for the space and spin coordinates of the ith

electron. The density,
p(1) = 7(1,1). (6.26)

is the diagonal element of the density matrix. The electronic energy F is the same
for the real and for the interacting systems. It may be written as the sum of three
terms,

E=E.+FEy+ By, (6.27)

where the core energy,

E.= meimcw : (6.28)
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may be expressed in terms of the core hamiltonian,
~ 1 9
hc = —§V + Vext » (629)

the Hartree energy (also called the classical coulomb repulsion energy),

By = % / / (1) (%) p(2) d1d2, (6.30)

and the remaining terms needed to make the electronic energy ezact are included in

the exchange-correlation (xc) energy,
E,.=F—-FE.—Fy. (6.31)

This term is approximated in practical calculations. We will consider these approxi-
mations very soon. For now, let us note that minimizing £ subject to the orthonor-

mality condition [Eq. (6.24)] leads to an orbital equation,

~

i = e, (6.32)

where

A ~

f - hc + Vg + Uge (633)

on(1) = / (i) o(2) d2 (6.34)

is the Hartree potential and

Here

5E:cc

is the xc potential. Then it is easy to see that the effective potential of the nonin-

(6.35)

teracting system is,
Vg = Vext + VH + Usge - (6.36)

The orbital equation (6.32) must be solved self-consistently because f is orbital de-
pendent. Once self-consistency has been reached, then the energy may be calculated

either using Eq. (6.27) or by using the equation

B= Y nies = 5B+ B [ 0alDp(D)dl (67)

This latter form is used as the basis of DFTB.

Thus far the equations are exact, but useless unless approximations are made.
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The most common approximation is the local (spin) density approximation (LDA)
which assumes that the xc energy density in a nonhomogeneous system such as an
atom, molecule, or solid, is the same as the xc energy density in the homogeneous
electron gas (HEG),

BEPA — [ O (p)p(1)ar. (0.3

The exchange part of ¢l¢ has a simple analytic form [55]. We will use the Vosko-

HEG
xc

Wilk-Nusair parameterization of the correlation part of e [56] in the present
work. Strictly speaking all of our calculations have an explicit dependence on the
spin polarization of the local density. That is, we are using spin DF'T rather than

the original DF'T which depended only on the spinless charge density.

The LDA often gives reasonable molecular geometries but is known to overbind.
For this reason, it has been useful to include inhomogeneities in the density via

generalized gradient approximations (GGAs) of the form,

BSS — [ et (1)) PN (1), 2(1)p(1) d1. (639

where the enhancement factor F,. depends both on the local density and upon the
local reduced gradient,
_ |Vl
- p4/3 )

(6.40)

Relevant GGAs used in our calculations are Becke’s 1988 (B88) exchange GGA
[57, 58|, Perdew’s 1991 correlation GGA [59, 60, 61, 62|, and the Lee, Yang, and
Parr (LYP) correlation GGA [63].

Thus far, the discussion has been limited to pure density functionals — that is,
those that depend only upon the charge density. In 1993, Becke introduced some
“exact exchange” into the xc functional [64] (exact exchange is HF exchange evalu-
ated with DFT orbitals.) He did this based upon an adiabatic connection formalism
and the improvement in computational results was very striking in that time as
they suggested that such (global) hybrid functionals could provide thermochemical
accuracy. Of course, this also leaves the framework of formal Hohenberg-Kohn-Sham
theory [65] and we must now speak of generalized Kohn-Sham theory. In particular,
the xc energy is now a functional of the density matrix E[y] rather than just the

density (F[p]) and the xc potential becomes an xc operator defined by

Daeth(1) = / 5533)7(1, 2)1;(2) d2. (6.41)

Note that the HF exchange-only operator may be regarded as an extreme case of a
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Table 6.1 — Summary of different functionals used in this work. See Eq. (6.47).

Functional 0 ao Qg Qe
HF® 400 1 0 0
LDA 0 0 0 1

B3LYP 0 020 0.72 0.81
CAM-B3LYP 0.33 0.19 0.46 0.81
LRC-LDA 0.4 0 1 0

“Tn the HF case, we also need to drop the EY*"" term.

global hybrid:

0] = = [ [r02 () e e
7(1,2) |

0B, ‘] _ _2(.2) (6.42)
67(2,1) 71,2

Equation (6.37) still holds but with a nonlocal 0,.. We use the B3LYP functional
in the present work [66]. This is the same as the B3P91 functional originally intro-
duced by Becke [64] but with Perdew’s 1991 correlation GGA replaced by the LYP
correlation GGA. Specifically,

By = EP*+ay (ENT — ELPY)
+ axEBSS
+ EPY+a. (BT - ERPY) (6.43)

where the various functionals have been defined above, ¢y = 0.20, a, = 0.72, and
a., = 0.81.

We have emphasized that, in TD-DFT, charge-transfer excitations require the
use of RSHs [36]. These functionals involve the splitting of the electron repulsion

into a short-range (sr) and a long-range (Ir) part,

(s1) (Ir)

1 1 1

— = (—) + (—) . (6.44)
T12 12 12

For convenience in a Gaussian orbital-based program, the separation is made using

the error function,

. B i w12 P ;
erf(purys) = NG e dt. (6.45)
0

We will be using the Coulomb attenuated model (CAM) B3LYP functional [67]
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where,

(i) (sr) 1 — [ag + agerf(puriz)]

r12 12
(L) (Ir) _ aot agerf(urys) (6.46)
r12 r12 7 .

The sr part of the functional is treated by DFT while the Ir part is treated by HF.
The parameter p acts as a range-separation parameter. The specific form of the
CAM-B3LYP functional is,

sr-LDA Ir-HF sr-LDA
Eye = Ez + aO[Ez - Ea: ]
+ axE;r—BSS

+ EYWNS0 | o [ELYPSS _ pVWNSO) (6.47)

The specific parameters of the CAM-B3LYP functional are given in Table 6.1. Also
shown in the table are the values of the parameters which give some of the other
functionals used in this paper. The LRC-LDA functional is the LDA form of the
long-range corrected (LRC) functional of Iikura, Tsuneda, Yanai, and Harao [68].
This is given because the RSH DFTB used in this paper (vide infra) is based upon
the LRC family of RSH functionals, rather than upon the CAM-B3LYP form.

The DFT presented thus far still has one very large failure, namely the lack of
van der Waals (vdW) forces. This is particularly important in organic electronics
because the organic molecules in the condensed phase are primarily held together
precisely by these forces. However, to include vdW forces in ab initio theory, it is
necessary to go beyond HF to at least second order in many-body perturbation
theory (MBPT). Designing a density functional that can handle vdW forces has
been studied and suggestions usually involve some aspect of MBPT. As TD-DFT
resembles a MBPT method, it is perhaps not so remarkable that vdW coefficients for
long-range induced-dipole/induced-dipole vdW forces can be calculated reasonably
accurately via TD-DFT. The difficulty is then how to use TD-DFT (or some other
MBPT approach) and make a computationally efficient method. The present method

of choice, and the one used here, is actually a compromise. This is Grimme’s D3
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correction [4]. It has the semi-emperical form,

CA’B
EVdW - Z Z Sn ~

A,B n=6,8,10, RZ,B |:1 + 6( Ra,B )_Oén:|

A,B
srn Ry’

\/C?’BC?’CC?C (3 cos b, cosbycosb. + 1)

)

A,B,C 3 Rape )™
B.C (RapRpcRca) |1+6

A,B
sr 3R

(6.48)

where the Cs and other vdW coefficients are obtained from TD-DFT [see Ref. [4] for
a more detailed description of the D3 correction and the values of the various terms
in Eq. (6.48)|. Thus this correction may be seen as an interpolation scheme between
DFT and TD-DFT. However E qw enters as a correction which does not enter into
the self-consistent cycle of orbital optimization but instead is added on, after the
fact, as a first-order correction to the self-consistent field energy. Derivatives of E,qw

are included in force calculations and hence in geometry optimizations.

6.3.2 TD-DFT

TD-DFT is the younger sibling of DFT: The founding papers of DFT [50, 51]
were written half a century ago; that of TD-DFT [69] a mere 30 years or so ago.
The interested reader can find more information on TD-DFT in the proceedings of

two summer schools on the topic |70, 71| as well as in two textbooks [72, 73] and in
several recent review articles |74, 75, 76, 2, 77, 78, 79].

The most common application of TD-DFT is to the calculation of electronic
absorption spectra via response theory. There are several ways to do this, including
real-time TD-DFT, but the classic approach is to use “Casida’s equation” (see, e.g.,
pp. 145-153 of the recent textbook, Ref. [73|, or the original reference [80].) This

method is about 20 years old. It consists of solving the pseudo-eigenvalue problem,
X 1 0 X
L | =w -, (6.49)
Y 0 —1 Y

Aigjb = 0ij0ap (€0 — €) + Kiajp
Bia,bj = Kia,bj (650)

A B
A* B*

where
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and the indices refer to excitations from occupied (i and j) to unoccupied (a and b)

orbitals. The coupling matrix is usually evaluated in the adiabatic approximation,

which leads to
e

(Fr(1,2;3,4) + fue(1,2;3,4))
Vr(3)9;(4) d1d2d3d4 (6.51)

X

X

where,

fu(1,2:3,4) = 61— 2)%35(3 —4)
5B,
fﬂ.(l,Q; 3,4) = 57(27 1)57(4,3) . (6.52)

The connection with the formal analysis of the previous section is most easily

accomplished within the Tamm-Dancoff approximation (TDA),
AX =wX . (6.53)

The TDA makes TD-DFT look like configuration interaction with single excitations
(CIS) which is exactly what it is when the TDA is applied to TD-HF. Many of the
strengths and shortcomings of TD-DFT can be understood when the TDA is applied
to the TOTEM to get the singlet excitation energy, wg. In the case of TD-HF,

wg =i — et +2(HL|fy|LH) — (HH|fy|LL), (6.54)

where

(pal falrs) = / / w;u)wq(l)%@w:@)ws(z) d1d2. (6.55)

As Koopmans’ theorem tells us that the HF orbital energies are better suited for
describing ionization and electron attachment than for describing excitations, this
is not such a good expression for local excitations. However it is well suited for
describing CT excitations between two neutral molecules separated by a distance R

as Eq. (6.54) becomes roughly the expected formula,

1
wSZ[_A_E’ (6.56)
as the ionization potential,

I~ —il (6.57)
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and the electron affinity,

Ar T (6.58)
while,
lim (HL|fg|LH) = 0
R—oo
1
lim (HH|fu|LL) =~ —. (6.59)
R— large R

In contrast, for pure density functionals (LDA and GGAs),

ws = DFT _ BFT oI L f [LH) — (HLIfI — fHLH),  (6.60)
where SE
(palfuclrs) = / / GO dld. (661

Since pure DFT orbitals see the same potential, and hence the same number of elec-
trons, for both occupied and unoccupied orbitals, then the orbital energy difference
is not a bad first approximation for local excitation energies. This provides an intu-
itive explanation of why TD-DFT often does better than TD-HF in this case. But,
when we consider charge transfer between two widely separated molecules, Eq. (6.60)
becomes

lim wg~e !t —ept, (6.62)
RrR— large

which not only has the wrong R dependence but often grossly underestimates the
difference between the ionization potential of one molecule and the electron affinity
of the other.

Interestingly, exact TD-DFT with pure density functionals circumvents the CT
problem by introducing a complicated frequency dependence into the xc kernel f,.(w)
which imitates spatial nonlocality at particular values of w. In particular, the time-

dependent exchange-only optimized effective potential method gives [81, 3|,
folea — €) = (ai| fylia). (6.63)

While this formal result is highly interesting and can be implemented, the result is
basically a very complicated DFT-like form of TD-HF. This suggests that it is better
to introduce some exact exchange into our functionals, either through a global hybrid
such as B3LYP or via a RSH such as CAM-B3LYP. The astute reader will note that
the CAM-B3LYP functional has the wrong asymptotic behavior for CT excitations.

Nevertheless, it remains a popular compromise for calculating excitation energies
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(e.g., see the DFT popularity poll [82]). However the LRC-type of RSH functional
does have the correct asymptotic behavior and is the basis of the lc-DFTB functional

described below.

6.3.3 DFTB

DFT scales formally as O(N?) with the number of atoms N in the system. De-
pending upon the functional, its formal scaling may be reduced to O(N?), but that
still limits the usefulness of DFT. To go to still larger systems or resource intensive
dynamics calculations, semi-empirical methods which use only O(N?) integrals are

useful.

Semi-empirical methods have a long history in quantum chemistry. Originally re-
stricted to the 7 electrons of conjugated systems, semi-empirical methods had been
extended to all the valence electrons of a molecule by 1970 (the date of the classic
text of Pople and Beveridge on this subject [83]). Ref. [84] provides a more up-to-
date review of semi-empirical methods in quantum chemistry. A constant question
with semi-empirical methods has been the physical meaning of the parameters used
and how to assign them values. DF'TB is specifically designed to approximate DFT
with no more than two-centers integrals and no more than valence orbitals. In so
doing, “the use of [DFT| removed at a stroke much of the problem of fitting pa-
rameters” |85]. The result resembles a less accurate (because less rigorous) form
of DFT. Nevertheless the efficiency of DF'TB makes it a highly desirable feature
and most quantum chemistry packages include some form of DFTB. No attempt
is made here to give a thorough review of all the different flavors of DFTB, but
we will review the main points and refer the reader to the literature for additional
information [86, 87, 88]. In particular, a very nice explanation of DFTB is given in
Ref. [86].

The original form of DFTB [89], was a noniterative one-shot calculation resem-
bling Hoffmann’s extended Hiickel method [90, 91, 92, 93]. The basis consists of the
valence orbitals of isolated atoms calculated in a confining potential to ensure that
those atomic orbitals remained local. It is important to keep track of the atom I on

which resides the atomic orbital (AO) pu. We will denote this basis function as

Xul = Xpel » (664)

where the left-hand side is a shorter form of the right-hand side. The density is the



168 CHAPTER 6 : Davydov-Type Excitonic Effects

superposition of atomic densities,
po=> . (6.65)
i
The nuclear attraction term is separable,

Vext[po] = D valpf] (6.66)

I

and the Hartree potential is also separable,

valpo) =D vrlp], (6.67)

1

while the xc potential is assumed separable,

Vaelpo] = Y vaelpf] | (6.68)

1

which is a reasonable approximation for pure density functionals (LDA and GGAs).

~

The matrix elements of the orbital hamiltonian (f) are calculated as,

urlt + 0P, ) =€ s T=J
f,u,I,VJ = < l{| néxc | nIZXC ! , (669)
Xurlt + 07+ 05 Do) 5 T# T
where .
t=—-V? (6.70)
2
is the kinetic energy operator and
VF = ]+ vm[pf] + vl (6.71)

This is known as the “potential superposition approximation.” A popular alternative
is the “density superposition approximation” where vi[p9] + vic[pY] is replaced with
v*[pY + pY], hence reducing reliance on the assumption of a separable xc¢ potential.

Note that Eq. (6.70) involves only two-center integrals and

fu[,u[ - 6u,l/€2] ) (672)

where ¢€,; is the AO energy for the isolated atom. This suffices for setting up the
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matrix form of the orbital equation,
fc; = e8¢, (6.73)
and hence to calculate the band structure (BS) part of the total energy,

Bps = > nie; . (6.74)

Of course, this neglects important terms on the right-hand side of Eq. (6.37),

known in DFTB as the repulsion energy,

1

Erep = _§EH + Exc — /ch(l)p<1) dl. (675)

It is a fundamental tenant of DFTB that this energy can be expanded as a set of

pairwise potentials between different atom types,

rep Z V} o RI J (676)

I<J

Finding and tabulating good transferable pair repulsion potentials V; ;(R; ) is a
major part of DFTB.

An important extension of DFTB is the addition of a self-consistent charge (SCC)
term, Foy1, accounting for charge density corrections dp beyond the original superpo-
sition of atomic densities approximation py. This correction may be through second-
[94] or third-order [95]. For simplicity, we describe only the second-order correction

here. We seek a semi-empirical approximation to

Euu = 5 / / 5p(1) (fir(1,2) + fuu(1,2)) 3p(2) d1d2. (6.77)

This is accomplished by extensive use of two approximations. The first is Mulliken’s

approximation for use in approximating electron repulsion integrals (ERIs) [96],

* Sul,vJ * *
X (Dxws (1) &~ =57 O (Dxer (1) + X5, (Dxea (1) (6.78)
which leads to
Zqﬁxfd Xpur(1) . (6.79)
where .
C];}S - 5 Z (C;[,TSMI,VJCVJ,S + C[AI,SSMI7VJCZJ’7-) (680)

vJ
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is a Mulliken transition charge. The second approximation is the gamma approxi-

mation
Xy (D)X (1) =~ gr(1) (6.81)

where g; is an s-type function centered on atom I. The restriction to s-type functions
is needed to solve a classic rotational invariance problem in semi-empirical theories
(pp. 60-63 of Ref. [83]). (In more recent programs, g; may be replaced with s-
type functions gy, allowing g;; to be different for different values of the angular
momentum quantum number of x,; [97].) Together Mulliken’s ERI approximation

and the gamma approximation lead to the auxiliary-function expansion

Ur(WYs(1) = ) ar"gr(1), (6.82)

where

=Y _q. (6.83)

pnel

The name “gamma approximation” comes from the integral,

where,
fH(lvz) = TL
7(52]3;,;C
fee(1,2) = 5p(1)op(2) (6.85)

which means that the density is
p(1) = nai (Dea(1) = Y argi(1) (6.86)
i I
where the Mulliken charge on atom I is

a=Y  dmn. (6.87)

pel

The second-order SCC becomes

1
Eeou(R) = 3 ZW,J(RLJ)AQIAC]J : (6.88)
I,
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where Agq; is the Mulliken charge fluxtuation on atom I because

dp(1) ~ Z Aqrgr(1). (6.89)

Sometimes the diagonal elements v; ; are calculated using some variation on Paris-
er’s observation [98] that it should be equal to the difference between the ionization
potential and electron affinity of atom /. This suggests that DF'TB may work partic-
ularly well for calculating ionization potentials and electron affinities and this does
seem to be the case [99], although the cited reference points out that DFTB was not
parameterized to fit a single specific property, but rather to behave like DFT across

a broad range of properties.

The SCC correction to the orbital hamilonian matrix,

Sulv
Jutws = “;’ 2N (v + i) A (6.90)
K

is obtained in the usual way by variational minimization of the energy,
E = EBS + Erep + Ecoul + EVdW . (691)

Note that we have added Grimme’s D3 vdW correction to the DFTB energy formula
as this is an important addition used in the present paper. Adding in this vdW term

requires no essential changes in the DFTB formalism.

The construction of global hybrid and RSH versions of DE'TB is now straightfor-
ward with appropriate modifications of the gamma integral. For example, to make
the HF form of DFTB, both the xc parts of Egs[po| and of Ee,[dp] must be replaced

by the semi-empirical forms:

- / / 0r(1) fir(1,2)g,(2) d1d2.
J = Zm(ii|fH|jj)”j :ZQI%,JC]J,

1,J

i, I1,J 2,]
(6.92)

The first version of RSH DFTB seems to be that of Niehaus and Della Sella [100].
This was followed by an implementation by Niehaus [101] (see also Ref. [102]) and
by Humeniuk and Mitri¢ [103, 104]. We will be using the latter form which was
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parameterized to behave like a LRC version of their DFTB method which, itself,
was parameterized to behave like PBE DFT. We will refer to the resultant method

as lc-DFTB following Humenuik and Mitri¢ and we will see that it behaves not
unlike CAM-B3LYP DFT. The long-range y-matrix is given by,

V}Y,J(RI,J; w) = erf(uRr ;) vr,0(Rr.g) (6.93)

where ;1 = 1/Rpay is the usual range-separation parameter. Humeniuk and Mitri¢
also neglect the long-range contribution to Egg on the grounds that the zero-order
system “already accounts for all interactions between electrons in the neutral atoms”
[104].

6.3.4 TD-DFTB

Niehaus et al. were the first to extend DFTB to TD-DFTB [105, 97, 106, 107|.
This is greatly facilitated by the observation that the TD-DFT coupling matrix is
already approximated in the E.,y term of TD-DFTB. This allows the A and B
matrices in Casida’s equation to be written out in TD-DFTB form. The TD-DFTB

coupling matrix is given by
Kpgrs Z a"raqy (6.94)

with 7, ; defined as in Eq. (6.84). For a detailed treatment of spin and separation
into singlet and triplet blocks, see e.g., Ref. [108]. The dipole matrix elements needed

to calculate oscillator strengths are calculated as
(tp|T10g) Z Rrgp?. (6.95)

Other implementations include that of Ref. [109]. We will be using the TD-1c-DFTB
described in Refs. [103, 104].

6.4 Computational Details

Two programs were used to carry out the calculations reported in this paper,
namely GAUSSIANO9 [110] for DFT and TD-DFT calculations and DETBABY [103,
104] for DFTB and TD-DFTB calculations. Note that, although GAUSSIANO9 does
have the ability to carry out DF'TB calculations, only DF'TBABY allows us to carry
out state-of-the-art TD-lc-DFTB calculations. We will first describe the options used
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Figure 6.14 — Pentacene carbon numbering.

with each program in more detail. We will then go on to describe how the programs
were used in structural and spectral studies.

GAUSSIAN09 [110] calculations may be described in terms of a “theoretical model”
(p. 5, Ref. [111]) which is fully specified, in our case, by indicating for an excited-
state (i.e., TD) calculation, the the choice of functional and the orbital basis set.

This is conveniently expressed in expanded notation as
(TD-)DFA1/Basisl//DFA2/Basis2

(p. 96, Ref. [111]), where DFA2 is the density-functional approximation used for the
geometry optimzation and Basis2 is the corresponding basis set used for the geometry
optimization, and DFA1 is the density-functional approximation used used for the
TD-DFT calculation and Basisl is the corresponding orbital basis used in the TD-
DFT calculation. The density-functionals used (LDA, B3LYP, HF, CAM-B3LYP
with or without Grimme’s D3 correction) were described in the previous section.
Two orbital basis sets were used here, namely the the minimal STO-3G basis set
[112, 113]| and the much more flexible 6-31G(d,p) split-valence (hydrogen [114], car-
bon [115]) plus polarization basis set [116]. An example of the expanded notation is
that TD-CAM-B3LYP/6-31G(d,p)//D3-CAM-B3LYP/6-31G(d,p) means that the
geometry of the molecule was optimized using the 6-31G(d,p) basis set using the
CAM-B3LYP functional with the D3 dispersion correction. Then a TD-DFT calcu-
lation was carried out at that geometry using the 6-31G(d,p) orbital basis set and
the CAM-B3LYP functional. Often we will use a shorter nomenclature when the
details of the theoretical model are clear from context.

DEFTBABY [103, 104] was used to carry out lc-DFTB and TD-le-DFTB calcu-
lations. The values for the confinement radius ry and the Hubbard parameter Uy
that were used to parameterize the electronic part of DF'TB are shown in Table
I of Ref. [103]. The parameter for the lc correction was set to R = 3.03 bohr so
= 1/R). = 0.33, which is a reasonable compromise between p = 0.33 used in the
CAM-B3LYP functional and ¢ = 0.4 used in the LRC family of functionals.

Our structural calculations started with initial x-ray crystallography geometries
taken from the Crystallography Open Database (COD) [117, 118]. We will use the
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Figure 6.15 — The configurations of the five models of parallel stacked pentacene (Pn
stands for n parallel stacked pentacenes).

standard numbering of pentacene carbon shown in Fig. 6.14. We first optimized the
monomer geometry and calculated its absorption spectrum at each level. Vibrational
frequencies were calculated to make sure that the optimized structures were true
minima. We then went on to study an ideal parallel stacked model in which B3LYP /6-
31G(d,p) optimized monomers were m-stacked vertically face-to-face with a fixed
distance R between them (Fig. 6.15). The distance R was optimized for the tetramer
using different methods and then this distance was used in studying stacks of different
sizes. Finally we studied calculated absorption spectra for cluster models cut out of

the experimental herringbone structure without any geometry optimization.

6.5 Results

Our goal in this section is to evaluate state-of-the-art (TD-)DEFTB calculations
of excitons in pentacene aggregates with state-of-the-art (TD-)DFT calculations on
the same systems. We would also like to get a feeling for the relative importance of
ET versus CT excitons. This involves three levels of calculation on three classes of
systems. The three levels of calculation are first high-quality (TD-)DFT/6-31G(d,p)
calculations aimed at obtaining good quality reference calculations which can be
compared to experiment as a reality check. The second type of calculation consists
of minimum basis set
(TD-)DFT/STO-3G calculations as our ultimate goal is to evaluate the third method,
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Figure 6.16 — Simple Hiickel molecular orbital theory results for the pentacene
monomer.

namely the minimal basis set semi-empirical (TD-)DFTB method. The systems con-
sidered are first an isolated gas phase pentacene molecule, second a series of parallel
stacked pentacene molecules as these parallel the theory already presented in Sec. 6.2,

and lastly a subunit of the known structure of crystalline pentacene.

6.5.1 Monomer

Although our primary interest here is in the absorption spectrum of the monomer,
it is useful to begin with a review of the molecular orbitals (MOs). Figure 6.16 shows
the result of a simple Hiickel MO calculation with the SHMO calculator [119]. MO
symmetries have been assigned following the recommended TUPAC nomenclature
[44, 45] and the symmetry of the expected lowest energy excitations have been
assigned.

The monomer geometry has been optimized at the LDA /STO-3G, LDA /6-31G(d,p),
B3LYP/STO-3G, B3LYP/6-31G(d,p), CAM-B3LYP/STO-3G, CAM-B3LYP/6-31G(d,p),
DFTB, and 1c-DFTB levels of theory. The orbitals at the resultant optimized gome-
tries have been visualized (e.g., Fig. 6.17) and are found to be qualitatively similar
to those obtained from simple Hiickel MO theory. This is important as it is then rela-
tively easy to make a connection between the results of stacked pentacene molecules
and the theoretical discussion of Sec. 6.2 for stacked ethylene molecules.

Figure 6.18 compares the calculated monomer absorption spectra with the exper-
imental spectrum measured in tetrahydrofuran (data obtained by plot digitization
[120] of Fig. 1 of Ref. [121]). Note that TD-DFT and TD-DFTB (and TD-1¢-DFTB)

calculations give qualitatively similar spectra in terms of the number and spacing of
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Figure 6.17 — Pentacene monomer B3LYP /6-31G(d,p) MOs.

peaks, though not all peaks are shown in Fig. 6.18. Our concern is primarily with
the lowest energy (i.e., longest wavelength) transitions.

Let us first look at the TD-DFT calculations with the 6-31G(d,p) basis set using
different functionals. The TD-LDA /6-31G(d,p) spectrum is red-shifted with respect
to the experimental spectrum. The TD-B3LYP /6-31G(d,p) spectrum, which includes
some HF exchange via a global hybrid, brings us closer to the experimental spectrum.
Finally the TD-CAM-B3LYP/6-31G(d,p) spectrum, which includes even more HF
exchange to decribe the long-range part of the electron-electron repulsion, matches
the experimental spectrum very well. Of course, this should be taken with a certain
amount of scepticism because the experimental spectrum is measured in solution
while the theoretical calculations are for the gas phase and neglect any vibrational
contributions.

Let us now turn to the TD-DFTB and TD-1c-DFTB calculations. Since these are
semi-empirical calculations, they are expected to be similar to TD-DFT/STO-3G
calculations in that DFTB calculations are parameterized assuming a minimal basis
set. This might be expected to show up in the number of underlying degrees of
freedom and hence in the complexity of the calculated absorption spectra. Indeed
this does seem to be the case in that the longest wavelength TD-CAM-B3YLP /6-
31G(d,p) peak shows more complexity than does the longest wavelength TD-lc-
DFTB or TD-DFTB peak. (This difference is not visible in Fig. 6.18, but rather
in the underlying stick spectra.) However the TD-le-DFTB and TD-DFTB spectra
are red-shifted compared to the correspondingly TD-DFT/STO-3G spectra. This
brings the TD-DFTB spectrum in remarkably good correspondance with the TD-
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Figure 6.18 — Pentacene monomer absorption spectra: (a) TD-LDA, TD-DFTB,
and experiment; (b) TD-B3LYP, TD-DFTB, and experiment; (¢) TD-CAM-B3LYP,
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tetrahydrofuran. Intensities are in arbitrary units.
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Table 6.2 — Monomer lowest energy peak '(H,L) calculated with various methods.

Method
State  f (unitless) A (nm) AE (eV)
TD-LDA/6-31G(d,p)//LDA/6-31G(d,p)
1By, 0.0234 744 1.67
TD-LDA/STO-3G//LDA/STO-3G
1By, 0.0325 279 2.14
TD-B3LYP/6-31G(d,p)//B3LYP/6-31G(d,p)
1By, 0.0415 633 1.96
TD-B3LYP/STO-3G//B3LYP/STO-3G
1By, 0.0596 492 2.52
TD-DFTB//DFTB
1'By, 0.1594 646 1.92
TD-CAM-B3LYP/6-31G(d,p)//B3LYP /6-31G(d,p)
1By, 0.0750 534 2.32
TD-CAM-B3LYP/STO-3G//CAM-B3LYP/STO-3G
1By, 0.1070 412 3.01
TD-1c-DFTB//1c-DFTB
1By, 0.3212 Y} 2.40
HF/6-31G(d,p)//B3LYP/6-31G(d,p)
1By, 0.1436 491 2.53
HF /STO-3G//B3LYP/6-31G(d,p)
1By, 0.2279 357 3.47

B3LYP/6-31G(d,p) spectrum and the TD-le-DFTB spectrum in remarkably good
correspondance with the TD-CAM-B3LYP/6-31G(d,p) spectrum.

Some rough assignments are given, based upon MO contributions to the TD-DF'T
and TD-DFTB (or TD-le-DFTB) coefficients. The lowest energy peaks (Table 6.2)
are singlet HOMO — LUMO transitions ['(H,L)]. The *(H,L) TD-CAM-B3YLP/6-
31G(d,p) peak is at 534 nm, which may be compared with the corresponding exper-
imental value of about 540 nm from gas phase spectroscopy [122] and spectroscopy
of isolated pentacene molecules in rare gas matrices [123]. The next lowest energy
peaks have mixed '(H-2,1) and !(H,L+2) character as we have mentioned (Sec. 6.2)
often occurs in the excitation spectra of m-conjugated molecules.

It is especially important to confirm our !(H, L) peak assignment. Figure 6.19
shows the natural transition orbitals (NTOs) associated with the lower energy peak
in the spectrum. Comparison with the nodal structure in Figs. 6.16 and 6.17 confirms
that this is indeed the '(H, L) transition.

Notice that there is a close analogy between the TOTEM model in ethylene and
that of pentacene. In particular, the part of the H and L MOs on carbons 6 and 13 in

pentacene (see Fig. 6.14) corresponds to a 7* — 7. This is sufficiently analogous to
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Figure 6.19 — Monomer NTOs and renormalized coefficient: TD-B3LYP/6-
31G(d,p)//B3LYP/6-31G(d,p) 633 nm.

the 7 — 7* transition in ethylene that essentially the same theoretical analysis goes
through for pentacene as for ethylene and we will make great use of this observation

in the next subsection.

6.5.2 Stacking

We are concerned with the model of equally-spaced stacked pentacenes shown in
Fig. 6.15. This model, though far from the observed herringbone structure of solid
pentacene, is interesting because of its obvious analogy to graphite and because
it may be readily compared with the model of equally-spaced stacked ethylenes

discussed in the previous section.

6.5.2.1 Intermolecular forces

Equally-spaced parallel stacked pentacenes were prepared by optimizing the in-
termolecular distance for stacked tetramers without reoptimizing the individual
molecules. The tetramer stacked structure is expected to be bound together by van
der Waals forces at a distance similar to that in graphene, namely about 3 A [124].

Figure 6.20 shows the resultant PES for molecules without dispersion correction.
As a general rule, DFT can only describe forces between atoms in regions of space
where the electron density is significant. Uncorrected DF'T is usually unable to de-
scribe van der Waals binding as such binding takes place at intermolecular distances
where the molecular densities do not overlap significantly. As seen in Fig. 6.20,
LDA /6-31G(d,p) shows an accidental minimum at about 3.65 A but LDA/STO-3G
does not bind. The other functionals do not bind whichever basis is used. DF'TB
also does not bind, but it is less repulsive than the other calculations shown here.

Figure 6.21 shows the improved curves obtained using Grimme’s D3 dispersion
correction. The minima are located at at about 3.7 A for B3LYP+D3, at about 3.72
A for CAM-B3LYP-+D3, and at about 3.1 A for DFTB+D3. Optimized intermolec-

ular distances are summarized in Table 6.3.
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Figure 6.20 — Pentacene tetramer potential energy surfaces without dispersion cor-
rection: (a) LDA and DFTB; (b) B3LYP and DFTB; (¢) CAM-B3LYP, le-DFTB.
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Figure 6.21 — Pentacene tetramer potential energy surfaces without dispersion cor-
rection: (a) B3LYP+D3 and DFTB+D3; (b) CAM-B3LYP+D3, 1e-DFTB+D3.

Table 6.3 — Intermolecular distances obtained for the tetramer of parallel stacked
pentacene molecules.

Method Distance (A)
LDA/STO-3G 3.7
LDA /6-31G(d,p) 3.6
B3LYP+D3/STO-3G 3.5
B3LYP +D3/6-31G(d,p) 3.68
CAM-B3LYP+D3/STO-3G 3.5
CAM-B3LYP 4 D3/6-31G(d,p) 3.72
DFTB+D3 3.1

le-DFTB+D3 3.1
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Figure 6.22 — Dimer NTOs and renormalized coefficients: (a) TD-B3LYP/6-
31G(d,p)//D3-B3LYP/6-31G(d,p) 621 nm, (b) TD-B3LYP/6-31G(d,p)//D3-
B3LYP/6-31G(d,p) 735 nm.

6.5.2.2 Energy versus charge transfer

Now that we have determined an optimal stacking distance (namely 3.71 A),
we can use the analogy to stacked ethylenes developed in the previous section to
estimate the relative contributions of CT versus ET in the exciton model. This is
possible by concentrating on the central part (carbons 6 and 13 of Fig. 6.14) of the
H(by,) and L(bs,) MOs in Fig. 6.16. This part of the pentacene H(by,) MO resembles
the ethylene 7* MO while the pentacene L(bs,) MO resembles the ethylene 7 MO
(Fig. 6.2). Figure 6.19 shows a side view of the pentacene H — L transition. Looked
at this way, the only important difference between the MOs for stacked pentacenes
and the MOs for stacked ethylenes is that one MO diagram is the inverse of the
other (i.e., bonding and antibonding orbitals have been interchanged).

Figure 6.22 shows the stacked pentacene dimer MOs which may be compared
with the stacked ethylene dimer MOs (Fig. 6.4). It is easy to identify the coefficient
c1 for the '(H, L + 1) configuration and the coefficient ¢, for the '(H — 1, L) con-
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Table 6.4 — Relative percentages of C'T and ET excitonic transitions to the principle
transition for two parallel stacked pentacenes as a function of method. See Eq. (6.5).
DS is the Davydov splitting between the CT and ET excitonic transitions.

Method
State  f (unitless) A (nm) AFE (eV) ET? CTP
TD-LDA /6-31G(d,p)//LDA/6-31G(d,p)
1'By, 0.0002 1033 1.20 0.3% 99.%
2B, 0.0322 733 1.69 99.% 0.3%
DSy = 0.49 eV
TD-LDA/STO-3G//LDA/STO-3G
1'Bi, 0.0000 818 1.52 0.005%  99.%
2'B1. 0.0499 572 2.17 99.%  0.005%
DS, = 0.65 eV
TD-B3LYP/6-31G(d,p)//B3LYP+D3/6-31G(d,p)
1'Bi, 0.0005 735 1.69 2% 98.%
2B, 0.0576 621 2.00 98.% 2%
DSy = 0.31 eV
TD-B3LYP/STO-3G//B3LYP+D3/STO-3G
1'Bi, 0.0000 604 2.05 0.02%  99.%
2B, 0.0897 484 2.56 99.%  0.02%
DS, = 0.51 eV
TD-DFTB//DFTB+D3
1'Bi, 0.0001 872 1.42 0.05%  99.%
2B, 0.2831 634 1.96 99.%  0.06%
DS, = 0.54 eV
TD-CAM-B3LYP/6-31G(d,p)//B3LYP+D3/6-31G(d,p)
1'Bi, 0.1036 523 2.37 97.% 3.%
2B, 0.0033 489 2.54 3.% 97.%
DSy = -0.17 eV
TD-CAM-B3LYP/STO-3G//CAM-B3LYP+D3/STO-3G
1'Bi, 0.0004 423 2.93 0.2% 99.%
2B, 0.1628 404 3.07 99.% 0.2%
DS, = 0.14 eV
TD-1e-DFTB//le-DFTB+D3
1'Bi, 0.5782 495 2.50 99.8%  0.24%
2B, 0.0013 451 2.75 0.21%  99.8%
DSy — -0.25 eV
TD-HF/6-31G(d,p)//B3LYP+D3/6-31G(d,p)
1'Bi, 0.2087 474 2.62 99.%  0.07%
2B, 0.0002 332 3.73 0.06%  99.%
DS, = -1.11 eV
TD-HF /STO-3G//B3LYP+D3/6-31G(d,p)
1'Bi, 0.3557 347 3.58 99.%  0.01%
2B, 0.0001 282 4.40 0.01%  99.%
DSy = -0.82 eV

Aep 4 02)2/2. P(c) — 2)?/2.
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Figure 6.23 — Comparison of exciton diagrams for different functionals using the
data from Tables 6.2 and 6.4.

figuration. Table 6.4 shows how the excitations split into a bright ET exciton and
a much darker CT exciton. The energy splitting DS = ET - CT is the Davydov
splitting. Kasha’s exciton model (Fig. 6.7) predicts a positive DS and this is ex-
actly what is seen in our TD-LDA /6-31G(d,p), TD-LDA/STO-3G, TD-B3LYP/6-
31G(d,p), TD-B3LYP/STO-3G, TD-CAM-B3LYP/STO-3G, and TD-DFTB calcu-
lations. However, improving the description of charge transfer by adding more HF
exchange leads to negative values of DS in the TD-CAM-B3LYP/6-31G(d,p), TD-
HF/6-31G(d,p), TD-HF/STO-3G, and TD-le-DFTB models and a very different
picture of exciton coupling (Fig. 6.23). Careful rereading of the classic exciton the-
ory article of Kasha, Rawls, and El-Bayoumi [8] reveals that they took into ac-
count only dipole-dipole interactions but not charge transfer effects. As these charge
transfer effects are implicit in our calculations, we may explain the observation that
Hartree-Fock exchange leads to CT excitonic states of higher energy than ET states
by the large amount of energy needed to separate charges. Interestingly the DS ob-
tained from TD-DFTB//D3-DFTB resembles most closely that obtained with the
TD-B3LYP/STO-3G//D3-B3LYP/STO-3G or TD-LDA /STO-3G//D3-LDA/STO-
3G, consistent with the idea that the DS is primarily determined by the overlap
which is too small when a minimal basis set is used. The situation changes markedly
in going to the long-range corrected functionals. Here the TD-lc-DFTB DS is closer
to the TD-CAM-DFTB/6-31G(d,p) DS than to the TD-CAM-DFTB/STO-3G DS.

Tables 6.5, 6.6, 6.7, 6.8, and 6.9 apply the analysis of Sec. 6.2 to the equally-spaced
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Table 6.5 — Relative percentages of C'T and ET excitonic transitions to the principle
transition for three parallel stacked pentacenes as a function of method. See Eq. (6.8).
DS is the Davydov splitting between the lowest energy CT and the highest energy

ET excitonic transitions.

State

Method

f (unitless) A (nm)

AFE (eV)

118y,

21 By,

3B,

418,

TD-T.DA/6-31G(d,p)//T.DA /6-31G(d,p)

0.0000 2444 0.51
Analysis
1009% 1(H,IJ)
0% 2 (ET12%*ET23)/\@
0% b (V3/2)|ET15-(1/3)(ET 12+ ETs3)]
0% © (CT12+CTas)/V2
0% 4 CTys
0% 1(H-2,T.42)
0.0002 1040 1.20
Analysis
0% T(H,I)
8.9% @ (ET12+ET23)/\@
2.9%"*  (V3/2)[ET15-(1/3)(ET 12+ ETa23)]
81.9% © (CT2+CTo3)/V2
6.3% 4 CT3
0% 1(H—2,L t 2)
0.0003 950 1.30
Analysis
0% T(H,I)
1.2% 2 (ET12+ET23)/\@
34.2% % (V3/2)[ET13-(1/3)(ET 2 +ETs3)]
T-6%¢° (CT12+CTas)/V2
54.6% 9 CT3
2.3% 1(H-2,L+2)
0.0405 730. 1.70
Analysis
0% T(H,L)
80.6% * (ET12+ET23)/V3
19.1% P (V3/2)[ET15-(1/3)(ET 12+ ET23)]
0.3% ¢ (CT12+CTaz) /2
0.02% 49 CT3
0% 1(H-2,L+2)

DS; — 0.50 eV

1B,

2' By,

318,

41 By,

TD-LDA/STO-3G//LDA/STO-3G

0.0000 1024 1.21
Analysis
88.4% T(IL,L)
0.19% 2 (ET12+ET23)/vV3
3.5%"  (V3/2)[ET15-(1/3)(ET12+ETas)|
2.3% ¢ (CTi2+CTa3)/V2
5.7% 4 >Tas
0% 1(H-2,L+2)
0.0000 816 1.52
Analysis
0% T(H,L)
0.3% = (ET12+ET23)/V3
7.3%% (V3/2)[ET15-(1/3)(ET12+ETs3)]
79.7% (CTi2+CTo3)/V2
12.7% 4 CTis
0% 1 (H-2,L.+2)
0.0000 754 1.64
Analysis
7 2% T(H,L)
0.1% = (ET12+ET23)/V3
39.2% P (V3/2)[ET13-(1/3)(ET12+ETs3)]
22.8% © (CTi2+CTa3)/V2
4.1% 4 CTis
26.7% (H-2,L+2)
0.0664 571 2.17
Analysis
0% T(H,L)
78.5% @ (ET1>:+ET23)/V3
21.4% " (V3/2)[ET13-(1/3)(ET 12+ ETa3)]
0.05% © (CTi2+CT23)/V2
0.05% 9 >Thaa
0% 1(H-2,L.+2)

DS; — 0.65 eV

a(302 + 203 + 304)2/24. b26§/3 C(CQ — 04)2/2. d(CQ — 263 + 64)2/8.
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Table 6.6 — Relative percentages of C'T and ET excitonic transitions to the principle
transition for three parallel stacked pentacenes as a function of method. See Eq. (6.8).
DS is the Davydov splitting between the lowest energy CT and the highest energy
ET excitonic transitions.

State

1B,

21 By,

31'Bi.

41 By,

Method
f (unitless) A (nm) AFE (eV)
TD-B3LYP/6-31G(d,p)//B3LYP+D3/6-31G(d,p)
0.0001 1220 1.02
Analysis
100.0% T(H,L)
0% = (ET12+ETa23)/V3
o% P (V3/2)|[ET13-(1/3)(ET 12+ ETa3)]
0% © (CT12+CTaz)/V2
0(7*0 d CT13
0% 1(H-2,L+2)
0.0006 734 1.69
Analysis
0% T(H,L)
0.8% > (ET12+ETa23)/V3
0% ® (V3/2)[ET13-(1/3)(ET 12 +ET23)]
98.8% ¢ (CT2+CTa3)/V2
0.3% 4 CThs
0% 1(H—2,L t 2)
0.0012 657 1.89
Analysis
0% T(IL,L)
0.6% » (ETi12+ET23)/V3
39.7% P (V3/2)|[ET15-(1/3)(ET 12+ ETa3)]
0.2% ¢ (CT12 1 CT23)/\@
59.5% 4 CThs
0% 1(H-2,L+2)
0.0723 618 2.01
Analysis
0% I(H,L)
82.9% @ (ET2+ET23)/V3
15.8% " (V3/2)[ET15-(1/3) (ET12+ETa3)|
0.9% ¢ (CTq2+ CTZ:;)/\@
0.4% 4 CThs
0% 1(H-2,L+2)

DS; — 0.32 eV

1B,

218,

3'B1.

41 B,

TD-B3LYP/STO-3G//B3LYP + D3/STO-3G

0.0001

0.0000

0.0003

0.1180

801 1.55
Analysis
100% T(H,L)
0% > (ET12+ET23) /3
0% P (V3/2)[ET15-(1/3) (ET12+ET23)]
0% © (CT12+CTa3) /2
0% 9 >Tas
0% 1(H-2,L+2)
602 2.06
Analysis
0% T(H,L)
0.0% » (ET12+ET23) /3
0% P (V3/2)[ET13-(1/3)(ET 12+ ETa3)]
100.0% © (CT12+CT23)/V2
0.0% 4 CT3
0% 1(H-2,L.+2)
539 2.30
Analysis
0% T(H,L)
7.0% (ET12+ET23) /3
79.6%°  (V3/2)[ET5-(1/3)(ET 12+ ETs3)]
0.0% (CT12+CTas)/V2
13.4% 4 CTy3
0% 1(H-2,L.+2)
482 2.57
Analysis
0% T(H,L)
82.9% @ (ET2+ET2)/V3
17.1% " (V3/2)[ET13-(1/3)(ET 12+ FETa3)]
0.0% ° (CT12+CTas)/V2
0.0% 4 CTy3
0% 1(H-2,L.+2)

DS; — 0.51 eV

3(3cy + 23 + 3¢4)%/24. P2c2 /3. (o — ¢4)?/2. Heg — 23 + ¢4)?/8.
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Table 6.7 — Relative percentages of C'T and ET excitonic transitions to the principle
transition for three parallel stacked pentacenes as a function of method. See Eq. (6.8).
DS is the Davydov splitting between the lowest energy CT and the highest energy

ET excitonic transitions.

Method
State  f (unitless) A (nm) AFE (eV)
TDO-DFITB//DFTB D3
118y, 0.0000 1606 0.772
Analysis
86.9% T(H,L)
1.6% 2 (ET12+ET23)/V3
6.6% " (V3/2)[ET15-(1/3)(ET 12+ ET23)]
0% © (CT12+CTas) /2
4.9% 4 CT3
0% 1(H-2,1.+2)
21 B, 0.0002 872 1.42
Analysis
0% T(H,1)
0.01% = (ET12+ET23)/V3
0% ° (V3/2)[ET15-(1/3) (ET12+ET23)]
99.9% © (CT12+CTa3)/V2
0.03% 4 CTy3
0% 1(H-2,L+2)
31 By, 0.0004 819 1.51
Analysis
0% (H,1)
6.0% * (ETi2+ET53)/V3
39.8% P (V3/2)[ET13-(1/3)(ET 15 +ETa3)]
7.5%¢° (CT12+CTa3)/V2
46.7% 4 CT,3
0% 1(H-2,L+2)
4B, 0.4122 624 1.99
Analysis
0% HGHED)
4.2% 2 (ET12+ET23)/V3
47.6% " (V3/2)[ET13-(1/3)(ET 2 +ET);)]
40.3% © (CT12 t CTQS)/\@
7.9% 4 CTy3
0% 1(H-2,L+2)

DS; — 0.57 eV

TD-CAM-B3LYP,/6-31G(d,p)//B3LYP + D3/6-31G(d,p)

118, 0.0005 764 1.62
Analysis
94.5% T(H,L)
0.7% (ET 12 +ETa3)/V3
2.7%"® (V3/2)[ET13-(1/3)(ET12+ET3)]
0% © (CT12+CT23)/\@
2.0% ¢ 13
0% 1(H-2,L+2)
2183, 0.1301 520 2.38
Analysis
0% I(H,L)
74.4% * (BT 12+ET23)/V3
20.6% P (ﬁ/Q)[ETl;;‘(l/S) (ET12+ETs3)]
4.9% © (CT12+CT23)/V2
0.06% < CTy3
0% 1(H-2,L+2)
318, 0.0074 489 2.53
Analysis
0% T(H,L)
4.5% = (ET12+ET23)/V3
0% ® (V3/2)[ET13-(1/3) (ET12+ETa3)]
94.0% © (CT2+CTa3)/V2
1.5% 4 CTys
0% 1 (H-2,L+2)
41 B, 0.0001 435 2.85
Analysis
1.2% T(H,L)
2.0% 2 (ET 12 +ET23)/V3
22.9% b (V3/2)[ET13-(1/3)(ET12+ETs3)]
7.9% €© (CT12+CTas)/V2
40.3% 9 S T3
22.7% L(H-2,L+2)

DS; — -0.15 eV

a(302 + 203 + 304)2/24. b26§/3 C(CQ — 04)2/2. d(CQ — 263 + 64)2/8.
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Table 6.8 — Relative percentages of C'T and ET excitonic transitions to the principle
transition for three parallel stacked pentacenes as a function of method. See Eq. (6.8).
DS is the Davydov splitting between the lowest energy CT and the highest energy

ET excitonic transitions.

State

Method

f (unitless) A (nm)

AFE (eV)

TD-CAM-B3LYP/STO-3G//CAM-B3LYP +D3/STO-3G

11 B,

21 By,

31'Biy

4By,

0.0006

0.0000

0.2165

0.0001

544 2.28
Analysis
93.0% T(H,L)
4.1% = (ET12+ET23)/\@
1.7% " (V3/2)[ET15-(1/3)(ET 2+ ETs3)]
0% © (CT12+CTa3)/V2
1.2% 4 CT5
0% 1(H-2,1.+2)
423 2.93
Analysis
0% T(H,L)
4.4% > (ET12+ET23)/\@
o% P (V3/2)[ET13-(1/3)(ET 12+ ET23)]
89.7% © (CT12+CTa3)/V2
5.9% CTis
0% 1(H-2,L+2)
402 3.08
Analysis
0% T(H,L)
79.6% * (ET2+ET2)/V3
20.3% " (V3/2)[ET13-(1/3)(ET12+ET23)]
0.03% © (CT12+CTas)/V2
0.1% CTis
0% L(H-2,L+2)
371 3.34
Analysis
0% T(H,L)
3.4% = (ET12+ET23)/V3
23.9% " (V3/2)[ET13-(1/3)(ET12+ET23)|
0.7% ¢ (CTi2+CTa3)/V2
45.1% 4 CTis
26.8% 1(H-2,L+2)

DS3; — 0.15 eV

1185,

2181,

3181,

41 B,

0.0028

0.8238

0.0018

0.0007

TD-lc-DFIB//lccDFIB+ D3

705 1.76
Analysis
88.4% T(H,L)
1.5%® (ET12+ETas3) /3
5.8% P (V3/2)[ET13-(1/3)(ET12 +ETas)|
0% © (CT12+CTa3)/V2
4.4% 4 >Tas
0% (H-2,L+2)
487 2.54
Analysis
0% T(H,L)
29.6% * (ET12+ET2)/V3
26.0% " (V3/2)[ET15-(1/3)(ET12+ETas3)]
14.29% ¢ (CT12+CTa3)/V2
30.2% 4 CTys
0% 1(H-2,L+2)
452 2.74
Analysis
0% T(H,L)
0.01% 2 (ET 2 +ETo3)/V3
0% P (V3/2)[ET13-(1/3)(ET 12+ ETa3)]
100.0% © (CT2+CTa)/V2
0.003% 4 CTyg
0% 1(H-2,L.+2)
409 3.03
Analysis
0% T(H,L)
3.8% @ (ET12+ET23)/V3
15.2% P (V3/2)[ET15-(1/3)(ET12+ETas)]
0% © (CT12+CT23)/V2
11.4% 4 ST
69.5% (H-2,L+2)

DS; — -0.20 eV

a(?)CQ + 203 + 304)2/24. b26§/3 C(CQ — 04)2/2. d(CQ — 263 + C4)2/8.
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Table 6.9 — Relative percentages of C'T and ET excitonic transitions to the principle
transition for three parallel stacked pentacenes as a function of method. See Eq. (6.8).
DS is the Davydov splitting between the lowest energy CT and the highest energy

ET excitonic transitions.

State

f (unitless)

Method

A (nm)

AFE (eV)

11 B,

21 By

31 By

41 By,

TDO-HEF /STO-3G//B3T.YP+D3/6-31G(d,p)

0.0051

0.4703

0.0001

0.0000

1185,

218,

3181,

41 By,

0.0025

0.2682

0.0002

0.0004

417 2.97
Analysis
77-8% T(H,L)
0.2% =2 (ET12+ET23)/V3
8.4% " (V3/2)[ET13-(1/3)(ET 12 + ET23)]
1.4% © (CT12+CTa3)/V2
9.6% 4 CT3
6.9% 1(H-2,1.42)
343 3.62
Analysis
0% T(H,L)
89.4% = (ET12+ET23)/V3
21.2% "  (V3/2)[ET13-(1/3)(ET 12+ETs3)]
0.02% © (CT12+CTas)/V2
0.02% 9 CT3
0% L(H-2,L+2)
283 4.38
Analysis
4.3% T(H,L)
0.65% 2 (ET12+ET23)/V/3
o% P (V3/2)[ET13-(1/3)(ET 12+ ETa3)]
91.1%¢° (CT12+CTa3)/V2
0.22% 4 CTis
3.7% 1(H-2,L+2)
270 4.59
Analysis
18.3% T(H.L)
1.3% (ETi2+ET23)/V3
9.5% P (V3/2)[ET13-(1/3)(ET 12+ ETa3)]
9.5% ¢ (CT12+CTas) /2
17.8% 4 CTis
48.4% 1(H-2,L+2)
DSz — -0.76 eV
TD-HF/6-31G(d,p)//B3LYP + D3/6-31G (d.p)
662 1.87
Analysis
81.0% (H,L)
0.2% 2 (ET12+ETs3) /3
7T1%"P (V3/2)[ET15-(1/3)(ET12+ET23)]
3.1% ¢ (CT12+CTa3) /2
13.9% 4 13
0% 1(H-2,L+2)
468 2.65
Analysis
0% T(H,L)
89.0% @ (ET>2+ET2)/V3
21.8% " (V3/2)[ET13-(1/3)(ET 12+ET23)]
0.11% ¢ (CT12+CTas) /2
0.003% ¢ CTis
0% 1(H—2,L+2)
334 3.71
Analysis
1.0% T(H,L)
1.5% (ET12+ET23) /3
0.% " (V3/2)[ET13-(1/3)(ET 12+ ET23)]
90.6% °© (CT12+CTa3)/V2
5.1% 4 CT,5
3.4% 1(H-2,L+2)
315 3.94
Analysis
181% T(H,L)
1.1% (ET12+ET2)/vV3
14.7% "  (V3/2)[ET13-(1/3)(ET12+ET23)]
11.5%¢° (CTi12+CTaz) /2
25.1% 9 T3
36.8% 1(H-2,L+2)
DSz — -1.06 &V

a(302 + 203 + 304)2/24. b26§/3 C(CQ — 04)2/2. d(CQ — 263 + 64)2/8.
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.I'\.m..
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Figure 6.24 — Graph comparing the Davydov splittings, F(ET)-E(CT), of the trimer
and dimer. The 45° line indicates perfect agreement between dimer and trimer Davy-
dov splittings.

parallel stacked trimer. As expected, instead of a Davydov pair of ET and CT ex-
citations, we find a Davydov triplet corresponding to the 2By, 31B;,, and 4By,
states. When the Davydov pairs can be identified, we have highlighted their assign-
ment in terms of nearest neighbor interactions in the tables. Cases where the Davy-
dov pairs are clear are: TD-LDA/6-31G(d,p)//LDA/6-31G(d,p), TD-LDA/STO-
3G//LDA/STO-3G, TD-B3LYP/6-31G(d,p)//B3LYP+D3/6-31G(d,p), TD-B3LYP/STO-
3G//B3LYP+D3/STO-3G, TD-DFTB//DFTB+D3. In these cases, the (ET15+ET53)-
dominated state is the highest energy transition of the Davydov triplet and also has
the highest oscillator strength while the (CT;5+CTas)-dominated state is the lowest
energy transition of the Davydov triplet and has significantly less oscillator strength.
A third contribution to the Davydov triplet lies between the two other states and also
has only a feeble transition energy. This assignment is a bit less clear in the TD-
DFTB//DFTB+D3 case because there is significant mixing between ETo+ETo3
and ET;3 in the brightest configuration. Henceforth we shall simply assume that
the peak with the highest oscillator strength is an (ETj5+ETs3)-dominated state.
Figure 6.24 shows that calculations with these methods give essentially the same
Davydov splitting for the dimer and for the trimer, and that the dimer (DSs)
and trimer (DSj3) splittings are very similar for TD-DFTB and for TD-B3LYP/6-
31G(d,p), as well as being very similar for TD-1c-DFT and for TD-CAM-B3LYP /6-
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31G(d,p).

6.5.2.3 Spectra

Calculations beyond the trimer become increasingly complicated to analyze but
we may compare calculated spectra for increasingly large numbers of parallel stacked
pentacene molecules. The tight-binding calculation in Sec. 6.2 is based upon the
hope that nearest neighbor interactions dominate excitonic effects in spectra. The
comparison of dimer and trimer DSs seem to at least partially confirm this. We may
make a further check by seeing how the spectra change as more and more pentacene
molecules are stacked. These spectra are shown in Fig. 6.25. All of the spectra show
a main peak (i.e., the ET peak) which blue shifts as the pentacene stack grows. More
specifically, the graphs show a main peak which undergoes the largest shift in going
from the the monomer to the dimer, a smaller shift in going from the dimer to the
trimer and then shifts very little in going to higher oligomers, consistent with the
suppositions behind the tight-binding model.

Our TD-DFT and TD-lc-DFTB calculations led us to become aware of a problem
already reported in Ref. [104]. It is in the spirit of semi-empirical approaches to make
simplifying approximations which allow the treatment of larger molecules than would
otherwise be possible. This is why DFTBABY restricts the space of active orbitals,
but it is still up to the user to decide how to use this option. One way would be to
increase the size of the active space until converged spectra are achieved. But this
ideal approach is not really practical when going to larger and larger aggregates of
molecules. Instead, the first idea that comes to mind is to use the largest active space
for which calculations are possible. In practice, this means using the same number
of occupied and unoccupied orbitals in the active space, independent of the number
of molecules. We call doing this a calculation with a fized active space. However it
has the important drawback when describing size-dependent trends that fixed active
space calculations have more basis functions per molecule for smaller aggregates than
for larger aggregates and so invariably describe smaller aggregates better than larger
aggregates with the introduction of corresponding systematic errors in the resultant
size-dependent properties. The other approach is to keep the number of occupied
and unoccupied orbitals in the active space proportional to the number of molecules.
In this way, we hope to obtain a better description of size-dependent trends, albeit
at some cost of accuracy for smaller aggregats. We call this doing a calculation with
a size-consistent active space. (There is some confusion in the literature between the
terms “size-consistent” and “size-extensive.” Both terms are arguably correct here,

but we shall stick to “size-consistent.”) Figures 6.26 and 6.27 compare fixed and
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size-consistent active space calculations. The fixed active space calculations use 20
occupied orbitals and 20 unoccupied orbitals per aggregate. The size-consistent ac-
tive space calculations use 20 occupied and 20 unoccupied orbitals per pentacene
molecule. As the figure shows, the calculations with fixed active space blue shifts
much more than do the calculations with self-consistent active space as the number
of pentacene molecules increases. TD-DFT calculations of excitation energies are
variational in the Tamm-Dancoff approximation and pseudo-variational in the sense
that full linear response calculations often give similar results to using the Tamm-
Dancoff approximation. For the monomer the fixed active space and size-consistent
active space calculations are identical; however for the aggregates, the size-consistent
active space is larger than the fixed active space calculations, leading to lower exci-
tation energies in the size-consistent active space calculations. One would hope that
the larger basis set would give better and answers and that this is the case is shown in
Fig. 6.28 where it is seen that TD-DFTB and TD-B3LYP/6-31G(d,p) spectral peak
locations differ by only about 10 nm. Figure 6.26 shows that the difference between
the TD-DFTB and TD-B3LYP/6-31G(d,p) calculations would have been more like
50 nm had the fixed active space been used. Figure 6.28 also shows that the dif-
ferences between TD-le-DFTB and TD-CAM-B3LYP/6-31G(d,p) spectra are larger
than for the TD-DFTB and TD-B3LYP/6-31G(d,p) case when the size-extensive
active space is used, with the main peak in this part of the spectrum having an
energy difference of around 30 nm between the two calculations. Interestingly both
show qualitatively similar Davydov multiplets. Figure 6.27 shows that the differ-
ence between the TD-le-DFTB and TD-CAM-B3LYP(d,p) calculations would have
been more like 80 nm had the fixed active space been used. This is why, except for
Figs. 6.26 and 6.27, we have been careful to use a size-consistent active space con-
sisting of 20 occupied and 20 unoccupied orbitals per molecule in all the TD-DFTB
and TD-lc-DFTB reported in this paper.

6.5.3 Herringbone

The main objective of the present work has been to evaluate the ability of
TD-DFTB and TD-le-DFTB to simulate, respectively, the results of TD-B3LYP /6-
31G(d,p) and TD-CAM-B3LYP/6-31G(d,p) calculations. While this has been largely
satisfied by our study of parallel stacked pentacene molecules, the case of parallel
stacked molecules is too artificial to allow comparison against experiment (except
for the monomer.) In order to have a reality check, we have also carried out cal-
culations for cluster models of pentacene crystals. The experimental spectrum of

the molecule and of the crystal are available both from experiment [126, 121, 127]
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Figure 6.28 — Comparison of pentacene spectra: (a) TD-DFTB and TD-B3LYP/6-
31G(d,p) and (b) TD-Ie-DFTB and TD-CAM-B3LYP /6-31G(d,p).
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Figure 6.29 — Excitonic effects on the absorption spectrum of pentacene: curves, pen-
tacene in tetrahydrofuran (THF) and as a thin film (from Ref. [121]); stick spectra,
lower are the position of unshifted monomer and crystal peaks calculated using the
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Figure 6.30 — Herringbone cluster models used in this work. All are portions of the
x-ray crystal structure: (a) pentamer, (b) “vertical” decamer, and (c) “horizontal”
decamer.

and from state-of-the-art theoretical calculations [125, 128, 129, 130, 20]. These are
shown in Fig. 6.29. This time excitonic shifts lead to a red shift, rather than a
blue shift. The structure of the spectrum suggests that both CT and ET transitions
contribute to the spectrum. As we shall see, charge transfer is more important for
describing excitonic effects in the absorption spectrum than is the case for parallel

stacked pentamers.

We carried out calculations for the cluster models shown in Fig. 6.30 obtained by
cutting out different portions of the x-ray crystal structure [117, 118] without any
subsequent relaxation. Unless otherwise indicated all of the results reported below
are for the “horizontal” decamer model. The picture of the horizontal model makes
it clear that the crystal is made up of layers of tilted stacks of pentamers whose tilt

angles alternate from layer to layer to provide a herringbone structure.

Figure 6.31 shows the herringbone spectra calculated at various levels and com-
pared with the thin film spectrum. Both the TD-LDA/6-31G(d,p) and the TD-
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Figure 6.31 — Comparisons of calculations using various methods with the thin film
absorption spectrum from Ref. [121]. The CT and ET excitation energies were cal-
culated from Kasha’s exciton model using Eq. (6.97).
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B3LYP/6-31G(d,p) calculations are red shifted compared to the thin film experi-
ment with the TD-LDA /6-31G(d,p) red shift being quite dramatic. This is consis-
tent with the idea that the TD-LDA /6-31G(d,p) exciton is delocalized over too many
molecules while the inclusion of some HF exchange in the TD-B3LYP/6-31G(d,p)
helps to increase the excitation energy by localizing the exciton over fewer molecules.
The TD-DFTB calculation is in semi-quantitative agreement with the TD-B3LYP /6-
31G(d,p) but are slightly red-shifted. In contrast, the TD-CAM-B3LYP/6-31G(d,p)
and TD-HF/6-31G(d,p) calculations are blue shifted compared to the thin film ex-
periment. The TD-le-DFTB calculation is in semi-quantitative agreement with the
TD-CAM-B3LYP/6-31G(d,p) calculation but is slightly blue shifted. It is difficult
to say from this figure which of the two calculations — TD-B3LYP/6-31G(d,p) or
TD-CAM-B3LYP/6-31G(d,p) — is a better description of the experiment.

The level of agreement with experiment is best judged by Fig. 6.32. Here we see
that the TD-B3LYP/6-31G(d,p) and TD-DFTB results are in resonable qualitative
agreement with experiment. However the TD-CAM-B3LYP /6-31G(d,p) and TD-lc-
DFTB results, while in good agreement with each other, do not at all provide a good
description of exciton effects. We assume that this is because of the importance of CT
which may be over corrected at the TD-CAM-B3LYP/6-31G(d,p) and TD-1e-DFTB
levels compared with the TD-B3LYP/6-31G(d,p) and TD-DFTB levels.

6.5.4 Re-examination of Kasha’s Model

There is some hope in the literature that you only need a single crystal plane to
calculate the Davydov splitting of the crystal [131, 132, 133]. In their recent work
[133|, Meyenburg et al. give the formula [their Eq. (5) rewritten in atomic units|,

2|DJ?
ers

AFE =

[cos(¢) — 3 cos(ay) cos(az)] (6.96)

where the angles are defined in Fig. 3 of their paper. [Equation (6.96) is a generaliza-
tion of a formula given in the paper of Kasha, Rawls, and El-Bayoumi [8] (resulting
in Fig. 4 of their article).] We translate this the following relationship between the
DS of the herringbone model DSgg and of the parallel stack model DSpg:

3
DSpg = DSps ps T'ps
€HB THB

X [cos(p) — 3cos(a) cos(az)] . (6.97)
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The values a; = 98.19°, ap = 22.98°, ¢ = 58.83°, and r = 4.835 A were taken from
the experimental crystal structure. The ratio epg/egp is not something that we can
really determine a priori and so we just use it as a fitting factor (equal to 10.64 in
our calculations). We can use this, together with DS, to predict the DSyp that we
would expect from various models. These results are shown by arrows in Fig. 6.31.
Something very remarkable has happened: The locations of the TD-le-DFTB, TD-
HF, and TD-CAM-B3LYP main peaks are well produced, as expected, by the ET
peak. In contrast, the location of the TD-DFTB, TD-B3LYP, and TD-LDA main
peaks has been generated unexpectedly, from the CT peak, which was expected to

be relatively dark compared to the ET peak.

This leads us to take a closer look at how Kasha’s exciton model works in our (TD-
JDFT and (TD-)DFTB calculations. We have done this by looking at two parallel-

stacked pentacenes. This corresponds to a simplification of Eq. (6.97), namely

2|DJ?
r3

AE = (1 —3cos®0) , (6.98)
with € = 1. Figure 6.33 summarizes what we expect to see on the basis of the original
exciton model for excitation energies and oscillator strengths. This is a simple theory
which gives simple curves. Above § = 55°, the main oscillator strength is in the higher
energy (lower wavelength) ET state; below § = 55°, the main oscillator strength is
in the lower energy (higher wavelength) ET state which has crossed the CT state.
However the original theory did not anticipate avoided crossings. For the herringbone
structure, § ~ 60° and the prediction is that the brighter state should be the higher
wavelength state. This is indeed what is seen in all the calculations in Fig. 6.31, but

the assignment of the longer wavelength peak depends upon the method.

Let us turn now to Fig. 6.34 which shows results from our TD-B3LYP /6-31G(d,p)//
B3LYP+D3/6-31G(d,p) calculations. This more realistic calculation gives more com-
plicated results. Rather than seeing a simple crossing of energy levels at about
0 = 55° as in Fig. 6.33(b), we see evidence of configuration mixing as the oscil-
lator strength is transfered from one state to antother with maximum transfer near
0 = 55° (i.e., at § = 45°) as the two energy levels mix and move apart at § = 55°.
This seems even more clear in the 3D plot [part (c¢) of Fig. 6.34] where the two curves
behave in a way very consistent with an avoided crossing of two diabatic states (one
with high and one with low oscillator strength) around 50°. Later, at a much lower
value of # = 20°, there appears to be a real crossing, but this is of little importance for
understanding the herringbone results. Comparing with the TD-DFTB, TD-B3LYP,
and TD-LDA herringbone spectra in Fig. 6.31, we realize that the assignment of the
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Figure 6.33 — Ideal Kasha figures for co-planar inclined transition dipole moments:
(a) laterally shifted parallel stacked pentacene dimer, (b) Kasha plot of excitation
energies as a function of the angle 6, (c) 3D plot of Kasha’s model for oscillator
strengths and excitation energies.
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longer wavelength peak as CT is misleading as most likely there is a great deal of
mixing between the ET and CT states. Figure 6.35 shows what happens for a RSH.
In particular, TD-CAM-B3LYP/6-31G(d,p)//CAM-B3LYP+D3/6-31G(d,p) results
are shown. There is also some evidence of an avoided crossing here, but the lower
energy (longer wavelength) state keeps most of the oscillator strength. At 6 = 90°, it
is of ET type, but shows some mixing between CT and ET type at around 6 = 65°.
Comparing with the TD-le-DFTB, TD-HF, and TD-CAM-B3LYP herringbone spec-
tra in Fig. 6.31, we realize that the assignment of the longer wavelength peak as ET
is reasonable in this case.

Despite these criticisms that Kasha’s exciton model is missing many of the sub-
tleties of our more elaborate calculations, we must conclude that the exciton model
allows us to extrapolate remarkably well from intramolecular interactions between

pairs of molecules to larger aggregates, but only when a RSH is used.

6.6 Conclusion

The aggregation of dye molecules leads to additional spectral features which have
long been explained by Kasha’s exciton model [8]. This model provides a simple ex-
planation of H-bands such as those found in our calculations of parallel stacked pen-
tacene molecules and of J-bands such as those associated with the experimentally-
known herringbone structure of crystalline pentacene. We have re-examined Kasha’s
exciton model in terms of state-of-the-art TD-DFT and TD-DFTB calculations. Our
calculations include Grimme’s D3 dispersion correction which we confirm is abso-
lutely necessary in order to have van der Waals binding beyond the LDA level (which,
however, “accidently” binds when an extensive-enough basis set is used). We have
also included some HF exchange either in the form of the global B3LYP hybrid
functional or in the form of the range-separated CAM-B3LYP hybrid functional.
Corresponding TD-DFTB calculations have also been performed with DFTBABY
which we find does very well at mimicking the two functionals (depending upon
whether or not the long-range correction is used).

Perhaps not surprisingly we find that the hybrid functionals give better spectra
than the TD-LDA. We also find that, while the TD-DFTB spectra have the struc-
tural simplicity of STO-3G minimum basis set TD-DFT spectra, the TD-DFTB
spectral peak energies are placed more like the TD-DFT calculations with larger
basis used in the semi-empirical parameterization. This is reassuring. However care
must be taken when doing TD-DFTB calculations on aggregates to do them size

consistently or results can be misleading — that is, the size of the active space must
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increase in proportion to the number of molecules in the aggregate.

On the other hand, Fig. 6.32 is definitely telling us that the Davydov splitting
for the herringbone model is reasonable and close to the experimental value at the
TD-B3LYP and TD-DFTB levels, even if the spectral peaks are shifted, but that
the Davydov splitting is practically nonexistant and therefore wrong at the CAM-
TD-B3LYP and TD-le-DFTB levels. For this reason, we cannot recommend using
either of these latter two approaches for calculating excitonic effects on the spectra of
polyoligocenes and recommend instead the use of TD-B3LYP or TD-DFTB carefully
carried out on aggregates.

Also, in light of arguments regarding the extent and nature of exciton delocal-
ization (e.g., Refs. [43, 134]), it is interesting that our analysis shows that a more
sophisticated version of Kasha’s exciton model, based only on nearest neighbor in-
teractions but including both ET and CT as well as avoided crossings, works very
well. In contrast, Kasha’s original model fails for displaced parallel pentacene dimers

unless RSHs are used because of failure to take proper account of avoided crossings.
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6.10 Abbreviations

For the reader’s convenience, we have collected together the abbreviations used
in this paper:
AO Atomic orbital.
B88 Becke’s 1988 exchange GGA
BS Band structure.
BSE Bethe-Salpeter equation.
CAM Coulomb attenuated model.
CAO Crystal atomic orbital.
CIS Configuration interaction with single excitations.
CMO Crystal molecular orbital.
CT Charge transfer.
D3 Grimme’s 3-parameter vdW energy correction.
DFT Density-functional theory.
DFTB Density-functional tight binding.
DS (= ET - CT) Davydov splitting.
ERI Electron repulsion integral.
ET Energy transfer.
FR Frenkel.

GGA Generalized gradient approximation.
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H-bands Hypsochromatic bands, high energy spectral peaks due to aggregation.
H Highest-occupied molecular orbital.

H-n nth level below the HOMO.

HEG Homogeneous electron gas.

HF Hartree-Fock.

HOMO Highest-occupied molecular orbital.

IUPAC International Union of Pure and Applied Chemistry.

J-bands Jelly bands (also known as Scheibe bands), low energy spectral peaks due

to aggregation.
L Lowest-unoccupied molecular orbital.
L+n nth level above the LUMO.
LAO Localized atomic orbital.
LDA Local density approximation.
LE Local excitation.
LMO Localized molecular orbital.
Ir Long range.
LRC Long-range corrected.
LUMO Lowest-unoccupied molecular orbital.
LYP Lee-Yang-Parr correlation GGA.
MBPT Many-body perturbation theory.
MO Molecular orbital.
NTO Natural transition orbital.

PES Potential energy surface (also, somewhat abusively, used to mean a potential

energy curve).
RSH Range-separated hybrid.
SCC Self-consistent charge.
sr Short range.
TD Time-dependent
TDA Tamm-Dancoff approximation.
TD-DFT Time-dependent density-functional theory.
TD-DFTB Time-dependent density-functional tight binding.
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THF Tetrahydrofuran.

TOTEM Two-orbital two-electron model.
(TOTEM)"™ n stacked TOTEMs.

vdW Van der Waals.

WM Wannier-Mott.

xc Exchange correlation.
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Six Step Model

(i)  Exciton formation via photon absorption

(i) Excition diffusion to the heterojunction

(ili) Exciton dissociation into closely-bound
charge-transfer (CT) states at the heterojunction

(iv) Dissociation of these CT states into charge-separated
states composed of free mobile charges

(v)  Charge transport away from the heterojunction

(vi) Charge collection at the electrodes

Table 7.1 — The generally accepted model for organic heterojunction solar cells [3].

Tully-type mixed time-dependent long-range corrected density-functional tight-binding
/classical surface-hopping photodynamics is used to investigate the nature of and
time scales for energy and charge transfer in the simplest model of an organic pho-
tovoltaic heterojunction, namely a single molecule of buckminsterfullerene (Cgg) to-
gether with a single molecule of pentacene. The distinction between energy and
charge transfer is more difficult to make in practical calculations than might at first
seem to be the case, but several criteria are used to make a clear distinction between
these two phenomena. Tt is found that the excitation fluctuates from one molecule to
the other, with the first change within about 20 fs. However it is only after 188+28 fs
that real charge transfer occurs. This is commensurate with what is known from ex-
periment and very different from the severe under-estimate obtained when the same
calculation is repeated without a long-range correction. Of course, our system is not
large enough for the charge transfer to occur irreversibly and so the charge does not
remain on the acceptor indefinitely but instead must return to the donor. We believe
that these encouraging results obtained with time-dependent long-range corrected
density-functional tight-binding/classical surface-hopping photodynamics may, be-
cause of their intrinsic computational efficiency compared with time-dependent long-
range corrected density-functional theory/classical surface-hopping photodynamics
may open the way to investigating a larger variety of increasingly realistic model

organic photovoltaic heterojunctions.

7.1 Introduction

So far, solar cell technology is dominated by silicon-based solar cells as these pro-
vide excellent energy output for the amount of energy obtained per amount of money
spent. Part of the reason for this is, of course, the result of many years devoted to un-

derstanding and engineering silicon-based electronics [4]. However organic electronics
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is a rapidly developing technology based upon similar, but different, principles [5]. It
is increasingly able to compete with traditional silicon-based technologies for niche
applications, especially where ease of fabrication (including the possibility to print
circuits with only minor modification of existant printing technology), lightness, and
flexibility are concerned. And one of the very interesting niche applications of or-
ganic electronics is organic solar cells [also known as organic photovoltaics (OPV)]
[6, 7, 8,9, 3, 10]. According to the American National Renewable Energy Lab’s
best energy efficiencies [11], crystalline silicon solar cell technology achieves between
25% and 30% efficiency, approaching the theoretical Schockley-Queisser efficiency
of 33.16% [12]. In contrast, organic solar cells are currently limited to 10% to 12%
efficiency at best. It is a challenge to know if this is close to some intrinsic limit
of organic materials or whether significant increases in organic solar cell efficiency
are still possible. Theoretical investigation of the fundamental mechanism of organic
solar cell operation is likely to be helpful here. The accepted model of power conver-
sion in the popular bulk heterojunction configuration is summarized in Table 7.1.
These steps highlight the importance of the heterojunction between an electron ac-
ceptor and an electron donor phase. Experimental evidence indicates that step (iii)
occurs on a time scale on the order of about 100 fs (e.g., 200 fs for APFO3/PCBM
[13], 70-100 fs for pentacene/Cgo [14], < 100 fs for MDMO-PPV /PC7BM and for
PCPDTBT/PC,,BM [15], and 82 fs for p-DTS(FBTThy),/PC7;BM [16].) This short
time scale has sometimes been used by certain researchers (particularly those coming
from a solid-state physics background) to neglect nuclear displacements during the
CT process. However key photochemical events involving nuclear motion often occur
on time scales of this same order of magnitude. This has led us to model the bulk
heterojunction excition dissociation event using techniques from the photochemi-
cal modeler’s toolbox, in particular mixed Tully-type quantum chemical/classical
surface hopping photodynamics. Our specific objective is to obtain a better under-
standing of the types of photochemical phenomena that are occurring, and how

quickly they are occurring, on the scale of a few hundred fs.

Charge separation in organic solar cells has been intensively studied and sev-
eral review articles may be found in the literature [6, 7, 8, 9, 17, 3, 10, 18]. The
previously-mentioned six step model focusing on events at, or in the vicinity of, the
heterojunction gradually emerged after Ching Tang’s key demonstration in the 1980s
that the excitations which ultimately lead to charge separation originate on average
at no more than 10 nm from the heterojunction [19]. Central questions inspired by
this model concern the time scales and efficiencies of different steps. Step (v) is often

mentioned as particularly puzzling. Indeed a back-of-the-envelope calculation based
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upon the idea of the formation of a dipole layer at the heterointerface suggests that
the charges should be bound to the interface by on the order of 0.1-0.5 eV which
may be compared to the amount of available thermal energy which is on the order
of 0.025 eV [18], leading to the question of how organic heterojunction solar cells
can work at all? Experimental techniques have provided some illumination, but are
usually time-scale specific. Thus ultrafast spectroscopic methods can probe excited-
state dynamics on subpicosecond time scales [20, 21, 22, 15, 23|, pump-probe elec-
tron field-induced second harmonic (EFISH) generation experiments [24] can probe
excited-state dynamics on ps to ns time scales, and electrical methods can probe
free carrier motion on ns to ms time scales. As it stands, step (iii) of the model is
known experimentally to take place on a time scale of the order of 100 fs, while step
(iv) is known experimentally to take place on a ps time scale. The exact mechanism
of step (iv) might be explained by “simple” diffusion in a hopping model [24] but
several other factors are likely to contribute or may provide better explanations [18].
As we shall see, our simulations are too short and our model is too small to address
the question of how independent charge carriers form. However we may gain insight

into the initial charge separation event (iii).

Several considerations were taken into account in chosing a model heterojunction.
Rather than focusing on components of the most efficient solar cells, we chose to
focus on two well-studied components, namely pentacene (Pent) and buckminster-
fullerine (Cgp) as well as devices made with them as components. Pentacene belongs
to the family of acenes which has been reviewed in Ref. [25]. It is the largest con-
veniently synthesized member of the family and is a good choice as electron donor
(D). Buckminsterfullerine is an excellent electron acceptor (A) and its derivatives
are frequently found in organic solar cells [26]. These molecules have been exten-
sively studied both experimentally and theoretically. They have also been combined
to make interesting A /D devices, including field-effect transistors [27| and solar cells
[28, 29|. Cgo/Pent devices have also been investigated in the context of singlet fis-
sion [14, 29]. How pentacene molecules align themselves on a surface should depend
both upon the type of surface and perhaps also upon sample preparation. There is
experimental evidence that pentacene aligns in a head-on configuration with silicon
oxide corresponding to a (001) cut of the pentacene crystal [30] but aligns itself in
a flat-side configuration on graphene corresponding to a (010) cut of the pentacene
crystal [31]. This is consistent with the general chemistry concept of “like-likes-like”
that is often used to explain solubility and phase separation. The stability of differ-
ent cuts of a pentacene crystal interfaced with crystalline Cgy has been investigated

theoretically with the conclusion that the head-on configuration formed by a (001)
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Carbon 13 \

Carbon 6 /penfc:cene 6-membered ring

5-membered ring

The bond between two fused 6-membered rings

Buckminsterfullerene
Ceo

Figure 7.1 — The initial orientations of pentacene and buckminsterfullerene in the
model of organic solar cells studied in this work.
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cut of the pentacene crystal is likely to be more stable than the flat-side configura-
tion formed by a (010) cut of the pentacene crystal [32]. This might suggest that we
should orient Pent in a head-on configuration with Cgg in our model as has been done
in several previous articles focusing on excitation energies without dynamical mod-
eling [33, 34, 35]. However other studies have chosen to focus on both the head-on
and flat-side configurations [36, 37|. Indeed we find it interesting that the flat-side
configuration is known to undergo an electrocyclic addition reaction [38| (though
no indication of such a reaction was found in our photochemical simulations.) Af-
ter investigating the energetics of a single buckminsterfullerene acceptor molecule
together with a single pentacene acceptor molecule, we chose a low energy model
consisting of a single buckminsterfullerene acceptor molecule together with a single
pentacene acceptor molecule with the central 6,13 carbons in pentacene centred over
a the m-bond between two fused 6-membered rings in Cgy as shown in Fig. 7.1. This
corresponds to Model 1 in Ref. [36].

We have chosen to study the photodynamics of our system using mixed Tully-
type quantum chemical/classical surface hopping photodynamics [39, 40, 41, 42].
This is versitile enough to describe nonadiabatic surface hopping processes where
the system can change from electronic states of different character (e.g., charge
localized to charge transfer type) and, if enough trajectories are run, can give an
idea of branching ratios for different photochemical processes. The difficulty with this
method is that the choice of quantum chemical method must be efficient enough to
do many trajectories and many time steps for each trajectory. One approach is to
use time-dependent (TD) density-functional theory (DFT). Mixed Tully-type TD-
DFT /classical surface hopping photodynamics was first introduced by Tapavicza,
Tavernelli, and Roethlisberger in 2007 [43] (Refs. [44, 45| provide reviews). As the
model system studied here is getting to be too large for mixed TD-DFT /classical
surface hopping calculations, further approximations are necessary. We have chosen
to replace DFT with density-functional tight-binding (DFTB) |46, 47, 48] which
is a semiempirical approximation to DFT. TD-DFTB was introduced by Niehaus
et al. [49, 50, 51, 52| and is now well established. Naturally we have to expect
some loss of accuracy, but DFTB is now sufficiently tested that we know that it is
reasonably accurate for, for example, obtaining trends in the ionization potentials
and electron affinities of molecules important for organic electronics [53] and that
TD-DFTB is able to effectively mimic excitonic effects in TD-DFT calculations of
molecular aggregates [54]. Mitri¢ and coworkers were apparently the first to develop
mixed Tully-type TD-DFTB/classical surface hopping photodynamics [55, 56, 57|
and this is what we use here in the recent program DFTBABY [58]. We note that this
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includes both Grimme’s empirical van der Waals correction [59] which is important
for describing intermolecular forces between organic molecules and the (TD-)DFTB
version of a long-range corrected (also known as a range-separated hybrid) [(TD-
)le-DFTB| [60] which is needed for a correct description of CT excitations. Indeed
previous work indicates that TD-lc-DF'TB gives similar results to those obtained in
TD-CAM-B3LYP calculations [54].

A complete description of exciton energy transfer (EET) and of charge transfer
(CT) requires taking into account not only the molecule(s) of interest but also their
environment [61]. Our model neglects environmental effects and has 88 atoms. It
is large enough to demand significant computational resources for the relatively
long photodynamics calculations reported here, but it is small enough that we must
expect recurrances. At the beginning of the calculation, the overlap with the initial
state is expected to diminish in a process known as dephasing (p. 81, Ref. [61]).
According to the Poincaré recurrance theorem, we should expect to see any finite size
dynamical system return arbitrary close to its stating point after some time interval.
That is, in another jargon (p. 81, Ref. [61]), the system will rephase. The result is
that we should expect to see energy and charge sloshing (most likely) nonperiodically
back and forth between Cgy and Pent. In the case of EET, additional mechanisms
such as Foerster or Dexter energy transfer could be invoked to describe how the
process occurs. However we shall not be concerned with this level of detail here, only
with the fact that EET does indeed occur. Our interest is focused on discovering
typical times for EET in this system. We will also see CT but, because of rephasing,
it will not be a permanent separation of charges as that would require adding an
environment capable of carrying away the charges. Nevertheless, our calculations
should provide a lower estimate of how long charge separation should take at a bulk
heterojunction. As our A /D system is Cgo/Pent, we expect electrons to be transfered
from Pent to Cgp.

This article is organized as follows: The next section provides a brief review of
the basic theory used in this paper. Section 7.3 provides computational details and

our results are presented in Sec. 7.4. Section 7.5 contains our concluding discussion.

7.2 Theoretical methods

This is a review section whose intent is to keep this article reasonably self-
contained. As photochemical modeling techniques have been reviewed in several
places [44, 45, 62|, we will focus only on the specific techniques needed to under-

stand this article.

Following Tully [39], we use a mixed quantum mechanical/classical trajectory
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surface hopping model where the nuclear dynamics is assumed to be classical while
the electron dynamics is described by quantum mechanics. Thus, the kth nucleus

with mass M, and position I%k(t) follows Newton’s equation,

PRy, (t -
M, dt’;( )~ SiR(), (7.1)
where R = | Ry, Ry, - - - ,ﬁM] is the matrix of nuclear position (column) vectors and

V7 is the adiabatic potential energy function for the Ith electronic state. In contrast,

electron dynamics is governed by the time-dependent field due to the classical nuclei,

- d

L RO W, 1) = i 50 x, ). (7.2)
where H, is the usual electronic Hamiltonian, r = [Fy, 7, - - - , 7y], = (7, o) includes
both space and spin, and x = [, T, - - - , Zn]. Such a model cannot be derived from

first principles, but is physically appealing even if quantum effects of nuclear motion
are lost. The probability that a classical particle, following a classical trajectory on
the potential energy hypersurface of the Ith electronic state hops to the hypersurface
for the Jth electronic state is governed by the quantum mechanical evolution of the
electronic state. Tully [39, 40] proposed an efficient way to calculate the hopping
probability known as fewest switches surface hopping (FSSH).

7.2.1 FSSH

To determine the probability that a classical trajectory describing nuclear motion

hops to a new trajectory on another potential energy surface, we expand
U(x,t) = U (x;R()C(1), (7.3)
I
in solutions of the time-independent electronic Schrodinger equation,
}L\IJI(X; R(t)) = Er(R(2))¥;(x;R(1)) . (7.4)
The probability of finding the system on potential energy surface m is then given by

Pr(t) = |Cr (1) (7.5)
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The coefficients C;(t) are found by integrating the first-order differential equation,

dCy (t)
dt

= —ZE[ Z d[ ]CJ (76)

where the nonadiabatic coupling element,

4,RM) = (@m0
_ AR
= T FLR), (7.7)
is related to the derivative coupling matrix,
F 1o (R(1)) = (¥ (R() Vre [T (R(1))) (7.8)

Note that this last quantity is both a function of the nuclear coordinates, a vector
with respect to the nuclear coordinates, and a matrix with respect to the electronic
degrees of freedom. ((---) refers only to integration over the electronic degress of
freedom.) We have arrived at this point at a very nice physical picture of swarms of
trajectories of particles hopping between multiple potential energy surfaces with the
relative number of trajectories on each potential energy surface giving the probability

of finding the system in that electronic state at any given time.

We have to go a bit further in order to make our model well-defined and to over-
come some technical problems. For one thing, we must be careful to conserve energy
during the calculation. This is accomplished by rescaling the classical velocities after
a hop from one surface to another so that the potential plus kinetic energies of the
classical particle always remains constant. The element d,,, ,(R(t)) may at first seem

hard to calculate, but in fact may be calculated numerically as,

A
dry(R(t+ —

1
2) = 5 (RO R(+ )

— (R + A, (R()] - (7.9)

A more difficult problem becomes evident when the derivative coupling matrix is

rewritten as,

(U |VH(R)V,) — 6, ;VE;(R)
E;(R) - Ei(R)

which shows that numerical difficulties can appear near conical intersections when

E;(R) =~ E;(R). This difficulty is usually solved by switching from adiabatic to

diabatic surfaces and following diabatic dynamics [63]. However the major problem

FI J(R) =

(7.10)
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with this sort of model is that surface hopping at every time step rapidly becomes

unmanageable.

Tully [39, 40| solved this problem by coming up with an especially efficient Monte
Carlo procedure to carry out the above calculation, namely the FSSH procedure. The
hopping probability from the mth to the nth potential energy surface during a time

interval of duration At is given by,

g1(t, At) = (dpfgt[)(/;)ﬁ)m : (7.11)
where,
Pr(t) = CiOC3(). (7.12)

A random number ¢ is generated with uniform probability over the interval (0, 1).

The transition m — n only occurs if

PV << Pl (7.13)
where
PP =3 Pig (7.14)
K=1,1

is the sum of the transition probabilities for the first m states.

7.2.2 TD-DFT FSSH

The calculations in the present model are based upon the ground state density-
functional tight binding (DFTB) method and upon time-dependent (TD) DFTB.
As these are semi-empirical versions of density functional theory (DFT) and of TD-
DFT, we must first give a brief description of DFT and of TD-DFT as well as of
TD-DFT FSSH.

DFT [64, 65] is now so well known that little needs to be said except to introduce
notation. (Refs. [66, 67, 68| provide an introduction to DFT.) The basic idea of the
Kohn-Sham formulation is to replace the real system of N interacting electrons in
an external potential ve, with a fictitous system of noninteracting electrons moving
in a new potential,

Vg = Vext + VH + Uge - (7.15)

Here

vn (71) :/p(%) drs (7.16)

1,2
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is the Hartree (also known as the classical coulomb) potential,
() =Y mildi(|r)]? (7.17)

is the charge density, and
0 Eye|p]

op(7)

is the exchange-correlation (xc) potential. (Hartree atomic units m, = e = h = 1

Vee(T) =

(7.18)

are used throughout unless otherwise indicated.) The Kohn-Sham molecular orbitals
(MOs) 1; with associated occupation number n; satisfy the orbital Schrodinger equa-

tion,
1
(—EVQ + Us) Vi = €5, (7.19)

and the exact ground-state electronic energy for the real system may be written as,
E() = Z n;€; + G

G = —%//—p(“)p(“) dﬁdF2+Exc—/vzc(F)p(f’)dF,

1,2

(7.20)

where FE,. is the xc energy.

Thus far the theory is exact but impractical. To make it practical, we must in-
troduce density functional approximations (DFAs) for the xc energy. We are not
very concerned in the present article about the details of different DFAs with the
exception of DFAs which introduce some orbital-dependent Hartree-Fock exchange.
The first such DFA was a “global hybrid,” introduced by Becke in order to achieve
near thermochemical accuracy [69]. This was clearly no longer pure Kohn-Sham the-
ory [70] and has been properly rebaptized as a generalized Kohn-Sham theory [71].
In particular, molecular orbital energies in generalized Kohn-Sham theory will be-
have differently from those in traditional Kohn-Sham theory. In recent years, global
hybrids are being replaced with “range-separated hybrids” [also called “long-range

corrected hybrids” (Ic)| where the electron repulsion is separated into a short-range
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(sr) part and a long range (Ir) part,

o= () (@)
P — N + N
71,2 12/ 4 12/,
( 1 > _erfe(prg)
.2/ 4 1,2
(), = (7.21)
lr

1,2 2

where erf is the error function and erfc is the complementary error function. These
become especially important for a correct description of charge-transfer corrections
in TD-DFT.

TD-DFT is generally said to be based upon the Runge-Gross theorem |72]. It has
been extensively reviewed in two recent proceedings |73, 74| and in one single author
book [75] as well as in several recent review articles |76, 77, 78, 79, 80, 81|. The most
common application of TD-DFT is to solve for excitation energies and oscillator

strengths for UV-Vis spectra (usually) using Casida’s linear-response equation [82],

X 1 0 X
) =w - (7.22)
Y: 0 -1 Y;

in the TD-DFT adiabatic approximation,
(7.23)

A B
B* A"

0 Eye[pi]
ope(7)

ch[p] (Fv t) -

where p,(7) = p(7, 1) is a function of 7 at a particular ¢. The definition of the A and
B matrices requires extending DFT to include spin (indicated by ¢ and 7). We may
then write that,

Aiaa,jbr - 5i,j5a,b50,7(6a0 - Eicr) + Kz'aa,ij
Biao,ij = Kiaa,ij ) (724)

where the coupling matrix is defined by,

Kiaa,jbﬂ' = //¢zo Tl 77Z)tl0’ F)

X [z (71, 7o), (7)1 (7o) diydry
1 &°E Eoelpas psl
o,T — 7 — — ) c ) 725
a7 ) 3171397 (722)

The indices ¢+ and j are reserved for occupied orbitals while a and b are used for
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unoccupied orbitals.

Thus far the TD-DFT linear response equations have been written here for con-
ventional (pure) DFAs. It is now well-established that TD-DFT with conventional
DFAs works best for localized low-energy excitations without too much charge
transfer. On the other hand, charge-transfer excitations may be underestimated
by one or two electron volts [83, 84|. Peach and co-workers defined the A crite-
rion to detect when a TD-DFT excited state is likely to suffer from CT errors
[85, 86, 87, 88, 89, 90, 91].

A — Zi,a #i2Oia
Zi,a K

Ria = Xia—i_}/;a

O = / ()P Ia ()2 (7.26)

The best solution to date is to use TD-lc-DFT [92, 93, 94, 95, 96, 97].
The energy of the Ith electronic excited state is then,

E[ = E0+w[. (727)

As it is now known how to take gradients of both the ground-state energy E, and
of the excition energy w; [98, 99, 100, 101, 102, 103, 104, 105], dynamics becomes
possible on the potential energy hypersurface for the nth excited state, opening up
the way for the TD-DFT FSSH method.

The first implementation of TD-DFT FSSH was due to Tapavicza, Tavernelli, and
Rothlisberger in 2007 [43] in a development version of the CPMD code. They pro-
posed that the nonadiabatic coupling be calculated using Casida’s Ansatz which was
originally intended as an aid for assigning TD-DFT excited states [82]. Specifically,

an excited-state wave function

Up=> W Ci, (7.28)

1,a,0

made up of singly excited determinants ®¢9 (corresponding to the ic — ao excita-

tion) is postulated and it is argued that

Cly =1/ —F (7.29)
wr

Fr o (A—B) ()Z} + 171) , (7.30)

where
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is renormalized so that,

FlF,=1. (7.31)

This was followed by an application to the photochemical ring opening of oxirane
[106] which showed that the nonexistance of a proper conical intersection in con-
ventional TD-DFT [107] was not a serious practical problem of TD-DFT FSSH.
TD-DFT FSSH has also been implemented in a version of TURBOMOL capable
of calculating nonadiabatic coupling elements analytically [108] and this has been

applied to study the photochemistry of vitamin-D [109].

7.2.3 TD-DFTB FSSH

As TD-DFT FSSH requires many repeated electronic structure calculations, it
rapidly becomes computationally resource intensive. For example, we did try to use
NEWTON-X [110] to carry out TD-DFT FSSH calculations for the Pent/Cg system,
but we found such calculations to be too resource intensive to be practical for the long
run times reported in this paper. Instead we make use of a semi-empirical version of
TD-DFT, known as TD-DFTB. (Other related TD-DFTB and DFTB methods for
photochemical dynamics have also been developed [111, 112, 113, 114] but are not
of direct importance for the present work.) DFTB is reviewed in Refs. [46, 47, 48].
Like other semi-empirical quantum chemistry theories, DF'TB uses an atom-centered
minimal basis set which treats only the valence electrons. The core electrons are
included as an ionic potential within ve.. Approximations are made so that no more
than two-center integrals need be evaluated. For invariance reasons, the two-center
integrals are generally restricted to integrals over s-type functions, albeit different
s-type functions for different values of the angular momentum quantum number /. In
recent years, the theory has been extended to TD-DFTB [49, 50, 51, 52, 115], to lc-
DFTB [116, 60, 117, 118], to TD-lc-DFTB, and most recently to TD-1c-DFTB FSSH
[58]. The basic theory is only very briefly reviewed here, so the reader is referred to
the original literature for additional information.

The original form of DFTB [119| was noninterative. We will denote the pth basis

function on atom I by,

Xul = Xpel (7.32)

where the left-hand side is just a shorter form of the right-hand side. The density is

the superposition of atomic densities,

Po = ZP?, (7.33)
I
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and the Hxc part of the Kohn-Sham potential is assumed separable,

UHzc[p] = Z UHa:c[pI] . (734)

The matrix elements of the Kohn-Sham hamiltonian (f) are calculated as,

0 v tA s v ) I=J
futws = por Xt [t sl pr][Xs) , (7.35)
(Xpurlt + vslpr]) + vazelpallxvs) + T#J

where t is the kinetic energy operator. Frequently vggclpr] + vhae[ps] is replaced
with vg.[pr + ps] in modern implementations of DF'TB. It then suffices to solve the

matrix form of the Kohn-Sham equation,

022 = Vs (7.36)
to be able to find the “band structure” (BS) part of the DFTB total energy,
FEgps = Z nie . (7.37)
Here
Sulvg = <X;L]|X1/J> (7-38)

is the usual overlap matrix and the superscript ° is a reminder that these quantities

are evaluated in a one-shot procedure with unperturbed atomic densities.

An examination of the expression for the DFT total energy (7.20) shows that the
BS part of the energy is only the first term. This term must be corrected by the
G term plus the repulsion between the core potentials. This is the so-called “repul-
sive potential” which, in DFTB, is assumed to be expandable as a set of pairwise

potentials between different types of atom types,

Erep = Z ‘/},J(RI,J) . (739)
I<J

Probably the most difficult part of DF'TB is developing and tabulating these pairwise

potentials.

The theory presented thus far is not yet suitable for response theory calculations
as we must still be able to take into account the effect of distortions of atomic
densities due to external potentials such as those due to other atoms in a molecule.
The extension of the theory may be through second- [120] or third-order [121], but



Theoretical methods 237

only the second-order theory will be described here. In particular the DFTB total

energy is completed with a self-consistent charge (SCC) coulomb (coul) correction
E = Eps + Erep + Eecoul ) (740)

where, in principle,

Ecoul = //5p fH 7"1,7“2)

+ fae(T1,72)) 0p(72) drydrs . (7.41)

However this expression is replaced by a new semi-empirical expression by making
two approximations. The first is Mulliken’s approximation, developed for use in

approximating electron repulsion integrals [122]|. This gives,
Yy (F)s(7) Zq;fxzf )X (7) (7.42)

after a bit of algebra, where

* %
41 = 5 (ChrrSurwiCoss + CursSutwiChy,) (7.43)

N | —

is a Mulliken transition charge and the c,;, are the coefficients obtained from ex-
panding the MOs in terms of atomic orbitals. The second approximation is an ap-

proximate expansion in terms of s-type functions gy,

Xpur (T)Xpur (F) = g1(7) - (7.44)

It leads to the monopole expansion,
F(P)s(7) = ZQZ;X;I ) (7.45)

Equation (7.44) might be called the “gamma approximation” because it allows us to

define the integrals,

go= /91( 7) (fu (71, 72)
+ f:pc(Fla FQ)) gJ(F) dfldfg . (746)
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As the Mulliken charge on atom I,
=Y q'ni, (7.47)
then the coulomb energy [Eq. (7.41)] becomes

1
Eeoul = = A A 7.48
1 5 IZ]: qryr,gRqy ( )

in these approximations, because
op(r) = Z Aqrgi(7) (7.49)
I

in terms of the Mulliken charge fluctuations on each atom. In practice, in this work,
we will add one more term to to the DFTB energy, namely Grimme’s D3 correction

for van der Waals interactions [59].

Comparing Eqgs. (7.25) and (7.46) makes it fairly clear that Casida’s equation may
be solved in DF'TB. In particular, we need only replace the TD-DFT expression for

the coupling matrix with the new expression,
. b
Kiao,jbr = Z q}aﬁ)/?:;q% . (750)
1,J
where the transition charges are

0t => _dq (7.51)

pel

and 7;’} takes on the spin indices ¢ and 7 because we now include a spin dependence
in

_ Oze
 0po(7)dpr ()
Note that Grimme’s D3 correction for van der Waals interactions does not enter
into either TD-DFT or TD-DFTB calculations except indirectly through an initial

ground-state geometry optimization.

o,T -

zc (7?1, TQ)

(7.52)

As (TD-)DFTB is a semi-empirical approximation to (TD-)DFT, we can expect
(TD-)DFTB to inherit the problems of (TD-)DFT—notably the underestimation of
CT excitation energies. Unfortunately the A criterion [Eq. (7.26)] is difficult to eval-

uate directly within (TD-)DFTB. Instead, use is made of the monopole expansion
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[Eq. (7.45)] to approximate,

O =S g / 01(7)gs (7) dig}” (7.53)

1,J

Additional details may be found in Ref. [60].

Of course, the better approach would be to develop the (TD)-le-DFTB method.
The obvious difficulty here is that the introduction of the semi-empirical equivalent
of Hartree-Fock exchange means a return to traditional semi-empirical quantum
chemistry techniques [123] whose somewhat less rigorous approximations have so
far been avoided in DFTB. It also highlights a fundamental difficulty with DFTB,
namely the need for extensive reparameterization each time a new DFA is used. This
is avoided in the method of Humeniuk and Mitri¢ (used in the present article) where

a long-range correction for exchange is added with

V¢ (Ryy) = exf(uRr 5)v1,.(Rr,) (7.54)

and no reparameterizations. Furthermore Humeniuk and Mitri¢ neglect the Ir con-
tribution to the BS energy on the grounds that the zero-order system “already ac-
counts for all interactions between electrons in the neutral atoms” [58]. In practice,
the resultant (TD-)le-DFTB method appears to behave very much like the (TD-
JCAM-B3LYP method [54].

As TD-DFTB is very closely analogous to TD-DFT, it should not be too sur-
prising that the advent of TD-DFTB FSSH quickly followed the advent of TD-DFT
FSSH [56, 55, 124, 57]. The main difficulties to be overcome involved the develop-
ment of analytic derivatives and the calculation of the nonadiabatic coupling matrix
element d; ;(R(¢). In the implementation used in this article, the calculation of
dr.s(R(t) is accomplished by Casida’s wave function Ansatz [Eqs. (7.28) and (7.29)]
combined with Eq. (7.9). This leads to a linear combination of overlap terms between
two Slater determinants at different times which is evaluated using the observation
[125] that

(P (R)IPR(E+4))) = det(AB)
= (detA)(detB),
(7.55)
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for a system of N = 2n electrons where

RS, (] ¢) (rgn) |
A= <wi[w1> (i [w;» <wi|:w;> (7.56)
i <wn:|w1> <wn:|w;> <wn]w;> ]
is the determinant of overlaps of spin « orbitals and
[ (el (W] e) (o) |
B = <W1> <wa:|wz> Ww:» (7.57)
i <wn:!w'1> <wn:|¢b> <¢niw;> |

is the determinant of overlaps of spin 3 orbitals. Unprimed and primed orbitals are
evaluated at times ¢ and ¢ + A respectively. The merger of TD-lc-DFTB with TD-
DFTB FSSH has only been achieved very recently and is used in this work [58]. The
interested reader who is further interested in the technical details of this method

should see that reference.

7.3 Computational Details

Three different programs were used to carry out the calculations reported in this
paper: GAUSSIANO9 [126] was used to construct start geometries and to carry out
some single-point spectra calculations. DFTB+ [127] was used to prepare an initial
ensemble of trajectories. DETBABY [58] was used to carry out Tully-type TD-lc-

DFTB/classical trajectory surface hopping calculations.

(GAUSSIANO9 was used to generate start geometries and for some single-point spec-
tra calculations. Start geometries for the individual Pent and Cgy molecules were ob-
tained by gas-phase optimization of initial crystal geometries taken from the Crystal-
lography Open Database (COD) [128, 129, 130] and then optimized at the B3LYP /6-
31G(d,p) level — that is, with the B3LYP functional (i.e., Becke’s B3P functional
[69] with Perdew’s correlation generalized gradient approximation (GGA) replaced
with the Lee-Yang-Parr GGA [131] without further optimization [132]) [133, 69|
using the 6-31G(d,p) basis set [134, 135].
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The start geometry of the Pent/Cgo van der Waals complex as obtained from the
minimum of the potential energy curve for the unrelaxed molecules as a function of
the intermolecular distance using the orientation shown in the upper left-hand corner
of Fig. 7.1. These curves were calculated at the CAM-B3LYP-D3/6-31G(d,p) level
— that is, the range-separated CAM-B3LYP [136] was supplemented with Grimme’s
semi-empirical van der Waals correction [59].

A few single point time-dependent (TD) DEFT calculations [82, 137, 138] where
carried out at the TD-CAM-B3LYP/6-31G(d,p) level for the individual Pent and

Cgo molecules.

DFTB+ was used to take the start geometries and to generate a thermal distri-
bution of 30 start configurations for our FSSH calculations. It is not entirely clear
whether it is best to use a thermal distribution or one which approximates a quantum
distrubition of vibrational states or, perhaps, something taking into account both
thermal and quantum effects. We believe that the choice of thermal distribution
used here is best for the Pent-Cgg intermolecular coordinate, but may lead to overly
narrow distributions for the intramolecular coordinates of the monomers [139]. Cal-
culations were performed at the DFTB2/mio-0-1 level [120] using a Lennard-Jones
dispersion correction [140] and equilibrated at 7" = 300 K using the Nosé-Hoover
thermostat and a time step of 0.5 fs. The system was judged to be equilibrated after
1000 fs (Fig. 7.2) and geometrical coordinates for the start geometries began to be
collected after 1050 fs.

DFTBABY was used to carry out mixed TD-le-DFTB/classical trajectory surface
hopping using the FSSH algorithm. Each molecule from the 300K ensemble was
excited to the excited state having the highest oscillator strength. This corresponds
very roughly to broad band absorption in a solar cell. A different method of sample
preparation (not used here), appropriate for excitation in a laser experiment, would
be to use an excitation energy window.

The use of a range-separated hybrid has been previously investigated and shown
to be important when calculating TD-DFT spectra of Pent/Cg, systems [33, 34, 37,
36, 35] in order to correct the well-known underestimation of charge-transfer excita-
tions (for reviews of difficulties encountered with traditional TD-DFT and sugges-
tions for correcting them see Refs. |76, 77, 79].) We used the TD-1c-DFTB as formu-
lated by Humeniuk and Mitri¢ [60] and used in their mixed TD-le-DFTB/classical
trajectory surface hopping program DFTBABY [58].

Calculations were carried out with a nuclear time step of 0.5 fs for trajectories
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Figure 7.2 — Convergence of temperature with time during the DF'TB-+ equilibra-
tion.

as long as 500 fs. At least ten excited states, in addition to the ground state, have
been followed during each trajectory calculation. (Similar mixed TD-DFT /classical
trajectory calculations were tried using the NEWTON-X program [141], but were
found to be too demanding of local computer resources to be practical.) Excited state
gradients were calculated analytically (Appendix B of Ref. [58].) Adiabatic energies
and scalar non-adiabatic couplings were interpolated linearly when integrating the
electronic Schrédinger equation between nuclear time steps. Although decoherence
effects can be important [142], no decoherence correction was used in the present
calculations. Hops from a lower to a higher state were rejected if the kinetic energy
was less than the energy gap between the states so as not to violate the principle of
conservation of energy. Velocities were uniformly scaled after an allowed hop so that
the total (kinetic plus potential) energy was conserved. It is known that artifacts
can occur when integrating the electronic Schrédinger equation in an adiabatic basis
near a photochemical funnel. This problem was avoided using a locally diabatic
basis [63] which avoids numerical instabilities due to “trivial crossings.” Although it
is conceivable that interatomic distances might have occured for which DF'TBABY

was not parameterized, this situation was not encountered in practice.
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7.4 Results

Photodynamics calculations were run with and without the long-range correc-
tion. The results without the long-range correction showed a CT excitation much
too quickly (as will be briefly discussed at the end of this section) compared to the
expectation of roughly 100 fs based upon experimental results. For this reason, we
concentrate on the results with long-range correction. These results are divided into
four subsections. The first subsection describes the assignment of absorption spectra
obtained from a single ground-state optimized geometry. The next subsection ex-
plains how the initial excited states were prepared in our photodynamics simulation
and classifies the resultant states. This is followed by a discussion of exciton energy
transfer (EET) which is seen on a relatively short time scale and then by a subsection
discussing C'T which is seen on a longer time scale, comparable to what is expected
based upon experimental results. A final subsection comments on the CT times that

we see when the same simulation is done without any long-range correction.

7.4.1 Assignment of Absorption Spectra

Replacing a first-principles method such as TD-DFT with a semi-empirical ap-
proximation implies a trade-off between accuracy and computational efficiency. We
look at calculated absorption spectra in this section in order to obtain a better
understanding of the implications of this trade-off.

The initial model geometry has been used to calculate the absorption spectrum
of thirty excited states by using both the TD-le-DFTB the TD-CAM-B3LYP /6-
31G(d,p) methods. The resultant spectra are shown in Fig. 7.3. At first glance, the
TD-1e-DFTB and TD-CAM-B3LYP/6-31G(d,p) spectra may seem very different.
However the peaks do lie between 2.2 and 4.1 eV in both cases, both have significant
absorption between 3.3 and 4.2 eV and two intense peaks between 2.1 and 3.3 eV.

Figure 7.4 shows the MO analysis of the 4 most intense peaks in the TD-CAM-
B3LYP absorption spectra. Note the remarkable qualitative similarity of the lc-
DFTB and CAM-B3LYP hole and particle MOs. The exception is the second major
peak in the TD-CAM-B3LYP spectruum at 2.66 eV with oscillator strength f =
0.0495. Here we could not find a corresponding TD-lc-DFT peak based upon the
MO analysis. Instead we compared against the energetically closest TD-lc-DFT peak
which lies at 3.03 eV and has a very small oscillator strength of f = 0.0000001.
The 2.66 eV TD-CAM-B3LYP is a Pent — Cgg CT excitation, while the 3.03 eV
TD-le-DFT peak is a local excitation on Pent. Other than this peak mismatch,

the two spectra are in good qualitative agreement. Note that the replacement of
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Figure 7.4 — Dominant particle — hole contributions and excitation energies showing
the correspondence between the most intense TD-CAM-B3LYP /6-31G(d,p) absorp-
tion peak and the corresponding TD-lc-DFTB absorption peak.
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Excitation Energies (eV)

Method Pent CcT
Present Work
TD-CAM-B3LYP 2.29/3.7 2.66/4.1
TD-1e-DFTB 2.21/3.03/3.16 3.9
Ref. [36]
TD-LC-BLYP 2.55 3.33
TD-LC-wPBE 2.52 3.36
TD-wB97X 2.44 3.16
TD-wB97XD 2.31 2.48
TD-OPT-LC-BLYP 2.22 2.33
TD-OPT-LC-wPBE 2.23 2.25
TD-OPT-wB97X 2.23 2.30
TD-OPT-wB97XD 2.24 2.31

Table 7.2 — Comparison of the excitation energies of the present work with those of
Model 1 in given in Table 3 of Ref. [36].

quantitative agreement with a more qualitative picture is, of course, the “price” we
pay for using a semi-empirical method. However, it should be emphasized that the
type of dynamics calculations reported here for molecules of this size and on this
time scale are extremely difficult to do without making approximations.

As our model is essentially the same as Model 1 in Ref. [36], we have compared
our excitation energies with those reported in that article. Our results appear to
us to be in good agreement with those obtained with lc functionals in Ref. [36] —
certainly well within the variations observed for excitations obtained with different

lc functionals.

7.4.2 Initial Excited States

Having discussed the (static vertical) absorption spectrum, we now proceed to
describe our photodynamics calculation and what results it gave. We ran thirty TD-
le-DFTB FSSH trajectories (numbered Traj 1, Traj 2, ..., Traj 30) whose initial states
were obtained by exciting from a ensemble of molecules with different geometries
equilibrated at 300 K to the singlet excited state with the highest oscillator strength
at that geometry. This led to an initial ensemble of states which will be described in
this subsection.

The energetic gap between the first several singlet excited states is much smaller
than that between the ground state (Sp) and the first excited singlet state (S;). For
this reason, it is perhaps not surprising that only 36.7% of the Trajs began from
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S1. Moreover only an additional 16.7% of the initial states are accounted for by the
next four states (Sy - Sj), leaving 46.6% of the initial states in still higher states.
Note however that the ordering of these energetically dense states is sensitive to the
geometry of the molecules which is different for the initial states of different Trajs.

Some programs, such as NEWTON-X [141, 110] have special routines (CALCDEN
and THEODORE in the case of NEWTON-X) which allow the automatic assignment
of state character [143, 144, 145, 146]. DFTBABY is less advanced in this respect,
but is more advanced in its implementation of the le-DFTB needed for the present
study. In the present case, the physical nature of the initial states was determined
by direct visualisation of the MOs involved in each excitation. An example of this
analysis is shown in Fig. 7.5. Two types of excited states where found. Excitations
localized on Pent are designated as P-type while those excited states which are
delocalized over both Pent and Cgy are designated as DL. Of course, there is an
element of subjectivity in this analysis. However no amount of automation seems
likely to be able to totally eliminate the fuzzy boundary between what is a localized
and what is a delocalized excitation. In practice, we found it fairly clear how to label
the states. For example, although Traj 18 is partly of P — DL character, it is clear
that the dominant contribution is of P-type (i.e., P — P character.)

In total, there were 16 initial excited states of P-type and 14 initial excited states
of DL-type. To some extent, these two types of excitations are associated with partic-
ular orbitals. For example, all but three of the P-type initial states are dominated by
the !(H, L) transition. The exceptions are Traj 18 which is still about 33% '(H, L)
and Trajs 4 and 6 which are predominantly '(H, L + 1). However caution should
be taken when basing assignments on orbital ordering as this can change when the
molecules are deformed from one geometry to another. All of the 14 DL-type initial
states are dominated by the '(H, L + 3) transition.

7.4.3 Exciton Energy Transfer Dynamics

The 30 initial excited states were propagated for 500 fs. To do this, it is necessary
to specify for how may other excited states surface hopping will be allowed. In
general this number was varied from 10 (if the initial state was low in energy) to 17
(if the initial state was higher in energy.) It is also necessary to use multiple criteria
when analysing the character of the electronic states during the photodynamics
simulations. We have mainly followed three properties of the active state over time,
namely (i) the transition dipole moment (TDM), (ii) the oscillator strength f, and
(iii) the degree of spatial overlap between occupied and virtual orbitals as measured

by A. Note that two of these properties are closely related (but not proportional)
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Figure 7.5 — Assignment of the physical character of the initial excitation of several
trajectories based upon the two most important MO contributions to the singlet
excitation: Traj 1, DL-type; Traj 2, P-type; Traj 18, P-type; Traj 6, P-type.
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Figure 7.6 — Variation of state populations during the first 50 fs of the simulation.

because the oscillator strength f; for a transition with excitation energy wy is related
to the TDM

freo = [(Wr|71Wo)| (7.58)
by
2 2
fr=gwitico. (7.59)

In addition this was accompanied by looking at (iv) the molecular orbital contri-
butions to the active excited state and (v) visualization of the particle-hole charge
distribution or (vi) particle-hole charge density difference. As noted above, the MO
contributions can be misleading because the ordering of the MOs may change during

the simulation. However this was only one of several criteria examined.
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We found that exciton energy transfer (EET) happens very quickly. So our dis-
cussion of EET focuses on what happens on the a short-time scale, on the order
of 50 fs or less. As shown in Fig. 7.6, S; and S; dominate during the first 50 fs,
but other excited states are present. This is because the manifold of singlet excited

states is quite dense compared to their energetic separation from the ground state.

MO analysis of the 30 trajectories (Supplementary Information) shows that all
but one of the P-type initial-state trajectories follow the pathway P — P — Cgp.
(The exception follows the pathway P — DL — Cgo.) All but one of the DL-type
initial state trajectories follows the DL, — Cgy — P pathway. (The exception follows
the pathway DL — P — Cg.)

The results are shown for some initial P-type trajectories in Fig. 7.7. Tt is im-
mediately obvious that something dramatic is happening at around 20 fs because
there is a dramatic fall in oscillator strength and in the related quantity, the TDM.
The effect is somewhat less dramatic for A but is also present. The hole-particle
charge analysis (Supplementary Information) shows that the excitation is moving
from a P-type excitation to become a Cgp-type excitation. The results are shown for
some initial DL-type trajectories in Fig. 7.8. The situation is less dramatic here, but
something is clearly happening 10-20 fs into each run as all three properties move
up to a maximum. The particle-hole analysis (Supplementary Information) show
that a localization procedure is taking place followed by movement of the localized
excitation from one molecule to another. While these results may at first seem puz-
zling, they are in fact consistent with the well-known process of energy transfer. The

natural direction is from the donor (D) to the (A) acceptor,
D*+A— D+ A*. (7.60)

Such an energy transfer has been explained via electron exchange (i.e., Dextor’s
mechanism) or via a coulombic mechanism [i.e., Forster resonance energy transfer
(FRET) |147|]. But, because the system is finite, recurrances will occur, so we also

see the excitation being passed back again,

D+ A*— D"+ A. (7.61)

Let us try to summarize the main conclusion of this subsection: We are seeing
excitonic energy transfer on a very short time scale: 17£11 fs for P-type initial-
state Trajs and 13+5 fs for DL-type initial-state Trajs. Such a time is too short
for the nuclei to move very much. Nevertheless, some change in molecular geometry

is apparent as the pentacene forms a crescent shape around Cgy (Supplementary
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Figure 7.7 — Temporal variation of properties for the active state of five initially
P-type trajectories (trajectory numbers 4, 6, 17, 28, and 30): (a) A, (b) oscillator
strength, and (c) transition dipole moment.
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Information.) Such a shape enhances the van der Waals bonding between the two
fragments, thereby making exciton energy transfer easier than it might otherwise

have been.

7.4.4 Charge Transfer Dynamics

At the heart of the modern OPVs is charge separation at the heterointerface. This
is something we see in six out of 30 of Trajs at 188+28 fs. Of these Trajs, two had
P-type initially-excited states and the other four had DL-type initally-excited states.
As we shall illustrate by taking an in-depth look at two typical Trajs, it is only by
carefully examining images of particle-hole charge distributions that we were able to
establish what value of A is low enough to indicate CT. We have chosen to discuss
the charge separation process in detail by focusing on Traj 6 which is an initially

P-type excited state and on Traj 27 which is an initially DL-type excited state.

7.4.4.1 Traj 6: Example of a P-type initial state

Figure 7.9 shows the evolution of the active state in time for Traj 6 as it hops
from one state to another. It is clear that the excited states form a close-packed
manifold well-separated from the ground state. This leads to a high probability of
surface hopping as is confirmed in Fig. 7.10. Now let us follow in detail what is
happening for the active state along its trajectory. Figure 7.11 shows the particle
and hole MOs involved in the excited state and 7.12 shows the particle-hole charge
density difference for several snapshots of the active state. The initial state is Sy, a
P-type state, consisting mainly of H — L+1 (96.5%) with a little bit of H-7 — L+8
(3.5%). At the time of this hopping from the S; state, the active state becomes a
linear combination of two transitions (86.3% H — L + 13.7% H-1 — L+1). All the
particle and hole MOs of these transitions are located mainly on the pentacene.

At 17.5 fs, there is a sudden change in properties (Fig. 7.13). The active state has
become Sg which is a Cgo-type state [(2) in Fig. 7.12]. The MO analysis of the active
state shows a major (88.7%) H-1 — L+2 component and a minor (11.3%) H-2 —
L+3 component. All these MOs are localized on Cgy. Hence the 17.5 fs transition
is the first exciton energy transfer. Values of A, TDM, and Osc are high for P-type
excitations. For C—60-type excitations, A falls considerably and values of both the
TDM and Osc fall nearly to zero. These values (Fig. 7.13) are intially high, drop at
17.5 fs, and then rise again at 20 fs. They subsequently drop at 22 fs and remain
low until 56 fs before they rise up again. They remain high for another 13 fs, and

then drop again at 69 fs, indicating that the active state has changed its nature.
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Figure 7.10 — Traj. 6: Surface hopping during the first 250 fs of the trajectory.

These oscillations are very tricky to analyze as they occur for both exciton energy
transfer and for charge transfer. However the MO analysis (Fig. 7.11) and particle-
hole charge density difference (Fig. 7.12) indicates that the active state changes its
nature at 20 fs from local on Cgo to local on pentacene and then, 2 fs later, local
on Cgo. At 56 fs, the active state is once again a local excitation on pentacene. This
exciton energy transfer continues up to 69 fs and beyond — up to 157 fs.

At 157.5 fs, there is a dramatic change in the nature of the excited state from a
Cgo-type state to a charge transfer state with a hole on the Cgy and an extra electron
on pentacene |(8) in Fig. 7.11 and (8) in Fig. 7.12]. This qualitatively different change
is not visible in the f or in the TDM graphs, and it is only visible in the A graph as
a particularly low value of A (i.e., < 0.5). The MO analysis shows a major H-6 —
L component (67.4%) with a minor H-3 — L component (32.6%). Both the major
and minor components show particles and holes located on different fragments, thus
confirming the charge-transfer nature of the 157.5 fs active state. Interestingly the
charge transfer is happening from Cgy to pentacene, which is not the intuitively
expected direction. However there is sufficient energy for this to happen in our finite
system and the charge separation only lasts about 1.5 fs before becoming localized
once again on Cgy [(10) of Fig. 7.11 and (10) of Fig. 7.12].

At 210 fs, the hole and particle become delocalized over both molecules and
this leads to another charge-transfer state at 221 fs, this time with the hole on the
pentacene and an extra electron on Cgg. This is confirmed by examination of the
MOs involved in the H — L+1 (57.9%) excitation and in the particle-hole charge
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density difference for the active Sig state. Once again, the this charge transfer state
is transitory and after only 1 fs it has become a local excitation on Cgg. There is no

particular reason for charge transfer to be permanent in such a small system.

7.4.4.2 Traj 27: Example of a DL-type initial state

We carry out a similar analysis to that for the initially P-type Traj. 6, but this
time for the initially DL-type Traj 27. Figures 7.14 and 7.15 show the evolution of
the active state. It generally stays among the lower energy singlet excited states—
especially S7 and Ss—but does not remain exclusively in these states.

Now let us follow in detail what is happening for the active state along its tra-
jectory. Figures 7.16 and 7.17 show the particle and hole molecular orbitals (MOs)
involved in and the particle-hole charge density difference for several snapshots of
the active state. The initial state is Si3, a DL-type state which passes to Sio after
3 fs, returns to Sy; for 1.5 fs more, then hops to Sy for 1 fs before hopping to Sg
for 5.5 fs, and then passes through S5 and 5}, staying on each for about 0.5 fs, until
finally relaxing to the lowest excited state S after 15 fs.

Figure 7.18 shows the same sort of oscillations that we have seen in the case
of Traj 6. Indeed the MO analysis of the active state shown in Fig. 7.16 indicates
that we are once more seeing excitonic energy sloshing back and forth between
pentacene and Cgo, with the first exciton energy transfer happening at 16 fs. This
process continues without the development of significant charge transfer until 127.5
fs, when the A value falls below 0.5, which appears to us to be a critical value for
intermolecular charge transfer. This is an important point: Higher values of A such
as A = 0.6 generally also indicate charge transfer but only intramolecular charge
transfer within one or the other molecule. To have intermolecular charge transfer, A
must fall lower still and the value that we have found to correlate with intermolecular
transfer is A < 0.5. Figures 7.16 and 7.17 indicate that true intermolecular charge
transfer is indeed happening at 127.5 fs. Once again, this intermolecular charge
transfer is only short lived but is expected to reccur were we to run the simulation

for long enough.

7.4.4.3 Summary of all six CT times

Figure 7.19 provides a summary in terms of charge density difference maps of
what CT looks like for the six trajectories where it was observed. We note that the
CT may take place either from Pent to Cgg or from Cgy to Pent, but that, whichever
the direction of C'T, the opposite CT will take place in the opposite direction for this
finite system. The Fig.7.19 shows that precisely this phenomenon has been observed
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in our calculations for both Trajs 6 and 14. An especially important point is that our
observation of a CT time of 188428 fs is commenserate with experimental observa-
tions of CT times at heterojunctions in OPV devices (i.e., 200 fs for APFO3/PCBM
[13], 70-100 fs for pentacene/Cgo [14], < 100 fs for MDMO-PPV /PC7BM and for
PCPDTBT/PC;BM [15], and 82 fs for p-DTS(FBTThy),/PC7BM [16].)

7.4.5 Charge Transfer Dynamics without Long-Range Cor-

rection

As we had also done the same type of TD-DFTB FSSH calculations with DFT-
BABY without any long-range correction, we can see the importance of the lc. Details
are reported in the Supplementary Information. All 30 Trajs show at least one CT
and we have found two CTs in most cases. The first C'T occurs extremely quickly at
343 fs. The second CT takes place at 1611 fs. Obviously neither of these is com-
menserate with the experimental observations of CT times at OPV heterojunctions
cited above. This confirms the importance of including a lc when calculating CT

times.
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7.5 Conclusion

We have carried out Tully-type mixed time-dependent long-range-corrected density-
functional tight binding/classical trajectory surface hopping calculations on a van
der Waals complex consisting of a single buckminsterfullerene (Cgy) molecule to-
gether with a single pentacene (CyHis) molecule. Calculations for an ensemble of
30 trajectories were run for significantly more than 100 fs for this 96 atom system
and were carefully analyzed to see what processes were happening on different time
scales. Although several approximations have been made — including taking only
two molecules into account in our dynamics, the use of the semi-empirical TD-lc-
DFTB approach, and the use of Tully’s semi-clasical approximation — there is a
certain satisfaction that is obtained from being able to follow the photodynamical
process in such detail. Excitations were made, not from a single geometry, but from a
thermally-equilibrated ensemble of ground state geometries. The initial excited state
lay anywhere within a bundle of closely-spaced states lying well above the ground
state. Both nuclei and electrons were free to move, though the nuclei did not move
very far in 100 fs. Nevertheless, pentacene was found to twist and to wrap itself
around Cgg, offering ample symmetry reduction to mix different excited states. Gen-
erally speaking, the molecules soon relaxed to the lowest excited states, but they did
not generally remain in the lowest excited state. Nor was there time for the system
to go all the way to the ground state and, indeed, the ground state was not our
hoped-for objective anyway. Instead we expected to see charge separation and the
production of some sort of precursor to a conducting state as befits a model for the
heterojunction of an organic solar cell.

What we actually observed on a short time scale was a localized excited state
on one molecule transforming into a localized excited state on another molecule and
then going back again, with the first energy transfer occurring within less than about
20 fs. This is a known phenomenon though we have found that it is rarely mentioned
in the organic solar cell literature. As the system is finite, recurrence are inevitable,
so that the energy continues to go back and forth. However Fourier transforming
various properties showed no particular periodicity in the sloshing back and forth
of energy. The literature does talk about excimer trapping at the interface, which
would prevent the exciton from departing very quickly from the interface. Our model
van der Waals complex consisting of only one pentacene and one Cgg is too small to
conclude regarding the formation of an excimer, but the rapidity of the movement
of energy from one molecule to the next raises the question of whether the geometry
at the interface can relax fast enough to catch the exciton before it diffuses away

from the interface or whether the energy is simply sloshing back and forth within
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an excimer potential energy well?

A sudden change in oscillator strength was found to be a good indication of EET.
The best criterion that we found for CT was when A fell below about 0.5.

Assuming the energy remains trapped at the interface, our calculations show that
charge separation takes place after 188+28 fs. This is quite encouraging in so far as
this is the order of magnitude of the time-scale reported in the literature for charge
separation at organic solar cell bulk heterojunction interfaces based upon experi-
mental results. We also carried out calculations without the long-range correction
and found significantly shorter CT times which are in no way consistent with ex-
periment. This emphasizes the importance of using a long-range corrected theory not
gust for calculating spectra but also in photodynamics simulations. As our system
is finite, CT also recurs. That is, the charges recombine so that they can separate
again at some later time. Recombination could be prevented if the system were large
enough to allow charge to diffuse away from the interface.

Shortly before submitting this article, we became aware of a recently published
paper by Joseph, Ravva, and Bredas [148| reporting results of TD-wB97XD FSSH
calculations on the same system. Although the details of their simulation and their
preparation of the initial ensemble of excited states is different from ours, we may
hope that they would find similar CT times in their simulation with a long-range cor-
rected functional as we did in our simulation using TD-lc-DFTB. This is confirmed
by their reporting of a 25 fs CT time.

All of these points to the need for simulations on model systems composed of
larger numbers of molecules and, eventually, varying the types of molecules. We
believe that such future studies will be aided by the present study in so far as we
have done the pioneering work applying state-of-the-art TD-lc-DFTB FSSH to fs
CT dynamics. As TD-lc-DFTB FSSH has a better scaling than TD-wB97XD FSSH,
we may hope to be able to treat still larger systems in the future. At the same
time, we are also fully aware of the need to explore other methods for preparing the
ensemble of initial excited states and of the limitations of the analytic tools that
we have used to characterize C'T. While we believe our results to be improvable, we
believe that they have already shown beyond any serious doubt the importance of

including long-range corrections in studies of CT at OPV heterojunctions.
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Supplemental

The supplemental information for this paper contains the following:

e Short-time analysis for the 16 states initially localized on pentacene.
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e Short-time analysis for the 14 states initially delocalized over pentacene and
buckminsterfullerene.
e CT analysis of TD-DFTB FSSH calculations.

Abbreviations

For the reader’s convenience, we have collected together the abbreviations used

in this chapter:

A Degree of spatial overlap between occupied and virtual orbitals
A Acceptor.

BS Band structure.

Cso Buckminsterfullerine.

coul Coulomb.

CT Charge transfer.

D Donor.

DFA Density-functional approximation.
DFT Density-functional theory.

DFTB Density-functional tight binding.
DL Delocalized.

Dy Nonadiabatic coupling.

E Energy.

EFISH Electric field-induced second harmonic.
erf Error function.

erfc Complementary error function.

ET Energy transfer.

ETT Exciton energy transfer.

FRET Forster resonance energy transfer.
FSSH Fewest switches surface hopping.

fs Femtoseconds.

f Oscillator strength.

GGA Generalized gradient approximation.

H Highest-occupied molecular orbital.
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H-n nth level below the HOMO.

HOMO Highest-occupied molecular orbital.
HF Hartree-Fock.

L Lowest-unoccupied molecular orbital.

L+n nth level above the LUMO.

LUMO Lowest-unoccupied molecular orbital.
HOMO Highest-occupied molecular orbital.
L Lowest-unoccupied molecular orbital.

L+n nth level above the LUMO.

lc Long-range corrected.

lec-DFTB long-range corrected Density-functional tight binding.

Ir Long range.

LUMO Lowest-unoccupied molecular orbital.

MO Molecular orbital.

ms Milliseconds.

ns Nanoseconds.

NTO Natural transition orbital.

OPYV Organic photovoltaics.

P Pentacene.

Pent Pentacene.

ps Picoseconds.

rep Repulsion.

S Singlet.

SCC Self-consistent charge.

sr Short range.

TD Time-dependent

TD-DFT Time-dependent density-functional theory.
TD-DFTB Time-dependent density-functional tight binding.

TD-1c-DFTB long-range corrected time dependent Density-functional tight bind-

ing.

TDM Transition dipole moment.
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Traj Trajectory.
UV-Vis Ultraviolet-visible.

xc Exchange-correlation.
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Exciton Energy Transfer (EET)

Trajectory 2
Initial Excit.: t =01s, S =1, E =2.413 eV, f =0.310
97.0% '(H,L)+3.0% '(H-8,1.+8) on pentacene, A = 0.99
Before EET: t =351s, S =1, E=2.358 eV, f = 0.265
98.2% *(H,L)+1.8% *(H-6,L+8) on pentacene, A = 0.986
After EET: t =35.51fs, S =2, E=2339 eV, f=0.0739
52.3% '(H-2,1L+1)+47.7% *(H,L) on Cg, A = 0.850

Trajectory 4
Initial Excit.: t =01s, S =3, E = 2.461 eV, f = 0.298
95.4% Y(H,L+1)+4.6% '(H-7,L+9) on pentacene, A = 0.97
Before EET: t =21.51fs, S =5, £ =2.183 eV, f =0.223
86.9% '(H,L+2)+13.1% '(H-1,L.+1) delocalized, A = 0.8934
After EET: t =24 fs, S =10, E' = 2.405 eV, f = 0.0007
57.8% 1(H-2,1+2)+42.2% (H-5,L-+1) on Cg, A = 0.708

Trajectory 6
Initial Excit.: t =01s, S=4, E =2402 eV, f =0.288
96.5% '(H,L+1)+3.5% '(H-7,L+8) on pentacene, A = 0.97
Before EET: t =17 1fs, S =2, E =2.105¢eV, f =0.312
99.0% '(H,L+1)+1.0% '(H-11,1.+12) on pentacene, A = 0.984
After EET: t =175 1s, S =8, £ =2.359 eV, f =0.0018
88.7% *(H-1,L+2)+11.3% '(H-2,L+3) on Cg, A = 0.0.703

Trajectory 7
Initial Excit.: t =01s, S =2, E = 2.431 eV, f = 0.248
94.9% '(H,L)+5.1% '(H-3,.+1) on pentacene, A = 0.95
Before EET: t =0.51fs, S =3, E=2431 eV, f =0.293
97.6% '(H,L+1)+2.4% '(H-6,L+7) on pentacene, A = 0.966
After EET: t =115, S=1, E =2.126 eV, f = 0.0006
93.5% '(H-1,1.)+6.5% *(H-2,1.4+-2) on Cg, A = 0.840

Trajectory 9
Initial Excit.: t =01s, S=1, £ = 2.350 eV, f = 0.307
96.6% *(H,L)+3.4% '(H-7,L+9) on pentacene, A = 0.99
Before EET: t =4 1s, S =4, E =2.39 eV, f = 0.275
83.3% '(H,L+3)+16.7% ' (H,L+2) on pentacene, A = 0.791
After EET: t =4.51s, S=5, E =2397 eV, f=0.0134
63.8% (H-1,1.4+1)+36.2% *(H-2,1) on Cgg, A = 0.702

Trajectory 11
Initial Excit.: t =01s, S =1, F =2.422 eV, f =0.296
97.3% (H,L)+2.7% *(H-7,L+8) on pentacene, A = .98
Before EET: t =13.5fs, S =2, £ =2401 eV, f =0.272
81.6% *(H,L)+18.4% '(H,L+1) on pentacene, A = 0.747
After EET: t =141fs, S=1, £ =2.396 eV, f = 0.0116
69.2% *(H-1,L+1)+30.8% '(H-2,L+2) on Cg, A = 0.841

Table 7.3 — Short-time analysis of the 16 states initially localized on pentacene. The
time (t) to get exciton energy transfer from each trajectory (Traj.), the active states
(S5), the energies (E), the oscillator strengths (f), the molecular orbitals involved,
the percentages of each transition involved in each excited state, and the degree of
spatial overlap between occupied and virtual orbitals of the active state (A). Parts
(a), (b), and (c) are continuations of the upper part of a single table.
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Exciton Energy Transfer (EET)

Trajectory 13
Initial Excit.: t =01s, S =1, E =2.437 eV, f = 0.282
96.5% '(H,L)+3.5% !(H-7,L+8) on pentacene, A = 0.98
Before EET: t =131s, S =1, E =2.112 eV, f =0.297
99.2% (H,L)+0.8% '(H-11,L+8) on pentacene, A = 0.985
After EET: t =13.51s, S =1, E =2.091 eV, f = 0.0045
86.1% '(H-1,L+1)+13.9% *(H-2,L+2) on Cgp, A = 0.897

Trajectory 15
Initial Excit.: t =01s, S =1, E = 2.341 eV, f = 0.278
97.4% *(H,L)+2.6% *(H-6,L+7) on pentacene, A = 0.97
Before EET: t =16.51fs, S =1, E = 2.046 eV, f = 0.293
99.1% '(H,L)+0.9% '(H-10,L+8) on pentacene, A = 0.979
After EET: t =17.01fs, S =8, £ = 2.380 eV, f = 0.0006
99.1% (H-5,1.4+-1)+0.9% *(H-4,14+3) on Cgo, A = 0.767

Trajectory 17
Initial Excit.: t =01s, S=1, E =2.374 eV, f = 0.288
95.6% '(H,L)+4.4% '(H-7,L+8) on pentacene, A = 0.98
Before EET: t =19 1fs, S =2, F =2.042 eV, f = 0.282
78.3% Y(H,L+1)+21.7% *(H,L+2) on pentacene, A = 0.848
After EET: t =195 fs, S =10, E' = 2.451 eV, f = 0.0009
71.9% '(H-3,L+3)+28.1% *(H-5,L+1) on Cgo, A = 0.632

Trajectory 18
Initial Excit.: t =01s, S =4, E =2.284 eV, f = 0.286
67.1% *(H,L+2)+32.9% '(H,L) on pentacene, A = 0.71
Before EET: t =2 fs, S =10, E = 2.319 eV, f = 0.248
96.7% (H,L+3)+3.3% (H-3,L+2) on pentacene, A = 0.960
After EET: t =25 1s, S =10, E =2.301 eV, f = 0.0117
69.9% *(H-5,1.+2)+30.1% '(H-3,L+2) on Cgy, A = 0.814

Trajectory 20
Initial Excit.: t =01s, S=1, £ =2.392 eV, f = 0.297
96.6% *(H,L)+3.4% '(H-7,L+8) on pentacene, A = 0.99
Before EET: t =4.51fs, S =7, E=2418 eV, f =0.250
96.4% ' (H,L+3)+3.6% '(H-6,L+8) on pentacene, A = 0.941
After EET: t =5.01fs, S=1, £ =1.924 eV, f = 0.0006
78.9% '(H-1,1)+21.1% *(H-2,L+1) on Cgp, A = 0.814

Trajectory 22
Initial Excit.: t =01s, S =1, £ =2.390 eV, f = 0.287
96.4% *(H,L)+3.6% '(H-7,L+8) on pentacene, A = 0.98
Before EET: t = 6.5 fs, S =10, £ = 2.5083 eV, f = 0.257
96.5% *(H,L+3)+3.5% '(H,L+1) on pentacene, A = 0.942
After EET: t =7.01s, S =10, £ = 2.520 eV, f = 0.0188
51.6% '(H-5,L+1)+48.4% '(H-1,L+5) on Cg, A = 0.731

Table 7.4 — Short-time analysis of the 16 states initially localized on pentacene. The
time (t) to get exciton energy transfer from each trajectory (Traj.), the active states
(S), the energies (E), the oscillator strengths (f), the molecular orbitals involved,
the percentages of each transition involved in each excited state, and the degree of
spatial overlap between occupied and virtual orbitals of the active state (A). Parts
(a), (b), and (c¢) are continuations of the upper part of a single table.
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Exciton Energy Transfer (EET)
Trajectory 24
Initial Excit.: t =0fs, S =1, E =2.336 ¢V, f = 0.325
97.0% '(H,L)+3.0% '(H-7,L+8) on pentacene, A = 0.99
Before EET: t = 38.5fs, S =4, E = 2.386 eV, f = 0.286
98.9% '(H,L+2)+1.1% '(H-7,L+8) on pentacene, A = 0.977
After EET: t =39.0fs, S = 1, E = 2.204 ¢V, f = 0.0006
68.8% (H-2,1)+31.2% '(H-1,L+2) on Cg, A = 0.855
Trajectory 26
Initial Excit.: t =01fs, S =1, E =2.327 eV, f = 0.333
96.2% '(H,L)+3.8% '(H-7,L+8) on pentacene, A = 0.99
Before EET: t =21.51s, S =3, £ =2.237¢V, f =0.324
97.6% Y(H,L)+2.4% *(H-6,L+7) on pentacene, A = 0.985
After EET: t =22 1fs, S =1, E =2.242 ¢V, f = 0.0011
59.8% '(H-2,L+1)+40.2% (H-3,L+1) on Cgp, A = 0.828
Trajectory 28
Initial Excit.: t =0fs, S =1, E = 2.435 eV, f = 0.306
96.9% (H,L)+3.1% *(H-7,L+10) on pentacene, A = 0.98
Before EET: t =23.51fs, S =6, £ =2.325 ¢V, f =0.261
96.1% *(H,L+2)+3.9% !(H-4,1) on pentacene, A = 0.938
After EET: t =24 fs, S =8, E =2.394 eV, f = 0.0105
57.4% Y(H-1,L+3)+42.6% '(H-4,L) on Cg, A = 0.736
Trajectory 30
Initial Excit.: t =01s, S =2, E =2421 eV, f =0.224
94.1% '(H,L)+5.9% '(H-2,L+1) on pentacene, A = 0.91
Before EET: t = 19 fs, S = 4, E = 2.087 eV, f = 0.296
94.7% '(H,L+2)+5.3% '(H-2,L) on pentacene, A = 0.959
After EET: t =195 fs, S =3, E = 1.925 ¢V, f = 0.0003
50.9% '(H-3,L+1)+49.1% '(H-4,L) on Cgp, A = 0.786

Table 7.5 — Short-time analysis of the 16 states initially localized on pentacene. The
time (t) to get exciton energy transfer from each trajectory (Traj.), the active states
(S), the energies (E), the oscillator strengths (f), the molecular orbitals involved,
the percentages of each transition involved in each excited state, and the degree of
spatial overlap between occupied and virtual orbitals of the active state (A). Parts
(a), (b), and (c¢) are continuations of the upper part of a single table.
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Exciton Energy Transfer (EET)

Trajectory 1
Initial Excit.: t =0fs, S =14, F =2.467 eV, f =0.127
86.6% *(H,L+3)+13.4% '(H-5,L.+4) delocalized, A = 0.88
Before EET: t =5fs, S =1, E = 1.998 ¢V, f = 0.0002
66.8% *(H-1,1)+33.2% (H-2,L) on Cgp, A = 0.830
After EET: t =10fs, S = 1, E = 2.652 ¢V, f = 0.2847
97.9% *(H,L)+2.1% *(H-8,L+8) on pentacene, A = 0.983
Trajectory 3
Initial Excit.: t = 0 fs, S = 10, E = 2.265 eV, f = 0.252
97.1% Y(H,L+3)+2.9% '(H-5,L+1) delocalized, A = 0.96
Before EET: t =0.5 s, S =10, E = 2.224 ¢V, f = 0.001
60.9% *(H-5,L+1)+39.1% '(H-4,L+2) on Cgp, A = 0.736
After EET: t =21.5fs, S =2, E = 2543 eV, f = 0.2889
95.8% *(H,L)+4.2% *(H-3,L+1) on pentacene, A = 0.966
Trajectory 5
Initial Excit.: t = 0 fs, S = 10, £ = 2.306 ¢V, f = 0.281
97.2% Y(H,L+3)+2.8% '(H-9,L+8) delocalized, A = 0.97
Before EET: t =0.51s, S =10, £ = 2.271 eV, f = 0.001
66.5% '(H-5,L4+2)+33.5% '(H-3,L+2) on Cgp, A = 0.776
After EET: t = 21.5fs, S =3, E = 3.061 eV, f = 0.0008
65.0% *(H-5,1.)+35.0% (H,L+4) on pentacene, A = 0.800
Trajectory 8
Initial Excit.: t =0fs, S =12, £ =2401 ¢V, f =0.182
93.4% (H,L+3)+6.6% '(H-2,L+6) delocalized, A = 0.91
Before EET: t =4 1s, S =1, E =2473 eV, f = 0.258
94.8% *(H,L)+5.2% *(H-6,L+8) on pentacene, A = 0.981
After EET: t = 16 fs, S = 12, E = 2.846 eV, f = 0.0015
54.3% '(H-1,L+4)+45.7% '(H-2,L+4) on Cgp, A = 0.780
Trajectory 10
Initial Excit.: t =0 fs, S = 14, E = 2.339 eV, f = 0.183
96.4% (H,L+3)+3.6% (H,L) delocalized, A = 0.88
Before EET: t = 3.5 fs, S =3, E = 2.236 ¢V, f = 0.002
53.9% '(H-4,L4+2)+46.1% '(H-2,L+1) on Cgp, A = 0.754
After EET: t = 14.5fs, S =2, E = 3.032 eV, f = 0.2457
92.5% Y(H,L)+7.5% '(H,L+1) on pentacene, A = 0.898

Table 7.6 — Short-time analysis of the 14 states initially delocalized over pentacene
and buckminsterfullerene. The time (f) to get exciton energy transfer from each
trajectory (Traj.), the active states (S), the energies (E), the oscillator strengths
(f), the molecular orbitals involved, the percentages of each transition involved in
each excited state, and the degree of spatial overlap between occupied and virtual
orbitals of the active state (A). Parts (a), (b), and (c) are continuations of the upper
part of a single table.
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Exciton Energy Transfer (EET)

Trajectory 12
Initial Excit.: t =01s, S =12, £ =2.289 eV, f =0.279
97.5% *(H,L+3)+2.5% *(H-6,L+7) delocalized, A = 0.97
Before EET: t = 1 fs, S = 10, £ = 2.182 ¢V, f = 0.0003
78.6% 1(H-5,1.4+2)+21.4% 1(H-3,L+1) on Cg, A = 0.676
After EET: t =71s, S =1, F =2.642 eV, f = 0.2618
95.2% *(H,L)+4.8% *(H-6,L+8) on pentacene, A = 0.977

Trajectory 14
Initial Excit.: t =0 fs, S = 14, E = 2.390 eV, f = 0.132
89.0% *(H,L+3)+11.0% Y(H-2,1.+4) delocalized, A = 0.85
Before EET: t =2 1s, S =14, E = 2.312 eV, f = 0.004
75.2% Y(H-3,L+4)+24.8% '(H-8,L+1) on Cgp, A = 0.778
After EET: t =135 1fs, S =1, E = 3.063 eV, f = 0.2504
95.2% *(H,L)+4.8% *(H-7,L.+8) on pentacene, A = 0.979

Trajectory 16
Initial Excit.: t =0 fs, S = 15, E = 2.396 €V, f = 0.228
97.9% *(H,L+3)+2.1% *(H-6,L+7) delocalized, A = 0.93
Before EET: t = 0.5 fs, S = 15, E = 2.368 eV, f = 0.003
50.3% '(H-11,L)+49.7% *(H-3,L+5) on Cgo, A = 0.730
After EET: t = 14.0 fs, S = 4, E = 2.996 eV, f = 0.2507
91.8% '(H,1+2)+8.2% '(H,L+1) on pentacene, A = 0.893

Trajectory 19
Initial Excit.: t =0fs, S =9, E =2.373 eV, f = 0.255
94.5% *(H,L+3)+5.5% *(H-5,L+2) delocalized, A = 0.96
Before EET: t =11s, S =3, E =2.244 ¢V, f = 0.002
51.7% *(H-4,1+1)+48.3% '(H-5,L.+3) on Cg, A = 0.806
After EET: t =3 fs, S =1, E =2.489 eV, f = 0.3057
97.2% *(H,L)+2.8% *(H-6,L+7) on pentacene, A = 0.981

Trajectory 21
Initial Excit.: t =01s, S =16, F =2.341 eV, f = 0.151
93.8% *(H,L+3)+6.2% *(H-3,L) delocalized, A = 0.84
Before EET: t =2.51s, S =9, F=2.341 eV, f =0.001
58.6% (H-3,L+1)+41.4% '(H-5,L) on Cgp, A = 0.729
After EET: t =6.0fs, S =1, E = 2.571 eV, f = 0.2666
93.9% '(H,L)+6.1% *(H-6,1.+8) on pentacene, A = 0.970

Table 7.7 — Short-time analysis of the 14 states initially delocalized over pentacene
and buckminsterfullerene. The time (f) to get exciton energy transfer from each
trajectory (Traj.), the active states (5), the energies (F), the oscillator strengths
(f), the molecular orbitals involved, the percentages of each transition involved in
each excited state, and the degree of spatial overlap between occupied and virtual
orbitals of the active state (A). Parts (a), (b), and (c¢) are continuations of the upper
part of a single table.
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Exciton Energy Transfer (EET)

Trajectory 23
Initial Excit.: t =0 fs, S = 17, £ = 2.440 ¢V, f = 0.117
86.3% Y(H,L+3)+13.7% (H-4,L) delocalized, A = 0.87
Before EET: t =6 s, S =3, F = 2.624 ¢V, f = 0.007
52.4% Y(H-2,L+2)+47.6% 1(H-2,L) on Cg, A = 0.782
After EET: t =95 fs, S =3, £ =3.249 eV, f = 0.1266
70.5% '(H-6,1)+29.5% '(H,L+10) on pentacene, A = 0.764

Trajectory 25
Initial Excit.: ¢t = 0 fs, S = 12, E = 2.364 ¢V, f = 0.155
91.2% *(H,L+3)+8.8% *(H-4,L+5) delocalized, A = 0.89
Before EET: t =1.0fs, S =12, £ =2.352 ¢V, f =0.012
55.0% 1(H-5,1+4)+45.0% (H-11,1+2) on Cgo, A = 0.781
After EET: t =11.0 fs, S = 1, E = 3.057 ¢V, f = 0.2392
87.8% '(H,L)+12.2% (H-6,L+8) on pentacene, A = 0.983

Trajectory 27
Initial Excit.: t =01s, S =13, £ =2.322 eV, f =0.254
97.9% *(H,L+3)+2.1% *(H-6,1+7) delocalized, A = 0.96
Before EET: t = 0.5 fs, S = 13, £ = 2.303 ¢V, f = 0.006
56.2% 1 (H-4,L+5)+43.8% '(H-1,L+6) on Cgp, A = 0.774
After EET: t =16.0 fs, S =1, E = 3.111 eV, f = 0.2390
89.4% '(H,L)+10.6% '(H-1,L+1) on pentacene, A = 0.974

Trajectory 29
Initial Excit.: t =01s, S =11, £ =2.371 eV, f =0.164
92.8% Y(H,L+3)+7.2% '(H-7,L) delocalized, A = 0.88
Before EET: t =11s, S =11, E = 2.266 ¢V, f = 0.004
53.5% 1(H-2,L+4)+46.5% *(H-7,L) on Cgo, A = 0.766
After EET: t =16 fs, S =8, E = 3.620 ¢V, f = 0.0774
56.0% '(H,L+10)+44.0% '(H-1,L+1) on pentacene, A = 0.729

Table 7.8 — Short-time analysis of the 14 states initially delocalized over pentacene
and buckminsterfullerene. The time (f) to get exciton energy transfer from each
trajectory (Traj.), the active states (5), the energies (E), the oscillator strengths
(f), the molecular orbitals involved, the percentages of each transition involved in
each excited state, and the degree of spatial overlap between occupied and virtual
orbitals of the active state (A). Parts (a), (b), and (c) are continuations of the upper
part of a single table.
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Table 7.9 — CT analysis of TD-DFTB FSSH calculations

TRAJ. Initial State Cgg — Pent CT Pent — Cgy CT
0 fs Time in fs Time in fs

TRAJ-0001 Pent 5 6.5
TRAJ-0002 Pent 11 23
TRAJ-0003 Pent 5
TRAJ-0004 Pent 1.5 25.5
TRAJ-0005 DL 2 5
TRAJ-0006 Pent 1 13
TRAJ-0007 Ceo 8 16
TRAJ-0008 Pent 2 20.5
TRAJ-0009 Pent 0.5 33.5
TRAJ-0010 Pent 2 9
TRAJ-0011 Pent 2

TRAJ-0012 Pent 2.5 4.5
TRAJ-0013 Pent 3 4.5
TRAJ-0014 Pent 9 25
TRAJ-0015 Pent 0.5 3.5
TRAJ-0016 Pent 1.5
TRAJ-0017 Pent 0.5 4
TRAJ-0018 Pent 0.5 21
TRAJ-0019 DL 1.5 8
TRAJ-0020 Pent 1 6.5
TRAJ-0021 Pent 3 12
TRAJ-0022 Pent 1.5 37
TRAJ-0023 Pent 2.5
TRAJ-0024 Pent 1 12
TRAJ-0025 Pent 0.5
TRAJ-0026 Pent 1

TRAJ-0027 Pent 4.5 21.5
TRAJ-0028 Pent 9.5 37.5
TRAJ-0029 Pent 4 23.5
TRAJ-0030 Pent 1 23.5
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Cgo nature of the temporal evolution of the active excited state.
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state by using DFTBABY without long-range correction.
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Chapter 8
Summary

The general ambiguity of the future of oil production, pollution associated with
fossil fuel use, as well as the desire to diversify energy sources are all essential factors
pushing mankind to develop alternative energy technologies including, notably, pho-
tovoltaic cells, the subject of this thesis. Among the various types of photovoltaic
cells, organic photovoltaic cells fill a special niche defined by, among other things,
their low production cost, permitting high-volume manufacture and lending them-
selves to large area applications, the fact that they can be made to flex and bend
without breaking, their lightness compared with silicon-based solar cells, their ease
of shaping and their printability, their high optical absorption coefficient, and the
large degrees of freedom for molecular level design.

The first organic solar cells were primitive affairs with no donor/acceptor inter-
face. However, following the seminal studies of Tang, it was realized how important
such an interface was for improving the efficiency of the solar cells. As Tang had
shown that exciton diffusion was limited to on the order of 10 nm, the idea emerged
of creating solar cells by polymer phase separation, thus both greatly increasing the
surface area of the interface and reducing the need for the exciton to diffuse very far
before it reached an interface. This new generation of organic solar cells is referred
to as bulk heterojunction (BHJ) solar cells. Some BHJ solar cells have already been
commercialized though their photovoltaic efficiency is still low. Further progress in
increasing organic solar cell efficiency is aided by a deeper understanding of the
underlying mechanism of how these solar cells work.

Experimentally, the short-circuit current density (Js.) and the open-circuit volt-
age (V,.) are two of the most important measurable quantities. The solar cell will be
efficient if the fill factor (FF), defined by the ratio of the maximum power density
output by the solar cells divided by the product J,.V,., is large. Many experimental

efforts have focused on understanding the apparent relationship between solar cell
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efficiency and energetic positions of the highest occupied molecular orbital (HOMO)
of the donor with respect to the lowest unoccupied molecular orbital (LUMO) of
the acceptor. In particular, approximate empirical relationships have been found be-
tween V,. and the difference between the ionization potential (IP) of the donor and
the electron affinity (EA) of the acceptor. Hence the emphasis found in the literature
on IPs and EAs.

The first chapter of the original research part of this thesis reports our assessment
of density-functional tight binding (DFTB) for the calculation and prediction of the
IPs and EAs of medium-sized molecules of importance for molecular electronics. We
chose to adopt the “semiempirical point of view” that it is more important to be
able to predict trends for a series of molecules than to obtain accurate values for
individual molecules. In fact, such accurate values may be obtained by interpolation
of correlation curves. DFTB calculations were performed with and without self-
consistent charge (SCC) and the results were compared against experiment and
against results from other theoretical methods. IPs and EAs were determined in
two different ways: (i) using a DFTB analogue of Koopmans’ theorem and (ii) using
the ASCF method. The relative quality of least square fits to correlation plots was
evaluated on the basis of the standard error (Ay). Perhaps surprisingly, both DFTB

with and without SCC were found to have relatively small errors.

The second chapter of the original research part of this thesis reports our as-
sessment of how well state-of-the-art DF'TB can reproduce state-of-the-art DFT for
describing excitonic effects in the spectra of aggregates. To this end, we have fo-
cused on an artificial model of parallel-stacked pentacenes and the realistic case of
the known herringbone structure of solid pentacene. Part of the challenge here lies
in the need to describe the van der Waals forces which bind the molecules together
to form aggregates and the solid. A second part of the challenge lies in finding a
balanced description of charge-transfer excitations. The first part is dealt with us-
ing Grimme’s semi-empirical D3 dispersion correction while the second part is dealt
with by the use of either the global B3LYP hybrid or the range-separated CAM-
B3LYP hybrid. The 1le-DFTB method is parameterized to behave like CAM-B3LYP
while DETB from the same program (DFTBABY) is parameterized to behave like
B3LYP. Taken together we hoped to find a good description of how best to model
excitonic effects, such as H- and J-shifts as well as Davydov splittings, seen in ag-
gregate spectra. Our results were analyzed in detail for parallel-stacked pentacenes
based upon parallels with an analytic model for stacked ethylene molecules. Our
analysis showed that the use of range-separated hybrids (RSHs) has a larger effect

on charge-transfer intermolecular excitations then on energy-transfer intermolecular
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excitations. Perhaps somewhat unexpectedly, TD-DFTB parameterized on the ba-
sis of B3LYP gave better results than TD-lc-DFTB parameterized on the basis of
CAM-B3LYP for modelling excitonic effects on spectra. We attribute this failure of
TD-lc-DFTB to the incorrect asympototic behavior of the CAM-B3LYP functional.

The third and last chapter of the original research part of this thesis reports
an application of DFTB to the investigation of the mechanism for energy transfer
and charge separation at a model heterointerface. Our main goal was to answer the
questions: (i) How much time does it take energy transfer to take place across the
heterojunction? (ii) How much time does it take before the initial exciton separates
into an electron on the acceptor and a hole on the donor? To answer these questions
we applied Tully-type mixed time-dependent long-range corrected density-functional
tight-binding (TD-le-DFTB) /classical surface hopping photodynamics to a simple
model interface. This simple model interface consisted of a van der Waals complex
made up of one molecule of pentacene and one molecule of buckminsterfullerene
(Cgo). It should be emphasized that this is a 96 atom system for which we must
carry out a large number of dynamics calculations in order to obtain interesting
results, hence the need for a semi-empirical approach. Calculations were carried out
for 500 fs for 30 trajectories prepared from a thermally-equilibrated ground-state
distribution. The density of excited states was such that no single excited state
dominated as the active state. Nevertheless interesting general conclusions could be
obtained when the results were analyzed using not one, but several tools, for the
active state as a function of time — namely the particle-hole charge density differ-
ence, explicit visualization of the molecular orbitals involved in the transitions, the
degree of spatial overlap between hole and electron orbitals, oscillator strengths, and
the transition dipole moment. This somewhat laborious procedure was necessary be-
cause the quantities are calculated for the supermolecule consisting of both molecules
together, but we wanted to understand how energy and charge is transfered between
the molecules within the supermolecule. Indeed minor changes in these quantities,
which were initially misinterpretted as charge transfer, indicated merely that the
excitation sloshes back and forth from one molecule to the other in an energy trans-
fer process with the first step occurring within less than about 20 fs of the start of
our dynamics run. However at a time between about 126.5 and 221 fs, depending
upon the trajectory, a dramatic simultaneous change in all quantities and this was
found to correlate with a true charge transfer between the two molecules. This is
consistent with what is known experimentally with how long charge transfer takes

at the bulk heterojunction in an organic solar cell.

Looking back to the original objective of the original thesis project, we can say
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that the main objective of carrying out photochemical dynamics to obtain a detailed
understanding of charge transfer at a donor/acceptor interface has been achieved.
Of course, the final system is only a finite system which is much too small for either
energy or charge to dissipate, even approximately. So, just as the excited state sloshes
back and forth between the molecules so will the separated charges reunite and then

reseparate in time.
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Future Outlook

The end of PhD studies should be a time for looking back and for looking forward.
It is a time for looking back on what has been accomplished. This has been done
to a great extent in the Summary section above. It has been a long road, involving
a long period of tool accumulation needed in order to achieve the final goal of
the project. Much was learned along the way which cannot be included in this
thesis. New friends were made, many of whom are also collaborators, and a research
network has been built. Perhaps the most important thing about the work reported
here is that I was the pioneer whose job it was to break into the world of organic
electronics at the nanointerface. The last two steps (exciton structure in aggregate
spectra and photochemical dynamics) are undoubtedly the most significant and the
most satisfying. They were also the most challenging. Some contradictions arise
because they were carried out as overlapping, almost parallel projects. Thus the
photochemical dynamics used the same long-range correction which was found to
be problematic for studying exciton structure in aggregate spectra. It is not clear
whether this is a problem or not. There was not enough time to clarify this point
by, say, reparameterizing TD-lc-DFTB with a better RSH than the CAM-B3LYP
functional.

Like the long-range correction, there is plenty of room to develop this project
further. T am happy to say that the results point the way. Of course, one easy
extension of the project is to vary the electron donor and acceptor. It is also clear
that it is necessary to build and use better tools for analyzing exciton effects in
supermolecule calculations on van der Waals aggregates. It is also necessary to go to
larger systems where energy and charge have more chance to dissipate. Perhaps still
more physics and chemistry will appear as the system grows? I do not know, but it
is always wise to expect the unexpected. What is clear is that this work has taken

a good step into the wilderness and gives a good idea of what can be done, what
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can be done better, what to expect, and perhaps also what not to expect so that we
can be surprised when something new happens. And this — AHA! the “element of
surprise” — is one of the most valuable and rewarding thing that we can expect in

research.



Appendices

303






List of Tables

4.1

5.1

5.2

2.3

0.4

2.9

2.6

5.7

Some atomic units and their SI Values. This table is taken from Ref.
(. . 52

Fitting data for outer valence IPs: y = mx + b, where x is the exper-
imental IP and y is the calculated IP, both in eV. HF, Hartree-Fock;
OEP, optimized effective potential; LDA, local density approxima-
tion; DFTB, density-functional tight binding (without self-consistent
charge); SCC-DFTB, self-consistent charge DFTB. . ... ... ... 107

Fitting data for first IPs [40]: y = ma + b, where z is the experi-
mental IP and y is the theoretical IP, both in eV. HF, Hartree-Fock;
OEP, optimized effective potential; LDA, local density approxima-
tion; DFTB, density-functional tight binding (without self-consistent

charge); SCC-DFTB, self-consistent charge DFTB. . . .. ... ... 107
DFTB+ IPs (eV) for small molecules. . . . .. ... ... ...... 110
DETB+ IPs (eV) for small molecules (continued). . . .. ... ... 111

Comparison values of the first ionization potential for the medium-
sized molecules from experiment and from quantum chemistry calcu-
lations. . . . . .. 115

Comparison values of the first electron affinity for the medium-sized

molecules from experiment and from quantum chemistry calculations. 116

Fitting data for first IPs of the medium-sized BDS molecules: y =
max + b, where x is the GW IP and y is another theoretical IP, both in
eV. HF, Hartree-Fock; OVGF, outer valence Green’s function; LDA,
local density approximation; DFTB, density-functional tight binding
(without self-consistent charge); SCC-DFTB, self-consistent charge
DETB. . . . e 119



306

LIST OF TABLES

5.8

6.1
6.2
6.3

6.4

6.5

6.6

6.7

6.8

6.9

7.1

Fitting data for first EAs of the medium-sized BDS molecules: y =
max+b, where x is the GW EA and y is another theoretical EA, both in
eV. HF, Hartree-Fock; OVGF, outer valence Green’s function; LDA,
local density approximation; DFTB, density-functional tight binding
(without self-consistent charge); SCC-DFTB, self-consistent charge
DETB. . . . 122

Summary of different functionals used in this work. See Eq. (6.47). . 162
Monomer lowest energy peak '(H,L) calculated with various methods. 178

Intermolecular distances obtained for the tetramer of parallel stacked

pentacene molecules. . . . . . ... ... ..o oL 181

Relative percentages of C'T and E'T excitonic transitions to the prin-
ciple transition for two parallel stacked pentacenes as a function of
method. See Eq. (6.5). DS is the Davydov splitting between the CT

and ET excitonic transitions. . . . . . . . . . . ... ... 183

Relative percentages of CT and ET excitonic transitions to the prin-
ciple transition for three parallel stacked pentacenes as a function of
method. See Eq. (6.8). DS is the Davydov splitting between the lowest
energy CT and the highest energy ET excitonic transitions. . . . . . 185

Relative percentages of CT and ET excitonic transitions to the prin-
ciple transition for three parallel stacked pentacenes as a function of
method. See Eq. (6.8). DS is the Davydov splitting between the lowest
energy CT and the highest energy ET excitonic transitions. . . . . . 186

Relative percentages of CT and E'T excitonic transitions to the prin-
ciple transition for three parallel stacked pentacenes as a function of
method. See Eq. (6.8). DS is the Davydov splitting between the lowest
energy CT and the highest energy ET excitonic transitions. . . . . . 187
Relative percentages of CT and ET excitonic transitions to the prin-
ciple transition for three parallel stacked pentacenes as a function of
method. See Eq. (6.8). DS is the Davydov splitting between the lowest
energy CT and the highest energy ET excitonic transitions. . . . . . 188
Relative percentages of CT and ET excitonic transitions to the prin-
ciple transition for three parallel stacked pentacenes as a function of
method. See Eq. (6.8). DS is the Davydov splitting between the lowest
energy CT and the highest energy ET excitonic transitions. . . . . . 189

The generally accepted model for organic heterojunction solar cells [3]. 223



LIST OF TABLES

307

7.2

7.3

7.4

7.5

7.6

Comparison of the excitation energies of the present work with those
of Model 1 in given in Table 3 of Ref. [36]. . . . . .. ... ... ...

Short-time analysis of the 16 states initially localized on pentacene.
The time (t) to get exciton energy transfer from each trajectory
(Traj.), the active states (S), the energies (E), the oscillator strengths
(f), the molecular orbitals involved, the percentages of each transi-
tion involved in each excited state, and the degree of spatial overlap
between occupied and virtual orbitals of the active state (A). Parts

(a), (b), and (c¢) are continuations of the upper part of a single table.

Short-time analysis of the 16 states initially localized on pentacene.
The time (t) to get exciton energy transfer from each trajectory
(Traj.), the active states (5), the energies (E), the oscillator strengths
(f), the molecular orbitals involved, the percentages of each transi-
tion involved in each excited state, and the degree of spatial overlap
between occupied and virtual orbitals of the active state (A). Parts

(a), (b), and (c) are continuations of the upper part of a single table.

Short-time analysis of the 16 states initially localized on pentacene.
The time (t) to get exciton energy transfer from each trajectory
(Traj.), the active states (S), the energies (E), the oscillator strengths
(f), the molecular orbitals involved, the percentages of each transi-
tion involved in each excited state, and the degree of spatial overlap
between occupied and virtual orbitals of the active state (A). Parts

(a), (b), and (c) are continuations of the upper part of a single table.

Short-time analysis of the 14 states initially delocalized over pen-
tacene and buckminsterfullerene. The time (¢) to get exciton energy
transfer from each trajectory (Traj.), the active states (), the ener-
gies (F), the oscillator strengths (f), the molecular orbitals involved,
the percentages of each transition involved in each excited state, and
the degree of spatial overlap between occupied and virtual orbitals of
the active state (A). Parts (a), (b), and (c) are continuations of the
upper part of a single table. . . . . . ... ... 0000

283

284

285



308

LIST OF TABLES

7.7 Short-time analysis of the 14 states initially delocalized over pen-

7.8

7.9

tacene and buckminsterfullerene. The time (¢) to get exciton energy
transfer from each trajectory (Traj.), the active states (5), the ener-
gies (E), the oscillator strengths (f), the molecular orbitals involved,
the percentages of each transition involved in each excited state, and
the degree of spatial overlap between occupied and virtual orbitals of
the active state (A). Parts (a), (b), and (c) are continuations of the
upper part of a single table. . . . . . . ... ... ... L.
Short-time analysis of the 14 states initially delocalized over pen-
tacene and buckminsterfullerene. The time (¢) to get exciton energy
transfer from each trajectory (Traj.), the active states (S), the ener-
gies (F), the oscillator strengths (f), the molecular orbitals involved,
the percentages of each transition involved in each excited state, and
the degree of spatial overlap between occupied and virtual orbitals of
the active state (A). Parts (a), (b), and (c) are continuations of the
upper part of a single table. . . . . . . ... ..o
CT analysis of TD-DFTB FSSH calculations . . . . . ... .. .. ..



List of Figures

2.1

2.2
2.3
2.4

2.5
2.6

2.7

2.8

3.1
3.2

3.3
3.4
3.5

3.6

3.7

Chart showing the evolution of the efficiency of different types of cells.
From the American National Renewable Energy Laboratory 2017.

Organic solar cells are represented by filled red circles (lower right

hand side of the graphic.) . . . .. .. ... ... . ... ... ... 12
Some organic electronics materials. . . . . ... ..o 0L 13
Solar Spectrum reference taken from reference [8] . . . . . . ... .. 14

Scheme illustrates how the difference in the work function of the elec-

trodes leads to separate the hole and the particle. . . . .. .. .. .. 15
Types of organic solar cell. Redrawn based on a figure from ref. [13] . 16

The fundamental steps involved in the mechanism of power conversion

at N/D interface in an organic solar cell. . . . . . .. ... ... ... 18

The Shockley-Queisser limit for the efficiency of a solar cell. Redrawn

based on a figure from ref. [17] . . . . . ... o000 19

Current-voltage curves for dark and light currents in solar cells with

Jsc, Voc, FF, Jmpp and Vmpp. Redrawn based on a figure from ref. [6]. 20

The absorption spectrum of molecular system . . . . ... ... ... 29

The photophysical deactivation processes of electronically-excited states.
31

Jablonski diagrams . . . . . ... oo 31
The photophysical and photochemical processes. Taken from Ref. [11| 33
The quantum picture of the probability of electronic transitions from

Franck-Condon principle. Taken from Ref. [5] . . . ... ... .. .. 33

The energy difference between the absorbed and emitted radiation.

Redrawn based on a figure from ref. [14] . . . .. ... ... ... . 34

The horizontal crossing between the energy levels in the intramolec-

ular radiationless transitions. . . . . . . . . . ... ... ... 36



310 LIST OF FIGURES
3.8 The potential energy surfaces of the excimer formation in addition to
the monomer emission and the excimer emission. Redrawn based on
afigure fromrefl|7) . . ..o 39
3.9 The electron exchange mechanism of the electronic energy transfer. . 41
3.10 The coulombic mechanism of the electronic energy transfer. . . . .. 42
3.11 Illustration of Forster resonance energy transfer (FRET). Redrawn
based on a figure from ref. [5] . . . .. ... o000 42
3.12 The electron transfer mechanism. . . . . . ... ... .. ... .... 44
3.13 The schematic explains the reactions pathway of the excited state
after excitation which includes the potential energy surfaces of the
ground state and the excited state. . . . . ... ... 46
4.1 Flow diagram for solving the HF equations. . . . . . .. .. ... .. 61
4.2 Plots for f(r) =1 —erf(wr) and f(r) =1 — [a + Perf(wr)]. Redrawn
based on a figure from ref. [26] values of «=0.19 and f=0.46. . ... 69
4.3 Jacob’s ladder of DFTB. DFTB 0 is the original noniterative version
without self-consistent charges (SCC). DFTB 2 treats SCC to second
order while DF'TB 3 treats third order . . . . . . . .. .. ... ... 72
5.1 Eight typical molecules that are often used as acceptors or donors in
organic electronics. . . . . . .. ... L Lo 89
5.2 Graphical solution in the QP method. Upper: the diagonal line cor-
responds to w while the horizontal curves correspond to (¢h|hg|1s) +
R (15| LEW0 (W) |4h,) for different states, HOMO being red, LUMO blue,
and higher states are jagged magenta. The QP solutions for HOMO
and LUMO are marked with circles. Lower: the corresponding DOS .
Pole strengths (the magnitude of the peaks in the DOS) are obtained
from the slope where the diagonal line crosses the horizontal curves. 102
5.3 The 15 small molecules treated here. . . . . . .. ... .. ... ... 104
5.4 a) Correlation plot for LDA “Koopmans’ theorem IPs” versus experi-
mental IPs [40]. b) Inversion plot for the same data constructed using
Eq. (5.40) to show the “predictive ability” of the LDA least squares
fit. The units for both axes in these plots areineV. . . .. .. .. .. 105
5.5 Correlation plot for DFTB “Koopmans’ theorem IPs” versus experi-

mental IPs. a) Correlation plot for DFTB “Koopmans’ theorem IPs”
versus experimental IPs. b) Inversion plot for the same data con-
structed using Eq. (5.40) to show the “predictive ability” of the DE'TB

least squares fit. The units for both axes in these plots are in eV. . . 109



LIST OF FIGURES 311

5.6 Correlation plot for DFTB versus LDA “Koopmans’ theorem IPs.”
The units for both axesareeV. . . . . . ... ... ... ... .... 112

5.7 Correlation graph of data from Table 5.5 showing how experimental
and Green’s function IPs compare. The label “GW" [as opposed to
GW DOS and GW QP] are calculated values taken from the litera-
ture. (See Table 5.5.) Units are in eV. The z-axis corresponds to our
GW QP calculations. . . . .. .. ..o 114

5.8 Correlation graph of data from Table 5.6 showing how experimental
and Green’s function EAs compare. The label “GW" [as opposed to
GW DOS and GW QP] are calculated values taken from the litera-

ture. (See Table 5.6.) . . . . . . .. .. L 117
5.9 Correlation graph of data from Table 5.5 showing how the DFTB,
SCC-DFTB, and other methods compare with GW QP IPs. . . . . . 118

5.10 Inversion plot showing how fitting parameters obtained for the SCC-
DFTB KT IPs and medium-sized molecules predict the GW QP IPs of

medium-sized molecules and the experimental IPs of small molecules. 120

5.11 Correlation graph of data from Table 5.5 showing how the DFTB,
SCC-DFTB, and other methods (y-axis, eV) compare with GW QP

(z-axis, eV) EAs. . . . . .. 121
5.12 Schematic of an organic solar cell as a Shockley diode. . . . . . . .. 124
6.1 Two vertically-stacked ethylene molecules. . . . . . .. .. .. .. .. 143
6.2 Ethylene highest occupied molecular orbital (H) and lowest unoccu-

pied molecular orbital (L). . . . . ... ... ... ... ... 144
6.3 Two-orbital two-electron model (TOTEM). . .. ... ... ... .. 145

6.4 MO diagram for two stacked ethylene molecules. White indicates the
positive phase parts of the p functions while grey indicates the neg-
ative phase parts. Overlap between the MOs on different molecules

have been neglected in normalizing the supermolecule MOs. . . . . . 146
6.5 The four transitions in (TOTEM)? and their associated transition

dipole moments. . . . . . ... ... 147

6.6 Exciton model classification of transitions in the (TOTEM)? model.
In each double box, the left hand side shows the orbital occupancy
of the MOs in molecule 1 while the right hand side shows the orbital
occupancy of the MOs in molecule 2. . . . . . ... ... ... .... 148

6.7 Schematic of Kasha’s theory for two parallel stacked molecules. . . . 149



312 LIST OF FIGURES

6.8 MO diagram for three stacked ethylene molecules. White indicates

the positive phase parts of the p functions while grey indicates the

negative phase parts. Overlap between the MOs on different molecules

have been neglected in normalizing the supermolecule MOs. . . . . . 150
6.9 The nine single excitations for three stacked ethylene molecules along

with their symmetry assignments. . . . . ... .. ... ... .... 151
6.10 The transition densities for the five symmetry allowed By, singlet

excitations. . . . . ... L Lo 151
6.11 Periodic model labeling and hopping parameters used for our stacked

ethylene tight-binding calculation. . . . . ... .. .. ... ... .. 153
6.12 Bands for the stacked ethylene tight-binding model with a =0, g =

—1, and v = 0.1. The paired arrows (1] ) are meant to indicate filled

bands below the fermilevel. . . . . .. .. .. ... ... 155
6.13 The CMOs for the optically-allowed transitions of (TOTEM)" at the

[-point. . . . . . . e 157
6.14 Pentacene carbon numbering. . . . . . . .. ..o 173

6.15 The configurations of the five models of parallel stacked pentacene

(Pn stands for n parallel stacked pentacenes). . . . . ... ... ... 174
6.16 Simple Hiickel molecular orbital theory results for the pentacene monomer.
175
6.17 Pentacene monomer B3LYP/6-31G(d,p) MOs. . . . . . ... ... .. 176

6.18 Pentacene monomer absorption spectra: (a) TD-LDA, TD-DFTB,
and experiment; (b) TD-B3LYP, TD-DFTB, and experiment; (¢) TD-
CAM-B3LYP, TD-le-DFTB, and experiment. The experimental curve

is a spectrum measured in tetrahydrofuran. Intensities are in arbitrary

units. ... 177
6.19 Monomer NTOs and renormalized coefficient: TD-B3LYP/6-31G(d,p)//B3LYP/6-
BIG(A,p) 633 DML« v e 179

6.20 Pentacene tetramer potential energy surfaces without dispersion cor-
rection: (a) LDA and DFTB; (b) B3LYP and DFTB; (¢) CAM-B3LYP,
le-DFTB. . . . 180

6.21 Pentacene tetramer potential energy surfaces without dispersion cor-
rection: (a) BSBLYP+D3 and DFTB+D3; (b) CAM-B3LYP+D3, lc-
DETB+D3. . . . . 181

6.22 Dimer NTOs and renormalized coefficients: (a) TD-B3LYP/6-31G(d,p)//D3-
B3LYP/6-31G(d,p) 621 nm, (b) TD-B3LYP/6-31G(d,p)//D3-B3LYP /6-
BIG(d,p) 735 nm. . . .. 182



LIST OF FIGURES 313
6.23 Comparison of exciton diagrams for different functionals using the
data from Tables 6.2 and 6.4. . . . . . . .. .. ... ... .. 184

6.24 Graph comparing the Davydov splittings, E(ET)-E(CT), of the trimer
and dimer. The 45° line indicates perfect agreement between dimer
and trimer Davydov splittings. . . . . . ... .. .. ... ...

6.25 Convergence of spectra as a function of number of pentacene molecules
in the stack: (a) TD-LDA/6-31G(d,p), (b) TD-B3LYP/6-31G(d,p),
(c) TD-CAM-B3LYP/6-31G(d,p), and (d) TD-HF/6-31G(d,p).

6.26 TD-DFTB spectra of stacked pentacene: (a) with a fixed active space,
(b) with a size-extensive active space. . . . . . .. .. ... .. ...

6.27 TD-1c-DFTB spectra of stacked pentacene: (a) with a fixed active
space, (b) with a size-consistent active space. . . . . . . ... ... ..

6.28 Comparison of pentacene spectra: (a) TD-DFTB and TD-B3LYP/6-
31G(d,p) and (b) TD-1e-DFTB and TD-CAM-B3LYP/6-31G(d,p).

6.29 Excitonic effects on the absorption spectrum of pentacene: curves,
pentacene in tetrahydrofuran (THF) and as a thin film (from Ref. [121]);
stick spectra, lower are the position of unshifted monomer and crystal
peaks calculated using the Bethe-Salpeter equation (BSE) while the
upper stick spectra have been shifted to match the experiment (from
Ref. [20].) See also Ref. [125]. . . . .. .. .. ... ... . ... ..

6.30 Herringbone cluster models used in this work. All are portions of the
x-ray crystal structure: (a) pentamer, (b) “vertical” decamer, and (c)
“horizontal” decamer. . . . . . .. ... Lo Lo o

6.31 Comparisons of calculations using various methods with the thin film
absorption spectrum from Ref. [121]. The CT and ET excitation en-
ergies were calculated from Kasha’s exciton model using Eq. (6.97).

6.32 Comparison of theoretical and experimental exciton shifts: (a) TD-
B3LYP/6-31G(d,p), (b) TD-DFTB, (¢) TD-CAM-B3LYP /6-31G(d,p),
and (d) TD-1d-DFTB. . . . .. .. .. . .

6.33 Ideal Kasha figures for co-planar inclined transition dipole moments:
(a) laterally shifted parallel stacked pentacene dimer, (b) Kasha plot
of excitation energies as a function of the angle 0, (c¢) 3D plot of
Kasha’s model for oscillator strengths and excitation energies.

6.34 TD-B3LYP/6-31G(d,p)//B3LYP+D3/6-31G(d,p) Kasha figures for
co-planar inclined transition dipole moments: (a) excitation energies
as a function of the angle 6, (b) 2D plot of oscillator strengths, (c)

3D plot of oscillator strengths and excitation energies, . . . .. . ..

. 195

. 197

. 201



314 LIST OF FIGURES
6.35 TD-CAM-B3LYP/6-31G(d,p)//CAM-B3LYP+D3/6-31G(d,p) Kasha
figures for co-planar inclined transition dipole moments: (a) excita-
tion energies as a function of the angle 6, (b) 2D plot of oscillator
strengths, (¢) 3D plot of oscillator strengths and excitation energies, 204
7.1 The initial orientations of pentacene and buckminsterfullerene in the
model of organic solar cells studied in this work. . . . . . . . ... .. 226
7.2 Convergence of temperature with time during the DF'TB+ equilibra-
tlon. . . . e 242
7.3 Calculated absorption spectra using lc methods. . . . . . . .. .. .. 244
7.4 Dominant particle — hole contributions and excitation energies show-
ing the correspondence between the most intense TD-CAM-B3LYP /6-
31G(d,p) absorption peak and the corresponding TD-lc-DFTB ab-
sorption peak. . . .. ... 245
7.5 Assignment of the physical character of the initial excitation of several
trajectories based upon the two most important MO contributions to
the singlet excitation: Traj 1, DL-type; Traj 2, P-type; Traj 18, P-
type; Traj 6, P-type. . . . . . . . .. 248
7.6 Variation of state populations during the first 50 fs of the simulation. 249
7.7 Temporal variation of properties for the active state of five initially
P-type trajectories (trajectory numbers 4, 6, 17, 28, and 30): (a) A,
(b) oscillator strength, and (c¢) transition dipole moment. . . . . . . . 251
7.8 Temporal variation of properties for the active state of five initially
DL-type trajectories (trajectory numbers 10, 14, 23, 25, and 27): (a)
A, (b) oscillator strength, and (c) transition dipole moment. . . . . . 252
7.9 Traj 6: Ground and excited state energies as a function of time: (a)
first 500 fs, (b) zoom to 150-250 fs. The active state is marked by red
bullets. . . . . . . 254
7.10 Traj. 6: Surface hopping during the first 250 fs of the trajectory. . . . 255
7.11 Traj. 6: Snapshots of the principle particle and hole MOs character-
izing the active state. . . . .. .. ... L oL 256
7.12 Traj. 6: Snapshots of the particle-hole charge density difference for
the active state. . . . . . . .. .. 257
7.13 Evolution of some properties of the Traj. 6 active state: (a) A, (b)
oscillator strength, and (c) transition dipole moment. . . . . . .. .. 258
7.14 Traj 27: Ground and excited state energies as a function of time: (a)

first 500 fs, (b) zoom to 85-135 fs. The active state is marked by red
bullets. . . . . .. 260



LIST OF FIGURES 315
7.15 Traj. 27: Surface hopping during the first 250 fs of the trajectory. . 261
7.16 Traj. 27: Snapshots of the principle particle and hole MOs character-

izing the active state. . . . . . .. ... oo 261
7.17 Traj 27: Snapshots of the particle-hole charge density difference for

the active state. . . . . .. .. L 262
7.18 Evolution of some properties of the Traj 27 active state: (a) A, (b)

oscillator strength, and (c¢) transition dipole moment. . . . . . .. .. 263
7.19 Charge density difference maps and CT times for the six trajectories

where CT was observed. . . . . . . . . ... ... ... .. ... 264
7.20 Particle-hole charge analysis for 16 trajectories showing the P — P

— Cgp nature of the temporal evolution of the active excited state. . 290
7.21 Particle-hole charge analysis for 16 trajectories showing the P — P

— Cgo nature of the temporal evolution of the active excited state. . 291
7.22 Particle-hole charge analysis for 14 trajectories showing the DL —

Ceo — P nature of the temporal evolution of the active excited state. 292
7.23 Particle-hole charge analysis for 14 trajectories showing the DL —

Cgo — P nature of the temporal evolution of the active excited state. 293
7.24 Snapshots of the particle-hole charge density difference for the ac-

tive state for 6 trajectories showing the time to get charge transfer
of the active excited state by using DFTBABY without long-range

COTTECHION. . . . . o o o s,



