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Abstract

In this thesis a photomechanical spalling testing technique has been used in light of identifying concrete failure

properties under dynamic tension. The experimental technique uses ultra-high speed imaging, the grid method and

the virtual fields method. First, in order to investigate the accuracy and validate the data processing, a method

of using simulated experiments has been developed by numerically recreating the entire identification process. In

this way, several potential sources of errors have been investigated allowing to place guidelines on how to perform

the experiment in a more reliable manner. Second, several ultra-high speed acquisition systems have been used in

order to investigate their contribution to a possible measurement refinement. In this case, the trial experiments

have been conducted on a material of known characteristics which allowed investigating metrological performance

of the cameras on the entire identification chain. Finally, the experimental methodology has been applied to test-

ing several grades of concrete in light of identifying the material constitutive response as well as their fracturing

characteristics under dynamic tension. The identified tensile strengths in this work were found to be consistently

lower than those obtained from the standard processing of the rear-face velocity profile. Moreover, the values of

the identified specific fracture energy were also found to be markedly lower than the ones reported in the literature.

Keywords: Ultra-high speed imaging, The Grid method, The Virtual Fields Method, high strain rate, tensile

strength, concrete, simulated photomechanical experiments.

Résumé

Ce travail de thèse a pour objet une méthode expérimentale combinant un essai de traction indirect par écaillage

et une mesure de champs à partir d’images obtenues par caméra ultra rapide, ceci à des fins d’identification des

propriétés de rupture du béton sous chargement de traction dynamique. Cette méthode fait ici l’objet d’une

étude approfondie ainsi que d’une série de développements et d’amélioration. Les images obtenues sont traités

par une technique de grille et la méthode des champs virtuels est appliquée pour identifier le comportement local

des matériaux quasi-fragiles soumis à de hautes vitesses de déformation (plusieurs 100 s−1). Afin de valider la

technique de traitement mais aussi d’étudier l’incertitude de mesure associée, un simulateur de la châıne de mesure

complète a été mis au point. Il a été ainsi possible d’étudier l’influence de différentes sources potentielles d’erreurs

qui peuvent être rencontrées dans le protocole expérimental. Cette étude a permis de retenir des recommanda-

tions sur les conditions de dépoillement de l’essai afin d’améliorer la fiabilité des mesures obtenues. D’un point de

vue expérimental, différentes cameras ultra-rapides ont été utilisées afin d’étudier la qualité des mesures réalisées.

Ainsi, plusieurs campagnes d’essais ont été réalisées sur un matériau aux caractéristiques bien identifiées perme-

ttant l’étude des performances métrologiques de toute la chaine d’identification, pour chaque modèle de capteur.

Enfin, la methode expérimentale a été mise en oeuvre pour étudier le comportement de plusieurs types de béton

sous chargement de traction dynamique. L’objectif, ici, est d’identifier leur comportement mécanique ainsi que

leurs caractéristiques de rupture sous traction dynamique. En ce qui concerne la résistance à la traction, les valeurs

de résistance identifiées dans cette étude sont inférieures, pour chaque cas, à celles obtenues à partir du traitement

de la vitesse matérielle mesurée en face arrière de l’échantillon. Pour ce qui est de l’énergie spécifique de rupture,

les valeurs obtenues dans ces travaux sont égalements inférieures à celles publiées dans la litérature.

Mots clés: Imagerie d’ultra-haute vitesse, méthode de la grille, méthode des champs virtuels, résistance à la

traction, écaillage, béton, simulation numerique.
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Chapter 1

Introduction

1.1 Background

Concrete is one of the most used building materials, thanks to its low density, high compressive strength but also

availability of its constituents and straightforward manufacturing. Nevertheless, its range of application in civil en-

gineering has been restricted by its low tensile strength and quasi-brittle response, having these inherent properties

usually being considered as concrete weakest characteristics which govern the initiation of the failure process. For

this reason, in most engineering codes concrete is usually considered to have only compressive bearing capacity in

quasi-static loading conditions while the tensile stresses are transferred to the internal steel reinforcement. This is

especially the case when structures are exposed to severe transient dynamic loadings (e.g. projectile impacts, blasts

or explosions), where the ultimate material response can be highly affected by the complex stress states and high

deformation rates that evolve in the material [Li et al., 2005, Wen and Xian, 2015]. For example, during ballistic

impacts of a projectile against a concrete target severe damage modes occur and tensile strength as well as the

material softening response strongly influence the penetration resistance of the impacted targets [Forquin et al.,

2015]. Dynamic loads spread over a range of time intervals depending on the incident situation. Under intense

loadings, extremely high strain rates evolve in the medium, leading to both severe and specific damage modes

[Forquin, 2017]. One approximative classification of the estimated strain rate intervals which occur during various

types of loadings is presented in Figure 1.1 which is based on classifications offten encountered in the literature

[Bischoff and Perry, 1991, Meyers, 1994, Daudeville and Malecot, 2011].
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Figure 1.1: General strain rate range for various types of loading situations.

Over the last decades, various studies have been devoted to characterising concrete failure properties under dy-

namic tension and high strain rates. The reported results show that concrete exhibits a markedly higher tensile

resistance under elevated loading rates, revealing the sensitivity of the material properties to strain rate. However,

despite decades of research within the area, many phenomena involved in the dynamic tensile response of concrete

are not yet fully understood. Some of the main reasons, aside from the fact that various concrete compositions

and conditions were considered, are related to the variety of experimental methods that have been used as well as

the application of indirect and global measurement methods which make processing of the data for obtaining true

material description difficult.

On the other hand, rapid progress in ultra-high speed imaging has allowed material properties to be studied at high

1
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strain rates by applying full-field measurements and inverse identification methods. These fast evolving camera-

based measurement methods are currently revolutionising the area of experimental mechanics since they allow

not only the visualisation the displacement distribution, but also characterising the complete material constitutive

response when subjected to a load. Nevertheless, the sensitivity of these techniques still requires a better under-

standing, since various extrinsic factors present during an actual experiment make it difficult to separate different

sources of errors that can significantly affect the quality of the identified results.

One such measurement method has been suggested for obtaining the information on concrete tensile strength at

high strain rates based on the use of a Hopkinson bar and employing ultra-high speed imaging and the virtual fields

method to obtain the material response under dynamic tension [Pierron and Forquin, 2012a]. In this work, the

aim is to investigate this method from several angles. First one, a focus has been made on exploring the possible

refinement of the measurement by testing the metrological performance of some latest ultra-high speed acquisition

systems available on the market. A second one was to use a more affordable method of simulating an acquisition

of a hypothetical camera applied to the experimental method in question. Apart from validating the processing

procedure, this methodology aims to provide general guidelines on which imaging apparatus could be suitable for

the test as well as giving guidelines on how to perform the experiment in such a way that the unwanted sources

of errors tied to the experimental environment are reduced (as much as possible). Finally, having the procedure

as well as the experimental protocol on the data processing well placed and validated, the method can be used

to obtain the valuable information on the material dynamic response such as dynamic tensile strength and corre-

sponding strain rate, specific fracture energy at a given fracture opening velocity and complete local stress-strain

response. If reliably determined, these information can then be used for deriving possible material models in the

framework of fracture dynamics which would enable a better understanding of the involved failure mechanisms as

well as engineering guidelines concerning dynamic loading situations.

1.2 Structure of the thesis

This thesis work aims to explore, validate and apply a photomechanical dynamic tensile experiment proposed by

[Pierron and Forquin, 2012a] in light of obtaining failure quantities of concrete-like materials in dynamic tension.

The experiment in question is the so-called spalling technique relying on the use of a single Hopkinson bar. The

method involves the use of an ultra-high speed imaging system to obtain time resolved full-field measurements

and the virtual fields method to identify the material response. Pursuing the three emphasised ideas, the thesis is

divided into seven chapters and a perspectives section. Their content is the following:

• Chapter 2 presents a literature state of the art which tries to congregate several different aspects into one

unity. On one hand, it briefly covers different experimental methods that have been used in previous works

to determine the dynamic tensile strength as well as fracture energy of concrete-like materials at high strain

rates, providing an overview on the obtained results and discussing along the way the measurement and

processing methods used to obtain these information. On the other hand, it reaches towards the domain of

ultra-high speed imaging, full-field measurements and material identification, referring to the techniques that

will be used in this work.

• Chapter 3 has the aim of putting the photomechanical spalling method to use, testing its application from

both experimental and data processing point of view as well as exploring the reliability of the obtained

measurements. Several tests conducted on concrete material are presented in order explore all the possibilities

of obtaining useful data from the rich information contained in the obtained full-field measurements.

• Chapter 4 presents a methodology of conducting virtual experiments by numerically simulating the entire

measurement chain. Its main aim is to provide a validation of the data processing. Additionally, it also nu-

merically explores the sensitivity of the measurement method to various experimental sources of errors, finally
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concluding that simulated photomechanical experiments can serve as a good tool for providing guidelines on

what can be the best way to conduct the experiment in the first place.

• Chapter 5 proposes a new processing of the obtained data in order to obtain the specific fracture energy from

the spalling test. It simply exploits the local content of the information that is being encoded in the measured

displacement fields. The numerical tests were also conducted in light of validating the data processing.

• Chapter 6 explores the possibility of the measurement refinement by using two ultra-high speed imaging

systems of the latest generation. These systems have been applied on conducting spalling experiments on a

material of known characteristics, comparing along the way the results from full-field and point-wise mea-

surements. It also suggests that the spalling test can be considered as a good candidate for testing the

metrological performance of such systems when performing full-field kinematic measurements.

• Chapter 7 presents the first application of the method from the point of investigating the effect of concrete

composition on the dynamic tensile strength at high strain rates. To this end, three types of concrete

compositions were tested and the data obtained from classical data processing are compared to those obtained

from the methodology of conducing the photomechanical identification.

• Chapter 8 rounds-up the main parts of the work conducted during this thesis, reflecting back on the observa-

tions made regarding the experimental results. Finally, it also gives several suggestions for future work and

improvements.



Chapter 2

State of the art

2.1 Experimental techniques

2.1.1 High strain rate dynamic tensile testing

Investigating the dynamic tensile response of concrete has been a great challenge in experimental mechanics for over

several decades. The main reasons are linked its intrinsic nature of relatively low tensile strength, high brittleness

and low failure strain. In light of studying its behaviour under dynamic tension, various experimental techniques

and measurement methods have been devised over the past century. Major experimental techniques that have

been used for dynamic tensile testing of concrete material at high strain rates are based on the use of the Split

Hopkinson Pressure bar (also known as Kolsky bar) systems or the use of a single Hopkinson bar systems. The

former expose the material to direct dynamic tension and the latter to indirect spall tension. Comprehensive review

of such techniques can be found in a recently published well-rounded review article [Heard et al., 2018]. Most of

these methods will be shortly presented in the following.

2.1.1.1 Dynamic Direct Tension Technique

Direct testing was one of the first approaches used to perform tensile tests at strain rates that differ from quasi-

static regime. The earliest ideas were based on the use of a servo-hydraulic machine which can be operated at high

speed to apply a high tension rate on the specimen. Several works have used such testing apparatus to reach the

values of so-called intermediate strain rates (from 10−2 to 1 s−1) such as for example in [Yan and Lin, 2006, Erzar

and Forquin, 2011, Wu et al., 2012]. However, the hydraulic machines may not handle well the vibrations caused

by wave propagation in typical dynamic tests which can result in oscillating force signal read out from the force

sensors. Furthermore, the strain rates which can be achieved with the servo-hydraulic method remain low and

can be regarded as insufficient for dynamic characterization of material behaviour. Therefore in the following the

accent is on the experimental methods that reach higher strain rates (up-to a few hundred s−1) and are based on

some version of the Split Hopkinson Bar (SHB) systems.

The Gravity driven and pre-stressed SHB systems Being introduced as early 1980 [Zielinski, 1980, Zielinski

et al., 1981], the Gravity driven SHB set-up is one of the first systems used for the direct dynamic testing of concrete

materials at high strain rates reaching up-to 10 s−1 (Figure 2.1). It has been installed at the Steven Laboratory at

Delft University of Technology (TU Delft) and consists of large diameter aluminium bars, of 74 mm in diameter, in

between which a concrete sample (L = 100 mm) is placed and glued with polyester resin. The total height of the

set-up is 11.5 m which makes it one of the tallest SHB bars of its kind. The direct tensile pulse is generated through

an impact of the drop-weight onto the anvil on the lower (incident) bar, which propagates upwards towards the

concrete sample and the upper (transmitted) bar. The profile of the incident wave can be controlled through the

drop height of the free-fall and the magnitude by the mass of the drop-weight. Soft material (e.g. rubber and/or

cardboard) can be placed on the contact surface between the anvil and the drop-weight. Changing the thickness of

the soft layer aids in controlling the rising time of the tensile pulse which is considered as a way of pulse shaping

technique. The stress in the sample is obtained from the measured transmitted wave on the upper bar, whereas the

specimen strain and strain rate were deduced from gauge on the sample. One such recently developed gravity SHB

system also addresses the design of the pulse shaping through numerical simulations [Levi-Hevroni et al., 2017].

However, when several layers of soft material are applied it was noticed that the drop-weight system was unable to

4
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induce sufficient strain rate in the samples (limit about 2 s−1). To overcome this limitation, a modification based

on the use of the pre-stressed cable was introduced in [Reinhardt et al., 1986] which allowed reaching the input

force up-to 100 kN.

Later on the principal of the pre-stressed cable was applied to the construction of several horizontal alluminium

SHB setups in the DynaMat Laboratory of the University of Applied Sciences of Southern Switzerland (SUPSI) by

Cadoni et al. [Asprone et al., 2009] (Figure 2.2). The maximum loading capacity of 1 MN can be applied with this

set-up by pulling the pre-stressed cable with a hydraulic actuator. The force is released through the rupture of the

fragile bolt inducing a tensile pulse of 1200 µs duration with a linear rise tail. Due to this, a classical processing of

data registered on wave propagation, by assuming perfect sample equilibrium, is applied to compute the nominal

stress, strain and strain rate within the specimen as function of time as follows [Kolsky, 1964]:

σ(t) = Eb
Ab
As
εT (t) (2.1)

ε(t) = −2C0

L

∫ t

o

εR(t)dt (2.2)

ε̇(t) = −2C0

L
εR(t)dt (2.3)

where εR and εT are the reflected and transmitted wave respectively, Eb is the Young’s modulus of the bar, Ab and

As are the cross-section of the bar and the specimen, L is the length of the sample and C0 is the sound velocity

for the bar material.

(a) Sketch of the vertical Gravity driven SHB system at

TU Delft. (from [Heard et al., 2018])

(b) Image of the Gravity driven SHB system. (from

[Vegt, 2016])

Figure 2.1: Overview of the Gravity driven SHB system at Delft University of Technology.

The Hopkinson Bundle Bar (HBB) The SHB set-up with two cylindrical bars (input and output) is consid-

ered as a common set-up used for tensile testing in the lower range of strain rates (up-to 10 s−1). However, in order
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Figure 2.2: Overview of the principal of the pre-stressed SHB bars at SUPSI (bar length ranging from 3 to 15 m

and diameter from 20 to 60 mm [Asprone et al., 2009]).

to extend the testing to prismatic samples which geometry was more representative of that often used for charac-

terization of concrete samples proposed in design codes, the idea of using prismatic pre-stressed bars originated.

One such system is a specific SHB technique that uses prismatic steel bars of large dimensions, which is usually

referred to as the Hopkinson Bar Bundle (HBB) [Albertini and Montagnani, 1994, Labibes et al., 2000, Cadoni

et al., 2001b]. It has been developed at the Joint Research Centre at ISPRA specifically for testing large concrete

samples (200 x 200 mm2) with large aggregate size (10 mm in diameter) as reported in [Cadoni et al., 2001a].

The HBB setup is composed of two aluminum alloy Hopkinson bars that are 2 m long which have a square cross-

section. The bars are subdivided by electric discharge machine into 25 sub-bars over 1 m which aids the reduction

of dispersion effects caused by wave propagation in prismatic bars. Each sub-bar is instrumented by strain gages

providing recordings of incident, reflected and transmitted waves (Figure 2.3b). A high strength steal cable of

100 m in length is pre-stretched and is used to generate a direct tensile loading pulse of about 40 ms through a

sudden rupture of a ceramic bolt. Based on the same principle as the HBB system, a set-up usually refered to as

JRC-MHB was installed in SUPSI using smaller prismatic bars that are of 60 x 60 mm2 in cross-section [Cadoni

et al., 2013].

In all pre-stressed SHB systems, since both amplitude and duration of the incident stress wave are determined by

the amplitude of the pretension in the steel cable, it has been difficult to apply any pulse shaping technique. This

results in non-constant strain rate over the entire duration of loading which can vary considerably with sample

length. Several methods were used to determine the strain rate but often just providing an estimate of a nominal

strain rate. Direct tensile testing with SHB systems requires the sample to be glued within the two bars with

adhesives that have high tensile strength (at least larger than the tested material). This can induce stress concen-

trations at the bar specimen contact which may become significant in cases when strong adhesives are used.

2.1.1.2 The Spalling technique

In the last few decades, the spalling test that uses only one Hopkinson (input) bar has been extensively used by

many research groups to determine the dynamic tensile strength of concrete-like materials. Compared to the direct

tension techniques, the spalling method is an indirect tensile test that combines principles of 1D wave propagation

and reflection, and uses the higher compressive strength of concrete to create the spall failure phenomenon due

to the dynamic tensile loading (i.e. ejection of a spall fragment [Kanel, 2010]). One of the first observation of

spall fracture due to wave reflection was in fact reported by Bertram Hopkinson himself [Hopkinson, 1914]. Later,

the same experimental principle was used by his assistents, Landon and Quinney [Landon and Quinney, 1923], on

long concrete samples who observed multiple spall formation and who noted the difficulty of deducing the mean

pressure with the distance of the bar. The spalling principle, due to being relatively simpler and easier to handle

compared to SHB systems, was adopted in the groups dealing with dynamic testing of concrete-like materials and

has went through several adaptations over the years that will be shortly recalled herein.
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(a) Overview of the first HBB bar introduced in [Albertini and Montagnani, 1994].

(b) Giant square cross-section concrete sample in a HBB

bar.

(c) Strain gauge instrumentation on 25 sub-bars of the

HBB system.

Figure 2.3: Overview of the Hopkinson Bar Bundle at ISPRA-JRC. (Images taken from [Cadoni et al., 2006, Cadoni

et al., 2009])
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By the end of 20th century, the data concerning the dynamic tensile strength of concrete was slowly reaching a

limit on the reported strain rate of about as high as the SHB systems would work (i.e. in the range of 10 s−1).

There appeared a clear need to make a step towards higher strain rates (i.e. several hundreds s−1); not only to

further study the strain rate sensitivity of concrete materials, but also to investigate the already emerging theorise

on the multiple fracturing phenomena related to high strain rate loading. Probably the first use of the spalling

method that applied intrumented measurements and a projectile to generate the incident pulse was proposed in

[Diamaruya et al., 1997]. However, the work did not provide the measurement of the incident load. This led later

to the development of one of the first spalling set-ups with instrumented bar installed in 1999 in the Laboratory of

Physics and Mechanics of Materials (LPMM) of Metz University [Klepaczko and Brara, 2001] setting a methodol-

ogy that is still in use today (Figure 2.4). A cylindrical concrete sample is placed in contact with the aluminium

input bar on one end, whereas on the other end, an incident compressive pulse is induced that travels through

the bar. The method relies on the sample’s intentionally unbalanced state, because the tensile wave that induces

the desired spall failure is obtained by the reflection of an initially compressive wave from the sample’s free-end

surface. A gas tank was used to launch the cylindrical projectile against the Hopkinson bar as to generate the

compressive wave. The measurement systems employed three strain gauges on the bar that were used to account

for wave dispersion effects and shift the recorded wave to the concrete sample. Based on 1D elastic stress wave

theory, the stress in the concrete was analytically determined with the d’Alembert’s wave equation. An indirect

assessment of failure strength and loading rate was performed, corresponding to the maximal reconstructed stress

at the same position of the observed position of a macro-crack obtained from post-mortem inspection [Brara et al.,

2001].

Figure 2.4: Scheme of the mechanical arrangement of the spalling method by Klepaczko et al. [Klepaczko and

Brara, 2001]. (Bar diameter 40 mm)

Although with clear novelty allowing to reach high strain rates up-to 200 s−1 with measurable incident loading,

the method lacked the proper measurement technique to reliably determine the sought information: the failure

tensile strength and the corresponding strain rate. This drawback was resulting from the fact that no measure-

ment was made on the tested sample and the stress was indirectly reconstructed. In later reported studies, three

gauges were placed on the concrete sample with the attempt of directly reconstruct the elastic stress profiles in the

sample [Wu et al., 2005]. Subsequently, Weerheijm et al. [Weerheijm and Van Doormaal, 2007] used eight strain

gauges and two specialised pressure gauges to better discretise the wave propagating along the sample. However,

the inherit heterogeneous nature of concrete material presented an obstacle, which made adequate wave shifting

difficult. Clearly, a more reliable measurement method was needed to obtain the sought material tensile strength.

Soon after, Schuler at al. [Schuler et al., 2006] proposed to use the method based on the so-called Novikov acoustic

approximation [Novikov and Ivanov, 1966] consisting of the measurement of the sample rear face velocity which was

initially used to measure tensile strength during shock induced loadings in metals [Antoun et al., 2002]. Assuming

linear elastic behaviour up-to peak and instantaneous fracturing, the stress at failure (σt) can be related to the
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rear-face velocity pull-back as:

σt =
1

2
ρC0vpb (2.4)

where ρ is the material density, C0 is the material wave speed and vpb is the pull-back velocity (Figure 2.5). In

the work by Schuler et al. the rear face velocity was measured with a small accelerometer glued on the concrete

free-end. The work of Erzar et al. [Erzar and Forquin, 2010] presented a detailed comparison of the previous

methods used to determine the tensile strength of concrete in spall tests, namely the indirectly constructed stress

method and the method of the measurement of the pull-back velocity. The inspection was carried on by performing

computational simulations with known material peak-stress parameter. The results provided valuable insight that

among the proposed methods, the one using the pull-back velocity provides more reliable data of spall strength.

Furthermore in the same work, the measurement data and the experimental setup was multiply refined. First,

the use of the laser interferometer led to avoiding the use of an accelerometer which could introduce local inertial

effects and damage the sample. Second, a more reliable measurement of strain rate at failure was presented using

gauges positioned at the anticipated failure location. Finally, a spherical cap-end design was added to the projectile

to provide adequate pulse shaping of the incident pulse which proved to be very robust and reproducible (Figure 2.6).

Figure 2.5: Example rear-face pull-back velocity. (Image from [Erzar and Forquin, 2010])

Figure 2.6: The spalling setup used by Erzar and Forquin [Erzar and Forquin, 2010]

Nevertheless, aside the introduced enhancements, the data obtained from one spalling test was limited: it was

just one point in (ε̇, σt ) space which coordinates were indirectly determined assuming several hypotheses on the

material behaviour (i.e. instantaneous failure, linear elasticity to peak strength). Furthermore, the true material

softening response (i.e. after the peak tensile strength) was completely out of reach. Recently, a full-field measure-

ment method was proposed using ultra-high speed imaging and the virtual fields method [Pierron and Forquin,

2012b] (Figure 2.7). This ultra-high-speed-full-field-time-resolved displacement measurement method provided a
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great step forward, since it demonstrated the potential of having the entire axial stress histories reconstructed

along the observed concrete sample throughout the spall test which allowed obtaining a true local stress-strain

response (Figure 2.7b). An example is presented in Figure 2.8 which concerns a spalling test performed on a

granite material. Thanks to locally identified response the results have reveiled a much smaller Young’s modulus

in tension than in compression due to the pre-existing crack network within the material [Forquin, 2013]. However,

the derived measurements significantly depended on the used ultra-high speed acquisition system. Although it can

be considered revolutionizing and (to the opinion of the author of this work) far superior to indirect and point-wise

measurement techniques, the use of high speed imaging to perform field measurements and inverse identification

introduced a whole new area of possible experimental uncertainties in the test. These have to be well understood

before applying such a sophisticated method to perform fine measurements such as stress response of heterogeneous

quasi-brittle materials, such as concrete, in dynamic tension.

(a) The photographic set-up of a spalling test that uses

full-field measurements.

(b) The reconstructed local stress-strain response with

the indication of damage in the post-peak regime.

Figure 2.7: The spalling setup used by Pierron and Forquin [Pierron and Forquin, 2012b] that employs full-field

measurements.

Figure 2.8: The local stress-strain response of a spalling test performed on granite rock with pre-exiting crack

network [Forquin, 2013].
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2.1.2 Previous works on the Dynamic tensile strength

One comprehensive collection of experimental data regarding the dynamic tensile strength of concrete at various

range of strain rates was reported by Malvar and Crawford in 1998 [Malvar and Crawford, 1998]. The data were

reported in terms of a Dynamic Increase Factor (DIF) which represents the dynamic tensile strength of one test

normalized to a quasi-static tensile strength of the same material. The data have indicated pronounced strain rate

sensitivity of concrete in dynamic tension; namely the increase of tensile strength with the increase of the loading

rate. This then suggested that, if well understood, the concrete dynamic tensile strength could be exploited during

the structural design, leading to better engineering solutions and substantial economical savings. The use of DIF

was considered convenient as it allowed providing analytical-empirical formulations that relate the DIF with strain

rate, which could be used both as design regulations in engineering codes as well as being directly implemented

in numerical computations. One such design regulation which provided the DIF expressions for concrete in both

compression and tension loading was introduced by the International Federation for Structural Concrete [CEB,

1993]. Since then, it has become a common practice to also determine the so called DIF empirical curves, often

reported for each performed test campaign, and to occasionally present a some sort of alteration of the initially

provided expressions. A recent collection of several such expression that link DIF to strain rate can be found in

[Lu et al., 2017]. Over the years, the data became mostly restricted to reporting the DIF values of each test and

as the number of reported data increased so did the data dispersion, especially at high strain rates [Weerheijm, 2013].

However, the underling fact is that the quasi-static and dynamic strength often do not refer to the same test con-

figuration such as: boundary conditions, specimen shape and size; and most importantly not the same fracturing

phenomena which can influence the observed scatter [Régal and Hanus, 2016]. The evaluation of the quasi-static

tensile strength is rarely performed in direct tension and often a standardized indirect tests are used, such as

splitting tests (i.e. Brazilian test) or flexural tests (e.g. three-point bending), having the tensile strength indirectly

deduced from such results. For example, some works considered the tensile strength in direct tension to be 90% of

the splitting strength [Wu et al., 2005, Schuler et al., 2006]. Moreover, some authors assume a tensile strength in

direct tension as of 8-10% the compressive strength due to the lack of data on the former, and still report the DIF

values (e.g. [Zhang et al., 2008]). Such methods can be used to provide estimates of DIF, but however should be

taken with caution when an empirical model is derived. The observable wide scatter of the data on the dynamic

tensile strength at high strain rates can be augmented by the fact that the normalised strength criterion is used in

the data representation and not the intrinsic measure. Additionally, the experimental data is often obtained em-

ploying several different testing methods which differ in size and instrumentation, and use different methodologies

and assumptions to treat the data.

2.1.2.1 Overview of the literature results – Dynamic tensile strength σt

In this section a collection of data from some previous works reported in the literature that directly provide the

information on dynamic tensile strength (and not DIF) are gathered and analysed. The data concern dynamic

tensile tests performed by using one of the previously described dynamic tensile testing techniques (Section 2.1.1).

The accent is on gathering only the data from the works that reported detailed values concerning the deduced

dynamic tensile strength and strain rate as a intrinsic measure of one performed test. The plot that presents the

reported dynamic tensile strength in function of strain rate from several studies is shown in Figure 2.9. In principle,

the results round up the tests performed on several types of concrete compositions. The composition of the tested

concrete grades are close to that of an ordinary concrete used in construction works. Although, some variations

on mechanical properties as well as maximal aggregate size and tested volume do exist, the main aim is to analyse

the data collection from the point of view which concerns the experimental methodology used to obtain these values.

The plot, once again, shows the sensitivity of concrete material to strain rate. However, the scatter of the data
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Figure 2.9: Overview of the results reporting dynamic tensile strength at high strain rates.

at high strain rate seems to be more pronounced in some reported studies than others. Among other reasons,

such as those that concern the true material effects (i.e. cement and granulometric content, mechanical properties,

tested volume size and moisture content) the scatter in the results can be induced by the used testing method and,

moreover, the methodology adopted for processing the experimental data to derive the tensile strength.

2.1.2.2 Effect of experimental method

The above presented data can be sub-categorized according to the adopted data processing method and experimen-

tal technique used (Figure 2.10). The presented data collection consists of two testing techniques, namely those

obtained with the SHB bar and the Spalling method. The results reported from the use of the SHB system can be

divided into two groups: those which rely the data processing assuming the mechanical equilibrium of the sample

[Cadoni et al., 2001a, Cadoni et al., 2009, Cadoni et al., 2013] and those that only treat the results captured in the

output bar of the SHB system [Rossi et al., 1992, Weerheijm, 1992, Toutlemonde, 1994, Vegt, 2016]. Concerning

the spalling test, the distinction can clearly be made between three groups as:

• First group, considers works where no measurements are made on the concrete sample. The stress in the

sample is indirectly reconstructed from the shifted bar wave recordings and the peak stress is obtained

through a qualitative measurment of the ejection velocity from capture images. [Brara et al., 2001, Brara

and Klepaczko, 2006].

• Second group, contains works that employed strain gauges on the sample to measure the strain rate at failure

while the stress in the sample is indirectly reconstructed from the bar measurements similarly to the first

group. The calculation of the maximal stress is based either on the observation of the first fracture location

or by explicitly enforcing the fracture location by introducing a circular notch [Wu et al., 2005, Weerheijm

and Van Doormaal, 2007, Vegt, 2016].

• Third group, relies on the use of the Novikov acoustic approximation and the measurment of the velocity
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pull-back in order to deduce the peak tensile strength. The strain rate is either determined from gauge

measurements directly placed on the fracture zone [Zhang et al., 2008, Erzar and Forquin, 2010, Erzar and

Forquin, 2014, Rey-De-Pedraza et al., 2016] or indirectly from the rise time of the tensile wave [Schuler et al.,

2006].

Figure 2.10: Overview of the results reporting dynamic tensile strength at high strain rates classified according to

the experimental method used.

From the presented plot several observations can be made. First, regarding the data obtained with the SHB system,

the scatter appears to be low for the case of intermediate strain rates (0.1 - 1 s−1) which slightly increases for the

data reported at about 10 s−1. This was expected, since this value of strain rate is often considered as a limit up-to

which the processing of the SHB data can be performed due to the problem of maintaining the mechanical equi-

librium [Zhang and Zhao, 2014]. Nevertheless, within the range of strain rate values covered by SHB techniques,

no considerable difference can be observed concerning the method used to process the experimental data. On the

other hand, the scatter observed at high strain rates obtained with the spalling method exhibits a considerable

data discrepancy. When considered from the point of the processing method used, the data presented in the work

of Brara et al. where completely non-instrumented samples were used show considerably deviation from the rest of

the data. This is due to application of an non-adequate experimental processing relying on the use of the fragment

ejection velocity as detailed in Erzar et al. [Erzar and Forquin, 2010]. In this work it was computationally shown

that this type of processing provides erroneous results since the ejection velocity is deduced from camera time

frames in between which the entrapped axial wave travelled multiple round trips in the fragment, dissipating addi-

tional energy. In that case the kinetic velocity of the fragment does not represent the particle velocity and cannot

be considered as constant. Although this was well established, the erroneous data is even today used to calibrate

empirical models regarding the prediction of the dynamic tensile strength [Lu et al., 2017]. Next, as discussed in

Erzar et al., the method of measuring the peak tensile stress based on the position of the observed macro-fracture

can also provide unreliable results due to fast evolving axial stress within the sample. Since multiple fracturing at

high strain rates occurs, it is difficult to conclude which fracture can be considered as the primary one. Finally,
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it can be observed that the data processing of the spalling tests which involves the measurement of the velocity

pull-back to provide the tensile strength shows a lower data scatter than groups one and two.

From the above presented results it is clear that, aside the material effect, the measurement technique used to

determine the dynamic tensile strength plays a crucial role in the accuracy of the obtained data as well as the

observed scatter.

2.1.3 Previous works on Dynamic fracture energy

Apart from failure tensile strength under dynamic loading regimes, the information on the material failure quan-

tities such as specific fracture energy and crack opening velocity also play an important role in providing a deeper

understanding of the dynamic fracturing phenomena. Such quantities are proved to be essential for deriving well-

adapted material models in the framework of dynamic fracture that would enable a better understanding of the

involved failure mechanisms. However, the information regarding the specific fracture energy and crack opening

velocity have been rarely reported in the literature. The fact that a lot of experimental effort has been focused on

just obtaining the ultimate tensile strength at a broad range of strain rates is because the fracturing quantities are

extremely difficult to measure under dynamic loading conditions. Still, such quantities are indispensable in mod-

elling the softening behaviour of quasi-brittle materials and therefore, experimental efforts should also be focused

on obtaining the fracture energy information.

The specific fracture energy can be defined as the absorbed energy within the damage zone due to the formation

and opening of one crack. As such it is the fracture energy per unit area of the fracture surface and represents the

area below the stress-crack opening displacement (COD) curve as defined within the framework of the fictitious

crack model introduced by Hillerborg [Hillerborg, 1985b] and is a material property [Bazant, 1991]. Unlike quasi-

static loading conditions where fracture behaviour of concrete together with fracture models and testing methods

are well defined [Bažant, 2001], the technical difficulties associated with dynamic testing of such materials did not

permit to establish a universal way of measuring the specific fracture energy without strong assumptions on the

material behaviour. Consequently, data present in the literature are scarce and often contradictory. The experi-

mental technique used to obtain these quantities rely on the use of point-wise measurements which provide global

information of the tested sample [Brara and Klepaczko, 2007, Schuler et al., 2006, Cadoni et al., 2013, Vegt, 2016].

Moreover, the processing of the acquired data is often based on strong assumptions on the material behaviour.

These methods then can be considered to only provide estimates of specific fracture energy since the assumptions

such as the linear elastic behaviour of the material are adopted outside the principal fracture zone. Additionally,

some methods can overestimate the fracture energy and display large confidence intervals due to the data scat-

tering. Most of the experimental methods devised to characterize the concrete fracture properties at high loading

rates are based on various adaptations of the Split Hopkinson Bar (SHB) system and some will be presented in the

following accompanied by a collection of results on specific fracture energy reported in the literature.

2.1.3.1 Experimental methods to determine the fracture energy

The Split Hopkinson (SHB) methods The SHB system has been used in a few works to obtain the fracture

energy of tested concrete samples at strain rates up-to 10 s−1. In the works reported by Cadoni et al. [Cadoni

et al., 2013] the Hopkinson Bundle Bar was used (Section 2.1.1.1). Using such set-up, the fracture displacement

information was calculated over the entire sample length using specimen elongation information derived from the

reflected wave registered on the input bar. The entire post-peak stress response in the sample was obtained as

in the processing performed to obtain the tensile strength, using the registered transmitted wave on the output

bar and assuming the perfect balance of the sample. Then, both the indirectly obtained stress and displacement

records are synchronised and the fracture energy was obtained from a global load-displacement curves for several
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concrete samples.

Another method was proposed using the Gravity driven SHB setup (Section 2.1.1.1) in [Weerheijm, 1992, Vegt,

2016]. The measurement systems used on one concrete sample are presented in Figure 2.11a. Relying on uniaxial

wave theory, the stress in the sample at the location of the notch is determined by multiplying the strain on the

output bar with the bar’s Young’s modulus and by applying a proper correction for the mismatch of cross-section.

The strain data of the output bar is then time shifted to the position of the upper gauge on the sample where the

correction of the elastic response is performed. Since the fracture opening is measured with the LVDT’s positioned

away from the gauge on the sample, a time correction is performed directly on the acquired fracture opening data.

Since slight time mismatch is inevitable, manual synchronization is performed to match the initial part of the

deformation curves. Finally, a stress-deformation (i.e. stress-notch opening) curve is obtained from which the

fracture energy is deduced as the integral below the curve while the strain rate is determined from the gauge on

the lower bar according to Kolsky’s equation [Meyers, 1994].

(a) Overview of the concrete sample with a notch placed

in the SHB apparatus together with the measurement

systems.

(b) Sketch of the principal instrumentation in the

SHB apparatus.

Figure 2.11: Overview of the gravity driven SHB system used to determine concrete fracture energy at TU Delft.

(Images taken from [Vegt, 2016])

The Spalling technique method For reaching higher levels of strain rates (up to 200 s−1), the spalling tech-

nique (Section 2.1.1.2) that utilizes only the input bar of the SHB device was used in a few works to deduce the

values of fracture energy of concrete [Schuler et al., 2006, Brara and Klepaczko, 2007, Millon et al., 2009, Vegt, 2016].

In the method proposed by Schuler et al. [Schuler et al., 2006], the specific fracture energy was determined based

on the impulse transfer method and the measurement of the specific fracture surface. The total fracture energy

was defined through the impulse (I) change and crack opening velocity ( δ̇ ) which can be simplified as:

G =

∫
∂I

∂t
δ̇dt = ∆Iδ̇ (2.5)

The impulse transfer between the observed spall fragments (∆I) is obtained from the change of fragment velocities
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from the time at which the fracture process starts (t1) to the time it ends (t2) (Figure 2.12)a. The initiation

time (t1) at the analysed fracture position (xi) is obtained by reconstructing the elastic stress field within the

sample based on 1D stress wave theory up-to the value of the obtained spall strength deduced from the velocity

pull-back. Then, the value of the particle velocity at corresponding time of fracture initiation within the fragments

was determined from the same analytical formulation assuming a constant velocity field within each fragment. The

time corresponding to the end of the fracturing process (t2) was considered as the time when the rear face velocity

stabilizes and the particle velocities of the fragments were obtained from the use of a high speed camera (≈ 8000

fps) performing manual image analysis. The mass of the fragments is measured in post-mortem analysis. The

fracture energy (Equation 2.5) has to be divided by the total fracture surface (Afrac) in the spall plane to obtain

the specific fracture energy (Gf = G/Afrac). This represents the drawback of the method due to the presence of

multiple fracturing phenomena at elevated strain rates. The method to measure fracture surface proposed by the

author was to follow the cracks along the circumference of the sample using microscopy, detecting the cracks with

minimal width down to 50 µm (Figure 2.12). However, in order to enforce one fracture plane a notch was introduced

and in that case the fracture surface was considered to be the one describing the cross-section at the notch location.

(a) Sketch of a typical fracture image with two fragments

used for calculation of impulse change ∆I.

(b) Circumferential crack measurement using

post-mortem microscopy to obtain Afrac.

Figure 2.12: Overview of the method to determine the fracture energy from spalling tests with impulse transfer

method. (Images taken from [Schuler et al., 2006])

Another method for measuring specific fracture energy was proposed by Brara et al. [Brara and Klepaczko, 2007];

however in this case the completely non-instrumented concrete samples were employed in a spalling test and only

the gauge data at the bar was used. The stress wave registered at the input bar was shifted towards the sample and

the stress field in the sample was reconstructed based on 1D wave theory. The failure stress (σf ) was derived by

observing a position of the principal macro-fracture in the post mortem overview. In order to obtain the description

of fracture energy multiple strong hypotheses were made. First, the assumption of linear stress increase up-to the

critical crack opening (δc) that occurs at critical time (tc) was adopted. Second, the particle velocity at the critical

instant is assumed to be equal to the sample extension rate (δ̇c = δc/tc) which allows obtaining the critical crack

opening as:

δc =
σf tc
ρC0

(2.6)

where ρ is material density and C0 is the material wave speed. Next, by assuming constant velocity at separation,

fragment ejection velocity (ve) at complete separation (δs) could be related as δs = vets. Finally, adopting a linear

decrease of stress up-to the moment of complete separation (ts) which occurs so abruptly that ts = 1.1tc the final

approximation of the specific fracture energy was provided:

Gf =
1

2
σf tc

[ σf
ρC0

+ 1.1ve

]
(2.7)

The author measured the critical time of failure (tc) that was obtained from the distance measurement of first

observed fracture from the sample free-end and the ejection velocity (ve) by visually analysing images obtained
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with the multiple CCD acquisition system.

In the work reported by Vegt [Vegt, 2016], fracture energy was determined similarly to a procedure reported in

[Weerheijm and Van Doormaal, 2007] using notched spalling samples to enforce the fracture plane. The samples

were heavily instrumented with strain gauges at several key positions along the sample axis (Figure 2.13). A newly

developed strain gauge of 30 mm in length was placed over the notch allowing to deduce the deformation at the

notch position which was corrected for the elastic component. The stress at the notch was reconstructed using the

gauges on the sample close to the notch (R9-17 in Figure 2.13) while the gauges away from the notch were used to

apply the proper correction of the separation of tensile wave and compressive wave (R5-16 in Figure 2.13) taking

into account the wave dispersion and amplitude change. The wave shifting was performed by relying on the 1D

wave propagation theory.

(a) Image of a fully instrumented concrete sample (74

mm in diameter and 300 mm in length).

(b) Detail on the gauge positioning.

Figure 2.13: Overview of instrumented spalling sample used to determin the specific fracture energy in the works

reported by Vegt et al.. (Images taken from [Weerheijm and Vegt, 2010])

2.1.3.2 Overview of literature results – Dynamic fracture energy Gf

The results regarding the specific fracture energy reported in the literature using the methods described in the

previous section are summarized in Figure 2.14. The diagram with the collected data suggests that concrete

exhibits apparent strain rate sensitivity with respect to specific fracture energy. Generally, two regions of rate

dependency can be distinguished. For intermediate loading rates, a somewhat moderate increase can be observed

until a threshold is reached at about 10 s−1, when an abrupt increase in fracture energy is noted. It has to be

pointed out that with the increase of strain rate, the scatter of the data substantially increases, which makes the

use of experimental data very difficult in view of identifying consistent description of the observed phenomena.

What is more, the level of reported energy values need to be taken with precaution due to the fact that different

approaches to data processing were used on different concrete compositions.

The energy data presented in Figure 2.14 starts exhibiting scattered values at strain rates of about 10 s−1. Some

of the results at these levels of strain rate were obtained with the Hopkinson Bar Bundle [Cadoni et al., 2001b].

Using the assumption of a perfect mechanical balance of the sample and the deformation measurement for the

entire specimen length, values of concrete fracture energy were obtained [Cadoni et al., 2013]. However, several

numerical works indicated that with the use of SHB systems for direct tensile testing of concrete, applying strain

rates of above 10 s−1 could yield values of an apparent tensile strength that consists of both true tensile strength

and contribution of structural inertia due to material softening [Ožbolt et al., 2013]. At this level of strain rate,

multiple cracking starts to occur and several fracture zones can be distinguished which compromise the use of

indirect or global measurement systems owing to their assumptions. Both effects of multiple cracking and inertia

as well as the fact that the mechanical balance of the sample is not entirely reached could explain the observed
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Figure 2.14: Literature overview of experimental results on the specific fracture energy of concrete under interme-

diate and high loading rates.

scatter. Lately, some works suggested that these measurements are almost impossible to be treated as separate

instances since the fracturing information is being encoded in both transmitted and reflected wave at the same

time [Volkov et al., 2017]. In order to overcome the problem of multiple fracture formation, notched samples were

introduced as to enforce a single fracture plane in several works. This can be considered as a strong drawback since

the obtained result can be influenced by the size and shape of the notch. It was reported that the depth and the

position of the notch can affect the response of the material due to the reduced specimen strength caused by stress

concentration on the notch tip and can further induce a pronounced non-linear response before the peak strength

is reached as discussed in [Doormaal et al., 1994]. In addition, the circular notch on the sample outer surface does

not prevent multiple fracturing in the core of the sample.

In the part of the diagram (Figure 2.14) at higher loading rates, only few works can be found which use the

spalling experimental technique. In the work of Brara et al. [Brara and Klepaczko, 2007], the completely non-

instrumented samples were used as mentioned in the previous section. The reported values of increase up to ten

times in specific fracture energy were obtained with strong assumptions on material constitutive response such

as linear elastic material behaviour, instantaneous crack formation and the description of stress by the velocity

of spall fragments which was later disputed in [Erzar and Forquin, 2010]. As mentioned, the author measured

the critical time of failure that was obtained from the distance measurement of first observed fracture from the

sample free-end visually analysing images obtained with the multiple CCD acquisition system. On the other hand,

it has been shown that simple analysis of camera images without the use of a full-field measurement technique

can lead to substantial errors in obtaining the position of the first initiated fracture [Rey-De-Pedraza et al., 2016].

Schuler et al. [Schuler et al., 2006] reported values with an increase of about three times the quasi-static fracture

energy. However, the multiple crack formation and the accuracy of stress and velocity measurements compromise

the calculation of the specific fracture energy. Finally, the assumption of material linear elastic response, used in

all the above mentioned works, was argued as quite questionable in some numerical studies dealing with simulation

of dynamic tensile fracturing. For example, FE numerical simulation of spalling tests carried with the use of a
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rate-sensitive micro plane model showed that concrete samples exhibit a significant amount of micro-damage be-

fore localization [Ožbolt et al., 2014]. Another study concentrated on modelling the dynamic crack growth in the

framework of linear elastic fracture mechanics (LEFM) and fictitious-failure plane, showed that the critical crack

size can be reached at values between 60% and 80% of the tensile strength criterion [Reinhardt and Weerheijm,

1991]. Consequently, the generally observed rate-dependent response of ultimate tensile strength is thought to be

mainly governed by the damage initiation and growth at mesoscale of the material, with the failure process being

governed by micro-cracking phenomena such as crack nucleation, propagation and obscuration of flaws as well as

the ability (or inability) of the material to absorb the energy of fracture into the fracture zone that starts taking

place before the peak stress is reached [Weerheijm and Forquin, 2013, Erzar and Forquin, 2014].

2.1.4 Synthesis: Stating the problem

As shown in previous sections, numerous experimental efforts have been aimed at obtaining concrete fracturing

properties at high strain rates over the years. However, the collection of the experimental results from various works

shows high data dispersion as the testing strain rate increases due to which up-to today there is no general consensus

on what are the dominant material effects that influence the sensitivity of concrete in dynamic tension. Apart from

the fact that the scatter appears due to difference in concrete mixtures, specimen size and moisture content; the

scatter is also induced (or enhanced) by the difference in the used testing set-ups. These experimental methods

require the assumptions on the material behaviour in order to provide the information on the stress within the tested

sample which is deduced from (indirect) point-wise measurements. Recently, a full-field deformation measurement

method has been proposed which allows the local axial stress on the sample surface to be measured without any

assumption on the material behaviour. This measurement method presents a great potential since it permits to

reconstruct the stress histories in the concrete sample and stress-strain response within close vicinity to the fracture

zones. This dynamic photomechanical spalling test uses ultra-high speed imaging, full-field measurements and the

virtual fields method to provide such information, which will be introduced in the following sections.

2.2 Ultra-high speed imaging

2.2.1 Introduction

It is said that ’curiosity killed the cat ’, but whatsoever it is probably that similar human curiosity which has led the

development of high speed imaging over the last century. Since the famous Eadweard Muybridge’s shot of Sallie

Gardnier at a Gallop in 1878 [Muybridge, 1878], up-to today’s light-in-flight Femto-photography [Velten et al.,

2013], the ability of capturing events faster than they can be seen by our own eyes allowed observing phenomena

that were far too difficult to imagine. Scientific photography differs from everyday photography because of the

motivation that stands behind the entire process of acquiring a specific image. For example, two images can be

the same but the one considered as the scientific one will carry with it some information. That does not mean that

images made for scientific purpose are less interesting, on the contrary, the fact that they carry the underlying

information makes their appearance more effective. Hence, what is characteristic for the scientific photograph is in

fact that it is a measurement.

The principal aim of high speed photography is to capture images of fast-changing events that are too fast to be

perceived by the unaided human eye, simply by lowering the acquisition exposure time and supplying sufficient

illumination to the imaged scene. The term ultra-high speed imaging is broadly used, covering a large range

of acquisition speeds, recording lengths, spatial resolutions, and camera technologies. Owing to continuously

expanding technological development, different regions of high-speed imaging have been defined over the years

which evolve as the technology progresses. One classification based on the framing rate and the used technology

has been provided by Fuller [Fuller, 2013] in which four main groups can be distinguished, arranged from low to

high frame rate as follows:
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(a) high speed, 50-500 frames per second (fps).

(b) very high speed, 500-100 000 fps.

(c) ultra-high speed, 0.1-10 million fps (Mfps).

(d) super-high speed, above 10 Mfps.

In the following, first a brief historical overview on the development of high speed imaging is provided, maintaining

the focus on ultra-high speed imaging with inter-frame below 1 µ s. The interested reader can find more infor-

mation in a well-rounded review on the historical development of high-speed photographic technology available in

[Honour, 2009] and some of the first applications to fracture, impact and high-rate deformation is given in [Field,

1982]. Second, the main UHS camera technologies will be recalled. Finally, basic principles that are required for

applying ultra-high speed photography in experimental testing, such as: frame rate, illumination and triggering,

will be introduced.

2.2.2 Brief historical overview

From its modest beginnings in 1870s, the aim of high speed photography was to acquire one single shot (one photo-

graph), with a sufficiently small temporal resolution and right exposure, in order to capture a non-blurry subject.

One of the early electro-optical devices offering short exposure times, the Kerr cell, relied on the use of high light

sensitivity films, that enabled it to reach temporal exposure down to 100 ns. However, the restrictive use to only

highly luminous events (i.e. detonation and blast) together with the complexity of their application made the Kerr

cell difficult to extend to other fields of research. Also, there was a need to acquire a number of time resolved

frames (at least two) of a certain event. In that way, temporal information could be extracted and analysed in

more detail. Some of the early efforts to address this issue have been made by using a number of aligned Kerr cells.

However, aside from the difficulties related to time synchronisation, this configuration also suffered from parallax

errors that were introduced due to the use of the multiple independent optical systems. Therefore, the idea of

using a single apparatus for capturing multiple frames emerged.

At the beginning of the 20th century, the multiple high speed scientific imaging takes a turn with the introduction

of the Cranz-Schardin system (Figure 2.15a) that uses the shadowgraph technique. The shadowgraph is generally

produced by having the interest subject (often a projectile) passing between the point light source and a sheet of

film. At the correct instant, the light is being fired and the shadow of the projectile with its wake is captured on

film. In order to produce multiple recordings, Cranz-Schardin system was based on an integrated multiple sequen-

tial spark light source (Figure 2.15b). It introduced the commodity of triggering, using either one synchronised or

multiple independent triggers for each spark, that allowed fine temporal tuning depending on the imaged event.

This imaging system permitted researchers to make a step forward in understanding the physical mechanisms

behind ballistic phenomena. Having the subject movement often in the range of 2 m/s up-to 1 km/s (e.g. by

employing the two-stage gas gun), ballistics was a perfect environment for applying such photographic methods.

Information such as state of the projectile, projectile velocity but also the distribution of the pressure flow in

front of the projectile tip could be obtained, more specifically this system allowed also the visualization of shock

waves that accompany super sonic bullets (Figure 2.15c). Also, such system was used to study the crack velocity

propagation in glass materials (Figure 2.15d), providing valuable insight into the fracturing process of brittle solids

[Schardin, 1959]. Many of these images not only brought substantial contribution to the scientific community but

also, owing to their aesthetic appearance and visual perception, were often regarded as astonishing works of art

[Kleine and Settles, 2008]. There have been several subsequent adaptations of this imaging system according to the

application requirements. One such system, able to capture 16 consecutive frames with the acquisition speed up-to

815 kfps was successfully used in the several applications involving dynamic photoelasticity [Riley and Dally, 1969].

Although the upper speed limit of the system was not precisely established, some later versions reported reaching
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(a) The Cranz-Schardin system. Photograph

taken from [Riley and Dally, 1969].

(b) Schematic representation of the Cranz-Schardin principle [Lu and

Liu, 1997].

(c) Schardin image of a supersonic bullet [Schardin,

1942]. Photograph taken from [Kleine and Settles, 2008]

(d) Schardin image of a propagating dynamic crack in

glass material. Photograph taken from [Schardin, 1959].

Figure 2.15: Representation and some results of the Cranz-Schardin high speed system.

maximum rate of 1 Mfps [Lu and Liu, 1997]. Despite being considered as a low-cost solution, a restriction due

to the size, integrated lightning source as well as with the desire of going faster, drove the motivation away from

the Cranz-Schardin system. Even though high speed cinematography was available at that time with the cameras

using fast motion of a 16 mm or 35 mm film through the socket, their framing rate was limited by the physical

strength of the film to about 500 fps. This limit was increased when continuously rolling cameras were introduced.

However, due to problems of image focusing their framing rate was limited to around 100 kfps after which motion

blur effects became dominant. Both of the above mentioned technologies did not suffice in acquisition speed for a

ballistic application. The idea of using stationary film and moving image systems seemed as a next logic step and

has led to what is today referred to as ultra-high speed imaging.

Emerging from the Manhattan project in 1950s, was the ultra-high speed rotating mirror camera, later branded

by the Cordin company, which allowed to obtain experimental recording sequences with acquisition speeds up-to

25 Mfps (camera Cordin 119) [Field, 1982]. For applications where even higher frame rates (in range of 102 Mfps

[Courtney-Pratt, 1957]) where less frames were needed, the image converter cameras were developed. Based on a

method of steering the light towards separated photosensitive areas by using the charged plates, these cameras were

also known as beam splitters. Both technologies were running parallel to the discovery of electronic flash strobe

by Harold E. Edgerton [Edgerton and Killian, 1954], which allowed short and powerful illumination to be supplied

to the scene externally. The two techniques, UHS imaging and flash illumination, were coupled in a well-rounded

tool used by experimental researchers that provide valuable insight into various fast changing phenomena.
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After a few decades, the next great breakthrough in (ultra) high speed imaging came with the development of

electronic semiconductor devices in 1970s that slowly replaced the photosensitive emulsions. The charge-coupled

devices (CCD) allowed complete digitalization of the high speed recordings with getting the final result in matters

of several seconds. Passing from mechanical to electronic image formats allow the use of powerful computer soft-

ware and better extraction of more qualitative data from the acquired images. This influenced the development of

three principal high speed CCD sensor camera technologies: rotating mirror - CCD, the intensified CCD (ICCD)

and the in situ storage image sensors (ISIS) CCD cameras. Finally, the latest technologies that aim to use the

complementary metal-oxide semiconductor (CMOS) sensors by combining the advantages of both CCD and CMOS

in ultra-high speed imaging have emerged, having a strong potential of increasing both the read-out speed and the

pixel count of each acquired frame.

2.2.3 Ultra-High Speed camera types

In Figure 2.16 an infographic overview of the various HS and UHS cameras currently available on the market is

displayed. The horizontal axis represents the maximum frame rate and the vertical axis represents the recording

length of each system, while the rectangular area is proportional to the corresponding pixel count of one grabbed

frame (lp/mm stands for line-pairs per mm and describes the spatial resolution of a chip). The minimum exposure

time of each system is also reported in terms of a pie chart. From the infographic it is clear that the HS systems

are characterised by large recording capacities (103 to 106 frames), whereas for UHS systems the recording length

is much lower (about 100 frames). This is mainly induced by the limited read-out speed and the issue related to

storage of acquired frames. Several types of systems exist that use CCD technology and different image registration

techniques to deal with this limitations: rotating mirrors, beam splitters and in-situ storage devices, which will be

shortly presented in the following.

Figure 2.16: Survey of current HS and UHS cameras based on CMOS and CCD technologies from 2016. An

updated graphical survey from [Reu and Miller, 2008, Xing et al., 2017b].
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2.2.3.1 Rotating mirror

These cameras use a rotating device to move the framed scene from one to another fixed photosensitive element,

which are all arranged in a radial fashion (Figure 2.17a). A gas driven turbine is often used to spin the rotating

element at high speeds reaching typical frame rates of an order of several Mfps with 2–8 megapixels per captured

frame (e.g. Cordin 580: 4 Mfps with 3200 x 2400 pix per frame ). A high speed shutter is essential to avoid

overwriting the consecutively recorded frames. The number of frames of such systems is limited (e.g. 78 images

with 14-bit depth can be captured with Cordin 580). Aside from the weight and sizes, there are several reported

drawback of such systems. From a metrological point, measurement uncertainties can be introduced due to the

existing fabrication differences of the spatially separated sensors as mentioned in [Moulart et al., 2011]. A systematic

bias can also be introduced in the measured displacement maps which is due to vibrational elements generated by

the rotation of the mirror. Morover, the field of view can vary due to possible misalingement of the sensors [Pierron

et al., 2011a]. Finally, such systems can suffer from a discrepancy between system reported frame rate and the true

frame rate which is induced by delayed camera hardware response [Conneely et al., 2011].

(a) Schema of the principle of imaging with rotating mir-

ror cameras. (Image taken from [Moulart et al., 2011])
(b) Schema of the principle of imaging with beam split-

ting cameras. (Image taken from [Tiwari et al., 2007])

Figure 2.17: Two types of multi channel UHS imaging systems.

2.2.3.2 Beam splitters

These cameras use a stationary beam splitter to divide the incident light into multiple rays which are registered

by multiple separate channels (Figure 2.17b). Due to splitting of the light, the registered image need to be highly

amplified. To achieve this the CCD sensors are intensified by using phosphorus screens turning them into so-called

ICCD (intensified CCD). Although having all the components stationary, which avoids any vibration noise as

opposed to rotating mirror cameras, the use of image intensifiers introduces noise in the images [Pierron et al.,

2011a, Tiwari et al., 2007]. Firstly, since separate sensors are used, the same problem of the varying field of view

occurs as in rotating mirror cameras. Secondly, due to the use of image intensifiers a random leakage of signal can

be experienced which will affect the reproducibility and accuracy of image based measurements. These drawbacks

make these imaging devices difficult to be used for metrological purpose. However, their capacity of reaching up-to

100 Mfps with large pixel count make them unique and adequate for observational inspection of various dynamic

phenomena such as observing shock wave caused by dynamic bubble collapse during colission between ink bubble

and solid surface [Lauterborn and Kurz, 2018]. As for dynamic fracturing, one type of a beam splitting camera

(Imacon 468) was used to provide qualitative information on crack propagation in notched concrete samples using

SHPB splitting test as reported in [Lambert and Ross, 2000].



CHAPTER 2. STATE OF THE ART 24

2.2.3.3 In-situ storage cameras

These UHS systems rely on the concept of placing the memory in each pixel domain of the image sensor [Kosonocky

et al., 1996]. The principle is that the generated electrons at a photodiode of one pixel are shifted to the input

gate and then to an array of CCD elements as in Figure 2.18. Consequently, this principle avoids the problems

concerning image distortions introduced by either beam splitter or rotating mirror devices. However, this results

in fabrication of large chips with less pixel count when compared to the other two methods. Nevertheless, their

advantage is that each image is taken on the same sensor and their use for metrological purposes is favourable. Over

the years, several concepts of integrated memory have been developed: those that rely on the use of CCD sensors

(e.g. the Shimadzu HPV-1 camera), those that use the high sensitive CMOS sensors (e.g. the Shimadzu HPV-X2

camera) and those that use hybrid CCD-CMOS technology (e.g. the Kirana camera). These three systems have

been employed for metrological purposes in the work of this thesis and will be explained in more detail in Sections

3.2, 6.2 and 6.3.

Figure 2.18: Principle of the In-situ UHS cameras as in [Kosonocky et al., 1996]: A–one pixel domain, B–pixel

structure, C–photodiode, D–output gate, E–horizontal and F–vertical array of CCD memories, G–drain and H–

readout. (Image taken from [Etoh and Nguyen, 2018]).

2.2.4 Basic principles of UHS imaging

Figure 2.19 illustrates principal parameters involved in performing ultra-high speed imaging which will be intro-

duced in the following.

2.2.4.1 Frame rate, interframe time and exposure time

The frame rate corresponds to the operating acquisition speed of an imaging device which is expressed as the

number of frames per second (fps). The exposure time correspond to the time between two subsequently captured

frames during which the light integration of the event on the photodiode takes place. As such, it is lower or equal

to the inter-frame time. The inter-frame time is the time in seconds between two successive frames and is the

reciprocal of the frame rate. The exposure time is typically chosen to be shorter than the inter-frame time as to

reduce motion blur. In most recent in-situ acquisition systems the exposure time is controllable within the system.

In order to choose the appropriate frame rate for filming a dynamic event it is first necessary to find the relevant

time scale. If the observed phenomena is of cyclic nature then the frame rate is directly chosen from the desired
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Figure 2.19: Principal parameters involved in performing UHS imaging of an event [Saletti, 2011].

sampling rate (at least two times larger). However, often the events are not of cyclic nature and the relevant time

scale can be determined based on the typical velocity and the length scale of the observable event [Versluis, 2013].

The estimate of frame rate can be obtained as:

f =
N.v

l
(2.8)

where v is the (particle) velocity of the observable event, l is the length scale and the N is the number of desired

sampling frames that discretize the event. As an example, a longitudinal wave in an aluminium bar travels at 4

mm/µs. Assuming the length of the sample l = 100 mm and desired number of samples N = 100 the estimated

frame rate is 4 Mfps. However, this example concerns the assumption of propagating elastic waves and in case when

material failure occurs, this should also involve the desired number of frames dedicated to filming the fracturing

and post-fracturing stages. Furthermore, when the acquired frames are used to obtain meaningful kinematic infor-

mation as to perform the identification of the material constitutive response the choice of N plays an important

role since it directly influencing the discretization of the sought materiel response.

2.2.4.2 Triggering

In ultra-high speed imaging, triggering is essential for performing a successful recording of a phenomena of interest

due to the limited number of frames supplied by the acquisition system that are captured within an extremely

short time. There are several triggering methods but most often a signal pulse related to a triggering event is used.

Generally a variety of inputs can be used (e.g. optical or acoustical) which can be transferred into an electrical

trigger pulse. What is important is that the sampling frequency of the triggering event occurs within the chosen

inter-frame time. For example, the laser velocity signal at the rear face of a spalling sample. When triggered,

two recording regimes can be distinguished. One where the trigger starts the image capture and one for stopping

the registration of the images. The latter is possible only if the images are directly stored on chip electronically

as in the in-situ imaging sensors. In recent devices, this trigger method has been more in use since the timing

can be set in a more flexible way providing both images before the trigger and after. It should be noted that the

transportation of trigger signal needs time and can cause a delayed trigger. Some imaging devices can introduce

an inevitable delay due to the used technology, for example in rotating mirror cameras some time is needed to

accelerate the rotating element up-to the required frame rate. However, the latest in-situ storage devices offer the

option of programmable delay triggering that is usually accurate to a few nanoseconds.
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2.2.4.3 Illumination

One recorded frame is a result of integration of the amount light hitting the photosensitive part of the sensor.

Therefore, the parameters that influence the amount of grey levels registered within one captured frame are:

camera dynamic range, shutter speed, sensitivity of the device, exposure time and the illumination source. The

light source should be maintained constant between captured frames when full-field measurement techniques are

used. In UHS imaging it is important to choose the right illumination device that is corresponding to exposure time

and the sensitivity of the equipment. Furthermore, the illumination source should not introduce parasitic effects in

the images due to instabilities such as flickering, therefore the source frequency should also be taken into account.

With decreasing exposure times more powerful sources can prove to be necessary such as flash units, especially

in case where the sensor sensitivity is low in order to reduce the camera noise (e.g. Shimadzu HPV-X). In that

case the timing of the flash should be also synchronized with the imaging of events considering the rising time of

the light source necessary to reach and maintain constant illumination, often requiring a secondary triggering, for

example short circuit contact at the surface between the Hopkinson bar and the projectile. The rising time of the

flash lights often deteriorates with the increased usage of the flash lamps and needs to be determined beforehand.

One way is to frame uniform scene sequences with synchronised triggering between the flash and the UHS camera,

then the rising time can be estimated by altering the acquisition speed. In the devices with higher light sensitivity

(e.g. Shimadzu HPV-X2), constant light sources can be used such as tungsten light sources or light-emitting

diodes (LEDs) which facilitate the procedure. However, when constant light sources are used, the lamps have to be

focused on a spot as to provide sufficient amount of light which makes framing homogeneously illuminated scenes

challenging.

2.3 The Full-Field Measurements

Full-field measurement techniques are non-contact methods which use digital cameras and image processing software

to provide quantitative spatial distributions of sought kinematic quantities. A wide variety of such techniques exist

[Grédiac and Hild, 2012]. They can generally be classified into interferometric and non-interferometric or white

light methods [Chrysochoos and Surrel, 2012]. Some of the commonly used interferometric methods for obtaining

in-plane displacement measurement include hologram interferometry [Fällström et al., 1989], speckle interferometry

[Jacquot, 2008] and moiré interferometry [Post and Han, 2008]; while non-interferometric techniques include the

digital image correlation [Sutton et al., 2009] and the grid method [Surrel, 1994]. The interferometric methods

require a coherent light source and in general provide higher sensitivity measurements than interferometric methods.

A brief overview of some application of such techniques to high strain rate testing is provided in [Field et al., 2004].

However, these methods due to their sensitivity are often susceptible to disturbances coming from the experimental

environment such as vibrations [Grédiac, 2004]. On the other hand, non-interferometric methods allow in general

more experimental liberty and thanks to widely available processing tools, have been more used in the experimental

mechanics community.

2.3.1 Digital image correlation

Since it was introduced in 1980s [Sutton et al., 1983], Digital Image Correlation (DIC) has become one of the most

popular full-field optical measurement techniques. It is based on measuring displacement fields by correlating two

(or more) digital images acquired before and after the increment of deformation. The correlation is performed by

using the sub-sets of the framed surface texture and by relying on the uniqueness of the local encoding of a random

signal that acts as an individual sub-set signature. Sufficiently textured materials do not require any preparation

while in other cases a random speckle pattern can be applied before image registration, using white and black

paint with one of many proposed methods [Dong and Pan, 2017]. A digital image can be considered as a scalar

function of the spatial coordinate that gives the gray level at each discrete image point (i.e. pixel) of coordinate

x. Considering two digital images, which characterize the framed surface before, f(x), and after the deformation,

g(x), the relation between them using the conservation of the optical flow [Hild and Roux, 2006] can be expressed
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(a) Sub-seta based DIC.

(b) FE based DIC.

Figure 2.20: Schematic representation of the principal difference between local and global DIC algorithms [Pan

et al., 2015].

as:

f(x) = g(x + u(x)) (2.9)

where u(x) is a displacement field at any pixel. The determination of u(x) is an ill-posed problem which requires

some additional hypotheses. A trial function can be introduced on a given sub-domain Ω which minimizes the

squared differences with respect to the unknown degrees of freedom as:

T =

∫
Ω

(f(x)− g(x + u(x))2dx (2.10)

The considered domain Ω can be performed on image sub-sets (i.e. zones of interest – ZOI) in case of local approach

or on the entire region of interest (ROI) in a global approach [Hild and Roux, 2012]. Over the years many algorithms

have been proposed to determine the displacement fields. Often two main groups can be distinguished: subset-based

local DIC methods and the finite element (FE) based DIC methods [Pan et al., 2015]. The former relies on a local

description of the kinematics by tracking the counterparts of each ZOI individually, while the latter uses the global

kinematic description to track all the elements determining the displacement of all nodes at the same time (Figure

2.20). The FE based DIC in principle can capture more complex kinematics in case of heterogeneous deformations

[Hild and Roux, 2012, Pan et al., 2015] and has found more applications in the dynamic experimentation [Hild

et al., 2018]. In ultra-high speed imaging usually images are of small pixel count and potentially contain high

noise levels that can have a significant impact on the overall measurement [Tiwari et al., 2007]. Indeed, the small

image definition was found to be a limiting factor when FE based incremental DIC was applied in a spalling

tests [Saletti and Forquin, 2015]. A specific strategy in the formulation of FE based DIC, the spatiotemporal

regularization [Besnard et al., 2012], has been proposed to deal with these obstacles indicating that positive effect

on the reduction of measurement uncertainty when large number of temporal frames are analysed. Therefore in

the future, the increase of the spatial size of the images of ultra-high speed cameras coupled with such methods

could benefit more from the use of the DIC method.

2.3.2 The Grid method

The grid method is a full-field optical measurement techniques used for obtaining in-plane displacement maps

of a test sample that undergoes deformation over time [Surrel, 1994]. Recent advance in acquisition and image

processing has influenced growing interest in this technique owing to its easy implementation. The deformation

measurements of the sample surface are derived based on determining the phase change between the reference and
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the deformed image of the deposited spatial carrier (Figure 2.21). The spatial carrier is characterised with a regular

grid pattern (ideally) consisting of black and white lines which are forming a bi-directional pattern (Figure 2.22).

Upon loading, the distortion of a grid occurs that causes locally a modulation of the spatial frequency vector of

B. Lukić – Univ. Grenoble Alpes, 3SR – 24/11/2016, CEA meeting, Grenoble. 9
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Figure 2.21: Illustration of a positive strain deformation on the spatial frequency vector.

Figure 2.22: Experimental image of a bi-directional grid of 1 mm pitch deposited on a concrete sample captured with

the Shimadzu HPV-X2 camera at 1 Mfps and 200 ns exposure having 5 pixel sampling per grid pitch. The image

corresponds to a situation of a stationary sample preceding a photomechanical spalling test. Some imperfections

of the resulting grid patter caused by depositing procedure are visible.

the initial grid pattern. The intensity of digitalized light at a given pixel position M0 in a reference state, defined

as a material point with a position vector R(x,y) in Cartesian system, can be expressed with a periodical fringe

function:

I(R) = I0(1 + γfrng[2πF.R]) (2.11)

where I0 is the local intensity, γ is the contrast or the visibility of the signal I(R), frng is a 2π-periodical continuous

function (ideally a cosine). The spatial frequency vector of the grid carrier is defined as F = n/p, where n is the

unit vector perpendicular to grid lines and p is the grid pitch. The phase of the frng function is defined as 2πF.R.

After the loading, the material and the grid deform and the ligth intensity at M0 becomes light intensity at point

M ′. In that case the variation of the phase from reference to the deformed state, in case a small displacement

between the images, is −2πF.u(R). The displacement field u(R) consists of the horizontal ux(x, y) component

and the vertical uy(x, y) component relative to the unloaded condition and are calculated from the corresponding

phase variation with respect to vertical lines ∆φx and to horizontal lines ∆φy such as:

ux(x, y) = − p

2π
∆φx(x, y) (2.12)

uy(x, y) = − p

2π
∆φy(x, y) (2.13)
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There exist a wide panel of phase extraction methods, each having its specific methodology and metrological per-

formances [Surrel, 2000]. The routine often adopted for treating grid images are based on the Windowed Fourier

Transform (WFT) using a triangular convolution window [Surrel, 1996]. Due to the growing interest in this tech-

nique, many works in the recent years have been devoted to obtaining reliable measurements of the displacement

and strain fields using the grid method, for example in [Badulescu et al., 2009a, Grédiac et al., 2013, Grediac and

Sur, 2014, Sur and Grédiac, 2015, Grédiac et al., 2015]. A recent extensive review of the grid method is provided in

[Grédiac et al., 2016]. Concerning high strain rate testing, the grid method has been widely used in several works

[Moulart et al., 2011, Zhu and Pierron, 2016, Davis et al., 2017, Seghir and Pierron, 2017, Dreuilhe et al., 2018].

This technique provides a good compromise between spatial resolution and measurement resolution [Grédiac et al.,

2017], which is an important factor when ultra-high speed imaging is used owing to limited pixel count of currently

available acquisition systems. Also, it proves to be suitable for situations where small strains are measured that are

accompanied by crack formation phenomena [Avril et al., 2004a]. Consequently, it is chosen as the measurement

method in this work since the anticipated failure strain of a concrete sample subjected to dynamic tension is about

0.2 mε and the crack opening at failure is around 100 µm.

2.4 Inverse identification strategies based on full-field measurements

Full-field displacement measurements contain rich amount of information which can be subsequently used for

material characterization, either in terms of identifying material constitutive parameters (e.g. material stiffness)

or in terms of inverse characterisation of the entire material response (e.g. local stress-strain curve). However,

in many situations the quantities that are being measured do not directly provide the sought information on the

material behaviour but are rather a consequence induced by the real quantity of interest. Consequently, the problem

becomes an inverse one and the sought information needs to be obtained by applying an (inverse) identification

method [Avril et al., 2008a]. Such methods are much more advantageous compared to standard testing methods

where global quantities are measured or are obtained indirectly. The identification based on full-field data provides

greater flexibility since high number or parameters can be retrieved from a few (or even one) test performed with

more complex configurations. On the other hand, such methods require suitable computational strategies and

adequate computational power to process the experimental data. The increased availability of the latter in the

recent years has induced development of a number of such strategies. Among them, some of the most commonly

cited in the literature are the Finite Element Model Updating (FEMU), the Constitutive Equation Gap Method

(CEGM), the Equilibrium Gap Method (EGM) and the Virtual Fields Method (VFM). These methods, alongside

some other prominent techniques, have been documented in [Grédiac and Hild, 2012]. Here, their basic principles

will be summarized as follows:

• FEMU (Finite Element Model Updating) – is primarily aimed at identifying the material constitutive pa-

rameters by minimising the difference between the measured and simulated displacement (or strain) fields

obtained with the means of FE computation model. Initial values are predicted and an iterative process

is run until the satisfactory result is reached through a minimisation of an appropriate cost function. This

method has been subjected to many investigations and was used in identification of linear and non-linear

problems (e.g. [Lecompte et al., 2007, Cooreman et al., 2007, Mathieu et al., 2014]) and identification of

material parameters at high strain rates [Kajberg et al., 2004]. One of the main limitations of the method is

that it is based on iterative computations since at each time a complete FE procedure is repeated. Moreover,

when dealing with identification of material response under transient loadings explicit solvers are used to well

model the phenomena and in that case the accuracy of the identification would also depend on the robustness

and efficiency of the numerical model.

• CEGM (Constitutive Equation Gap Method) – also know as the constitutive relation error is a measure of

the gap between a given numerical stress field and the stress field obtained from experimentally measured
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displacement fields using a constitutive model. The material parameters that minimise this gap are considered

the correct ones. The method can be extended to include all experimental measurements in the identification

where overdetermined data is available and does not specifically require information obtained with the full-

field measurements; however, it still requires the assumption of the constitutive model and has been mainly

used in problems dealing with elasticity and elasto-plasticity [Geymonat and Pagano, 2003, Latourte et al.,

2008].

• EGM (Equlibrium Gap Method) – the method was devised for situations where the observable heterogenity

with respect to elementry elastic constitutive matrix can be considerd as a scalar field in terms of the local

reduction of stiffness [Claire et al., 2004]. In the FE numerical implementation form, the stiffness matrix for

each element can be constructed and the scalar contrast results from the minimisation of the residual forces

that arise from computing the equilibrium equation using the knowledge on the known (i.e. experimentally

measured) nodal displacements of each element. This method has been used for the the identification of

parameters associated to anisotropic damage laws [Périé et al., 2009].

• VFM (the Virtual Fields Method) – introduced in [Grédiac, 1989], the method uses the measured full

field kinematic data within the weak form of the equilibrium equation to identify the constitutive material

parameters. Introducing an a priori chosen and appropriate virtual field which is kinematically admissible,

the equilibrium equation can be brought down to a scalar form where the sought parameters can be directly

obtained without the need of an iterative procedure. On the other hand, since volume integrals have to be

computed, the kinematic fields have to be known within the solid which can be considered as the limitation of

the method. However, in practice, the experimental situations often can allow assumptions which reduce the

problem to a plane stress (or strain) condition. The method has found various extensions into forms which

allow identification in a variety experimental situations [Pierron and Grédiac, 2012]. In the recent years, this

method has found extensive applications in the identification of dynamic material response by exploiting the

inertial component in the equilibrium equation. This method is therefore selected in the current work and

its application to a dynamic spalling test is presented in the following.

2.4.1 The Virtual Fields Method (VFM)

The VFM is an identification strategy that uses the measured full-field kinematic data. The method is based

on rewriting the weak form of equilibrium equation for a deformable body using the principle of virtual work as

follows:

−
∫
V

σ : ε∗dV +

∫
∂V

T.u∗dS +

∫
V

f.u∗dV =

∫
V

ρa.u∗dV (2.14)

where σ is the Cauchy stress tensor, ε∗ is the the virtual strain tensor, T is the vector of distributed surface load

acting on the solid boundary surface ∂V , u∗ is the virtual displacement vector, f is the vector of body force acting

on each point of the volume V , ρ is the mass per unit volume, a is the acceleration vector; ’.’ stands for scalar

vector product, ’:’ stands for contracted 2nd order tensor product.

Under quasi-static loading conditions, the right-hand-side term is null and the problem is brought down to choos-

ing as many virtual fields as unknown constitutive parameters that are to be identified. Under dynamic loading

conditions, the right-hand-side term can be used as an advantage since the contribution of the inertial component

defined through the measured acceleration maps present an image embedded load cell and in that case no external

load measurement is needed. One of the first applications of this idea has been applied to determine the stiff-

ness and damping of thin vibrating plates using the inertial forces as a distributed load [Giraudeau and Pierron,

2005, Giraudeau et al., 2006]. The concept was also applied to the identification of the stiffness components of a

glass-epoxy laminate at high strain rates using a SHPB setup [Moulart et al., 2011] and to reconstruction of the

entire force history measurement from the sample deformation in case of an impact induced three-point bending
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test of alluminium bars [Pierron et al., 2011b].

The idea was then extended to uniaxial tensile testing of quasi-brittle materials using the spalling technique [Pierron

and Forquin, 2012a, Pierron and Forquin, 2012b, Forquin et al., 2013]. The single Hopkinson bar technique is used

to perform a spalling test (Section 2.1.1.2) on a cylindrical sample with a flatten surface on which a grid pattern is

deposited (Figure 2.23). In that case, the acceleration field can be directly related to the average axial stress in the

cross-section thanks to the uniaxial nature of the spalling test. This original concept has been adopted in this work

and is studied in more details through both numerical simulations, that serve for validation purpose, as well as

experimental works on several types of concrete materials. The principal formulations of the virtual fields method

applied to the spalling test are presented in the following. However, it is also worth mentioning some of the most

recent applications that use the same concept of the direct stress measurment as in, for example, the case of ultra-

sonic excitation of surogate bone [Wang et al., 2013a, Pierron, 2016] and PMMA [Seghir and Pierron, 2017], testing

of rubber materials at high strain rates [Yoon and Siviour, 2017], dynamic impact testing of composite materials

[Pierron et al., 2014, Zhu and Pierron, 2016], identification of elasto-plastic properties of aluminium under impact

loading [Dreuilhe et al., 2018] and visco-plastic properties of copper under dynamic three-point bending [Koohbor

et al., 2017] as well as inertial impact testing of very brittle materials such as tungsten carbide [Fletcher et al., 2018].

Observation window

x = 0 x = l

Y

X 

Figure 2.23: Illustration of a grid-instrumented spalling sample.

2.4.2 The VFM for stiffness identification in a spalling test

According to the schematic presentation of the framed spalling sample with the flattened surface shown in Figure

2.23, a virtual displacement field can be defined that depends only on the axial direction as follows:

VF1:

{
u∗x = f(x)

u∗y = 0


ε∗x = f ′(x)

ε∗y = 0

ε∗xy = 0

where f(x) is a continuous and differentiable function of x, with condition f(x = l) = 0 which avoids having

a contribution of the traction force at the boundary opposite to the free-end (x = 0). With the assumption of

uniaxial stress and incompressible solid, the relation between stress and strain can be written as σx = E.εx and

in that case, introducing these two concepts in Equation 2.14, the principle of virtual work becomes:

−E
∫
V

εxf
′(x)dV = ρ

∫
V

axf(x)dV (2.15)

next, it is reasonable to assume that the εx and ax depend only on x which makes the volume integral being
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transformed into a curve integral as follows:

−E
∫ L

0

εxf
′(x)dV = ρ

∫ L

0

axf(x)dV (2.16)

where L is the length of the field of view starting from free-end. Finally, since the measured kinematic fields are

of discrete nature, a simple expression of global Young’s modulus is obtained at each time step of the test by

approximating continuous integrals with discrete Riemann sums over the entire field of observation taking all the

available measurement points N and M in directions x and y.

First considering the following approximation of internal virtual work:

εxf ′(x) =
1

NM

N,M∑
i=1

εixf
′(xi) (2.17)

and external virtual work:

axf(x) =
1

NM

N,M∑
i=1

aixf(xi) (2.18)

the global Young’s modulus is given by:

E = −ρ axf(x)

εxf ′(x)
(2.19)

This very simple expression provides the global material stiffness at each measured time step (i.e. capture camera

frame). The only thing left to do is to chose the virtual field description which would maximise the two terms

in Equation 2.19. One way to ensure this in an easy manner is to define f using the actual measurements as it

has been done in [Pierron and Forquin, 2012b]. However, a few other possibilities would also be investigated to

evaluate the robustness of the identification, distinguishing between stationary virtual fields (i.e. those that do

not evolve with the measured displacements) and time altering virtual fields (i.e. those that are deduced from the

actual measured displacement data).

2.4.3 The VFM with inertial forces – load cell principle [Pierron and Forquin, 2012a]

Another benefit of using the VFM in an uniaxial test case such as spalling is that the inertial nature of the test

and its intentional unbalanced state can be taken into advantage. Indeed, by introducing a kinematicaly rigid body

like virtual field such as:

VF2:

{
u∗x = 1

u∗y = 0


ε∗x = 0

ε∗y = 0

ε∗xy = 0

the entire internal work is cancelled and again relying on the uniaxial stress condition, the traction force at a given

observational distance x can be related to the average stress σ(x, t) within a cross-section S such as:∫
∂V

T.u∗dS = Sσ(x, t) (2.20)

while the inertial component acts as a volume force in form of a Newton’s second law and by considering a b(x) as

a length from sample free-end to the observable cross-section at x, this term reads:∫
V

ρa.u∗dV = −Sρb(x)ax(x, t) (2.21)

Finally, the averaged stress can be directly reconstructed at any cross-section visualized within the field of view as:

σ(x, t) = −ρb(x)ax(x, t) (2.22)
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It should be noted that the minus sign comes from the fact that the compressive load arrives from the right accord-

ing to the Figure 2.23. The Equation 2.22 is extremely useful since it allows direct stress measurement over the

entire field of view captured with an ultra high speed camera. Furthermore, the derivation of this expression does

not require any assumption on the material constitutive response and the underlining fact is that the accelerations

are used as an local image-embedded load cell. This concept will be used extensively throughout this work building

up on its previous application for testing quasi-brittle geomaterials [Forquin et al., 2013, Forquin, 2013]. Similarly

to the above demonstrated principle, a shear force and bending moment can be reconstructed using the following

two types of rigid body fields:

– translation field

VF3:

{
u∗x = 0

u∗y = 1


ε∗x = 0

ε∗y = 0

ε∗xy = 0

– rotation field:

VF4:

{
u∗x = y

u∗y = −x


ε∗x = 0

ε∗y = 0

ε∗xy = 0

Such virtual fields were not used in this work, although it is worth mentioning that all the concepts can be combined

to acount for linear distribution of axial stress with respect to vertical axis y (i.e. linear stress gauge) as shown in

[Fletcher et al., 2018].
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2.5 Outline of the work

The photomechanical spalling test uses the above introduced techniques to provide measurements which can be

directly used to fully characterise a dynamic tensile response of concrete materials at high loading rates. Although

a proof of concept on all possible perspectives regarding the use of the method have been made in [Pierron and

Forquin, 2012b] it is necessary to perform a throughout experimental application of the method and to compare

the obtained results with the results derived from classical point-wise measurements. This is performed in Chapter

3 by conducting several experiments on ordinary concrete.

The use of ultra-high speed photography, full-field measurements and the virtual fields method lead to an increased

the complexity of conducting the entire experiment by introducing a whole new area of possible uncertainties.

These have to be better understood before the method is used to investigate the material effects influencing con-

crete strain rate sensitivity in dynamic tension. Virtual photomechanical experiments present a good tool for

locating principal sources of errors as well as to provide information on the sensitivity of the used methodology.

Simulated experiments also can provide guidelines on how to perform the experiment by reducing the unwanted

source of errors to begin with. This is performed in Chapter 4 where the entire chain of measurements has been

simulated.

One of the main benefits of the experimental methodology is that it gives access to the post-peak material re-

sponse in dynamic tension. This then can be used to extract the information on the specific fracture energy of

concrete as demonstrated in Chapter 5. Virtual experiments were also conducted in order to validate the procedure.

Finally, after choosing one of the two latest CMOS-based ultra-high speed sensors (Chapter 6), the experimental

method is applied to testing two grades of concrete material in order to investigate the effects of concrete composition

on its the dynamic tensile properties. This experimental application is presented in Chapter 7.



Chapter 3

Application of Ultra-High Speed Photography

and VFM in identification of dynamic tensile

material response

In this chapter the data processing of several spalling experiments that were performed with the Shimadzu-HPV1

ultra-high speed camera will be presented. The grid-instrumented sample surface was recorded during the test

to extract the time resolved displacement fields which are then processed using the VFM as to finally obtain the

material constitutive response. The main aim of the section is to provide a throughout proof of concept regard-

ing the numerous capabilities of the proposed identification procedure accompanied with information regarding the

measurement resolution and sensitivity. The experimental campaign has been largely performed in the Laboratory-

LEM3 in Metz (Figure 3.1) during the period between March and April 2013 outside the framework of this PhD

thesis. Thanks to the simulation procedure that will be presented in Chapter 4, a deeper understanding on the

possible sources of errors has been acquired, which makes reprocessing these experiments quite interesting. Fur-

thermore, the better knowledge regarding the data processing allowed an extended analysis of the experiments

performed on concrete material. This resulted in obtaining first results regarding the identification of concrete

fracturing properties such as material strength and post-peak response.

(a) Point-wise instrumentation of the concrete sample

used in the spalling test.

(b) Spalling set-up with ultra-high speed camera (The

Shimadzu-HPV1).

Figure 3.1: The experimental set-up at LEM3 used to conduct spalling experiments.

3.1 Chapter outline

The structure of this chapter is organised into three principal parts:

• First part 3.2 provides some principal information regarding the metrological performance of the used in-situ

storage image sensor, the Shimadzu HPV-1 camera, together with its intrinsic noise structures such as spatial

and temporal noise.

• Second part 3.3 summarizes a series of tests conducted on an aluminium alloy in light of identifying an elastic

35
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material response. These tests were performed in order to assess the performance of the entire identification

procedure and how it can be affected by real experimental conditions.

• Third part 3.4 contains insightful first results regarding the spalling of concrete material which failure is be-

ing recorded with inter-frame time down to 1 µs. Methodology of the experimental processing for obtaining

meaningful fracturing quantities is provided. These first results have also put in question some of the tradi-

tional processing methods since they indicated a lower tensile strength compared to the one obtained when

traditional Novikov processing is used. For this reason, some of the following subsections are also accompa-

nied with, simple yet intriguing, numerical FE works which were conducted with the aim of investigating the

validity of the so-called Novikov formula (Equation 3.3).

3.2 On the sensor characteristics and performance of the ISIS-CCD

sensor

To overcome the limitations of continuous recording video-systems, a concept of in-situ storage in CCD cameras

was proposed in order to achieve ultra-high frame rates in excess of 1 µs interframe time [Kosonocky et al., 1996].

The concept consists of placing a memory storage onto the camera sensor in each pixel domain. As such, it allows

fast transfer of collected charge from the photodiode into the local memory bank resulting in fast acquisition speed.

However, the memory bank occupies certain space of one pixel on the account of a smaller photo sensitive area.

With this, several structural ideas arose on how to design one pixel domain in order to achieve high frame rates on

one hand, and also provide a sufficient amount of stored data (i.e. frames) on the other hand. In the cited work,

the 2D organization of the memory bank provided only a 30 recording frames at speed of about 0.5 Mfps. In order

to go further in both recording length and speed, a solution based on the so-called slanted in-situ CCD imaging

sensor was proposed enabeling over a 100 consecutive frames to be grabed with 1 Mfps acquisition speed [Etoh

et al., 1999]. It soon reached a wide commercial usage, presenting a great breakthrough in scientific ultra-high

speed imaging [Etoh and Nguyen, 2018].

3.2.1 The Shimadzu HPV1 sensor

One representative of the ISIS-CCD type of cameras is the Shimadzu HPV-1 camera. Its detailed characteristics

are available in [Kondo et al., 2003]. The HPV1 sensor relies on the in situ storage technology and is equipped with

312x260 pixel domains each containing an on board integrated memory bank providing the 102 consecutive frames

in burst mode with interframe time down to 1 µs. The sensor development started in 1999 and was available by

2001, which at the time was considered as first ultra-high speed imaging sensor of its kind to meet most of the

users requirements based on distributed inquiry [Etoh et al., 2003]. The basic structure of the Shimadzu HPV-1

sensor is shown in Figure 3.2. It uses a simple CCD structure that is linear and without any bends, allowing for a

large number of storage elements and fast gate transfer. In this way the transfer speed is increased without losing

much of the transfer charge and subsequently resulting in decreased acquisition noise. However, the linear memory

bank extends outside of dedicated pixel into the area of neighbouring pixels, resulting in a low fill factor in the

horizontal direction of about 14% and about 76% in vertical one [Rossi et al., 2014] (see Figure 3.2b). For this

reason the sensor incorporates slightly slanted photodiod with respect to the optical plane. The successive camera

model, advertised as HPV2 or (ISIS-V3), employed the same sensor technology but with the parallel pixel domain

structure, using a square diod and slanted CCD grid memory [Etoh et al., 2005].

As shown in Figure 3.2a, the pixel domain is composed of a photodiod and a CCD storage extending linearly

downward where a drain and overwriting unit are placed. During the image capturing the charge signals are stored

in the linear in situ storage. The overwrite unit allows continuous acquisition of images by draining the old image

signals and keeping the latest 102 images. This allows the use of post-triggering option and synchronisation of the
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images much easier. Metal shielding covers the storage area of the sensor.

(a) Schematic view of the ISIS architecture used in HPV-

1 camera [Etoh et al., 2003].

(b) Microscopic view of the actual pixel domain in the

HPV1 sensor [Rossi et al., 2014].

Figure 3.2: The principle representation of the ISIS-CCD camera architecture used in the Shimadzu HPV-1 camera.

3.2.2 Camera acquisition quality

Detail information regarding the camera image quality as well as its metrological performance have been reported

in [Rossi et al., 2014]. By performing extensive analysis of blank scene images, in the cited work it was found that

when exposed to high illumination, the camera exhibits peculiar image effects. The images contain an increased

noise content due to the fact that the saturation effects appear far before the expected limit of 255 grey level count.

Therefore, it was suggested as a general rule, to keep the imaged scene at low illumination levels in order to avoid

these occurrences. However, even at low illumination levels, additional effects were observed.

First, an increased pixel grey level deviation was noted at maximum frame rate (1 Mfps) that is not usually

observed at intermediate frame rates. Second, it was found that small number of pixels deviate from the overall

behaviour (about 0.3%), indicating a presence of so-called defective pixels. Next, an effect of pixel unexpected grey

level jump was observed when a grid image is framed as opposed to a blank screen. This was contributed to the

fact that in case of framing a grid image the high grey level gradient content may cause pixels which are close to

saturation to exhibit an unexpected jump. To mitigate the above mentioned effects, it was suggested to keeping

the grey level count below about 70. Finally, it was also noted that at maximum frame rate of 1 Mfps significant

grey level variation is observed in the first and last 12 frames of the acquisition, while in between only each 12th

frame exhibited a certain under exposure (this effect is also presented in Figure 3.3a).

Due to the above mentioned effects certain steps need to be applied before the acquired images are processed

with the aim of extracting the measured full-field kinematics. In general, it is advised to time the recording event

between 14th and 79th image of the acquisition sequence, since it was that in the given frame range the average

standard deviation of pixel grey level is significantly reduced for all acquisition rates. Furthermore, in order to
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(a) Average frame grey level of a filmed grid instrumented sample surface.
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(b) Histogram of an averaged frame from 13th to 90th

image of the acquisition sequence.
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(c) Noise level as a function of mean pixel grey level

regarding the corrected image sequence between 14th

and 79th image only containing the imaged grid surface.

Figure 3.3: Analysing grey level noise from still sample grid images captured with the Shimadzu-HPV1 camera

with 1 Mfps and 1 µs exposure time.
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reduce the temporal noise effect, that can propagate from the analysed frame sequence to the measured fields,

the frames that exhibit the under exposure with respect to the average sequence illumination can be recreated by

averaging two adjacent frames.

An example is presented in Figure 3.3c,d in case of a framed grid image. A surface of a grid instrumented aluminium

sample used for a spalling test was recorded with 1 Mfps camera speed and without any movement. As advised,

the image illumination was kept in the darker grey level range (see Figure 3.3b). When only the fames between

14th and 79th are considered and the mean image processing is used, the average standard deviation of the pixel

grey level content considering only the framed grid surface seems to be around 8% (see Figure 3.3). This value is

considerably lower than the valus reported in [Rossi et al., 2014]. For this reason, the above explained measures

are taken in all cases of the following image processing situations, considering the 15th image as the reference one.

3.3 Spalling Aluminium – Experimental benchmark

In this section, the aim is to investigate the metrological performance of the given acquisition system and the

identification methodology based on the VFM in real experimental conditions by preforming spalling tests on a

material of known mechanical behaviour. Processing of a series of spalling experiments conducted with an alu-

minium sample, instrumented both with strain gauges and 1 mm pitch grid, will be presented. The acquisition

system used to film the sample surface is the Shimadzu HPV-1. The test series consists of several spalling experi-

ments carried out over a period between 2013 - 2014. The tests have been performed varying the camera settings.

This enabled also the investigation of the possible influence of several testing parameters such as inter-frame time

(0.5 - 1 Mfps), lens defocusing and image contrast. Furthermore, the effect of the processing parameters such as

the degree of polynomial filtering used to compute acceleration fields, effect of acceleration window size as well as

effect of spatial filtering due to the size of the virtual gauge were also investigated. These have been considered

regarding a reference test in light of fixing the processing parameters so that they can be used for treating the

tests conducted on concrete material. Therefore this section presents a short synthesis of most of the spalling test

performed with the Shimadzu-HPV1 applying the grid method, some of which have already been published in

[Saletti and Forquin, 2015].

The structure of this section is as follows:

• First, the general testing conditions are introduced

• Next, the general information regarding the displacement uncertainty when filming a 1 mm pitch grid are

presented.

• A reference test is chosen to present the results on the identification of the material elastic response, on which,

the effect of several processing parameters is investigated.

• The effect of several experimental settings such as: camera frame rate, lens focusing and grid sampling are

investigated by performing additional spalling tests.

• Finally, all the identification results are gathered in order to provide an overall accuracy of the proposed

identification methodology.

Another underlining idea of this section is to also propose the spalling aluminium as a standardized benchmark-

ing test for application of ultra-high speed full-field measurements and inverse identification procedures. Indeed,

in many works concerning the metrological performance of the full-field measurements and inverse identification

techniques it has become a standardised procedure to perform a simple tensile test on a material of known charac-

teristics (e.g. steel or aluminium) [Avril et al., 2008a]. However, in the dynamic loading regimes there does not exist
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a standardized experiment on which a metrological investigation can be performed. The spalling technique that

uses only the input bar of the SHPB system presented a good candidate since it favours the sample’s unbalanced

state. Furthermore, the test is designed so that the sample is subjected first to pure uniaxial compression followed

by uniaxial tension, allowing to investigate both types of loading stages even separately. The spalling experiment

is also easy to set-up, affordable and is easily instrumented with point-wise measurements that benefit the data

analysis and can be used for validation and comparison. For example, strain gauges glued on the tested sample can

be used to verify the full-field deformation measurement by comparing the results with a virtual gauge on the same

position and of the same size. Since the identification of the material response in the spalling test relies on the

measurement of the acceleration data, the laser interferometer (often pointed to the sample free-end) can be used

to verify the image embedded load cell at a given cross-section, which is later on used to obtain the material axial

stress response. Finally, by reconstructing local or global stress-strain response the identified elastic stiffness or the

material Young’s modulus can be compared to the known parameters, which is a one straightforward verification

procedure that can characterize the entire methodological chain of the identification process.

3.3.1 Specimen and testing conditions

The tested specimen, 140 mm in height and 46 mm in diameter, is instrumented with up-to 3 standard strain

gages 10 mm in length placed at 40, 50 and 120 mm from the rear face (Figure 3.1a). The rear face velocity

is recorded with a laser interferometer from Polytec with bandwidth of 1.5 Mhz and acquisition set to 2 m/s/V.

The tested aluminium alloy has a characteristic 1D wave speed of C = 5090 m/s, a density of 2810 kg/m3 and

expected Young’s modulus equal to 72 GPa. The sample was manufactured so that it contains a plane surface

with a width equal to its radius on which a grid pattern is glued following the standardized procedure [Piro and

Grediac, 2004]. It needs to be mentioned that the grids are transferred and not bonded so local strengthening

due to transfer film is avoided. All specimens are equipped with crossed grids of 1 mm pitch, printed with a high

definition photo-plotter. The specimen surface was illuminated with a continuous light source which was supplied

by a 800 W power lamp. The camera is connected to its accompanying external signal analyser on which the

acquired 8 bit images are stored in the tagged image file format (.tif). The number of pixels used to sample each

grid period directly influences the quality of the results. The higher the number of pixels per period, the better

the sampling quality but due to limited camera pixel count, the smaller the surface under investigation. Therefore,

the number of pixels used to sample each grid is dictated by the frame pixel count which for the Shimadzu HPV-1

is 312 (horizontal) and 260 (vertical) pixels. The sampling was mostly kept as 5 pixels per grid period allowing

to visualize a sample surface of 60 mm (or 59 mm) in length by framing the grid in such way that the 12th (or

15th) pixel is located on the first point of the grid. In this way there is a certain amount of pixels left so that the

samples free-end remains within the boundaries of the framed image at the end of the acquisition. It is also neces-

sary to maintain a constant grid sampling over the framed surface, because non-constant grid pitch can introduce

measurement errors since a parasitic pattern appears if it is not exactly an integer [Badulescu et al., 2009a]. It

is of utmost importance for the measurement accuracy to adjust the position of the camera in such way that the

image of the grid is accurately encoded on the camera sensor, even though it can be often tricky and time consuming.

3.3.2 Displacement measurement uncertainty

Before conducting spalling tests it is necessary to assess the resolution of the measured displacement fields. As

already shown in Section 3.2, the measurement resolution as well as measurement noise level strongly depend on

the performance of the high-speed camera [Pierron et al., 2011a]. Detailed metrological performance of the Shi-

madzu HPV-1 camera is provided in [Rossi et al., 2014]. As a general guideline it is suggested that measurement

resolution can be tied to the grid pitch sampling and it was mentioned that is about p/650 (where p is the grid

pitch) [Pierron and Forquin, 2012b]. For a 5pix/pitch/mm sampling it is around 1.5 µm or 0.01 pixels. A much

more throughout analysis and an analytical estimation of the displacement resolution of the grid method has been
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provided in [Grediac and Sur, 2014] concerning stationary spatial noise components and image settings. However,

in high speed photography, temporal noise also plays an important role.

The resolution of the measurement can be regarded as the minimal detectable change in the measured quantity

that causes a noteworthy change in the corresponding measurement indication (e.g. displacement field) greater

than one standard deviation of the measurement noise [Chrysochoos and Surrel, 2012]. As such, the measurement

resolution can be expressed through the standard deviation of that expected measured result. In that case, the

measured result is regarded as a random quantity which can be characterised by a standard deviation – the mea-

surement uncertainty. The displacement uncertainty should be obtained by throughout analysis of the stationary

images captured before each test, where a specific displacement resolution can be determined for each individual

test according to the given conditions of the experimental environment. However, it is not always the case that

the stationary images are being captured at precisely the same imaging conditions. For example, in-situ UHS

cameras are continuously recording cameras which are constantly filling and emptying their internal pixel memory

bank until a signal (trigger) is received. Consequently, two consecutive sequences are not necessarily captured at

perfectly the same image forming conditions (e.g. sensor temperature). Also, in practice, the stationary images

are not always available for each conducted test.

Another way of providing an estimate of displacement resolution is by analysing consecutive captured frames of an

unloaded sample [Avril et al., 2004a]. Calculating the corresponding displacement maps which should be zero in

all pixels, the standard deviation of these maps can be taken as measurement noise [Chalal et al., 2006]. Here, this

is done by performing the analysis on the first several recorded frames of an actual test sequence before the stress

wave arrives to the sample. Assuming that the noise present in the displacement fields has a constant variance

across each displacement map, a value of standard deviation can be provided for each displacement map (i) for

each of the two directions σi(X,Y ). Since in the first 20 frames of each acquired sequence (owing to pre-set triggering

conditions) the sample is in unloaded state (where the expected displacement is equal to zero in ideal conditions),

a mean of standard deviation can be obtained providing an average estimate:

σavg(X,Y ) =
1

N

N∑
i=1

σi(X,Y ) (3.1)

where N is the number of frames (here it is the first 20 frames). It is also worth getting the overall absolute mean

displacement value for these frames since it can give an insight to a possible systematic error of the measured

displacement fields. These values for each test conducted on the aluminium alloy and for each displacement com-

ponent are summarized in Table 3.1.

From the presented data an average displacement resolution of the axial displacement component for the given

grid pixel sampling of 5 pixels per grid pitch seems to be about 4 µm (0.02 pix). Although reasonably low, the

measurement resolution is far from being ideal and a smoothing techniques has to be used in order to obtain the

strain fields and acceleration fields. Especially in the case where small strains are measured such as when testing

concrete material. Later on in Chapter 6, similar analysis will be carried for two more UHS sensors which would

provide a first head-to-head comparison between their performance.

3.3.3 Identification of the perfect elastic material response

One experiment is taken from the test series, named Alu6, which is used to present the identification of the elastic

response of an aluminium sample subjected to a spalling test. The measurement of Young’s modulus, stresses and

strains in the sample are presented herein. The test has been carried out with the 1 Mfps acquisition speed, 5

pixels per period sampling and clear lens focusing although, the lightning conditions were kept in slightly darker

grey level range. The probability histogram of the framed grid in the reference image is shown in Figure 3.4a.
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Test σeq(X) (µm) |UX | (µm) σeq(Y ) (µm) |UY | (µm)

Alu 06 2.19 0.47 5.49 2.21

Alu 08 7.84 0.29 9.93 2.07

Alu 01 3.26 0.07 7.21 11.73

Alu 02 3.69 0.04 5.45 10.11

Alu 03 3.83 0.47 7.88 7.94

Alu 10 3.22 2.56 4.77 2.93

Grid 02 3.83 0.26 5.63 3.55

Grid 01 3.27 0.11 4.84 2.81

Means 3.89 0.53 6.4 4.99

Table 3.1: Estimates of displacement resolution for the spalling tests performed on the aluminium alloy by per-

forming the analysis on first 20 frames of image sequence.(1 Mfps and 5 pix/pitch/mm sampling)

The reference image taken to compute the displacements through determining the frame by frame phase change

was the 15th image of the acquisition sequence. After obtaining the displacement fields, the acceleration data was

obtained by numerical derivation of the fitted second degree polynomial (in the lest squares sense) over the time

window of 11 µs. The effect of the window size is discussed later within this section. The diffuse approximation

algorithm was used to derive the strain fields [Avril et al., 2008b], using a second degree polynomial fit over the

spatial window size of 8 points. The choice of virtual fields is one of the key issues in the identification procedure

and here was chosen as proposed in [Pierron and Forquin, 2012b] by performing a polynomial fit over averaged axial

displacement maps. The 12th order polynomials were used to obtain fields that depend only on axial direction. A

zero virtual displacement condition was added to the side opposed to the free-end to cancel the contribution of the

virtual traction force at the end of the observation window. Once the acceleration fields, strain fields and virtual

fields are obtained, the Equation 2.19 was used to obtain the identification of the global Young’s modulus. The

term global is used since the acceleration fields and the strain fields as well as their corresponding virtual fields are

averaged along the whole field of view. The identified value is presented in Figure 3.4b. It can be observed that, in
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Figure 3.4: Lightning conditions and the identified global Young’s modulus from chosen reference test using the

Shimadzu HPV-1 – Alu06.

the compressive part of the loading (between 21 µs and 41 µs) the evaluated global Young’s modulus of aluminium

sample seems to be within the range of the expected value. However, the global Young’s modulus varies quite a
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lot, from 98.4 GPa to 62.9 MPa, compared to the expected value of Young’s modulus that is equal 72 GPa. On the

other hand, in the tensile part of loading, the global stiffness seems not to be in the same range as in compression

stage with notably lower identified values. Possible sources of this uncertainty will be explored through simulated

experiments in Chapter 4.

The results regarding the obtained axial strain and axial stress in the Alu6 experiment are detailed in the Figure

3.5. The axial strain in the cross-section at 40 mm from the free-end measured by a strain gauge is compared to

the data of a virtual strain gauge at the same position and of the same size (Figure 3.5a). A good agreement is

observed between the strain evolutions obtained from a strain gauge and the virtual strain gauge. The identified

axial stress on the same virtual gauge position is plotted as function of time on the Figure 3.5b. Slightly higher

level of stress is noted in the tensile loading stage.
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Figure 3.5: Strain and Stress measurement at 40 mm from free surface using the virtual gauge for the test Alu 06

and comparison to strain gauge measurement at the same position (Virtual gauge size 10 mm).

In principle, the average axial stress can be plotted as function of the average axial strain for any of the transversal

slices along the longitudinal axis of the specimen visualized by the camera. However, in order to introduce a certain

level of spatial smoothing a virtual gauge is introduced, averaging the stress and strain response over several slices.

Since the spalling tests provides unidirectional state of stress, then the slope of the reconstructed stress strain

curve identifies the material Young’s modulus. The reconstructed stress-strain curves for two virtual gauges (L=10

mm) at 30 mm and at 40 mm from free-end are presented in Figure 3.6. The reference line of the expected linear

elastic response is also provided. Both curves although exhibiting a generally linear trend are to some extent noisy

and certain deviation from the perfect linear elastic response can be noted. The two curves are also slightly offset

towards the positive quadrant which can be due to the choice of the reference image and camera triggering. The

results obtained by performing a linear regression of the presented curves are given in Table 3.2 with corresponding

standard errors of the estimate. The regression has been performed on the entire range of data between 20 µs and

85 µs which correspond to the full compressive and tensile loading stage. For both gauges the estimated Young’s

modulus from linear regression is within 3% of the expected reference which can be regarded as satisfactory. On

the other hand, the standard error of the estimate, which describes the deviation of the expected perfect linear

response, is about 10%.
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Figure 3.6: Stress-Strain curves at 30mm and 40mm from the sample free surface for the referance test – Alu 06

(Virtual gauge size 10 mm).

Virtual

gauge

Young’s modu-

lus(GPa)

Standard er-

ror(GPa)

G30 68.71 9.62

G40 70.01 7.21

Table 3.2: Identified values of the Young’s modulus for the test Alu 06 by performing the linear regression of the

stress-strain curves at 30 mm and 40 mm from free surface.
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3.3.4 Influence of the processing parameters

The main difficulty in performing reliable identification is that the acceleration field are strongly affected by the

noise resulting from double-derivation of the displacement fields. To reduce (as much as possible) the level of noise

in the experimental results, a certain amount of signal filtering needs to be used. One of the most common signal

filtering approaches is the so-called Savitzky-Golay filter [Savitzky and Golay, 1964]. In the following, the effect

of filtering used to derive the axial stress from the acceleration fields is demonstrated. The influence of both the

choice of polynomial degree and the window size are investigated monitoring the average axial stress at the virtual

gauge at 40 mm from the free-end. The data is also compared to the expected elastic stress response obtained from

the real gauge measurement (σ = E.ε). The effect of these parameters on the derived axial stress are shown in

Figure 3.7. First, the polynomial degree has been changed keeping the same temporal window size (Figure 3.7a).

Second, the polynomial degree of the second order was adopted, altering the temporal window size of the applied

filter (Figure 3.7b). No notable difference between using the even or odd order of the chosen polynomial degree has

been noted. However, when choosing polynomials higher than 2nd degree, the results exibit significant fluctuations.

For this reason, the second order polynomial fit was chosen which provides a strong low-pass filtering effect. A

similar trend is observed in cases when small window size is chosen. The lower the window size, the lower the effect

of the filtering and consequently the more fluctuations are present in the result. According to the reconstructed

stress response in Figure 3.7b, the window was chosen to spread over 11 time points (11 µs). This corresponds to

11 consecutive frames of a sequence that already consists of just 92 frames.
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Figure 3.7: Influence of signal filtering parameters on the derived axial stress (Virtual gauge size 10 mm).

Another type of smoothing of the identified results is introduced by choosing a size of the virtual gauge, which

provides averaging of the data over a certain spatial window length. Although, it is expected that the smoothing

of the results by spatial averaging is of a lower impact than the temporal low-pass filtering used to reconstruct

the time evolution of the stress response, it is still important to evaluate its effect on the reconstructed stress and

strain response. The influence of the length of spatial averaging is investigated for the axial stress and strain at the

virtual gauge at 40 mm from free surface. The effect of spatial filtering is evaluated in the Figure 3.8 where it can

be concluded that the spatial averaging caused by introducing a virtual gage is of small influence. However, it has

to be mentioned that this is the final step before the stress-strain response is reconstructed and until now several

other smoothing techniques were used both for computation of acceleration fields and strain fields. In principle,
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Figure 3.8: Influence of the length of spatial averaging introduced by the Virtual gauge size. (position at 40 mm

from free-end)

the size of the virtual gauge can be of arbitrary choice, however, since the tested aluminium samples were also

instrumented with standard 10 mm polyester foil gauge at 30 mm and 40 mm from free end, the size of the virtual

gauge used from now on was chosen accordingly.

3.3.5 Various experimental effects on the identification

The intention here is to assess some general aspects of the metrological performance of the identification procedure

that can mainly be introduced by the way the grid image is formed within the camera. Indeed, question is to

know how noise propagates from the sensor of the camera to displacement maps since the displacements are

directly proportional to the phase change. What is more, it is also important to know how these quantities can

reflect the overall identification procedure. What often has the meaning of noise to an experimentalist is actually

the superimposition of actual image noise inherent to any digital acquisition system but also other sources. For

example, framed grids generally contain some defects such as subpixel spatial changes in their pitch and/or spatial

contrast variability together with some other effects (e.g. missing data, non-equispaced grid lines due to lack of

ink) which all can locally disturb the phase detection [Badulescu et al., 2009a, Badulescu et al., 2009b]. In order

to link the measurement performance to some parameters such as lighting and noise in the images a closed form

expression has been provided connecting the variance of noise in the phase to the variance of the noise in the image

assuming the non-correlated zero-mean Gaussian noise and Gaussian convolution window for phase detection. The

expression for the phase variance νφ can be expressed through the relation of several image parameters assuming

homoscedastic noise [Grediac and Sur, 2014], such as:

νφ =
νimage∆x∆y

2πσ2γ2A2
|d1| (3.2)

Where:

• νimage is the variance of the assumed Gaussian white noise.

• ∆x,y is the spatial size of the pixel in horizontal and vertical direction.

• σ is the size of the window used to compute the displacements.

• γ is the image contrast (assuming constant contrast of the grid image).
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• A is the image lightning (assuming constant lightning over a grid image).

• |d1| is the first coefficient in the Fourier expansion of the periodic function that describes the grid and is

connected to profile of the printed grid lines.

The expression is interesting since it clearly shows that the random error is independent of the magnitude of the

measured displacement. Similar conclusion were made for on the sensitivity of measured displacements using digital

image correlation technique [Roux and Hild, 2006, Wang et al., 2007]. Several additional interesting indications

can be drawn from this expression, which predict how the measurement resolution considered as the variance of

the computed phase can be affected by experimental image parameters. For example, the larger the image light-

ing component A and the more contrasted the grid image, the smaller the measurement uncertainty. Although

extremely useful, the expression still does not take into account some often present defects, such as the missing

data which can be considered individual for each glued grid. Furthermore, the assumption of the Gaussian noise

is a classic one but far from the noise noted in practice when dealing with raw data obtained from UHS digital

sensors. Finally, in real experimental conditions it is difficult to decouple these effects since all the image framing

parameters are connected and dependent on the set-up.

In the following an experimental attempt for investigating some of these effects is adopted by performing the whole

measurement chain under varying recording conditions. In that way, some of these effects can be directly incor-

porated in the identification of material response. First, the effect of lightning was investigated by changing the

light intensity and by keeping a clear lens focusing on the grid plane. Consequently, the framed grid image is close

to being a binary one. Second, a slight lens defocusing was used for approximately same lightning conditions. In

that case, the grid profile distribution is close to being the sinusoidal grid. Finally, another investigated effect, is

the image framing rate which can have an impact on the identified elastic material response.

3.3.5.1 Effect of lightning conditions

In order to investigate the impact of the lightning conditions the reference test (Alu 06) is compared to an ex-

periment conducted at slightly higher light intensity. The test used for comparison is referred to as the Grid 02.

This test has already been used in [Saletti and Forquin, 2015] where the aim was to investigate the metrological

performance of the grid method and DIC when applied to a spalling test using the Shimadzu HPV-1 camera. The

general image lightning conditions of two reference grid images (15th frame) from each of the acquisition sequences

is presented in Figure 3.9.

From the presented histogram Figure 3.9a it can be seen that the test Grid 02 was conducted at slightly larger

distribution of grey levels due to lighter conditions. However, the overall grey level distribution was maintained

below the critical level of 100, above which the sensor exibits peculiar saturation effects [Rossi and Pierron, 2012].

The grid profiles given in Figure 3.9b confirms the brighter lightning conditions of the Grid 02 test but also show

the difficulty of framing a perfect grid pattern since some spatial variations are always present. The lens focus

was kept on the grid plane in both tests considering a clear focusing. Finally, the average grey level on the entire

time sequence given in Figure 3.9c shows that both sequence exhibit the same temporal noise which is an intrinsic

characteristic of the imaging sensor used. The test named Grid 02 has been processed according to the parameters

fixed in the previous section. What needs to be pointed out is that the test was conducted at a lower strain rate.

The stress-strain response reconstructed for virtual gauges (L=10 mm) at 30 mm and 40 mm from the free surface

are compared for the two test and presented in Figure 3.10. From the presented curves it is difficult to conclude any

significant differences between the two tests although it can be seen that slightly lower deviation from the linear re-

sponse is noted in the curves for test named Grid 02. The results of the linear regression analysis are given in Table

3.3. The linear regression has been performed on the entire set of data ranging from 20 µs to 85 µs in both cases

which correspond closely to the full compressive and tensile loading stage. What can be observed from the regres-
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(a) Probability histogram of the reference 15th image of

each acquisition sequence.
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(b) Horizontal grid line profile of the reference 15th im-

age of each acquisition sequence.
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(c) Average frame grey level in the region of interest for

two spalling tests.

Figure 3.9: Illumination characteristics of two image sequences used to investigate the effect of lightning conditions

by performing spalling tests on aluminium sample.
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(a) Stress-Strain response of the two tests at 30 mm

from free-end.
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(b) Stress-Strain response of the two tests at 40 mm

from free-end.

Figure 3.10: Identified stress-strain curves for the two tests used to investigate the effect of lightning conditions.

(Virtual gauge size 10 mm)

sion results is that the standard error of the estimate is lower for the case of Grid 02. Furthermore, it is interesting

to notice that both test show systematically lower values in the identified Young’s modulus which could be the

effect of enforcing the boundary conditions slightly away from it real position. Finally as expected from the Equa-

tion 3.2, higher illumination of the imaged grid pattern can be beneficial for the reduction of the measurement error.

Test Virtual

gauge

Young’s modulus

(GPa)

Standard error

(GPa)

Strain rate

(s−1)

Alu 06 G30 68.71 9.62 110

Grid 02 G30 70.86 0.21 81

Alu 06 G40 70.02 7.2 138.5

Grid 02 G40 70.58 1.92 104

Table 3.3: Identified values of the Young’s modulus for the test Alu 06 and Grid 02 (high illumination) by performing

the linear regression of the stress-strain curves at 30 mm and 40 mm from free surface (65 points in total).

3.3.5.2 Effect of image sharpness – clear and blurred focusing

Even though high-contrasted grid pattern is desirable regarding a reduction of measurement variance as can be

seen in Equation 3.2, errors in local phase shifting algorithm can arise from framing a grid signal that is very close

to binary one since high-frequency content caused by a close to bimodal grid distribution can locally introduce

fictive distortion to framed grid images [Rossi et al., 2014]. Some positive effects of blurring were already presented

in the case of direct extraction of strain measurements [Sur and Grédiac, 2015]

Here, the same principle is explored through real experiments by comparing the reference test (Alu 06) to the one

obtained at the same lightning conditions but with slight defocusing of the lens (Alu 08). A portion of the grid

profile for the reference image of the two tests is presented in the Figure 3.11b and the probability histogram for the

two reference images within the zone of the framed grid is shown in Figure 3.11a. The lighting conditions have been

kept the same. Although, the additional lens blurring increases the distribution of grey levels it also reduces the grid
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contrast. The data have been processed with the parameters established in previous section. The results regarding

the stress-strain response of a virtual gauge at 30 mm and 40 mm from the free surface and are compared in Figure

3.12. The results from the linear regression are presented in Table 3.4. From the presented results it seems difficult

to spot benefits of lens blurring, which is contrary to what was expected. This could be because it is difficult to

precisely say that the blurred grid image is close to the sinusoidal since only 5 pixels are used to sample the grid

pitch. More pixels samples are needed so that the grid profile can be spatially altered to look like a sinusoidal one.

Here, due to limited pixel count of the camera sensor the small number of pixels samples had to be used. Therefore,

this type of effect is worth reinvestigating once the sensor pixel count allows more pixels to be used for grid sampling.

(a) Probability histogram of the reference 15th image of

each acquisition sequence.
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(b) Horizontal grid line profile of the reference 15th im-

age of each acquisition sequence.

Figure 3.11: Illumination characteristics of two image sequences used to investigate the effect of lens blurring.

(Alu08 - blurred focus)
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(a) Stress-Strain response of the two tests at 30 mm

from free-end.
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(b) Stress-Strain response of the two tests at 40 mm

from free-end.

Figure 3.12: Identified stress-strain curves for the two tests used to investigate the effect of lightning conditions.

(Alu 08 - blurred focus, Virtual gauge size 10 mm)
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Test Virtual

gauge

Young’s modulus

(GPa)

Standard error

(GPa)

Strain rate

(s−1)

Alu 06 G30 68.71 9.62 110

Alu 08 G30 62.01 3.22 146

Alu 06 G40 70.02 7.2 138.5

Alu 08 G40 64.12 13.38 154

Table 3.4: Identified values of the Young’s modulus for the test Alu 06 and Alu 08 (blurred focus) by performing

the linear regression of the stress-strain curves at 30 mm and 40 mm from free surface (65 points in total).

3.3.5.3 Effect of the acquisition frame rate

Temporal resolution plays a significant role in identification of the dynamic response of materials since it directly

dictates the time discretization of the captured wave propagation process. Here, a test named Alu 07 was conducted

on the same aluminium alloy just at a lower acquisition speed of 0.5 Mfps. In this case, since the displacement

data are provided for each 2 µs, the temporal derivation was performed fitting a second order polynomial over a

span of 7 time points, while the strains are obtained as in the treatment of the previous tests. The obtained results

are provided in Figure 3.13. From the identified global Young’s modulus it can be clearly seen that several round

trips are captured during the entire acquisition and that only during the first compressive stage the values are close

to the reference one while for the rest of the wave propagation and reflection the identified values stay bellow the

expected reference (Figure 3.13a). The reconstructed stress-strain for the two virtual gauge positions response is

provided in the Figure 3.13b and the corresponding identified results from linear regression are given in Table 3.5.

The regression has been performed for two complete round trips of the wave namely between 20 µs and 140 µs.

Again, the identified stiffness is well below the expected reference for around 12% indicating that the frame rate

of 500k images per second is not sufficient enough for a proper identification of the material elastic response which

is same to what was observed in the simulated experiments.
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(a) Stress-Strain response of the two tests at 30 mm

from free-end.
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30 mm and 40 mm from free-end. (Virtual gauge size

10 mm)

Figure 3.13: Identified global Young’s modulu and stress-strain curves for the Alu 07 obtained with 0.5 Mfps

acqusition speed.
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Test Virtual

gauge

Young’s modulus

(GPa)

Standard error

(GPa)

Strain rate

(s−1)

Alu 07 G30 60.46 14.91 105

G40 62.74 3.42 165

Table 3.5: Identified values of the Young’s modulus for the test Alu 07 (0.5 Mfps) by performing the linear regression

of the stress-strain curves at 30 mm and 40 mm from free surface.

3.3.6 Identification results and errors

It was shown in previous sections that a more reliable and robust way of retrieving the material Young’s modulus

(as long as the material behaves linearly elastic), is by performing a linear regression of the local reconstructed axial

stress-strain response. The cross sectional stress is directly obtained from the measured acceleration fields that

are retrieved by recording a grid-instrumented sample surface with an ultra-high speed camera. The stress-strain

curves are reconstructed on a portion of data using a so-called virtual gauge. The sizes of the virtual gauges can

be arbitrary and it was shown that slight smoothing is induced in the strain data. In the following, this length

was chosen to match the length of real strain gauges glued on the aluminium sample. (i.e. 1x10 mm2). An overall

synthesis of the linear regression results for two virtual gauge locations of the performed spalling aluminium tests,

that have been conducted at 1 Mfps camera recording and with 5 pixels/pitch/mm grid sampling, are gathered in

the Table 3.6. Although the data appear quite scattered and consistently lower than the expected reference value,

it is interesting to note that for the tests conducted at very high strain rate (e.g. test Alu 03) the identified results

exhibit a large error while for the test conducted at medium and lower loading rates (e.g. Grid 02) the identified

results seem to be closer to the expected reference. This just demonstrates the difficulty of conducting a proper

identification of material response at high loading rates due to possible uncertainties that could be introduced by

the mechanical test itself.

Test Virtual

gauge

Young’s modu-

lus(GPa)

Standard er-

ror(GPa)

Strain rate

(s−1)

Alu 06 G30 68.71 9.62 110

G40 70.02 7.2 138

Alu 08 G30 62.01 3.22 146

G40 64.12 13.38 154

Alu 01 G30 65.66 4.55 154

G40 66.52 16.18 123

Alu 02 G30 70.58 2.73 112

G40 67.93 9.32 146

Alu 03 G30 58.99 5.01 149

G40 57.72 27.72 272

Alu 10 G30 67.11 5.87 85

G40 70.94 0.2 81

Grid 02 G30 70.86 0.21 81

G40 70.58 1.92 104

Grid 01 G30 71.29 4.15 124

G40 73.03 3.44 108

Table 3.6: Linear regression results for the spalling tests performed on aluminium alloy using the stress-strain

curves at 30 mm and 40 mm from free surface (1 Mfps and 5 pix/pitch/mm sampling).
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3.4 Spalling of ordinary concrete – Methodology of measuring dy-

namic tensile strength

In this section, the failure characteristics of ordinary concrete are investigated by performing several spalling tests

with the methodology that was described previously. Ultra-high speed photography with high acquisition speed of

1 Mfps and the VFM are used to accurately measure the tensile strength, Young’s modulus, strain-rate at failure

and stress–strain response of concrete at high strain-rate. The experimental results are presented in the first part.

The identified tensile stiffness was observed to be up-to 50% lower than the initial compressive stiffness and the

obtained peak stress was about 20% lower than the one obtained by applying the Novikov method. In order to

support this claim, numerical simulations were performed and are presented in the second part. The numerical

simulations, performed using a damage model, showed that the change of stiffness between compression and tension

highly affects the rear-face velocity profile. Additionally, it was numerically observed that the material pre-peak

non-linear response can also influence the apparent tensile strength determined with the Novikov formula, since it

can introduce the appearance of a secondary velocity pull-back. The overall presented results further suggest that

the processing based only on the velocity “pullback” is quite sensitive measurement, since it contains the history of

events that preceded the brittle failure, and such can produce an over estimation of the tensile strength in concrete

and rock-like materials under Novikov assumptions.

This section consists of an extended and reproduced version of:

P. Forquin, B. Lukić. On the Processing of Spalling Experiments. Part I: Identification of the Dynamic Tensile

Strength of Concrete. Journal of Dynamic Behavior of Materials, 4:34, (2018) .

3.4.1 Experimental results

In this section, results of three spalling tests that have been performed on common concrete, using the experimental

measurement set-up represented in Figure 3.1 and the procedure described in previous chapter, will be presented.

The measured data from both point-wise and full-field measurements are processed and compared, providing that

the traditional processing leads to an overestimation of concrete’s dynamic tensile strength.

3.4.1.1 Standard measurements

The traditional processing of the spalling test is based on the method that has been previously proposed and

validated [Erzar and Forquin, 2010]. The laser interferometer pointed towards the sample free-end provides the

measurement of the particle velocity profile throughout the entire test (Table 3.7). Knowing the material density

and the material wave speed, the apparent failure strength can be deduced by observing the so called velocity

‘pull-back’ and employing the Novikov formula [Novikov and Ivanov, 1966]:

σlaser =
1

2
ρC0Vpb (3.3)

The pull-back velocity (Vpb) represents the difference between the peak particle speed (corresponding to the point

of compression to tension transition) and the velocity at the first rebound. This processing relies on the assumption

of unidimensional linear elastic wave propagation until the peak failure stress inside the sample is reached. Three

strain gauges glued on the sample surface are located at different distances from the samples free-end as to capture

the wave propagation and reflection until the tensile macro failure occurs. The strain gauge close to the contact

surface serves to capture the compressive pulse transmitted from the Hopkinson bar to the sample and to acquire

the material wave speed. This is obtained by performing a temporal shift of the data captured by the compressive

strain gauge to match the velocity profile. One such set of data is presented in Figure 3.14a for one concrete sample,

where the gauge data (Edyn.εgauge) and laser data (1/2ρVlaser) are converted into values of axial stress assuming
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unidirectional elastic wave propagation.

Sample Material Density (kg/m3) Projectile speed (m/s) Wave speed (m/s)

R45 R30A7 2374 11 4250

Tomo1 R30A7 2269 8.18 3810

100w R30A7 2359 11.24 4250

Table 3.7: Experimental specifications of the three spalling tests conducted on R30A7 concrete.

(a) Method for obtaining the material wave speed:

shifted compressive pulse to the pulse registered on the

free-end (Tomo1).

(b) Incident pulse obtained with the spherical cap-

projectile pulse shaping technique (Tomo1).

Figure 3.14: Results from point-wise measurements used in the spalling experiment.

When referring to the mentioned figure it can be observed that the time shifted axial stress curves obtained from the

strain gauge measurement and from the rear face velocity overlap quite well up-to the point when the peak stress

is reached, after which the two curves are characterised with a different descending slope. The peak corresponds to

the point where the transition from compressive to tensile loading stage starts and when the wave reflection starts

to exceed in amplitude the incident wave. The observed difference after the peak can be an indication of a different

material response in compression and tension, namely due to possible different material stiffness. Furthermore, it

can also be an indicator of a presence of a non-linear stress-strain response prior to the peak strength is reached.

Both of these hypotheses will be addressed in the following part by processing the full-field experimental measure-

ments and later on discussed in the Section 3.4.2 using FE numerical computations.

3.4.1.2 Full-Field Deformation measurements

As previously mentioned, the temporally resolved in-plane displacements fields are obtained by processing the grey

level grid images of sample surface framed with an ultra-high speed camera. Sequences of 102 images are obtained

for each test with the camera acquisition speed set to 1 Mfps with the exposure time of 1 µs. The obtained images

were processed using the information presented in Table 3.8.

The displacement maps for one tested specimen, Tomo1, are given at the several frames preceding the fracture in

Figure 3.15. The displacement map at 70 µs from the beginning of the recording process, clearly shows presence

of several displacement discontinuities, namely at around 30 and 40 mm from the free surface. From the presented

displacement maps it can be seen that the crack appearing at 30 mm does not appear to fully open by the end of
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Camera - Shimadzu HPV-1

Pixel array size 312x260

Frame rate 1 Mfps

Exposure time 1 µs (1/frame rate)

Field of view 23x60 mm

Number of frame 102

Grid method

Pitch 1 mm

Sampling 5 Pixels per period (N)

Reference image 15

Displacement

Window Triangular

Spatial resolution 9 (2N–1)

Temporal resolution 1 µs

Strain

Smoothing method Diffuse approximation, 10 pixel radius

Spatial resolution 10 mm

Temporal resolution 1 µs

Strain rate

Smoothing method Second-order polynomial fit over 5 temporal strain points

Temporal resolution 5 µs

Acceleration

Smoothing method Second-order polynomial fit over 11 temporal displacement points

Temporal resolution 11 µs

Table 3.8: Imaging measurement performance and processing information.
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the test but rather stays closed, likely due to stress relaxation induced by the growth of the macro-crack appearing

at 40 mm that ultimately fractures the sample. This can be better observed from the ’Supplementary material:

Video 1’ (https://doi.org/10.1007/s40870-017-0135-1) where the entire evolution of the measured displace-

ment maps can be seen with respect to each recorder frame.
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Figure 3.15: Full field displacement maps of the concrete sample surface at different times preceding the macro-

fracture clearly show two discontinuities that manifest as displacement jumps at location of 30 and 40 mm (spatial

size of presented maps presents horizontal (x) and vertical (y) distribution of measurement points over the sample

surface in millimetres where position x = 0 corresponds to free-end).

From the obtained displacement fields the strain maps can be derived. The strain fields are derived with the same

procedure as used in [Pierron and Forquin, 2012b], namely using the diffuse approximation algorithm [Avril et al.,

2008b]. A local fit of the weighted second degree polynomial is performed on a span radius of 10 displacement

points. A larger window for strain derivation is used in order to reduce the effect of spatial noise coming from the

acquisition system. In complementary to previously shown displacement maps, the Figure 3.16 displays the global

axial strain obtained as an average strain evolution on the entire surface visualized with the camera.

The entire evolution of the measured strain maps with the evolution of average axial strain are provided in the

‘Supplementary material: Video 2’ (https://doi.org/10.1007/s40870-017-0135-1). Again, similarly to Video

1, it can be observed that two strain concentrations start to evolve but the strain concentration at 30 mm reduces

in magnitude after a certain period, while the one close to 40 mm continues to rise.

https://doi.org/10.1007/s40870-017-0135-1
https://doi.org/10.1007/s40870-017-0135-1
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Figure 3.16: Global axial strain obtained as average strain on the entire observation surface of the Tomo1 specimen.

3.4.1.3 Stress and Strain Analysis

It was previously shown in Section 2.4.3 that by introducing a rigid body virtual field in the equation of principle

of virtual work and by assuming perfect uniaxial loading conditions, the acting inertia can be utilised as a direct

force measurement throughout the spalling test. Then, the average stress in every observed cross section can be

calculated as a function of the axial acceleration averaged from sample free-end to the observed location. The great

benefit of this method is that the entire fields of information are embedded in the images captured with the ultra-

high speed camera, which represent the only necessary measurement to process the entire test. After obtaining the

in-plane displacement maps of the sample surface, it is necessary to perform the second degree temporal derivation

of the displacement fields in order to obtain the acceleration maps. This is presently performed with applying the

temporal Savitzky-Golay filtering of the raw displacement measurements [Savitzky and Golay, 1964]. A second

order polynomial fit is performed over a temporal sliding window of 11 images to decrease signal-to-noise ratio

and evaluate the derivative in the central point of the moving subset. This type of temporal data processing was

adopted from this point onwards for processing all the tested samples presented in this section.

The right column of the Figure 3.17 shows the space-time contour maps of axial stress profiles reconstructed for

all longitudinal positions for each concrete sample. Two distinct zones that correspond to the propagation of the

compressive and reflected tensile wave can be observed. The compressive stage lasts about 40 µs while the tensile

stage is governed by the concrete’s tensile strength and seems to last about 15 µs after which the stress values

are close to zero. It can also be observed that the stress is much larger during the first stage of the compressive

loading than during the second tensile loading stage. Finally, a homogeneous and uniform stress field can be

observed during the tensile loading stage. When referring back to the space-time contour maps of axial strain, on

the left hand side of Figure 3.17, it is clear that the low stress values in tension are caused by samples’ failure

that manifests through the presence of several strain localisations. Interestingly, strain localizations can already

be observed at 30 mm from the free surface even though after the tests only cracks at 40 mm were visible to the

eye in the samples R45 and Tomo1. This is due to the fact that the crack at 30 mm is in fact a closed micro-crack

as already mentioned when displacements maps were analysed.

From the illustrated stress and strain maps the local stress–strain curves can be obtained in each cross-section

of the tested samples. Those of the highest interest are the locations that correspond to the positions of crack

formation where the non-linear material response is expected. The tested samples were also instrumented with

strain gauges that are glued at a certain distance from the sample’s free-end as shown in Figure 3.1a. The strain

gauge generally introduces minor spatial filtering of the deformation data due to their physical size. Therefore, a
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Figure 3.17: Space–time contour maps of stress and strain for three tested concrete samples.
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virtual gauge can be chosen to process the stress and strain fields as to provide additional spatial smoothing. The

area chosen was of 20 x 1 mm which represents characteristic grid size of conventional polyester foil gauges used in

this type of experiment. Figure 3.18 represents the reconstructed stress–strain response of three concrete samples

applying a virtual gauge at 30 mm and 40 mm from free-end. In each figure the starting point is marked after

which the stress values start to increase.
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(a) Tomo1: Virtual gauge 30mm

−1 −0.5 0 0.5 1 1.5
−30

−25

−20

−15

−10

−5

0

5

10

Strain (mε)
S

tr
es

s(
M

P
a)

40mm

Start

64µs

(b) Tomo1: Virtual gauge 40mm

−1 −0.5 0 0.5 1 1.5
−40

−30

−20

−10

0

10

Strain (mε)

S
tr

es
s(

M
P

a)

30mm

78µs

Start

(c) R45: Virtual gauge 30mm

−1 −0.5 0 0.5 1 1.5
−40

−30

−20

−10

0

10

Strain (mε)

S
tr

es
s(

M
P

a)

40mm

78µs
Start

(d) R45: Virtual gauge 40mm

−1.5 −1 −0.5 0 0.5 1 1.5 2
−45

−40

−35

−30

−25

−20

−15

−10

−5

0

5

10

15

Strain (mε)

S
tr

es
s(

M
P

a)

30mm

Start
63µs

(e) 100w: Virtual gauge 30mm
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Figure 3.18: Reconstructed stress–strain curves from virtual gauges for three tested concrete samples at 30 and 40

mm distance from the free-end.

Since the spalling test provides a unidirectional stress state, the slope of the curves describes Young’s modulus of
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the sample at these locations. It can be observed that the response in all cases is reasonably linear in compression.

However, the response of the material is different during the compressive and tensile loading stage, two linear re-

gressions are performed. The first regression line is performed on the set of stress–strain points that construct the

compressive stage (about 40 points), neglecting the first several points that correspond to low acceleration levels.

The second regression is performed on the tensile part of the curve up-to the point which corresponds to the peak

stress (about 7 points). It becomes clear that the slopes of the regression lines differ from compressive to tensile

stage pointing towards different material responses. Furthermore, there is an indication of non-linear behaviour

few moments prior the peak stress. The curves show that the stress values flatten out after reaching a peak that

could be associated with the progressive damage process prior the failure. The obtained values of Young’s modulus

and the maximal tensile stresses from the presented curves are summarised in Table 3.9. The results obtained from

classical measurements and the Novikov processing are summarized in Table 3.10.

Sample Virtual

Gauge

position

(mm)

Young’s

modulus-

Compression

Ec (GPa)

Young’s

modulus-

Tension

Et (GPa)

Dissymmetry

factor

Et/Ec (%)

Tensile stress

(MPa)

Time to

peak (µs)

Tomo1 30 36.61 21.03 57.45 8.48 6

40 35.22 20.65 58.56 8.82 6

R45 30 43.54 16.72 38.54 7.27 7

40 44.06 13.47 30.65 6.96 7

100W 30 35.89 17.65 49.11 11.84 6

40 35.33 15.25 43.21 12.14 7

Table 3.9: Results of identification from the reconstructed stress–strain curves in Figure 3.18.

Interestingly, for all tested samples the maximal stress reached seems to be lower than the values obtained with

traditional Novikov processing. The reason for this is that the standard Novikov processing technique for obtaining

the ultimate stress relies on the assumption of the propagation of linear-elastic waves up to the failure, while it

is clear from the reconstructed stress–strain curves that the response exhibits certain non-linear behaviour far

from the macro-crack plane, owing to the progressive growth of cracks. The results clearly show that the Young’s

modulus in the dynamic tension is 40–70% lower than the Young’s modulus identified during the compressive

response. This reduction of tensile stiffness could be explained to some extent by the possible presence of initial

defaults as it has been observed in previous works on dynamic tensile testing of granite rock material [Saadati

et al., 2016]. Second, the reconstructed stress response exhibits non-linear behaviour prior the peak stress which

becomes even more pronounced if the size of virtual gauge decreases (Figure 3.19).

Sample Gauge position

(mm)

Strain rate

(s−1)

Novikov Tensile

stress(MPa)

R45 40 60-100 /

Tomo1 40 80-100 10.6

100W 40 120-130 15.1

Table 3.10: Results of identification from the point-wise measurements.

3.4.1.4 Strain rate analysis

Another difficult challenge associated to the characterisation of dynamic tensile response of concrete is to well define

both the peak stress and corresponding strain rate in the tested specimens. In fact, both stress and strain rate can

considerably vary throughout the spall test. Obtaining accurate values of strain rate at failure is a prerequisite for
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Figure 3.19: Effect of virtual gauge size on the reconstructed stress strain response: position 30 mm in test Tomo1.

well understanding the strength increase with the rise in rates of deformation. One way of controlling the strain

rate is to devise experimental techniques that maintain mainly constant evolution of strain rate close to the failure

location. In the present work, a pulse shaping technique of so-called spherical cap projectile that was numerically

optimised and verified in [Forquin and Erzar, 2009, Erzar and Forquin, 2010] is used. This technique decreases

the variation of strain rate and reduces the initial shock effects by increasing the rising time of the loading pulse,

resulting in a bell-shaped pulse as shown in Figure 3.14b.

The identification of strain rate at failure, as presented in [Erzar and Forquin, 2010], starts off by obtaining the

apparent failure strength of the material from the rear face velocity profile. Next, the fictive stress curves obtained

from the strain gauge history (i.e. Edyn.εgauge) are traced up-to the deduced failure stress to obtain the time at

failure. It has to be mentioned that the Young’s modulus used is the one identified by wave speed analysis (i.e.

compressive stiffness). Then by simple derivation of the strain data obtained from the gauges glued on the sample

surface an interval of strain rate at failure can be obtained. Change of axial stress as a function of strain rate can

be reconstructed directly from the full field data. In that case, only one temporal derivation of strain is necessary

which is presently performed by deriving a second order polynomial fit over a sliding window of 5 time points. The

20 point virtual gauge processing is introduced to provide additional smoothing to the reconstructed curves that

are shown in Figure 3.20 for locations at 30, 40 and 50 mm from the free end.

In the useful part of the plot (positive stress and strain rate) low variations of strain rate close to the point of

the macro fracture can be concluded from curves at 30 and 40 mm. The variation of strain rate increases at the

location 50 mm when the failure takes place and the axial stress drastically decreases. Another way of obtaining

the values of strain rate at peak stress is to analyse the strain rate history at the positions of 30 and 40 mm from

the free-end as shown in left side of Figure 3.21. The vertical lines mark the time when the stress in the samples

reaches the peak which is obtained from the reconstructed stress-strain curves shown in Figure 3.18. Additionally,

measurement data obtained from actual gauges glued at 40 mm from the sample free-end are shown for comparison.

It can be seen that the results obtained from the virtual gauge and from real gauge at the same distance coincides

well and the small differences can be attributed to the local heterogeneities of the concrete material. Furthermore,

space-time maps of strain rate of the tested samples are presented in right-hand side of the Figure 3.21. These maps

are simple time gradients of the strain maps already shown in Figure 3.18. What can be seen is that, although

exhibiting a certain quasi-homogeneous distribution just before the failure occurs (given the corresponding time),

the strain rate values still show some variation in the space domain. These maps serve as an example to illustrate

the actual difficulty associated to the spalling test and dynamic testing in general. Strain rate measurements are
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.

Figure 3.20: Strain-rate as a function of the stress level obtained from full field measurements for the Tomo1 test.

one of the sought information that are needed to describe the material behaviour, however they still are difficult

to get. In the following, several proposed methods for estimating the strain rate at failure will be presented and

compared.

From the illustrated data the strain rate at stress peak can be estimated. First technique relies on processing only

the strain gauge measurements as proposed in [Erzar and Forquin, 2010] (Method 1). The second method (Method

2) utilises the same principle but with the tensile strength obtained from the stress–strain curves reconstructed

from full field measurements (using the VFM). In the third method (Method 3), the failure stress and strain rates

are provided by only using the virtual gauge measurements. Finally, the time at peak stress can also be used to

obtain the strain rate (Method 4). This specific value can be obtained as the intersection of the data from real

strain gauge history and the time at failure as on the left side of the Figure 3.21. Here, the Method 4 is used for

the sake of general comparison. The data obtained with all four methods are presented in Table 3.11.

The first two methods provide generally lower values of strain rate at the failure location. This is due to the fact

that the non-symmetric response of the material is not being taken into account and only the compressive stiffness

is being used. The methods three and four, which rely on data extracted from VFM processing, provide higher

values of local strain rate, which are considered more realistic as no assumptions have been made on the material

behaviour beforehand.

3.4.1.5 Identification of Global Young’s Modulus

The procedure to identify the average Young’s modulus of quasi-brittle materials subjected to dynamic spalling

test is based on the analysis already presented in [Pierron and Forquin, 2012a] and is obtained by dividing the

average virtual work associated to internal and external forces (Equation 2.19). The stiffness parameter obtained

in this way can also be referred to as the global Young’s modulus as it is derived from temporal acceleration

and strain maps averaged on the entire framed sample surface. The principle of virtual work is applied taking
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(a) Tomo1: Strain rate gauges (b) Tomo1: Strain rate map.

(c) R45: Strain rate gauges (d) R45: Strain rate map.

(e) 100w: Strain rate gauges (f) 100w: Strain rate map.

Figure 3.21: LEFT : Strain rate history for three tested samples with virtual gauge at 30 and 40 mm and a real

gauge at 40 mm (the vertical line represents time at failure from Table 3.9) (Method–4).

RIGHT : Space-time map of strain rate for each tested sample.
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Sample Method–1

(σlaser; εgauge)

Method–2

(σV FM ; εgauge)

Method–3

(σV FM ; εV FM )

Method–4

(tV FM ; εgauge)

Tomo1 Tensile

strength

10.6 8.81 8.81 Time to

peak

64 µs

Strain rate 78 94 101 92

R45 Tensile

strength

/ 6.96 6.96 Time to

peak

78 µs

Strain rate / 71 111 119

100w Tensile

strength

15.1 12.14 12.14 Time to

peak

63 µs

Strain rate 117 120 153 142

Table 3.11: Results of identification from the reconstructed stress–strain curves in Figure 3.18.

the advantage of the sample non-equilibrium state throughout the experiment assuming perfectly axial loading

conditions. This later allows utilising the derived acceleration fields as an alternative ’load cell’ and avoiding the

need of any other external force measurement. The idea of exploiting the inertial forces as a measurement tool

can be used in a wide range of material identification procedures and was firstly proposed and successfully applied

for identification of damping properties of thin vibrating plates [Giraudeau et al., 2006]. Later, the concept was

extended to identification of material stiffness parameters for intermediate [Moulart et al., 2011] and high strain

rate testing of composite materials [Zhu and Pierron, 2016]. Finally, some innovative recent applications have been

conducted. One concerns ultrasonic excitation of surrogate bone material that allowed identifying entire maps of

Young’s modulus [Wang et al., 2013a, Pierron, 2016]. Another concerns coupling ultra-high speed photography

and infra-red thermography to characterize the elastic behaviour of PMMA under ultrasonic excitation and various

range of temperatures [Seghir and Pierron, 2017].

However, when quasi-brittle materials are in question, the low signal to noise ratio of the measured strain and

acceleration values will tend to introduce stiffness identification error. This is specifically the case for concrete,

since in the tensile loading stage the failure occurs at low stress levels. Therefore, it is essential to determine

whether the sensitivity of the measurement system allows for a valid detection of the stiffness response which is

above the measurement noise floor. One way of investigating this is by defining a noise threshold above which the

identified material stiffness data could be considered as relevant and not affected by noise. The threshold can be

directly obtained by analysing the identification data of one real experiment, as it will be shown in the following.

Knowing a crude estimate of the noise floor, confidence intervals can be provided on which material stiffness can

be estimated as an average value.

The noise floor above which the identification of the average Young’s modulus is possible, can be obtained by

analysing the average virtual work associated to internal and external forces as reported in [Pierron and Forquin,

2012a]. Figure 3.22 shows the time history of these two arguments used to identify the global material stiffness

parameter for one concrete spall test. The noise limit can be identified by observing the highest fluctuation in both

equation terms before the significant part of loading wave has fully propagates inside the material (during the first

20 frames). This allows defining the noise threshold (here adopted as two times the noise level) below which the

identified values are considered not significant as the measurement is highly affected by noise structures. Then,

an interval can be derived for both loading stages of the test for which the identification of the global material
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stiffness is possible and would yield more meaningful results.

0 10 20 30 40 50 60 70 80 90
−3

−2.5

−2

−1.5

−1

−0.5

0
x 10

−3

Time(µs)

ǫ
y
f
(y
)

 

 

Internal work
Noise
Threshold

6749 78

(a) R45: Internal virtual work

0 10 20 30 40 50 60 70 80 90
−2000

0

2000

4000

6000

8000

10000

Time(µs)

a
y
f
(y
)

(m
2
/
s2
)

 

 
Internal work
Noise
Threshold

6737 75

(b) R45: External virtual work.

Figure 3.22: Time history of surface average virtual work compliances used to obtain the global Young’s modulus

in a R45 spalling test.

0 20 40 60 80 100
0

10

20

30

40

50

Time(µs)

Y
ou

ng
’s

 m
od

ul
us

 (
G

Pa
)

Tomo1

16.42 GPa

Mean value: 34.89 GPa

(a) Tomo1.

0 20 40 60 80
0

10

20

30

40

50

Time(µs)

Y
ou

ng
’s

 M
od

ul
us

 (
G

Pa
)

R45

12.16GPa

Mean value:
33.02GPa

(b) R45.

0 20 40 60 80
0

10

20

30

40

50

Time(µs)

Y
ou

ng
’s

 M
od

ul
us

 (
G

Pa
)

100w

4.89 GPa

Mean value: 38.44 GPa

(c) 100w.

Figure 3.23: Identified Young’s modulus for three concrete samples using virtual fields of 8th order polynomial.

Figure 3.23 shows the temporal identification of the global Young’s modulus for performed spalling tests. The
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corresponding mean value obtained on dedicated confidence interval in compression for each test is also shown as

a dashed line. A more interesting part of the presented results is the second interval which corresponds to tensile

loading stage. In all cases, the global Young’s modulus values are much lower than in compressive stage. After

reaching a local peak, the curves decrease towards zero value by the end of the acquisition. This was attributed to

the damage processes that are triggered during the tensile stage, that finally lead to the formation of one or several

macro-cracks as discussed in [Pierron and Forquin, 2012b]. On the other hand, the values observed in tension differ

from the values obtained by performing linear regression of the local virtual gauge response (Table 3.10).

3.4.1.6 Effect of the choice of virtual fields on stiffness identification

Another reason that prevents the extraction of reliable global stiffness values is that the stability of the identifica-

tion also depends on the choice of virtual fields. In the Equation 2.19, it is only necessary to choose the adequate

virtual fields in order to cancel the virtual traction force on the opposite side of the sample free-end. Furthermore,

the choice of virtual fields also provides a certain degree of spatial smoothing to the identified results. One way

of validating a good choice of virtual fields is to treat the numerically simulated data [Pierron and Grédiac, 2000].

Here the same procedure will be applied to treat real experimental data since they contain realistic noise structures.

According to the uniaxiality of the spalling test, it is fair to assume virtual fields that depend only on the axial

direction. Consequently, the virtual field can be described as a vector function which can be evaluated on one ’line’

of measurement points and then expanded back in the vertical direction to obtain one field. Then, this can be

performed for each frame, to obtain the sequence of time-changing virtual fields. On convenient way of choosing

these virtual fields is to obtain them directly from the measured displacement maps by performing a certain type

of fit in the least square sense. Polynomial fitting proves to be a sufficiently suitable technique and it has been

adopted in previous works [Pierron and Forquin, 2012b]. Another way is to describe one virtual field (note the use

of singular) as analytical function that only depends on the sample length without changing in time. These type

of fields can be referred to as stationary (or fixed) virtual fields.

To compare the performance of time-changing and stationary virtual fields when treating real experimental data (as

opposed to treating synthetic data), several additional types of stationary virtual fields have been chosen, namely:

(i) f1(x) = (1− x
L )

(ii) f2(x) = (1− x
L )2

(iii) f3(x) =
√

(1− x
L )

(iv) f4(x) =cos(πx2L )

The choice of these simple functions (Figure 3.24a), apart from cancelling the virtual work of the traction force

from the opposite side of the free-end (x = 0) at the position x = l where l is the recorded length of the sample,

also aims at investigating how the material spatial distribution of non-linear behaviour contributes (benefits or not)

to the identification. Namely, whether enhancing the response closer to the free-end, where the fracturing occurs,

would benefit (or not) the identification. The results of their application in treatment of one spalling test (Tomo1)

are shown in Figure 3.24b.

From presented identification it can be seen that stationary virtual fields provide noisier identification of material

stiffness compared to the time-evolving polynomial virtual fields. This effect seems more pronounced during the

tensile loading stage while for the compressive loading stage some convergence can be noted. This can be simply

attributed to the fact that material response rapidly evolves in time, since the complete fracturing can happen in

about 20 µs. Therefore the time-changing virtual fields were chosen.

As already mentioned, one way of obtaining time-changing virtual fields is to perform a polynomial fit on the

measured displacement data at each frame in a least square sense. This can be achieved by using numerical
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Figure 3.24: Functions used for expansion of stationary virtual fields and results on stiffness identification (Tomo1).

functions native for the Matlab environment. The fitting technique produces a certain group of polynomials. In

general, on a defined domain [x0; xl] (where: x0 is free-end and xl is end of observation window), we can distinguish

three types of polynomials:

(i) Polynomials of a certain degree, defined on a sub-domain [xi- ba/2c; xi+ba/2c] where a is the window size –

The Stravinsky-Golay filter.

(ii) Piecewise polynomials defined for each unit sub-domain [xi; xi+1]

(iii) Special piecewise polynomials defined for each unit sub-domain [xi; xi+1] that satisfy the C2 continuity –

Splines

where the b.c represent the Iverson’s floor function brackets.

The effect of these three general types of fitting techniques has been investigated. The effect of smoothing the

displacement profiles at a given frame is shown on Figure 3.25. One averaged displacement profile (at 66 µs) is

presented with corresponding result of fitting cubic polynomials or splines. The corresponding reconstructed virtual

field is given in Figure 3.25c and Figure 3.25d. Already from presented maps little difference can be seen between

the two fitting techniques which is also noted in the expanded virtual fields. It was noted that both produce the

same result on the identified Young’s modulus. This is because the displacement themselves are small and not

significantly corrupted by spatial noise. A comparison between spline and polynomial fitting of 8th degree to get

the virtual fields is presented in Figure 3.25b. Finally, it seems that little effect has been observed between using

different types of time-changing virtual fields.

One last fair question that can be asked is whether deriving the virtual fields from averaged displacement fields is

in fact the best choice of virtual fields. It is one of the possible choices, which is supported by the uniaxiality of

the sample deformation. However, the variations present in the axial displacement maps are caused by camera’s

complex noise structures which can be regarded in the least sense as random spatial fluctuations. Therefore it is

worth investigating the effect of driving 2D maps of virtual fields directly from measured displacements. For this

case, the spline fitting technique has been chosen and the maps of virtual fields are derived in a line-by-line manner.

The effect of choosing the 2D virtual fields over averaged ones, is shown in Figure 3.26. The identified stiffness

values appear lower than the one obtained from wave shifting analysis (3.7) in case for 2D splines. This can be due

to possible over-smoothing of the identified results which clearly demonstrates a strong sensitivity of the identified
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Figure 3.25: Effect of time-changing virtual fields and introduced smoothing in the stiffness identification (Tomo1).
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stiffness values to the choice of virtual fields.
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Figure 3.26: Effect of choosing 2D virtual fields on the stiffness identification. (Tomo1)

The polynomial fit over a range of averaged displacement data was adopted form this point onward. However,

it can still be noted that, whatever the choice of virtual fields (presented herein), the method of determining the

global Young’s modulus prevents the extraction of reliable stiffness values in tension. The same can be noted when

polynomials of a certain degree are used. For example, in that case the identification depends on the order of the

polynomial used to expand the virtual fields. When the degree is too low and odd, the virtual field cannot well

represent the spatially distributions of the actual fields. When higher and odd orders are used they tend to en-

hance the effect of noise. On the other hand using even orders can ’over-smooth’ the already low values of dynamic

tensile modulus. An example of using high order even polynomials is provided in Figure 3.27. In conclusion, the

methodology of identifying the global Young’s modulus according to Equation 2.19 does not allow for a precise

identification in dynamic tension due to the sensitivity of the procedure, but rather serves as an indicator that the

damage is present in the material.
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Figure 3.27: Effect of virtual displacement polynomial degree on identified Young’s modulus - case of even-order

polynomials. (Tomo1)

Nevertheless, the method still provides reasonable identification results during the compressive loading stage that
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are closely consistent with the values of Young’s modulus obtained from the measurement of unidimensional wave

speed using the time shift between strain gauge and laser interferometer (Edyn = ρC2
0 ). The results from both

methods are summarized in Table 3.12 where the averaged dynamic Young’s modulus in compression is obtained

as an overall average on corresponding confidence intervals.

Sample Virtual Fields Method Wave speed measurement

R45 Mean: 33.02 42.88

Std: 3.64

100w Mean: 38.44 42.61

Std: 4.09

Tomo1 Mean: 34.89 32.94

Std: 3.62

Table 3.12: Identified dynamic Young’s modulus in GPa during the compressive stage of the spalling test by

applying virtual fields method and wave speed measurement.

3.4.1.7 Representation of field of Young’s modulus

Finally, the previous method only allows the identification of a global stiffness value. The load cell principle pro-

vides the ability to obtain local stress and strain for each visualized cross-section of the sample. Then, the analysis

of the identified Young’s modulus can be carried out on all transverse sections at each time step and and entire map

of stiffness can be derived that provides a local description of the Young’s modulus at each measurement point.

The space-time map of dynamic modulus at each time step and at each measurement point is simply obtained as:

Efield(x, t) = σ(x, t)./ε(x, t) (3.4)

where Efield(x, t) in this case can be referred to as a field of Young’s modulus that describes the local stiffness of the

observed sample surface, as a cross sectional average denoted with the over-line symbol. Obviously, at certain time

steps when the acceleration is too small and at locations where the strain values are low, the local stiffness values

would not be relevant. This is also the case at locations where the strain values go to zero during the transition

between the compressive and tensile loading stages. Finally, this procedure is not affected by additional spatial

smoothing as it does not depend on the choice of the virtual fields and can indicate possible zones of spatially

varying stiffness. The reconstructed stiffness map for one tested sample is reported in Figure 3.28. The map on

the right presents a zoom in region of the tensile loading stage with adjusted color bar scale.

The presented map again indicate the two loading stages of the spalling test. Although affected by noise that has

propagated from the image acquisition system, it can be seen that the values of Young’s modulus are much higher

in the compressive stage than in the tensile stage, as expected. Interestingly, the maps also show that the stiffness

values are not well identified during the compressive stage in the first 10 mm from the free-end surface after which

they start to pick up. The reason for this is that in the zone close to the free-end, where the wave reflection takes

place, the strain and stress values are quite low due to wave superposition. This is not taken into account when

global Young’s modulus is being determined. When maps are zoomed in the zone that corresponds to the time

when the tensile wave becomes dominant 3.28b, it becomes clearer that the identification of the dynamic Young’s

modulus does not reach the same value as in compression. Some zones close to the free edge and in the first several

micro seconds of the forming of the tensile wave (60-65 µ s), the tensile stiffness values are in the range of 10 to 25
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(a) Field of Young’s modulus in compression stage. (b) Field of Young’s modulus in tensile stage.

Figure 3.28: Space-time map of identified Young’s modulus. (Tomo1)

GPa. However, immediately after, they drop and tend towards zero.

Finally, another interesting observation is that stiffness maps exhibit a certain spatial variation in the compressive

part, 3.28a. The patterns seem constant in time and therefore the noise cannot be entirely attributed to the

temporal camera noise. Being a highly heterogeneous material, one of concrete’s constituents are strong siliceous

aggregates which cause a local material stiffness variation. Using basic evaluation with simulated experiments and

one elastic heterogeneity (Section 4.4.2.2), it was shown that the local stiffness variation can manifest in such way.

3.4.2 Numerical simulations

In the previous section the spalling experiments were treated with both traditional and full-field measurement

techniques. The virtual fields method was used to identify the material response from full field displacements using

the acceleration maps as an alternative load cell as proposed by [Pierron and Forquin, 2012b]. It was possible to

reconstruct the stress–strain curves of each tested sample at any given cross-section visualised with the ultra-high

speed camera. The results shown that the value of peak stress obtained from the stress–strain curves was con-

stantly lower than the one obtained with Novikov processing. The identified Young’s modulus in dynamic tension

was in all cases lower than the stiffness obtained in the compressive stage of the test. Furthermore, the non-linear

response prior to the peak stress was observed in reconstructed stress-strain curves. Both of the last two mentioned

observations are contradictory to traditional Novikov processing of the spalling tests. In this section, the effect of

both change of Young’s modulus and pre-peak non-linearity on the Novikov processing of test results is explored

through explicit FE numerical simulations using a material damage model.

Firstly, linear elastic up-to peak stress response is modelled, accounting for the difference between tensile and

compressive stiffness observed in the experimental results (Figure 3.18). The simulation results show that with-

out changing the failure stress criterion, the rear face velocity is largely affected by the dissymmetric concrete

response which can ultimately lead to errors in estimating the apparent tensile strength by using the Novikov

data processing. An inverse identification is in this case performed in order to qualitatively fit the numerically

rear face velocity profile to the experimental one up-to the first rebound. It was shown that both peak stress and

the stiffness dissymmetry response identified by using the VFM and ultra-high speed displacement measurements

need to be taken into account in order to have a fairly good agreement between the numerical and experimental

velocity curve, since only the change in the dissymmetry factor influences the velocity rebound. Secondly, both the

dissymmetric response and the pre-peak non-linear response were considered. In this case the assumption on the

Novikov processing are being violated. The pre-peak non-linear response can introduce a second rebound which
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is related to material failure while the first rebound is related to peak elastic response. It was shown that the

pre-peak non-linear response can cause confusion on which velocity rebound needs to be taken into account when

real experiments are processed. Both of the cases and their effect on the traditional processing were discussed,

suggesting that the one dimensional linear elastic approximation (The Novikov formula) is not a valid tool for

retrieving reliable values of spall strength in concrete-like materials [Sallier and Forquin, 2012].

3.4.2.1 Numerical modelling

The 3D finite element model of a spalling sample was created in order to simulate the mechanical response of

concrete under dynamic tension using Abaqus/Explicit software. The model considers concrete material as a ho-

mogenized medium to which a constitutive material response is assigned to simulate the mechanical response due

to damage. Damage is represented by modelling the material softening response after a peak material strength is

reached. A simplified version of the damage model known as the PRM model (Pontiroli, Rouquand and Mazars)

[Rouquand et al., 2007] is used to simulate the dynamic spalling tests through a user subroutine VUMAT. This

model permits to explicitly impose the level of tensile strength (peak stress in tension). The model incorporates

Mazars damage law [Mazars, 1986] and a dissymmetric parameter that can reproduce different linear response of

concrete in compression and tension prior the peak stress. Furthermore, by loosening the control on the model

parameters, it is also possible to model a pre-peak non-linearity in the stress-strain constitutive tensile response.

This allows exploring several cases of material response and their impact on measured rear face velocity. The

sample geometry is the same as in the experimental part with a length set to 140 mm and a diameter equal to 45.5

mm. The C3D8R elements (three dimensional elements with reduced integration and eight nodes) were used to

generate a mesh of 35140 elements with the average element size of 2 mm. The mesh size was chosen according to

the mesh sensitivity study reported in [Sallier and Forquin, 2012]. The loading boundary condition was considered

as a distributed pressure pulse with the temporal distribution obtained from an actual experiment. Instead of sim-

ulating the entire spalling setup the experimental loading pulse was applied directly on the bar-specimen interface

which was shown to be a good approximation from the numerical point [Lu et al., 2013]. Numerical simulation

showed that the variation of peak rear face velocity considering all nodes on the free-end is 1.4% of the average

peak velocity in linear elastic case. Therefore, the rear face velocity profile was obtained as an average velocity of

the entire set of nodes that constitutes the free-end of the numerical sample.

3.4.2.2 The Damage model

Under uniaxial loading condition, where the damage is only considered to take place during the tensile loading,

the governing equation of the damage model used in this work is the following:

σ = Ec 〈ε〉− + (1−Dt)Et 〈ε〉+
where σ is the macroscopic axial stress component in the material, 〈ε〉− and 〈ε〉+ are the negative part and the

positive part of the axial strain in compression and tension respectively, Ec and Et represent linear elastic material

stiffness in compression and tension respectively and Dt is the internal damage variable in tension that is in the

domain [0, 1] where value 0 corresponds to perfectly elastic virgin material and 1 to completely damaged state.

The damage evolution law is dictated by the amount of ultimate deformation that the material can experience

during the loading. In the present case, a simplified version of the model was used to describe the material response

subjected to tension while in the compression the material is assumed to behave perfectly linearly elastic. The

damage starts if the axial strain in the material surpasses a threshold value defined as ε0. The damage evolution

law for a uniaxial tensile case reads:{
ε < ε0 =⇒ Dt = 0

ε ≥ ε0 =⇒ Dt = 1− ε0(1−A)
ε
− ωAexp(−B(ωε− ε0))



CHAPTER 3. APPLICATION OF UHS PHOTOGRAPHY AND VFM TO SPALLING TESTS 73

where the constant A is the characteristic material parameter, B = 1/ε0 is obtained from the ultimate stress

criterion ε0 = σu/Et where σu is the maximal stress limit after which the damage starts taking place and ω is a

regularization parameter based on the Hillerborg dissipated energy concept to limit the mesh dependency during

strain and damage localization phenomena [Hillerborg et al., 1976]. The regularization method is introduced by

modifying the damage evolution law in such way that it ensures a constant dissipated energy per surface unit in

a single finite element regardless of the element size (Lfe). To this end, a concept of internal characteristic length

is introduced (Lc) based on the defined input fracture energy (Gf ). Finally, the regularization parameter ω is

expressed as follows:

ω = ε0
ε

+ (1− ε0
ε

)
Lfe

Lc
where Lc = E

Gf

σ2
u

However, the regularization procedure, when used with small finite elements, can lead to a dissipated energy and

velocity profile on the rear face that are sensitive to the mesh size [Sallier and Forquin, 2012]. Indeed, it was

shown that for a ratio between the internal characteristic length and the finite element size above 4 the dissipated

energy substantially increases. In that case, the simulated free-end velocity profiles are strongly affected after the

first rebound due to the development of a quasi–elastoplastic stress–strain behaviour caused by reduced mesh size

[Sallier and Forquin, 2012]. An adequate mesh size needs to be chosen as a compromise between the good spatial

discretisation of the numerical model on one hand, and the dissipated energy within the system on the other hand.

According to the mesh sensitivity study presented in [Sallier and Forquin, 2012] as a general guideline can be

adopted Lc/Lfe ≤ 4. In the case when the regularization is not used (ω = 1) the description of the damage law

becomes simplified as follows: {
ε < ε0 =⇒ Dt = 0

ε ≥ ε0 =⇒ Dt = 1− exp(1− ε/ε0)

The stress evolution of the material response under tension and the corresponding damage evolution law for the

case when the regularization is omitted, are presented in Figure 3.29. It is worth mentioning that the applied

constitutive law perfectly corresponds to the assumptions made when the spall strength is determined using the

Novikov processing. The material behaves linearly elastic up-to point where the ultimate stress is reached after

which the response is governed by the damage evolution law.

Figure 3.29: The tensile behaviour of the damage model used to simulate the spalling experiments with parameters:

Ec = 35.5 GPa, σu = 8.5 MPa, ω = 1 and A = 1.
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3.4.2.3 Numerical results – Effect of dissymmetric response

In this case,the assumption of liner elastic response up-to peak tensile stress is adopted, however, the effect of the

dissymetric response between compression and tension is analysed. Since the aim is to investigate the effect of

material non-symmetric response on the rear face velocity profile up-to the first rebound, the Hillerborg’s regular-

ization technique was omitted by setting the value ω to 1. Figure 3.30 shows the effect of different parameters of the

isotropic damage model on the rear face velocity profile in the simulated spalling tests. While the ultimate tensile

stress only influences the value of the velocity rebound as expected (Figure 3.30a) a very interesting observation

is that the dissymmetrical response, taking into account the different Young’s moduli in compression and tension,

also has an important effect on the values of the velocity rebound (Figure 3.30b). It is clearly observed that the

lower the ratio between the tensile and the compressive stiffness the larger is the value of the velocity pullback (the

difference between maximal velocity and the velocity at rebound). This further implies that without taking into

account the non-symmetric response of concrete in the spalling experiments, the determined values of the apparent

spall strength can be overestimated. Finally, it can be also observed that the deceleration part of the velocity

profile (after the peak velocity is reached, that corresponds to the compression to tension loading transition in the

sample), is also affected by the dissymmetry factor. This can better explain, in that case, the measured results

obtained from the shifted compressive gauge and the laser interferometer in Figure 3.14a. From the figure it can

be observed that there is a misalignment of the two reconstructed stress response curves in the deceleration part.
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Figure 3.30: Results of the numerically simulated rear face velocity profiles and the effect of model parameters

when linear elastic up-top peak assumption is adopted.

It has to be mentioned that the PRM model used in obtaining these results still completely adopts the assump-

tions made on the material behaviour when experimental results are being processed (linear-elasticity up-to peak).

Interestingly, the results presented in Figure 3.30 indicates that if this assumption as well as the assumption of

instantaneous failure were valid, the change in ultimate tensile strength would indeed only influence the velocity

rebound. However, the experimental results presented in Section 3.4.1 demonstrated non-symmetric response in

compressive and tensile stages, which questions the applicability of Novikov processing when concrete-like materials

are investigated.

In order to further explore the validity of the material response identified using the full-field measurements and

the virtual fields method as well as the reliability of the Novikov processing, an iterative inverse identification is

performed based on reproducing the rear face velocity profile. The simulations of the spalling experiments was per-
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formed with the PRM numerical model assuming a perfect linear-elastic response in compression while describing a

damage response in tension along with a reduction of material stiffness prior the stress peak. The FE computations

have been performed using the input data obtained from the experimental measurements (compressive pulse) and

the numerical results have been compared to the experimentally measured rear-face velocity profile. The compar-

ison between the numerically simulated and experimentally measured rear face velocity profiles for one concrete

sample is depicted in Figure 3.31. The Hillerborg regularisation technique was used for the sake of obtaining the

curves with the similar post rebound response. However, it needs to be mentioned that in this case the most

important result to be compared to experimental data concerns the simulated velocity rebound.
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Figure 3.31: Results of the inverse identification of the experimental velocity profile using the PRM model and

data obtained from the VFM identification. (Tomo1)

The obtained numerical results demonstrate that both the change of the material stiffness and the ultimate tensile

strength influence the rear-face velocity pull-back. In the present case, the non-symmetric response in compression

and tension is considered in the numerical simulations through a bi-linear change in material elastic stiffness while

strain softening and loss of tensile stiffness is modelled using Mazars’ damage law. The experimental specimen

analysed in the presented case is labelled as Tomo1 concrete sample. The numerical simulation results in Figure 3.31

have been performed for three distinct numerical test configurations. First one considers only the input parameters

obtained utilizing the traditional processing of experimental data, namely the Novikov ultimate tensile stress (σu

=10.6 MPa) and linear symmetric response in compression and tension (Et/Ec = 1). The second, considers only

the data obtained from the virtual fields method processing and full-field measurements, namely a lower ultimate

tensile stress (σu =8.5 MPa) and a disymmetric material response (Et/Ec = 0.585). Finally, the third numerical

test considers the Novikov ultimate stress (σu =10.6 MPa) as the damage onset parameter and the non-symmetric

response obtained from applying the virtual fields method (Et/Ec = 0.585), making it a combination of the two

processing techniques. The parameters of the PRM model used in the above mentioned numerical simulations are

given in Table 3.13.

The numerical results (Figure 3.31) indicate that the experimentally tested sample indeed stayed in the domain

of linear elasticity in the compressive stage owing to the fact that that all three simulated velocity profiles cor-

respond well to the experimental curve up-to the peak velocity. The more significant part of the curves is after

the peak velocity where the wave reflection takes place. In this domain the numerical curves start to display

different tendencies. Both numerical velocity profiles for the first and second numerical configuration (see Table

3.13) exhibit the same value of the pullback velocity which is close to the experimental one. However, different

ultimate tensile strengths were considered as the input parameters. What seems to be more striking is that if the
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Case Data Density

(kg/m3)

E

(GPa)

ν σu

(MPa)

Gf

(J/m2)

Lc

(mm)

A, B Et/Ec

1 VFM 2290 35.5 0.2 8.5 15 7.37 1, 1 0.585

2 Novikov 2290 35.5 0.2 10.6 15 4.74 1, 1 1

3 Novikov and VFM 2290 35.5 0.2 10.6 15 4.74 1, 1 0.585

Table 3.13: Parameters used in the spalling simulations with the PRM model fulfilling Novikov assumptions.

curve for the second configuration is treated with the Novikov approach, the failure stress obtained would be close

to 10.6 MPa while the ultimate failure stress used as an input in the damage model is 8.5 MPa. Additionally, the

deceleration part of the velocity curve obtained with the VFM data (second case) somewhat better matches the

experimental one after the peak velocity. The small discrepancies between these two curves can be attributed to

the fact that the numerical model used is assuming perfect linear elasticity to the peak stress and approximates

the non-symmetric response as a bi-linear response (which will be taken into account in the following). Finally,

when the third configuration is considered, the simulated velocity rebound largely overestimates the experimental

response leading to an error of about 15% in pull-back velocity.

3.4.2.4 Numerical results – Effect of material non-linear response

Owing to its complex microstructure, concrete material behaves in a non-linear way before the failure takes place.

It was observed from the experimental results that the material exhibits a non-linear response before the peak

strength is reached (Figure 3.18). In order to explore the effect of the non-linear material response on rear-face

velocity profile, numerical simulations of the spalling experiments were performed with the PRM numerical model

but in this part one of the coefficients describing the Mazars damage model was ’loosened’ in order to introduce a

non-linear relation in the stress-strain response prior the peak. The considered case was based on:

• Completely violating the Novikov assumptions regarding linear response up-to peak stress.

• Modelling the same peak stress by adjusting the corresponding linear elastic limit and the non-linear response

parameter so to see the effect of pre-peak non linearity on rear-face velocity profile.

The Figure 3.32 presents numerical configurations considered and the corresponding results. The parameter B

and corresponding elastic limit (σel) were changed accordingly so to consider three cases of material non-linearity

with same peak stress: weak, mild and strong, keeping the peak stress constant. The analytical solution for the

constitutive response and the damage variable considering three types of pre-peak non-linearity are given in Figure

3.32a,b. In this way all the assumptions of the Novikov processing are being violated. The result on the simulated

rear face velocity for the three cases of non-linearity are presented in Figure 3.32c. From the figure it is clear that

the velocity pull-back at the first rebound reduces, which was as expected. However, what is more interesting is

how the pre-peak non-linearity influences the post-rebound part of the simulated velocity curve. Moreover, the case

referred to as strong non-linearity, indicates such change in the post-rebound part of the velocity curve that it makes

the first rebound almost invisible. It is worth noting that no regularisation was used in these simulations and the

parameters of the PRM model used are summarized in Table 3.14. Finally, a qualitative inverse identification was

performed using the experimental data as in the previous section. It serves to show that, indeed, the velocity curve

contains all possible history of non-linear events that occurred in the material and not only the ones associated to

failure. The results of this identification are shown on Figure 3.32d.

3.5 Chapter summary

In this chapter, spalling test that had been conducted having both traditional point-wise and full-field measure-

ments were analysed. An ultra-high speed camera, the Shimadzu-HPV1, has been used to film the surface of grid
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Case Density

(kg/m3)

E (GPa) ν σu (MPa) σel (MPa) A B/1000 Et/Ec

Weak 2290 35.5 0.2 8.5 8.03 1 2.07 0.585

Mild 2290 35.5 0.2 8.5 7.01 1 2.53 0.585

Strong 2290 35.5 0.2 8.5 5.14 1 3.09 0.585

Table 3.14: Parameters used in the spalling simulations with the PRM model violating Novikov assumptions:

Second case-study.
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Figure 3.32: Effet of pre-peak non-linearity on the numerically simulated rear face velocity profiles. Second case-

study: constant peak stress (σu). Parameters provided in Table 3.14
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instrumented samples with an inter-frame time of 1 µs. The virtual fields method was used to exploit the inertial

component of the test to obtain average axial stress history in a cross-section and the evolution of the global Young’s

modulus in time, without making any previous assumptions on material behaviour. First test series considered

a sample made of an aluminium alloy that was loaded within the material linear elastic limit. The comparison

between the identified and the expected linear elastic response allowed choosing optimal experimental settings by

testing several factors such as the influence of camera frame rate, illumination conditions and lens blurring. Then,

several spalling tests performed on concrete material were analysed in regard of identifying the material damage

response under dynamic tension. The results showed that the concrete material exhibits non-symmetric response

in compression and tension as well as a non linear response prior to the peak tensile strength. These were observed

thanks to having the ability of reconstructing entire local stress-strain curves at any visualized sample cross-section.

As previously observed in [Forquin et al., 2013], the identified tensile strength from the stress-strain response was

found to be lower than the value obtained when the traditional Novikov processing of the rear-face velocity is used.

This indicated that, due to the assumption of linear elastic behaviour and the unitary value of material stiffness in

compression and tension, the use of the velocity pull-back can lead to erroneous conclusions regarding the tensile

strength of quasi-brittle materials.

Numerical simulations have been carried with a damage model in order to further investigate the reliability of the

Novikov processing of spalling experiments. The used damage model, aside from modelling the material softening

response, allowed to account for the experimentally observed phenomena such as pre-peak non-linearity and non-

symmetric stiffness response between compression and tension. Several numerical situations were investigated and

the simulation results were compared to the experimental data with respect to the rear face velocity obtained from

the laser interferometer. The following was observed:

• The change of ultimate tensile stress in the damage model only leads to the change of the velocity rebound,

while the change in the dissymmetry factor of material elastic response influences both the value of the

velocity rebound and the deceleration part of the velocity curve.

• In the case when the experimentally identified values of peak tensile stress and the material non-symmetric

stiffness response obtained with the VFM processing are used as input parameters, the numerical simulation

was able to well reproduce the rear-face velocity profile.

• When pre-peak non-linear response is taken into account it was observed that the rear face velocity exhibits

multiple rebounds which can make the data processing difficult since the first rebound is noted necessary tied

to the situation when the peak failure stress is reached.

The presented results herein indicate that the rebound velocity does not represent a reliable way of determining the

ultimate tensile strength. The reason is mainly due to the fact that the entire damage history, including pre-peak

non-symmetric response caused by micro-cracking is embedded in the measured velocity profile. And if this is not

taken into account, the simple acoustic approximation and the velocity pull-back seem not to be valid as a spall

criterion. On the other hand, the virtual fields method does not rely on any material constitutive assumptions

and instead of one measurement provides rich fields of information that can be used for material identification.

This technique allows direct identification of the non-symmetric material response and direct measurement of local

strains and strain rates on the sample surface. Furthermore, it allows reconstruction of average longitudinal stress

profiles using only the acceleration data.

Nevertheless, this photomechanical identification technique, although clearly superior to traditional processing

with regards to the amount of information it provides, it strongly depends on the performance on the ultra-high

speed acquisitions system as well as all possible noise sources that can propagate from the captured images to

the identified results. These different sources of uncertainty should be well understood in order to reduce the

unfavourable sources of errors as much as possible and increase the reliability of measured results. Indeed, due to
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lack of standards and procedures, it is difficult to well asses the metrological performance of a full field identification

method and methodologies that try to model the whole acquisition chain from the imaging through the measurement

field to the parameters identification should be adopted to address this issues [Sur and Grédiac, 2017]. The use of

simulated photomechanical tests can serve as a good tool for investigating such effects and can represent a small

step towards a big picture of generating synthetic image data sets wich can be used to provide guidelines as well as

to assess the accuracy of full field identification methods [Reu et al., 2017]. One such methodology for validating

the identification technique as well as investigating possible error sources is adopted in the following Chapter 4.



Chapter 4

Simulated photomechanical experiments

Chapter 3 has experimentally demonstrated how acceleration can be used as an alternative load cell to provide a

direct stress measurement at high strain rates. Average axial stress can be obtained at any cross-section visualised

with an ultra-high speed camera by measuring axial acceleration fields. This principle can be used for the recon-

struction of the material stress-strain response, providing direct identification of material stiffness parameters and

information on the material limit strength. In this chapter, this concept is explored through numerical simulations.

The aim is to reproduce a realistic experimental measurement chain in order to validate the proposed processing

method and explore its sensitivity to various external effects. Therefore the chapter is organised into two main

parts. The first part focuses on the validation of the processing method. The dynamic response of an elastic mate-

rial model is simulated using Abaqus/Explicit in order to provide time-resolved kinematic fields that present perfect

data for validation. The simulated kinematic fields are extracted from the numerical model and processed using

the VFM to identify the material response. The identification procedure is validated by comparing the obtained

material elastic stiffness parameter with that of FE simulation. The second part explores the sensitivity of the

proposed measurement method. In general, when dealing with full-field measurements, the measured displacement

fields are often corrupted with certain non-mechanical content usually referred to as measurement noise. These

additional artefacts can cause systematic and/or random identification errors depending on their origin and start to

propagate already at image forming. In order to better understand how these effects can impact the identification

procedure, a methodology of simulating the entire measurement chain starting from image acquisition to material

identification was developed. First, an artificial reference grid image is generated assuming a perfect camera. Then,

sequences of deformed images are obtained by numerically deforming the reference image using FE displacement

fields, imitating acquisition process of an ultra-high speed camera. Finally, the synthetic images are treated as real

experimental ones and identified material response is compared to the expected one. Various external effects can

be added to the synthetic images in a controlled manner. The procedure then provides a deeper understanding of

the method’s sensitivity as well as principal guidelines on how to perform the photomechanical experiment more

efficiently, trying to reduce the unfavourable sources of errors.

The following chapter represents an extended and reproduced version of:

B. Lukić, D. Saletti,P. Forquin. Use of simulated experiments for material characterization of brittle materials

subjected to high strain rate dynamic tension. Philosophical Transactions of The Royal Society A, 375:20160168,

(2017).

4.1 Validation based on simulated elastic measurements

As shown in Section 2.4, both global Young’s modulus as well as average axial stress can be obtained from the

acceleration measurements using the virtual fields method (VFM). In the following section, the identification of

pure elastic material response is demonstrated with numerical simulations considering an isotropic numerical model

of an aluminium spalling sample.

4.1.1 3D Numerical model of a spalling test

An explicit three-dimensional FE model of an aluminium spalling sample, assuming linear elastic material be-

haviour, was generated using the corresponding specimen geometry and loading conditions of a real test. The

80
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numerical model mesh is shown in Figure 4.1a. The mechanical response of this model was simulated using

Abaqus/Explicit to produce time-resolved full-field kinematic data. The temporally resolved fields were computed

in the region of interest that corresponds to the specimen surface framed in an actual experiment. The FE mesh

of the sample model has a length of 120 mm and diameter of 45.5 mm with the flattened surface geometry cor-

responding to the one used in the actual experiments. The FE kinematic fields were extracted at corresponding

nodal positions including the edges of the sample in the region of interest of length 120 mm and width 24 mm.

The mesh size was designed to provide the same number of data points that could be obtained experimentally

employing a grid method by considering a perfect grid of 1 mm pitch. In order to obtain corresponding numerically

simulated fields, the time increment was reduced to 1 ns, whereas the data were stored every 500 ns (200 steps over

100 µs) to simulate a 2 Mfps acquisition rate of a virtual camera allowing to having 500 iterations between every

two output step frames. This was chosen on the expense of the increased simulation time because it provides suffi-

cient stability of kinematic fields since any high frequency numerical noise can impact the identification procedure,

as it will be shown later on. The FE simulation details are summarized in Table 4.1. The mesh geometry was

chosen in order to obtain the field results independent of the mesh size i.e. the chosen elements were sufficiently

small, so that any further refinement would not result in notably different displacements. The loading boundary

condition was considered as a distributed pressure pulse with the temporal distribution obtained from an actual

experiment [Saletti and Forquin, 2015]. Rather than simulating the whole experimental set-up, the spalling sample

was modelled by directly applying the loading pulse on the bar–specimen interface based on the fact it has been

numerically shown that two approaches are fairly similar [Lu et al., 2013]. This is mainly due to the fact that the

dispersion effects of the smoothed wave travelling through small diameter bar (45 mm in this case and of 1.2 m in

length) are relatively small and can be considered as negligible. This pulse is characterized by an extremely short

overall loading time of about 60 µs and an increased rising time of 35 µs. The prolonged rising time is obtained

with a specially designed pulse-shaping technique that uses a hemi-spherical projectile to smooth the temporal

distribution of the pulse [Erzar and Forquin, 2010]. The amplitude of the pressure pulse used is shown in Figure

4.1b. The material parameters considered are those of an aluminium sample with perfect elastic behaviour. The

FE simulation details and the material parameters used are provided in Table 4.2.

Load surface 

(a) FE mesh of a spalling test with a flattened region of

interest.

(b) Amplitude of the experimental loading pulse.

Figure 4.1: 3D Numerical model used to generated perfect-elastic displacement fields.

In the VFM processing the axial stress field is assumed homogeneous in the cross-section which facilitates the

derivation of the Equation 2.22. 3D numerical simulations present a good tool to verify if, for the case of a

homogeneous elastic response, the stress at the surface is within close range to the averaged stress in the cross

section. Also, this allows estimating the eventual gap between axial stress level on the surface and that in the bulk.



CHAPTER 4. SIMULATED PHOTOMECHANICAL EXPERIMENTS 82

Mesh size (mm) 1

Element type C3D8R (reduced integration)

Inter-frame time (µs) 0.5

Time increment (ns) 1

Total time (µs) 100

Pressure pulse (MPa) 50

Simulated projectile speed (m/s) 7.5

Table 4.1: Details of the numerical simulation used to simulate elastic kinematic fields for numerical validation.

Material density(kg/m3) 2800

Elastic Young’s modulus (GPa) 78

Poisson coefficient 0.3

Plastic limit stress-at zero plastic strain (MPa) 450

Table 4.2: Details of the numerical model and material parameters used to simulate elastic response of aluminium.

Results of one elastic simulation are shown in Figure 4.2 in terms of axial stress, read out for all elements at 40 mm

from free end in their centroid integration point. Comparison between the volume average axial stress response

obtained in all the elements that constitute the cross-section and the surface is shown on Figure 4.2a. It can be

observed that the two plots are very close and they differ for only about 1% at the peak values. The variation

of all axial stresses in the cross-section can be represented by tracing the axial stress response for all elements as

presented in Figure 4.2b. In this case, the line color thickness can be regarded as the general variation of the axial

stress component in a given cross-section. It can be observed that the total variation of the axial stress in the

cross-section does not exceed 3%.

(a) Comparison of average axial stress in the cross-

section and on the sample surface.

(b) Variation of axial stress in a given cross-section.

Figure 4.2: Evaluation of the axial stress homogeneity conditions at 40 mm from free-end for a isotropic elastic

case.

Figure 4.3 presents the extracted full-field displacement, strain, acceleration and strain rate maps at 50 µs after

the loading, when high axial acceleration level is noticed. The simulated fields are obtained with 2 Mfps recording

speed. It can be seen that the maps are fairly smooth thanks to application of the smooth-step pulse and fixed

time increment. Little spatial high frequency content is present in the acceleration fields which could be due to the

fact that no additional damping was considered. The spatial patterns of these maps demonstrate the unidirectional

loading conditions of a spalling test since the simulation is performed with a 3D numerical model. Finally, it can

be seen that the levels of the axial acceleration is quite elevated, reaching values of about 3.5 x 105 m/s2.
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Figure 4.3: Maps of simulated full-field kinematic elastic measurements used for validation at 50 µs (2 Mfps

simulated acquisition speed).

4.1.2 Validation of the processing

4.1.2.1 Validation based on acceleration and deformation data

In order to validate the identification procedure based on purely VFM processing, the simulated acceleration and

strain fields were extracted from explicit FE computations. The fields of axial acceleration were read out from all

the nodes that constitute the sample flatten surface while the axial strains were obtained in the centroid element

points, thus needed to be interpolated to nodal positions. The direct treatment of the numerically simulated axial

acceleration fields skirts around the derivation procedure of the displacement data. This can be considered as a

reliable way to investigate the performance of the identification process. The full field strains and accelerations

in axial direction were then processed using the VFM in order to validate the identification of the global Young’s

modulus (Equation 2.22) and the load cell principle. As mentioned in Section 2.4.2, a choice of virtual fields needs

to be performed for the identification of the global stiffness. In the present case the virtual fields are expanded

from a 1st degree polynomial (linear) fit to the simulated displacement maps averaged in the vertical direction.

The virtual displacement along the contact edge was set to 0 as to cancel out the virtual work contribution of the

traction force in the weak form of the dynamic equilibrium equation. Therefore, the virtual fields satisfy the virtual
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boundary condition and the condition of kinematic admissibility since they are extracted from real simulated dis-

placement fields. Therefore, it is considered that no additional smoothing is present from the choice of the virtual

fields as well. The identified elastic global Young’s modulus and reconstructed stress-strain curve averaged on the

entire sample surface are shown in Figure 4.4.
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(a) Identified global Young’s modulus in case of linear

virtual fields (doted lines represent ± 3% of the refer-
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(b) Identified stress–strain response averaged on the en-

tire sample surface.

Figure 4.4: Validation of the VFM processing based on simulated acceleration and deformation data.

From the Figure 4.4a it can be observed that the identified values are well within the ± 3% of the reference value

with some exemption. Firstly, it can be observed that the evaluated Young’s modulus is low for the first several

identification points. This is because the values of strains and accelerations are low in the first several time steps of

loading stage as the wave has not fully propagated in the material. Next, slight oscillations are present during the

first 15 µs. This can be contributed to the fact that the simulation is driven with an amplitude obtained from a

real experimental pulse measurement. Finally, slight jumps are noticed at about 58 µs and 81 µs. This time frames

correspond to the instances of the reflection of the waves from the free end during which the acceleration values

are low and thus some computational instabilities are expected due to performing arithmetic operations with of

numbers that are close to zero. Nevertheless, when taking overall mean value without first 15 µs of the loading

the mean identified Young’s modulus is 78.07 GPa. This already validates the great performance of applying a

VFM processing acceleration and strain data even by using virtual fields expanded with a first order polynomial

fit. The reconstructed stress-strain response, where the stress and strain fields are averaged over the entire region

of interest, is presented in Figure 4.4b exhibits a satisfyingly linear response. The identified Young’s modulus in

this case, obtained by performing a linear regression of the reconstructed, is 77.36 GPa which is in the range of

0.8% of the reference value.

Sensitivity to noisy deformation data Thanks to computing the internal and external virtual work by intro-

ducing the simulated acceleration fields and deformation maps separately into the VFM processing algorithm, it is

possible to investigate the sensitivity of the processing method to noise present in one of the simulated measure-

ment data. Different noise sources affect experimental strain measurements that include both external factors (e.g.

coming from experimental environment) and the noise induced by the measurement systems (e.g. camera noise).

The superposition of all the noise sources is difficult to model. Generally, it’s a common practice to aproximate

it by using a statistical random distribution noise [Healey and Kondepudy, 1994], although it is worth mentioning

that some other ways of accounting for noise more closely resembles to experimental noise such as Poisson-Gaussian
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distributed noise [Reu, 2011b] or extreme value probability noise [Badaloni et al., 2015]. Here, as a first approxi-

mation, it will be considered that pure random noise is present in the actual full-field deformation measurements.

Whatever its origin, the noise represents a non-mechanical component that impacts the prediction of identified

parameters due to the sensitivity of the identification method. In order to validate the sensitivity of the technique

used to identify the global Young’s modulus, the numerically simulated maps were corrupted with a numerical

zero-mean random noise with increasing standard deviation. Assuming for the time being that the acceleration

measurements are obtained separately from strain measurements, only numerically simulated strain maps were

corrupted frame by frame with non-correlated noise multiplied with a positive value γ, also often referred to as

strain uncertainty measurement [Avril et al., 2004b]. The upper level of added noise was 30% of absolute maximum

axial strain. In this case, twenty values of γ have been tested, evenly distributed from 10−5 to 2x10−4. These values

are considered to be a usual range of uncertainties of optically measured full-field strain maps [Rastogy, 2000]. For

each level of added noise, 20 identifications have been made with 20 different noise copies as to account for the noise

randomness nature. The mean evaluated Young’s modulus over the entire sequence for all 20 identifications and for

different levels of input noise is shown on Figure 4.5. It can be seen that the average value of the identified stiffness

parameter does not depend on the magnitude of the input strain noise, which is a similar observation as in [Avril

et al., 2004b]. This further suggests that, if for any reason, the acceleration data obtained by optical measure-

ments systems are inexploitable, the strain data can still be used in the identification of global stiffness providing

that the acceleration measurements are obtained with a secondary technique (e.g. multi probe laser-interferometry).
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Figure 4.5: Sensitivity of identified stiffness to noisy strain fields: Mean Young’s modulus over whole acquisition

identified for several standard deviations of input noise.

4.1.2.2 Validation based on displacement data

The main aim of this work is to use ultra-high speed photography in order to apply full field measurement tech-

niques in a spalling experiment. In that way, all the necessary information are photo-mechanically embedded in

the recorded image sequences and in principle no additional measurement systems are needed. In that case, the

actual measured quantities of an experiment are the displacement maps, obtained via a full-field measurement

technique. These displacement maps are then processed by performing the second degree temporal derivation of

the displacement fields in order to obtain necessary acceleration maps and spatial derivative to obtain the strain

fields. The accelerations data can be derived by employing a temporal sliding window over which a polynomial

fitting is performed-SG procedure [Savitzky and Golay, 1964]. In principle, with SG procedure the global Young’s
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modulus is not identified in the first several points that correspond to the half of the temporal smoothing kernel.

Although some solutions to determine weights at all positions exist [Gorry, 1990]. During a spalling experiment,

sample is first subjected to an initial compressive loading stage. During this stage, the material behaviour is ex-

pected to be linearly elastic and so finally the loss of several initial points does not impair the overall identification

process. Therefore, from the above it can be considered that processing the numerically obtained displacement

fields provides an identification methodology closer to the actual experimental one.

The simulated elastic displacement fields were extracted at nodal points that constitute the region of interest and

would correspond to the experimentally observed sample surface framed by the camera (as in previous case). The

selected virtual fields are obtained from a first-degree polynomial fit to the displacement maps averaged in vertical

direction (linear fields). Therefore, again it is considered that no additional smoothing is present from the choice of

these special virtual fields. The temporal derivation of the displacement fields is presently achieved by employing

temporal filtering of the signal using a second-order polynomial over a span of 7 simulated frames. A small-order

polynomial fit is applied to decrease signal-to-noise ratio and evaluate the derivation in the centre of the subset.

This type of temporal data processing was adopted from this point onward. The strain fields are then derived

with the same procedure as when experimental data are treated. A local fit of the weighted second-order poly-

nomial is performed on a span radius of eight displacement points, using a diffuse approximation approach [Avril

et al., 2008b, Avril et al., 2012]. The identified elastic Young’s modulus and reconstructed stress–strain curve aver-

aged over the entire sample surface obtained with VFM of the simulated displacement data are shown in Figure 4.6.
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(a) Identified global Young’s modulus in case of linear
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(b) Identified stress–strain response averaged on the en-

tire sample surface.

Figure 4.6: Validation of the VFM processing based on simulated displacement data (second-order polynomial

reconstruction of acceleration over seven temporal displacement points and eight point strain differentiation).

The mean evaluated Young’s modulus is 77.72 GPa which is within 0.3% of the reference value of 78 GPa. This

again validates a very good performance of applying the VFM and processing directly the displacement data.

Smaller instabilities are observed again at 58 and 81 µs corresponding to times when the reflection of the compres-

sive stress to tensile stress takes place at the sample’s free-end surface. The value of Young’s modulus obtained by

linear regression analysis of the average stress–strain response is 77.28 GPa which again is in the range of 0.8% of

the reference value. This further illustrates the benefit of using the load cells for stress reconstruction, in this par-

ticular processing situation in which stress–strain curves can be reconstructed without the choice of specific virtual

fields rather by simply applying the kinematic rigid virtual field. It has to be pointed out that the experimental

benefit of this procedure where the displacement data are directly measured is that no external force measurement
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is needed. Figure 4.7 illustrates the reconstructed space–time stress field along the sample throughout the loading

where it can be observed that the free-end condition boundary is satisfied. Moreover, this verifies the method of

diffuse approximation for strain derivation as well as the method used for reconstruction of acceleration fields when

exact displacement fields are processed. Finally, displacement fields obtained experimentally are never exact, and

this can introduce an increased numerical noise that is discussed in the following.

Figure 4.7: Reconstructed stress field when numerically simulated displacement fields are processed with second-

order polynomial fit over seven temporal displacement points.

Sensitivity to noisy displacements Different noise sources can arise during the data acquisition process. Addi-

tionally, the treatment of experimental measurements (i.e. numerical derivation) can also amplify the measurement

errors. This means that two identically performed measurements can provide different results. Therefore, it is first

necessary to examine the sensitivity of the identification method when the noise is present in both acceleration and

strain data which propagated from the measured displacements. This can be investigated by directly corrupting

the numerically simulated displacement fields. The displacements are extracted at nodal points that constitute the

FE mesh of observed region in the numerical model. The numerically simulated displacement maps are corrupted

with noise of an increasing standard deviation. For the simplicity, noise was simulated as a standard random white

zero-mean noise, that is added to computed field data. The noise was considered as zero-mean noise in space and

was added to the displacement maps frame by frame, multiplied with a positive value γd which is also considered

as displacement uncertainty measurement. The noise was considered to be uncorrelated, varying at each time

step. Only longitudinal displacement field was considered to be affected by noise. One case of noise magnitude

will be presented here. The level of added noise was 1% of the final measured axial displacement that is 0.2 mm.

The noisy displacement fields were then processed with standard tools. The reconstruction of acceleration field

is provided by fitting a second-order polynomial over a temporal window of seven displacement data points, and

a linear fit is used to expand the virtual fields, whereas the strain field is obtained with approximate diffusion

algorithm on eight points. The identified Young’s modulus is shown in Figure 4.9a. What can be observed is that

even with low variance of added white noise, the stiffness identification procedure exhibits substantial temporal

oscillations. During the first 20 µs, it seems to be impossible to identify the correct value of Young’s modulus,

whereas during the final 80 µs, the mean identified Young’s modulus is 77.91 GPa, but still exhibiting noteworthy

temporal fluctuations. Figure 4.8b shows the reconstructed stress–strain response averaged over the entire region

of interest. Again, certain oscillations can be observed, although less pronounced than in the identified Young’s
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modulus. Additionally, a linear response is observed with the stress-strain response, and the value of the Young’s

modulus obtained from linear regression of the reconstructed stress–strain curve is 77.35 GPa. It was expected that

the mean stiffness values identified in both cases are close to the reference since the zero-mean noise was added

with the aim to not introducing any offset errors. Finally, it seems that the identification procedure exhibits high

sensitivity to noisy displacements. However, this was expected due to the fact that the noise in that case affects

both strain and acceleration fields.
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(a) Identified global Young’s modulus.
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(b) Identified stress–strain response averaged on the en-

tire sample surface.

Figure 4.8: Results of processing displacement field corrupted with zero-mean random noise with standard deviation

equal to 1% of final overall displacement (γd = 2 µm ).

Effect of the choice of virtual fields The choice of virtual fields may play an importnat role in accurate extrac-

tion of the constitutive parameters especially when the measured data is noisy [Pierron and Grédiac, 2000, Avril

et al., 2004b, Grédiac et al., 2008]. Methods to select the so-called optimal virtual fields that minimize the effect of

noisy data have been proposed in the literature, since the choice of virtual fields can help with filtering out some

spatial measurement noise [Toussaint et al., 2006, Avril et al., 2008b]. These fields have also been extended for

identification of stiffness parameters with dynamic applications to composite and rubber materials [Zhu, 2015, Yoon

et al., 2015] and were also extended to non-linear identification problems [Marek et al., 2017]. Furthermore, it has

become a common practice to test several options and to verify the choice of virtual fields on simulated data that

is corrupted with a controlled magnitude of added noise [Zhang et al., 2016, Yoon and Siviour, 2017]. On the other

hand, this type of virtual fields does not deal with the temporal noise component directly in the case time evolving

measurements.

One simple way of dealing with time evolving measurements is to deduce virtual fields from the measured displace-

ments by direct fitting of polynomials onto measured displacements. Due to the uniaxial nature of the spalling test

it can be assumed that the virtual fields depend only on the axial direction. Furthermore, to introduce additional

smoothing that would facilitate the identification, the measured data can be averaged in vertical direction and

the fit can be performed on one ’line’ of data. Then, the virtual fields can be expanded back from the obtained

fitting [Pierron and Forquin, 2012b]. This technique has been adopted generally in treating experimental results by

performing a polynomial fit of 8th degree. Here, some additional methods to fit the virtual fields will be examined

and compared by processing noise corrupted displacement data obtained with FEM. The simulated elastic dis-

placement fields were obtained with the numerical model described in Section 4.1.1. The noise was assumed to be

zero-mean and non-correlated random noise of a standard deviation γd = 5.15 µm that is generated and assigned

frame-by-frame to each of the simulated displacement frames. This noise magnitude corresponds to the mean value
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of displacement measurement noise in both directions when the Shimadzu HPV-1 camera is used to frame a 1 mm

pitch grid glued onto a sample surface (Section 4.1.1). The results regarding the identified global Young’s modulus

is shown in Figure 4.9b. Although the choice of virtual fields does not play a role in load cell measurement, the

identified stress-strain response is presented as well (Figure 4.9b). The processing was carried with similar param-

eters as those used in the processing of real experimental measurements. Namely, the virtual fields are obtained

from 8th degree polynomial expansion. The virtual displacements must be continuous, differentiable and meet the

prescribed boundary conditions. Hence, the condition of zero displacement was added to the virtual field maps on

the side opposite to free-end as to cancel the contribution of the traction force. The acceleration data was derived

by fitting 2nd order polynomial onto a window of 11 points and the strains are derived with 2nd order polynomial

fit over 8 time points of axial displacement using the diffuse approach.

Time(µs)
0 20 40 60 80

Y
ou

ng
 m

od
ul

us
 (

G
Pa

)

0

20

40

60

80

100

Noisy (γ
d
=5.15 µm)

Reference

(a) Identified global Young’s modulus.

Strain (mǫ)
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

St
re

ss
(M

Pa
)

-50

-40

-30

-20

-10

0

10

20

30

40

50

(b) Identified stress–strain response averaged on the en-

tire sample surface.

Figure 4.9: Results of processing noisy displacement field corrupted with zero-mean random noise (γd = 5.15µm).

Aside performing a polynomial fit to expand the virtual fields, special polynomials (cubic Splines) can also be

used since it is expected that they would provide better low pass filtering of the noise content. Since the noise

is present also in the vertical direction, the fit can be performed in two directions and the virtual field maps can

be obtained directly. The performance of these three selections of virtual fields on the identification of the global

Young’s modulus is examined in Figure 4.10. As it can be seen from the plot, the identified result remains noisy

in all situations. Hence, it is difficult to pin-point which method provides better performance in this situation.

4.1.2.3 Effect of simulated acquisition speed

Dynamic tensile fracturing of concrete is closely related to the nucleation and propagation of cracks associated with

unstable crack growth [Forquin and Hild, 2010]. Additionally, dynamic tensile fracturing increases the crack speed

under dynamic loadings to about 0.20–0.30 of the Rayleigh wave speed [Curbach and Eibl, 1990, Forquin, 2012].

This high crack propagation speed of one or several tensile cracks propagating simultaneously, results in a failure

process that lasts only a few microseconds. This makes this process difficult to record by obtaining a sufficient

number of measurement points that well captures the phenomena. Consequently, the images have to be grabbed

at very low inter-frame times which are considered in the range of ultra-high speed imaging [Honour, 2009]. Here

the focus is on identification of purely elastic response since the temporal resolution also plays a role in capturing

the elastic wave propagation. To demonstrate this, the explicit FE model was used to simulate several recording

speeds of a hypothetical camera, simply by changing the data output frequency so as to match the inter-frame time

of a real acquisition system. The simulated acquisition speeds were in the range of currently available ultra-high



CHAPTER 4. SIMULATED PHOTOMECHANICAL EXPERIMENTS 90

Time(µs)
0 10 20 30 40 50 60 70 80 90

Y
ou

ng
 m

od
ul

us
 (

G
Pa

)

0

20

40

60

80

100

poly deg8
Reference
2d spline
avg spline

Figure 4.10: Effect of choosing cubic spline fitting for deriving a set of virtual fields in the identification of the

global stiffness response.

speed cameras, namely 5 Mfps, 2 Mfps, 1 Mfps, 500 kfps and 100 kfps. The obtained elastic displacement fields

were directly implemented in the VFM processor. The identified global Young’s modulus and the mean values with

corresponding standard deviation are presented in Figure 4.11a,b. The temporal discretization of the axial stress

averaged on the entire observation surface is presented in Figure 4.11c. In all cases, a linear curve fit was used to ex-

pand the virtual fields and the derivation of a second-order polynomial fit was used to obtain the acceleration fields.

The simulation results indicate that an optimal identification is obtained for a temporal resolution higher than

500 kfps since it provides more reliable values of material stiffness. This is mainly due to the fact that higher the

acquisition speed, the larger the number of useful frames are obtained which finally results in a better temporal

discretisation of the elastic wave propagation phenomena. Nevertheless, in the case of a spalling test, the highest

frame rate is not always considered as the best solution owing to the limitation of the number of images obtained

during one shot with a real ultra-high speed camera (180 images with a Kirana model or 128 with an HPV-X2).

Extremely high frame rate would drastically decrease the actual measurement time with increasing the triggering

difficulty and making impossible to have images for both the compression and tension phases of the test in one

recorded sequence. Indeed, it is quite useful to capture the material behaviour in the compressive stage for test

validation since the sample is assumed to be loaded elastically in this part of the test. Recording the compressive

loading phase enables one to determine the elastic dynamic Young’s modulus of the sample along with verifying

that no compressive damage is introduced in the sample. Taking into account the usable number of frames from

a specific sequence at a given frame rate with the respect of quality of temporal description of the whole test, the

measurement time indeed needs to be considered, and it seems to lie between 1 Mfps and 2 Mfps. Therefore, in

this study, the simulated acquisition speed of 2 Mfps was mostly used, which appears to be most optimal for this

type of experiment.

4.2 Simulation of the entire measurement chain

4.2.1 Introduction

Identification strategies based on the use of full-field measurements are more and more used within the experimental

mechanics community and are also slowly transcending into industrial applications. Performing full-field measure-
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Figure 4.11: Effect of simulated camera frame rate on the identification of material elastic stiffness.
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ments adds on one more extra step in the entire identification methodology and as such can introduce new sources

of measurement uncertainties. These can vary from the uncertainties that are induced by the experimental set-up

up-to the measurement uncertainness due to complex optical measurement systems (e.g noise of an UHS camera).

Therefore, supplementary steps need to be taken as to first understand the uncertainties of these measurement

methods and how errors can propagate to the identification results. Analysis of synthetic images generated through

performing either controlled shift of a reference image by a fixed displacement value or constantly evolving displace-

ment, is a widely adopted method to examine and benchmark the accuracy of the used full field technique (as in e.g.

[Schreier and Sutton, 2002, Bornert et al., 2009, Roux et al., 2009, Reu, 2011b, Badulescu et al., 2013]). Although

extremely useful for investigating the metrological accuracy of specific methods, these images often do not take

the entire measurement chain involved in the real experimental environment. Furthermore, the material response

that is embedded in the images is often limited to an elastic behaviour or a rigid body displacement. Synthetic

image generation based on FE formulation can present one such method of simulating entire identification chain

with virtually any kind of material response, where the a priori known material behaviour is directly embedded

in the images [Lava et al., 2009, Lava et al., 2010]. Then, various experimental effects can be taken into account

and investigated, providing suggestions on how to perform experiments with full-field measurements by minimising

possible sources of errors [Badaloni et al., 2015]. One such image generator has been developed in [Balcaen et al.,

2017b] and employed for investigating various errors that can arise during stereo-DIC calibration [Balcaen et al.,

2017a] or more specificity due to camera rotation induced by experimental vibrations [Balcaen et al., 2018] or

out-of-the-plane motion [Yasmeen et al., 2018]. Furthermore, with full-field measurements, experimental set-ups

become more complex and optimisation and design based just on FE simulations becomes insufficient. Simulating

an entire identification chain based on FE formulations can also provide good way of designing an photomechanical

test which can maximise the identification of the sought material quantities [Gu and Pierron, 2016, Wang et al.,

2016]. All of the above cited works mainly use the simulated imaging for investigating error propagation in the

identification of elastic material response under quasi static loaded conditions, relying mainly on the generation of

one (or a few) deformed images.

In the following, a synthetic image simulator based on explicit FE formulations able to generate a sequence of images

of a deforming sample in a spalling test will be presented. A numerical procedure was developed to simulate the

entire chain of measurement, starting from the generation of synthetic grid image sequence up-to the identification

of the material dynamic response. The spalling experiment uses the grid method and ultra-high speed photography

to get the displacement data and the VFM to identify the material response. A flow chart outlining the simulation

steps is provided in Figure 4.12. It illustrates how various experimental factors can be accounted for, that occur

during the experimental procedure. First, an explicit three-dimensional FE model of a spalling sample with the

corresponding specimen geometry and loading conditions of a real test (as described in Section 4.1.1) is used to

produce the time resolved displacement maps. The displacement fields were computed in the region of interest

that corresponds to the specimen surface framed by the camera in an actual experiment. Next, a reference grid

image is generated and sequences of deformed synthetic grid images are obtained by imposing the corresponding

displacement fields on the reference image. The material parameters input in the FE simulations serve as a good

reference to evaluate the performance of the experimental processing. Therefore, these synthetic images can be

processed as real ones and the identification error can be evaluated by simply comparing the identified stiffness

parameters with the reference values. This methodology proves to be useful in evaluating the performance of the

experimental processing and providing suggestions on how to perform experiments in a better way.

The procedure used for image deformation represents a critical stage in the simulation process due to the fact that

no numerical method is completely error-free and in particular FE displacement fields have to be interpolated onto

imaginary pixel positions as discussed in [Reu, 2011b, Rossi and Pierron, 2012]. This step can introduce numerical

errors that additionally influence the error of the material parameters extracted with the identification procedure
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and as such cannot be completely avoided especially in an ultimate error calculation regime [Bornert et al., 2012].

However, although these systematic errors exist (because of the interpolation) they are often much smaller than

the uncertainty of the sought measurement and the identified material parameter. Here, sequences of deformed

images were obtained starting from a reference grid image simulating an acquisition of an ultra-high speed camera.

The reference grid image is obtained from an analytical description of a periodical grey-level function using a

pixel super-sampling technique and down sampled to the desired resolution. This technique can help to reduce

interpolation errors [Wang et al., 2016]. Then, interpolated displacement fields are used to deform the reference

image using a cubic spline interpolation function with an image projection algorithm. Finally, the synthetic image

sequences obtained from the simulation are treated as experimental images to obtain the acceleration data and

material stiffness parameters which are compared to their reference values.
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Material stiffness 
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Figure 4.12: Flow chart of the spalling identification simulator.

4.2.2 Generation of a synthetic grid image

In order to create deformed images, one needs to start with a reference image. While generation of a synthetic

speckle image used in digital image correlation requires a state-of-the-art knowledge (e.g [Bomarito et al., 2017,

Crammond et al., 2013, Lecompte et al., 2006, Orteu et al., 2006]) since it can dictate the method’s accuracy,

creating a synthetic gridded pattern is a fairly straight forward task that is derived from its analytical description.

In a photographical experimental setup that involves framing a grid pattern, it is possible to perfectly align the
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imaged grid with the pixel grid of the camera, then a grid image can be modeled as a 2-d pseudo-periodic function

[Badulescu et al., 2009a, Badulescu et al., 2013, Sur and Grédiac, 2015, Sur et al., 2016]. Indeed, a pseudo-periodical

function better describes a realistic grid pattern which can contain defects caused by, for example, limitations in

printing technology [Badulescu et al., 2009b] and/or camera noise [Grédiac et al., 2016]. However, in this work a

perfect sinusoidal description of a grid was considered in order to facilitate the investigation of the applied method.

The synthetic grid images were recreated by following the procedure proposed in [Rossi and Pierron, 2012]. The

analytical description of a periodical black and white line profile which can be defined as a continuous function of

grey level intensity variation I(R) on the imaged material point whose position is described by the vector R(x, y)

that is expressed in global coordinate system. The dynamic range of a camera is simulated by considering that

the white parts of the grid pattern are close to the saturation limit. Then, a reference image of a grid, before the

sample experiences deformation, can be described with the following two-dimensional periodical function:

I(R) = bI0[1 + γ(cos(2πx.ω) + cos(2πy.ω)− |cos(2πx.ω)− cos(2πy.ω)|)]c (4.1)

where I0 > 0 is the average field illumination that can be varied in order to simulate camera dynamic range, in

other words I0 = 2n where n characterizes the image bit depth (e.g 8, 10, 16 etc.); γ ∈ [0, 1] is the image contrast

that controls the visibility of the oscillatory pattern; ω is the spatial frequency of the periodical grid pattern (i.e.

ω = 1/p where p is the pitch of the grid in pixels); b•c represent the Iverson’s floor function1 brackets and | • |
denotes the absolute value.

In a CCD camera, an image is captured by registering the amount of light that is projected through a camera

lens onto a photosensitive pixel region embedded on the camera sensor, where it is then transferred and stored as

electrical charge. Therefore, every pixel of the recorded image corresponds to a specific domain on the CCD sensor

of the camera. Considering a pixel as a material point M , a physical surface AM can be defined as the portion of

the image captured by that pixel in a finite domain of the CCD sensor. Then, the integer value stored in M is

then taken as the average light intensity inside the surface AM . This surface represents the photosensitive part of

the pixel and can be varied in order to take into account non-uniform camera fill factor. In this work, only 100%

fill factor is considered. Assuming that all the light intensity which reaches the sensor is captured (i.e. no light

scattering), the digital value of a one pixel can be computed as:

P (M) =
⌊ 1

AM

∫
AM

I(R)dS
⌋

(4.2)

The super-sampling technique evaluates the analytical function I(R) on the surface AM inside one simulated pixel,

assuming that the domain can be discretised into a sufficient number of points. Then the image quantization on a

pixel level can be approximated as:

P (M) ≈
⌊ 1

NxNy

Nx∑
i=1

Ny∑
j=1

Ii,j(R)
⌋

(4.3)

where Nx and Ny represent the number of super-sample points with respect to two axis. The generation process

of the reference grid image through the proposed image quantization, starting from the analytical description is

shown in Figure 4.13.

After obtaining the reference image, a sequence of deformed images is generated by projecting the reference image

over a mesh of imaginary pixels previously deformed with FE displacements. This procedure requires several

interpolation steps so that the simulated material response can be embedded into fictive pixel positions through

their grey level change. The procedure adopted for image deformation is a crucial part in the simulation process

as it will undoubtedly introduce systematic errors. These errors can be mainly attributed to the algorithm used to

interpolate the grey-level values on a subpixel level that can cause identification errors [Reu, 2011b]. These will be

1Note that the floor function is used rather then nearest integer function in order to avoid over-saturation values [Kim, 2008]
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Figure 4.13: Simulated image quantization of the reference synthetic grid image with 1 mm pitch, obtained with

10x10 pix super-samples (N=9 pix/period)–Left : Analytical function; Right : Synthetic grid.

further discussed in Section 4.2.3. In principle, two interpolation procedures are needed before image deformation,

one to obtain the displacement maps on a regular mesh-grid and second to interpolate the obtained displacement

maps onto fictive pixel positions. Here, the first step is avoided by already generating a regular mesh of finite

elements in the numerical model which corresponds to the grid pitch of the desired synthetic grid image (e.g

p = 1 mm). A first step is to interpolate the displacement maps onto the mesh-grid which represents position of

fictive pixels U(ui, vj), given a fixed grid pitch pixel sampling. Already here, some interpolation problems can be

experienced at the edges which can be approximated by extrapolating the fictive mesh for one row of fictive pixels

and then cutting it back down to the desired frame size. After down-sampling the expanded image, a reference

grid image P (i, j) is obtained where i, j correspond to fictive pixel coordinates. Finally, the reference image is

interpolated at each simulated frame at new pixel locations P ′(i + ui, j + uj) providing a sequence of deformed

images. It is necessary to mention here that the choice of the super-samples can be beneficial for reducing the

systematic errors caused by interpolation. Furthermore, as indicated in [Rossi et al., 2015], deforming directly the

super-sample image can further aid in error reduction. But both these steps can also increase the time needed to

generate one sequence. For example, considering that a surface of 45x120 mm with 1 mm pitch grid is framed

with 9 pixels per period for an image sequence consisting of 180 frames with 16 bit dynamic encoding: using 5x5

pix super-samples and deforming the down-sampled grid, the sequence will be generated within 120s, on the other

hand using the 10x10 super-samples the sequence will be generated within 1980s (standard laptop machine: Intel

i7-3630 QM 2.40GHz, not parallelized). However, it is advised to use larger super-samples in order to reduce the

unwanted bias. This overall numerical simulation procedure allows the investigation of many different sources of

errors individually and how they can propagate through the identification chain.

4.2.3 Limitations of the present simulation method

Before proceeding to the application of the proposed simulation algorithm for virtually reproducing dynamic pho-

tomechanical spalling tests, some limitations of the current simulator that uses image projection technique need to

be firmly stated.

The first limitation is that in the current simulation procedure the FE mesh is required to be a equispaced struc-

tured mesh of quadratic 4-node elements whose distance is equal (or proportional) to the pitch of the desired grid

pattern that is to be simulated. Second, since the spalling test relies on the propagation of a uniaxial stress wave,

it is fair to choose the global coordinate system so that its unitary vectors are same as for a local coordinate system
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of any non-deformed finite element constituting the observed sample surface. Assuming that only uniaxial defor-

mation occurs within small displacements theory, the fictive pixel positions in the global coordinate system can be

obtained by directly mapping (i.e. interpolating) them from the global coordinates that are read out from the FE

model for each node and at each simulated frame. This presently limits the simulation procedure to only this type

of loading conditions and mesh structure. In principle, for a more general case, a mapping between local and global

coordinates should be used as described in [Balcaen et al., 2017a], which is considered as future perspective. Next,

the deformed images are created by a simple projection of the reference image onto the subsequently deformed

mesh-grid of fictive pixel positions using cubic spline interpolants. This will inevitably introduce systematic errors

due to the interpolation of grey level values onto non-integer positions. It is worth mentioning that the same

procedure has been used by some authors [Wang et al., 2016, Gu and Pierron, 2016, Seghir and Pierron, 2017].

One way of ensuring that minimal errors are introduced, is to generate a super-sample image, since it can improve

the accuracy of the simulation method [Wang et al., 2015]. The super-sample image then also can account for the

fictive size of a photosensitive pixel area on which an average of grey level values is computed. This procedure is

the procedure employed in this work always assuming a 100% fill-factor of the virtual camera. The errors can be

further reduced by directly deforming the super-sample image, however in this work the down sampled images are

deformed in order to reduce the computation time since the set of scripts within the procedure are not-optimized.

On the other hand, another more reliable way to reduce interpolation errors, is to ensure that each pixel remains

within the deformed finite element mesh by performing a check based back- and forth- inverse mapping from global

to local system which in turn could cancel the introduced interpolation errors [Balcaen et al., 2017b] and can be

combined with the super-sampling method. This is also a perspective for future work since it would allow much

more reliable generation of images.

Although the above mentioned shortcomings do exist, it is necessary to say that in this work the images are

generated with the aim to primarily validate the identification method and investigate a possible impact of various

error sources individually, but it is however not the purpose (yet) to generate absolute ground-truth images.

Furthermore, it will be shown that (most) errors which occur in real experimental conditions can be (often) of one

order magnitude higher than those that can be introduced by the numerical procedure of image deformation itself.

4.2.4 Accuracy of the simulation procedure

Following the statements made previously, it is essential to investigate errors that will be introduced by the proce-

dure defining the simulation algorithm and as such will affect its accuracy on the identification of sought material

parameters. As a first benchmark, an elastic spalling experiment is simulated considering an aluminium sample.

The explicit numerical simulations are carried out with the 3D model of a spall sample presented in 4.1.1. The

material parameters are given in Table 4.2. Then, an ideal (almost-sinusoidal) reference grid image is generated

which assumes perfect imaging conditions (ideal camera with no noise, even lighting, the entire sample in field

of view). The parameters used for these photographical settings are given in Table 4.3. Then, a sequence of 200

images is generated using the interpolation of the reference image onto subsequently deformed mesh-grid using

cubic-spline interpolation. The generated sequence is treated using the grid method with a triangular convolution

kernel of 2N-1 size (where N is number of pixel per period). No smoothing, nor masking, of the zones of poor

contrast is used. The displacement maps were then obtained by computing the phase change between the reference

image (here taken as img-000.tif) and the deformed images.

The first estimate of the accuracy can be investigated by computing the mean difference of the measured and

imposed axial displacements for each simulated frame, which is shown in Figure 4.14 and represents the evolution

of the mean absolute error obtained as:

εabs = M [UFE(x, y)− UG(x, y)] (4.4)

where the εabs is the absolute error of one simulated frame, M [•] denotes the mean operator, and UFE(x, y) and
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Parameter Value

Grid pitch 1 mm

Pixel sampling 9 pix

Camera pixel count 1089x216 pix

Frame rate 2 Mfps

Dynamic range 16 bit

Super-sample 10x10 pix

FFT blur 1 pix

Illumination 54%

Interpolation cubic-Spline

Table 4.3: Settings of the perfect photographical conditions for accuracy evaluation.
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Figure 4.14: Mean difference of the measured and imposed axial displacement obtained by treating perfect grid

images from the simulator. (Settings in Table 4.3)
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UG(x, y) denote the axial displacement map from FE computations and that obtained using the grid method from

simulated images. From the Figure 4.14, it can be seen that the systematic error propagates through the system,

from one frame to the next one. It reaches a maximal value of 2 µm at about 60 µs. Although this time interval

corresponds to approximately the time the tensile wave needs to emerge, which is of measurement interest, the

error can be adopted as reasonably small. In order to compute the relative error, attention needs to be made in

the first several 20 µs due to possible presence of infinite values which come from the point-by-point division of

the measured and imposed displacement fields, where the local values can be equal to (or quite close to) null. For

this reason, first the relative error for the axial displacement component can be computed over each frame. Then

the systematic error introduced by the simulator can be taken as the median value in space and time [Seghir and

Pierron, 2017], since it is less sensitive to outliers. The defined systematic error is then computed as:

εsys = M
[UFE(x, y)− UG(x, y)

UFE(x, y)

]
(4.5)

where the εsys is the relative error of one simulated frame, M [•] denotes the mean operator, and UFE(x, y) and

UG(x, y) denote the axial displacement map from FE computations and that obtained using the grid method from

simulated images. Having computed the mean relative error, a median relative error can be obtained considering

frames starting from 20 µs. This error can vary depending on which interpolation technique is used. Several tests

were performed with various interpolation methods that are native for the MatlabR© environment and implemented

through the interp2 function, the obtained results are presented in the Table 4.4.

Interpolation εsys (%)

Linear 1.71

Cubic 1.70

Cubic-Spline 2.16

Table 4.4: Overall mean relative error made on the axial displacement from simulated images based on the inter-

polation technique used to deform the images. (considered frames after 20 µm)

Although it can be observed that in principle smaller error is introduced with linear (or cubic) interpolation method,

finally the cubic-spline was chosen since it was observed that linear and cubic interpolation exhibit instabilities

when wave reflection takes place and when the acceleration drops (Section 4.3.1). Finally, the results obtained

on the relative error to some extent verify the correct working of the image generation since the obtained errors

appear to be much smaller than what one usually gets in a real experiment.

4.2.5 Validation of the simulated identification chain

In order to verify the process of generating deformed image sequences, the whole process of identification was

applied on a image data set assuming perfect photographical conditions and simulating a case of an acquisition at

2 Mfps with a 16 bit dynamic range. The identified results with respect to the global Young’s modulus and the

reconstructed stress-strain response are presented in Figure 4.15. The mean evaluated Young’s modulus is 77.79

GPa which is within 0.3% of the reference value of 78 GPa. The stiffness value obtained performing the linear

regression of the reconstructed stress-strain curve is 77.42 GPa with a standard error of 0.087 GPa. This can be

considered as the ground validation of the simulated image deformation process.

Although the accuracy of the image simulator is roughly below 1% (which can be considered acceptable), here

it should be noted that that the identified values from linear regression are systematically lower than the refer-

ence value. One reason for this can be the approximation performed in image generation procedure regarding the
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Figure 4.15: Results of processing synthetic grid image sequence assuming ideal photo-graphical settings.

edge treatment. As mentioned previously, a slightly larger (for one row of super-sized pixel) image is generated

compared to the desired super-sampled one. Then, this image is physically cropped down to the desired pixel

count of the simulated super-sampled image which is then down-sampled. Another reason can be the use of diffuse

approximation approach for derivation of strain date which does not allow the values to be evaluated precisely on

the free-end. Both of these shortcomings result in the fact that the true boundary condition of the free-end is not

absolutely positioned at the end of the simulated sample edge, but rather slightly within the sample.

4.3 Numerical effects in the proposed synthetic image generation pro-

cedure

The approximations under which the synthetic deformed images are generated can result in the evaluation of the

errors which are not necessarily representative of the identification methodology in question [Bornert et al., 2012].

It is therefore important to create images which can reproduce the real physical process and not introduce (or as

least as possible) unwanted numerical bias.

In the currently proposed simulator, the approximations due to the quantization which occurs at the pixel level as

well as image interpolation method used to obtain the grey level values at deformed pixel positions, influence the

phase detection and consequently can introduce a unwanted bias that can affect measurement precision. Further-

more, the accuracy of the simulated displacement data that are obtained with explicit FE simulations also directly

affects the temporal measurement accuracy since vibrations can be experienced. To have an idea of such effects

simulations of the entire identification have been conducted considering several possible sources of numerical errors

such as: stability of the simulated displacements, interpolation function used to deform the images and the number

of re-sampling points inside one dedicated pixel points used to simulate quantization over one photosensitive area

of a pixel.

4.3.1 Effect of interpolation method for image deformation

The choice of the interpolation functions directly affects the systematic errors that are introduced in the synthetic

images through the generation of deformed images based on FE displacement fields. In Section 4.2.4 it was ob-

served that a relative error between the displacements obtained from the synthetic data sets and the ones imported

from FE simulation is smaller for the case of linear interpolation. Here, this is explored by performing a full ma-
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terial identification from the synthetic images by treating them with standard procedure. Two sets of images are

considered, obtained by the projection of the same reference grid image (Table 4.3) onto the deformed mesh-grid

using linear and cubic spline interpolation method. The elastic displacement fields were extracted from an explicit

FE simulation described in Section 4.1.1. Then, these images are treated using the same processing parameters

(Table 4.5). The reconstructed stress-strain curves obtained for the two cases of synthetic image sets are presented

in Figure 4.16. The material identification of the global stiffness and the axial stress response is obtained by

using the VFM. Finally, having access to all these information, a directly identified stress-strain response can be

reconstructed at any sample cross-section. From the results, it was observed that in case of linear interpolation

the identified response deviates from the expected elastic response when the wave reflection takes place. This

occurrence could be caused by the fact that the acceleration levels drastically decrease at a given moment and

can be tied to the issue of interpolation of very small numbers. Similar result was observed for the case of cubic

interpolation method. On the other hand, such instabilities are not observed with the cubic-spline interpolation

method. For this reason, the cubic-spline interpolation was chosen to deform the synthetic image data sets in this

work although investigation related to the order of the spline used, remains a perspective.
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Figure 4.16: Reconstructed stress-strain response at 40 mm from sample free-end (Virtual gauge size 20 points)

from two synthetic images sets obtained with linear and cubic-spline interpolation procedure.

Strains

derivation method Diffuse approximation

radius 8 pixels

polynomial order 2

Accelerations

smoothing method Savitzky-Golay filter

polynomial order 2

time points 9

Table 4.5: Overall mean relative error made on the axial displacement from simulated images based on the inter-

polation technique used to deform the images. (considered frames after 20 µm)
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4.3.2 Effect of numerical noise on the generation of synthetic images

The simulated displacement fields obtained from a simulation of a spalling experiment that are later on used to

generate the deformed images are obtained from conducting an Explicit FE analysis of the problem. In such anal-

ysis the equilibrium is not strictly imposed but it is rather the smallness of the time increment that ensures the

convergence towards the correct result. Abaqus/Explicit provides the option of the automatic calculation of the

time increment and the user defined time increment. In the automatic option the increment is obtained based on

two criteria. One is the propagation of the wave through the smallest finite element, calculated element-by-element.

Second is based on the highest global mode frequency of the system. With the automatic option the initial guess

always starts with element-by-element estimation method. However, this means that the time increment is not

necessarily constant through the entire simulation time. This will introduce slight high-frequency numerical noise

in the simulated results regarding nodal displacements. It is worth pointing out that such numerical high-frequency

content present in the simulated displacement fields will deteriorate the material identification procedure and image

generation procedure since the effect of the noise effect will be enhanced due to the second order numerical deriva-

tion of displacement fields in order to obtain the desired acceleration fields. For this reason it is imperative that

the numerical increment is fixed and chosen to be small enough in order to ensure the stability of the computed

displacement fields.

As an example a demonstration will follow. In this work, the numerical model of a spalling test presented in

4.1.1 is used to provide the simulated displacement fields. In case of the elastic material model, the initial time

increment chosen by the automatic procedure is 3.228x10−8 s, if proceeded, the increment can slightly change

throughout the simulated steps causing fluctuations within the simulated displacements. An example when such

displacement fields are used to generate synthetic images (properties in Table 4.5) and then treated as to perform

the identification of the global Young’s modulus, is provided in Figure 4.17. Imposing a fixed increment can solve

such problem at the expense of the increased computation time. However, it is imperative to have exact (or as

close as possible) simulated displacement fields in order to increase the accuracy of the image simulator and not

introduce numerical error in time evolution. For this reason a study on stability of the result was performed and in

all the numerical simulations the fixed time increment was enforced to be 1x10−9 s. An example of the identified

global Young’s modulus in that case is presented in the same plot. Although the noise is numerical in nature, once

again demonstrates the sensitivity of the identification procedure to any temporal high-frequency noise content in

the displacement fields.

4.3.3 Effect of the quantization error in simulated images

The approximation made due to the numerical integration regarding quantization of one pixel will influence the

measurement precision of the simulation process [Rossi and Pierron, 2012, Wang et al., 2016]. An example is

shown in [Rossi and Pierron, 2012] where synthetic images with uniform axial stretch were generated. High spatial

frequency errors were observed in the strain maps obtained from such data sets especially for the case of low resam-

pling points. It was noted that the quantization error is reduced for larger number of resampling points which was

later confirmed in [Wang et al., 2016]. In order to demonstrate this effect and how quantization errors propagate

within the present method for deforming images, several data sets were generated and a full identification of the

elastic material response is performed. Two dynamic ranges were considered, namely 10-bit and 16-bit and three

values of sampling points: 1 point, 5 points and 10 points. In all cases grid was sampled with 9 pixels and a slight

FFT blur of 1 pixel was added to smooth the spatial frequency of generated reference grid image. The results

regarding the identified mean value of global Young’s modulus and its standard deviation calculated after the first

20 µs from the loading are given in Table 4.6. It was noted that for larger number of resampling points the deviation

of the identified global Young’s modulus decreases, confirming that the super-sampling technique can be beneficial

for reducing numerical errors within the simulation procedure.
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Figure 4.17: Effect of numerical high frequency noise on the identification results obtained from synthetic images

(acquisition speed 2 Mfps).

Dynamic range [GPa] 1x1 5x5 10x10

10 bit mean 75.679 77.980 77.847

std 10.617 6.567 7.828

16 bit mean 77.142 77.951 77.989

std 3.875 1.699 1.663

Table 4.6: Effect of choice of supersamples on the mean identified global Young’s modulus. (considered frames

after 20 µm)

4.4 Various effects on the identification of elastic response

The photomechanical spalling test involves various measurement and identification stages and as such presents

a complicated procedure that depends on various settings such as: camera settings, image quality and sample

conditions. In that case it is difficult to understand how certain errors would propagate to the identified result.

The simulator presents a good way to investigate such effects separately and to provide information on what would

be their impact on the final result.

4.4.1 Influence of image quality

4.4.1.1 Effect of camera dynamic range

The intensity pattern captured by an ultra-high speed sensor directly encodes the measured physical quantity

through its intensity variation. The range of the integer values that can be used up to pixel saturation to describe

the amount of detectable light and, therefore, describe the intensity variation, depends on the dynamic range of the

camera. Assuming perfect lighting conditions, the dynamic range directly governs the amount of information that

can be encoded in one image. Even though there are a number of uncertainties that influence the phase detection,

one of the main causes is when the periodicity of the signal that encodes the measured physical quantity is not

sinusoidal. An example case is when the fringe profile exhibits a rather triangular shape [Surrel, 2000]. This could

be also considered as an insufficient value of grey levels captured by the data acquisition system used to describe
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the desired signal intensity, which can then produce patterns that do not have exactly a sinusoidal profile and

consequently influences the detection of a phase change in the profile.

In the present work, the synthetic grid image is generated from a continuous light intensity function (Equation 4.1)

that describes the light distribution which is digitized in grey levels to simulate the encoding process of an UHS

CCD sensor. The light intensity of one simulated pixel is obtained by integrating the values over a small size that

represents the pixel area, which is finally rounded up to the closest lower grey level count. Consequently, a small

error is introduced that decreases the dynamics of the CCD sensor [Badulescu et al., 2009a]. In order to investigate

the impact of the simulated camera dynamic range on the quality of measured displacement as well as on identifica-

tion of material parameters using the VFM processor, several theoretical dynamic ranges were simulated during the

generation of the reference image, namely 8-bit (256 grey levels), 10-bit (1024 grey levels), 12-bit (4096 grey levels)

and 16-bit (65 536 grey levels). A matrix of 10x10 sampling points is used to compute the pixel grey level. Addi-

tionally, a slight FFT blurring was applied to the images to simulate lens defocusing. The effect of camera dynamic

range on the identified global elastic Young’s modulus as well as the reconstructed stress–strain response during a

simulated spalling experiment is depicted in Figure 4.18. High fluctuations in the identified Young’s modulus were

observed for the first 10 µs while more stable results were exhibited after this time point. The results for the mean

identified Young’s modulus as well as its standard deviation obtained after the first 10 µm are presented in Table 4.7.

The plots in Figure 4.18 indicate that simulations with the lower dynamic range can increase the variation in the

identification of the elastic stiffness parameter. This later could imply that a capacity of 255 grey levels is just not

sufficient. However, a linear regression analysis still provides more reasonable results. An improved identification is

achieved with higher dynamic ranges. Finally, it seems that the encoding of 10 bits can be considered as adequate

for a proper reconstruction of the acceleration fields. This is an apparent characteristic of most ultra-high speed

cameras currently available. Nevertheless, the prospect of increasing the performance of future ultra-high speed

cameras with respect to their dynamic range would certainly bring benefit to their metrological application and

significantly improve the process of obtaining the identified material parameter values.
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Figure 4.18: Effect of camera dynamic range on the identified elastic material response in a simulated spalling

experiment (2 Mfps, 9 pixel/period/mm).
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Young’s modulus (GPa) 8bit 10bit 12bit 16bit

Global stiffness

mean 78.91 77.85 78.00 77.99

std. 44.11 7.83 2.05 1.66

liner regression 77.39 77.40 77.38 77.39

Table 4.7: The effect of simulated camera dynamic range on evaluated Young’s modulus and the standard deviation.

4.4.1.2 Effect of image blur

One type of the errors that can occur in local phase shifting algorithm can arise from framing a grid signal close to

binary one, black lines on a white background. Even though a high-contrasted grid pattern is desirable regarding

a reduction of spatial noise, the high-frequency content caused by a close-to bimodal grid distribution can locally

introduce fictive distortion to framed grid images [Pierron and Forquin, 2012b]. A positive effect of blurring was

already experimentally sugested in the case of direct extraction of strain measurements [Badulescu et al., 2009a].

Blurring can be even more beneficial for cameras with low dynamic range and fill factor, since it can increase the

distribution of grey levels by inducing a quasi-sinusoidal grid image to be formed. This can be done by defocusing

the camera lens. However, it can also cause the contrast of the images to decrease which can in turn influence the

noise level introduced by the camera to increase [Grédiac et al., 2016].

Here, the beneficial effect of slight optical blurring of the grid image is investigated on noise free image sequence.

As a first scenario, this can be demonstrated by simply recreating a deformed sequence of bimodal grid images

and comparing the identification results with the results obtained for the same image sequence but with applied

fast Fourier transform (FFT) blur. In this case the 10 bit dynamic range is considered. The profile of a bimodal

grid before and after applying the filtering are presented in Figure 4.19 and the identification results in terms of a

global Young’s modulus and reconstructed stress-strain response are depicted in Figure 4.20.
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Figure 4.19: Effect of applying a FFT blur on a bimodal grid pattern.

Indeed, it can be observed that when a binary grid is considered, owing to high harmonics present in the images the

phase detection algorithm seems disrupted. Although the results from bi-modal images can be over-exaggerated

due to the existing interpolation error introduced in the images (which was not considered in [Lukić et al., 2017]);

when slight blurring is added, the phase identification is retrieved and the identification results seem more reason-

able. Finally, to confirm this effect, regular image sequences were generated using the super-sampling technique,

assuming that the white pixels lie on the saturation limit. Then, these sequences were treated with and without

added blur and the results on the mean identified Young’s modulus are given in Table 4.8. The results indicate

positive effect of blur which reduces the standard deviation of the identified values. This then confirms that a slight
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lens defocusing during an experimental acquisition can be beneficial.
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(b) Identified stress–strain response averaged on the en-

tire sample surface.

Figure 4.20: Effect of FFT blur on the identification from bi-modal synthetic grid images. (FFT blur 1 pix)

Dynamic range [GPa] no blur blurred

10 bit mean 71.578 77.847

std 14.781 7.828

16 bit mean 71.111 77.951

std 13.488 1.699

Table 4.8: Effect of image blur on the mean identified global Young’s modulus and the standard deviation. (FFT

blur 1 pix)

4.4.1.3 Effect of grid pattern

Owing to uniaxial nature of the spalling test, it can be reasonable to consider only unidirectional spatial carrier

which will provide only axial displacement measurements. However, a question arises whether the unidirectional

description of the grid pattern could be slightly disrupted by the fact that the deformation also occurs in the or-

thogonal direction due to the Poisson effect. In order to qualitatively investigate this point, two synthetic reference

grids were considered assuming perfect grid periodicity with unidirectional and bidirectional line distribution as

shown in Figure 4.21.

In both cases the deformed images were obtained by projecting the reference image onto the meshgrid which is

subsequently deformed considering both the axial and vertical displacement maps obtained from the FE simula-

tions. Although, the mean value of the displacement field in vertical direction is zero, the maps are symmetrically

distributed due to the presence of the rectangular flatten surface. It is necessary to mention here that this is the

advantage of conducting 3D numerical simulations since such fine effects can be captured. A time averaged map

over all simulated frames of vertical displacement obtained from a simulated spalling experiment is presented in

Figure 4.22 which clearly indicates that these displacements are of a microscopic order which is below the mea-

surement resolution of any UHS camera used in this work. The identification results indicated no notable effect

in the identified axial stress response, as expected, and a slight effect on the peak axial strain response during the

tensile loading phase. Higher value of average axial strain at the peak of tensile loading was observed in the case of

unidirectional grid images that is around 2.5% higher than from simulated FE data (Figure 4.23). This is consid-

ered acceptable, finally suggesting that both unidirectional or bidirectional grids can be used in the real experiment.
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Figure 4.21: Synthetic bidirectional and unidirectional grids used to verify the image deformation chain and

determination of axial strain measurement result.
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Figure 4.22: Average map of elastic vertical displacement from a simulated spalling test using 3D Numerical model

(Section 4.1.1).
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Figure 4.23: Average axial strain from simulated unidirectional and bidirectional grid images.

4.4.1.4 Effect of the grid sampling

The number of pixels used to sample the grid beating period is a parameter that directly influences the identifi-

cation results. Increasing the number of pixels per period will improve sampling of the grid and thus allow more

information to be locally registered in captured frames. Increasing the number of pixels per period used for signal

encoding can reduce the standard deviation of the measured quantity [Badulescu et al., 2009b]. On the other hand,

the higher the number of pixels per period the smaller is the observed surface of the sample owing to limited camera

pixel count and therefore the higher is the sensitivity to mechanical micro-vibrations that may be caused during

the experiment [Sur and Grédiac, 2015]. Number of sampling points is a user-dependent parameter that needs to

be tuned according to each experimental investigation. Therefore, a compromise between observation window size

and measurement resolution must be determined. In theory, if only the first harmonics of the perfect fringe function

are used to describe the light intensity of a point, the minimal number of sampling points necessary to obtain the

sought unknowns is three pixels. However, as already discussed, the framed grid is never a perfect periodical func-

tion, and the minimum value usually used in practice is five sampling points and higher. In the following case, this

effect is investigated by taking into account several grid sampling resolutions starting from five pixels per period.

In each case, the resolution of the simulated camera was adjusted to obtain the same number of measurement

points which enables performing reliable comparison between different situations. The simulated camera dynamic

range was defined to be 10 bits with an interframe time of 500 ns. The results describing the effect of grid pixel

sampling on the identified mean stiffness as well is presented in Figure 4.24. All in all, it seems that a sampling

of 7 pixels per grid period and above seems as an adequate choice to be considered when real experiments are carried.

Figure 4.24 indicates the benefit of increased number of points used to sample the framed grid. A smaller number

of sampling points increases the standard variation as well as the absolute error in the mean identified Young’s

modulus. However, the reconstructed stress–strain response seems less affected by this effect although some insta-

bilities are noted. Finally, the benefit of sampling the grid image with 7 pixels in this case can be considered as

fair.

4.4.1.5 Effect of spot lightning

When dealing with ultra-high speed photography and acquisition speeds beyond 1 µs, the amount of light captured

in the imaged scene depends on both the exposure time and intensity of the used source. It is one of the difficulties

often encountered in high-speed photography which can be the limiting factor in the quality of the data acquired.
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(b) Identified stress–strain response averaged on the en-

tire sample surface.

Figure 4.24: Effect of grid sampling on identification of elastic Young’smodulus and reconstruction of stress–strain

response for simulated grid of 10 bits.

When dealing with grid measurements, due to the necessity of fine picture adjustments, it is often resorted towards

using continuous lightning source rather than an instantaneous source such as flash. In that case, high-power light-

ning supply needs to be used to provide sufficient lightning which often needs to be focused on a spot in order to

provide better illumination of the scene and to increase the power density [Rossi and Pierron, 2012]. However, this

then induces non uniform lightning conditions over the imaged grid and as such could affect the measured results.

For example, it was sugested that a spot illumination does not affect the mean identified elastic results, however,

can increase the standard deviation of the result [Badaloni et al., 2015]. In order to investigate this effect, the spa-

tial variation of illumination is considered by multiplying the reference and subsequently deformed images with a

illumination mask in order to obtain the modified images. Although more realistic illumination models exist which

take into account the diffuse, specular and attenuation components of real lightning conditions [Balcaen et al.,

2017b]; this quite simple method allows testing various types of illumination gradients and intensities [Badaloni

et al., 2015]. Here, in order to simulate a perfect spot focus a mask of the same dimensions as the image was

chosen. The lightning distribution is obtained by a convolution of a two Gaussian distributions along the vertical

and horizontal image axis. The amplitude of the spot is defined through the percentage of the mean image grey

level. A test was carried with spot illumination being 60% of the image average grey level. The reference grid image

is generated taking 10x10 super samples and considering 16 bit dynamic range. Slight blur was added to the image

and the average image grey level is 54% of the dynamic range (35200 grey levels). The resulting reference image

with a simulated spot lighting of 60% is presented in Figure 4.25. It is obvious that a certain amount of pixels within

the image center is saturated. The full identification was performed treating the spot sequence with standard tools.

The mean identified global Young’s modulus and its standard deviation are given in Table 4.9. Finally it can be

observed that no notable difference is present within the identified values of stiffness. To some extent this was ex-

pected since the spot lightning should not disrupt the phase detection within the grid method as long as within one

analysis window the lightning be considered constant as stated in [Sur and Grédiac, 2014] and which is the case here.

4.4.1.6 Effect of image white noise

Noise is almost inevitably present in the images acquired with a CCD sensor and its sources are various. For in-

stance, the light intensity values registered by an CCD imager can be corrupted by the photon noise, dark current

noise, readout, and digitization noise [Holst, 1998]. In ultra-high speed cameras, the noise present from one frame

to another largely depends on the architecture of the sensor and the way how information is being stored and read
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Figure 4.25: Example of a synthetic image with a spot lightning.

Illumination [GPa]

no-Spot mean 77.951

std 1.699

Spot 60% mean 78.019

std 1.462

Table 4.9: Effect of 60% spot lightning and non uniform grid illumination.

out from the pixel memory [Pierron et al., 2011a]. This noise then propagates through the identification chain and

increases the uncertainty of the identified material response.

Here, the sensitivity of the identification procedure is investigated by adding grey level noise to the simulated im-

ages. The supposed camera noise is modelled as non-correlated zero mean white noise assigning a certain standard

deviation of grey level at a pixel point [Healey and Kondepudy, 1994]. Firstly, at each simulated image frame, a

random set of pixels has been chosen assigning them a grey level standard deviation γ. The process is repeated for

several levels of grey level noise which was chosen as a percentage of the mean image illumination (mean sequence

grey level). The synthetic images analysed here are generated with 10 bit dynamic range since it is an apparent

characteristic of most ultra-high speed cameras currently available (i.e. Kirana camera). The grid sampling was

taken as 9 pixels and slight blur was added to smooth the grid profile resulting in images with mean grey level of

550 counts. Images were treated with standard procedure using the parameters given in Table 4.12. The virtual

fields were expanded from polynomial fit of 8th degree. Figure 4.26 presents error bar plot of the mean identified

Young’s modulus. It can be observed that the increased standard deviation of the added white noise increases

the uncertainty of the identified stiffness while the mean value stays almost unchanged and close to the reference.

This result was expected, since same observations are made and analytically derived when only the uncertainty of

displacement measurement is analysed [Grediac and Sur, 2014], where it is shown that noise standard deviation

directly relates to the metrological performance of phase extraction. Here it is interesting to note that random

noise propagates through the entire identification procedure with a similar principle.
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Figure 4.26: Effect of frame alternating zero-mean random grey level noise on the mean identified stiffness.

4.4.1.7 Effect of temporal random noise

The procedure applied above was used in some works to describe the noise intensity of an UHS camera (i.e.

Shimadzu HPV-X) [Seghir and Pierron, 2017]. However, it is arguable whether spatially random non-correlated

frame-to-frame noise can be considered as a representation of that of an UHS camera. In fact in an UHS camera,

often all pixel exhibit a certain standard deviation of grey levels with respect to their own mean grey level value. An

example regarding the Shimadzu HPV-X2 is shown in Section 6.3.1.3 where all pixels exhibit a standard deviation

of approximately 9% of their mean grey level value. The same value regarding Shimadzu HPV-X was reported to

be 3.5% [Seghir and Pierron, 2017]. Therefore, adding such standard deviation to the entire signal of each pixel

can be considered as a better representation of the grey level noise since it also considers the temporal grey level

fluctuation. First, an ideal synthetic image sequence is generated without any added noise content. Then, each

pixel is considered as a separate signal to which a random noise component is added with a standard deviation

γt which is defined as a percentage of the mean pixel grey level value. In that way, a realistic noise level can be

added to the simulated images which is extracted from filming a blank scene with an UHS camera. Two noise

levels are considered: a first one which is 3.5% and is characteristic of the Shimadzu HPV-X [Seghir and Pierron,

2017] and a second one which is 9% and is characteristic for a Shimadzu HPV-X2 (Section 6.3.1.3). Then these two

image sequences are treated with a set of processing parameters (Table 6.2) which involve significant smoothing

(i.e. acceleration kernel of 15 time points). The reconstructed stress-strain response for the two cases of processing

parameters are presented in Figure 4.27. Although the modelled random temporal noise can be considered as strong

approximation, an obvious sensitivity of the modelled noise can be observed. All the results regarding the identified

mean global Young’s modulus are reported in Table 4.10. It can be seen that for this method, larger noise content

influences both the systematic and random errors to arise. Smoothing with a larger acceleration kernel can help

with the reduction of random errors on the expense in the increase of the systematic errors, and one needs to ac-

cept this trade-off. For this reason, linear regression performed directly on the reconstructed stress-strain response

provides more robust estimation of the elastic stiffness. Finally, such procedure allows tuning the processing pa-

rameters in regard to the noise level which can be evaluated from a stationary image sequence in a fairly simple way.



CHAPTER 4. SIMULATED PHOTOMECHANICAL EXPERIMENTS 111

Strain (mǫ)
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

St
re

ss
 (

M
Pa

)

-60

-40

-20

0

20

40

60
no noise
γ

t
=3.5%

γ
t
=9%

(a) Reconstructed elastic response considering stan-

dard set of processing parameters (acceleration kernel

7 points).

Strain (mǫ)
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

St
re

ss
 (

M
Pa

)

-60

-40

-20

0

20

40

60
no noise
smoothed γ

t
=3.5%

smoothed γ
t
=9%

(b) Reconstructed elastic response considering set of

processing parameters used in real experimental treat-

ment (acceleration kernel 15 points).

Figure 4.27: Effect of temporal random grey level noise on the reconstruction of stress–strain response.

Noise level Acc. kernel 7 points Acc. kernel 15 points

no noise mean 77.95

std 1.69

γt = 3.5% (HPV-X) mean 76.94 mean 69.56

std 42.56 std 14.35

γt = 9% (HPV-X2) mean 61.74 mean 51.87

std 63.21 std 20.41

Table 4.10: Effect acceleration smoothing on the identified material elastic stiffness.
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4.4.2 Influence of sample conditions

4.4.2.1 Effect of carrier tilt

When conducting a photomechanical dynamic test there are several types of error sources that can be encountered.

One type, often overlooked, corresponds to the methodology of preparing the experimental set-up. In this case, it

could be considered that from the beginning, an error is introduced that is systematic in nature (when compared

to camera noise for example).

The spalling experiment is by definition a dynamic uniaxial test relying on propagation of axial stress wave. There-

fore the desired measurement is the axial displacement component along the sample’s length which in principle

coincides with the measured horizontal displacement. Nevertheless, there are situations where the actual measured

horizontal displacement components do not coincide with the sought axial displacements such as when the grid

spatial carrier is not perfectly aligned with the sample axis. Indeed, gluing the grid requires a specialised proce-

dure [Piro and Grediac, 2004], which implies that a certain stationary load needs to be applied over the deposited

substrate on the sample surface during the curing stage. In principle such a procedure allows draining excessive

glue and ensures a flat bond between the surface and the spatial carrier. However, due to possible imperfections

of the surface on which the grid is to be deposited and due to initially viscous nature of the glue, during the

curing stage the pressurised substrate can move out of position. In that case the axis of the grid do not coincide

with the axis of the sample and errors can be introduced even if all the other calibration conditions are met (i.e.

grid pixel sampling). In principle, such situation can be corrected by simply performing vector addition of the

two displacement components. However, it is often the case that the camera noise magnitude can camouflage this

secondary displacement component and as such it is not measurable.

In order to inspect to which extent such errors could have an impact, a scenario is considered where the horizontal

axis of a grid and the sample form a rotational angle α (Figure 4.28). The numerically simulated displacement

fields are then decomposed into components that correspond to the fictive grid orientation. Assuming that the

virtual camera is placed in such way that it matches the grid orientation correctly (the axis of the camera coincides

with the grid) then these decomposed displacement components (i.e. rotated) can be used within the simulator

to recreate synthetic image sequence. Although, it is clear that the material stiffness is preserved and no error is

introduced in the determined Young’s modulus, an error would occur during the determination of the peak axial

stress (Figure 4.29b). Figure 4.29a shows a relative error of peak elastic tensile stress regarding a situation where

there is no tilt and subsequently evaluated peak stress in tilted situations. As one could expect, the error is small

and even for a large grid tilt since the principal displacement component is governed with a cosine function. For

example the relative error of 2 MPa is observed for a tilt of α = 20◦. Nevertheless, this presents one step towards

examining other possible tilt effects which could cause more severe errors such as: camera tilt which would result

in non-equal grid/pixel sampling or sample tilt due to defects of parallelism which would violate the axial stress

state assumption. Both latter situations remain a perspective of this work.

Figure 4.28: Illustration of a tilted grid pattern.
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Figure 4.29: Effect of grid rotation angle on identification of peak elastic stress.

4.4.2.2 Effect of the spatially varying material stiffness

The uniaxial tensile response of concrete is also governed by its heterogeneous nature. When characterized from

a global standpoint, the tensile strength should be determined on specimen that are large enough in order to

account for the material heterogeneous nature. Some design codes suggest that the minimum dimension of the

cross-section should be at least three times the maximum aggregate size. In experimental testing, the same prin-

ciple is often applied when point-wise measurements are taken. For example a strain gauge glued on the sample

surface is often arguably considered large enough (with a length of about three times the largest aggregate) so it

provides information that are representative of a global material response. In that case, one simply has to hope

that the measurements obtained are not being disrupted by a local morphological content of the examined specimen.

On the other hand, full-field measurements do not rely on such assumptions and can provide insight on the in-

fluence of heterogeneities on the sought global response, since they often contain a sufficient amount of locally

measured information. This insight can be obtained by analysing the derived deformation fields [Considine et al.,

2016]. On the other hand, the identification of the material response that contains spatially varying stiffness is

challenging especially since it has to be taken into account when performing the inverse identification. Some works

dealing with quasi-static tensile tests have shown that when specific formulation of the VFM based on examin-

ing local equilibrium is used, a smoothly varying hetorogeneous stiffness can be identified without the a priori

knowledge of its position [Considine et al., 2017]. In dynamic conditions one could use the load cell principle and

the acceleration measurements; however, the assumption of stress homogeneity within the cross-section presents

a limit and therefore any captured heterogeneity would not be identified in its entity but would still have an im-

pact on the identified ’apparent’ material stiffness by locally disturbing the measurement. Here, we explore such

impact and whether it can be captured with the proposed identification methodology by performing FE simulations.

Two simple 2D FE numerical simulations were performed within the domain of elastic material response consid-

ering a discontinuous material stiffness. The first case considers a layered material, that it is not characteristic

of concrete but satisfies the condition of the stress uniformity within a cross-section. Second case assumes a 20

mm quasi-spherical inclusion (one could imagine a large aggregate). The center of inclusions in both cases is in

the sample mid length. The FE mesh for this two cases are shown in Figure 4.30. The numerical models of

45x120 mm dimensions are discretizated with structured 1 mm mesh of CPS4R elements (4 node bi-linear plane

stress element with reduced integration). The idea is to perform a full identification chain starting with synthetic
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(a) Mesh with layered inclusion with varying stiffness.

(b) Mesh with quasi-spherical inclusion with varying stiffness.

Figure 4.30: FE mesh used to simulate spatially varying elastic stiffness in a spalling model.
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images. Explicit simulations were carried to simulate 100 µs of wave propagation induced by an axial loading pulse

(Figure 4.1b) fixing the increment to 1 ns. Both the matrix and the inclusion domains were considered purely

elastic and the material parameters are given in Table 4.11. The simulated displacement fields considering 2 Mfps

acquisition speed were obtained and used to generate sequence of grid images of ideal characteristics as defined in

Table 4.3. The images were then treated with standard procedure (Table 4.12). Here, it needs to be mentioned

that the spatial density change was not considered when the synthetic displacement data obtained from the images

were treated, since in that case, one would have to know the position (and characteristics) of an inclusion. The

underpinning idea is to investigate how an inclusion which position is not known, would impact the stiffness mea-

surement when the standard processing is applied. This is in fact what occurs when treating real experimental data.

Matrix Inclusion

Material density (kg/m3) 2249 2700

Elastic Young’s modulus (GPa) 35.5 70

Poisson coefficient 0.2 0.2

Table 4.11: Elastic parameters used to simulate a matrix and inclusion.

Grid method

Window Triangular (2N-1)

Pitch 1 mm

Sampling 9 pixels

Strain

Differentiation method Diffuse approximation

Window span 8 space points

Polynomial 2nd

Strain rate

Differentiation method Savitzky-Golay fit

Window span 5 time points

Polynomial 2nd

Acceleration

Differentiation method Savitzky-Golay fit

Window span 7 time points

Polynomial order 2nd

Table 4.12: Processing parameters used to treat the synthetic grid images.

Having access to both strain and stress values for all vertical positions (cross-sectional slices) the identification of

local stiffness can be carried by analysing all the points for all sections and at all time steps, hence obtaining a

so-called space time map of material stiffness [Pierron, 2016]. The modulus can be then simply computed at each

data point as:

Efield(x, t) = σx(x, t)/εx(x, t) (4.6)

The results regarding the identified stiffness maps obtained by processing the synthetic images with the embedded

information of spatially varying material stiffness are presented in Figure 4.31. A result from a simulation without

any inclusion is also shown for the sake of comparison. As expected, it can be clearly seen that the spatial variation

of the stiffness can be locally detected with respect to horizontal position within the sample, since the space-time

maps clearly exhibit a change at those locations. However, it is also expected that due to the assumption of the

uniform stress state within the one transversal slice (i.e. cross-section), constant density and averaging of fields in
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vertical direction, the local values will not be correctly evaluated. This can be more closely observed by tracing the

identified stiffness values along the sample axis by introducing a virtual time gauge. Figure 4.32 shows results of

the identified stiffness along the sample axis averaged between 30 µs and 50 µs where the sample is in compressive

loading stage. In the case of layered material, the stiffness is fairly close to the expected values which is not

surprising since the densities for two material constituents are quite close. On the other hand, as expected, for the

case of quasi-spherical inclusion the stiffness is not identified properly due to field averaging; however, the spatial

size can be approximately detected since the change in stiffness occurs between 40 and 60 mm.

(a) No heterogeneity.

(b) Quasi-spherical inclusion. (c) Layered inclusion.

Figure 4.31: Space-time maps of stiffness obtained from simulated images with embedded inclusions and varying

stiffness. (Note the change in color bar scale)

The presented results, on one hand, serve as a tool for possible explanation of the stiffness spatial variability which

was observed in some of the experimental results (e.g. Section 3.4.1.7). Indeed such variability of stiffness could

be the cause of the presence of strong siliceous aggregates on the sample surface. On the other hand, they also

present a possible perspective regarding detection of heterogeneous stiffness of tested materials under dynamic

loading conditions.

4.4.2.3 Effect of missing data at the free-end

In real experimental conditions another source of errors that can occur is due to missing data at the sample free-end.

Indeed, when dealing with the grid method it is difficult to measure displacements exactly at the free end due to

glueing of the grid and finite size of the convolution window, so it often occurs that this data is lost. In that case,
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Figure 4.32: Identified stiffness along the sample length between 30 µs and 50 µs.

a situation of missing boundary conditions is experienced and the zero-stress condition is enforced slightly within

the sample (away from free-end). In those situations an error is inevitably introduced that affects the identification

procedure [Rossi and Pierron, 2012]. When using digital image correlation, same problems are experienced due to

the chosen size of the correlation facet [Rossi et al., 2015] and some works suggested test optimisation in to order

achieve minimum sensitivity to mising edge data [Wang et al., 2013b].

In this work, the VFM processing requires the measurement of displacement (i.e acceleration) fields up-to free-end

so that the stress description (i.e. force integral) can be valid. In order to asses the impact of this type of error, the

numerically resolved displacement fields extracted from the 3D numerical simulation (Section 4.1.1) were directly

treated, from which rows of displacement data at the free-end were forcefully removed. Figure 4.33 illustrates

the identified Young’s modulus performed by linear regression of the stress-strain response for several considered

cases. As illustrated, a dependency on the ’apparent’ stiffness (i.e. slope of the curves) on the missing data can be

noted. Already, if one row of data is missing, a systematic error of 4% is introduced which increases as the missing

data increases (Table 4.13). This error is introduced due to the underestimation of the inertial component that

acts as indirect force measurement (Figure 4.34). It is worth mentioning that commonly experienced situations

in real experiments concern missing data of 1-2 mm from the free-end. An often adopted solution to this issue

concerns recreating the missing data by padding procedure [Wang et al., 2016] or by spline extrapolation [Seghir

and Pierron, 2017]. In order to instigate if the padding procedure would provide meaningful correction that can be

used in experimental situations, the cases of missing data were corrected by the padding. The results obtained are

presented in Table 4.14. Although it is a very approximative procedure, the padding technique drastically reduces

the error. This in fact suggests that it is not the acceleration levels close to the edge, but it is rather the sample

mass which has more influence on the force integral. UHS cameras often have limiting pixel count which results in

a risk of not having the dynamic fracture captured within the recorded frames. These results suggest it is maybe

not completely necessary to film upto the free edge, but to focus the field of view slightly towards the probable

crack location, as long as the displacement data are extended to the true sample edge. Experimental tests should

be carried to test this suggestion.
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Figure 4.33: Effect of missing data from the sample free-end.

Time (µs)
0 20 40 60 80 100

St
re

ss
 (

M
Pa

)

-40

-30

-20

-10

0

10

20

30
BC 0mm
BC 8mm

Figure 4.34: Effect of missing data from the sample free-end on mean axial stress measurement.

Distance from edge Error [%]

0 0.067

1 4.103

2 7.251

4 10.345

8 22.217

Table 4.13: Error with respect to the reference Young’s modulus introduced by missing data at the edge.
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Distance from edge Error-no correction [%] Error-padding [%]

1 4.103 0.89

2 7.251 0.85

4 10.345 0.71

8 22.217 0.6

Table 4.14: Effect of the correction of the missing data at the edge on the error reduction by using padding

procedure.

4.5 Dynamic damage measurement

Considered from a mechanical standpoint, damage is a gradual degradation of material due to the applied external

load. As such, within the framework of continuum damage mechanics, it can be described through an internal field

variable. Although the theoretical aspect of damage has been around for more than half a century, measuring the

damaged state (in terms of stiffness loss) of quasi-brittle materials such as concrete presents a challenge even today.

Techniques for measuring and identifying damage states from a global approach have been suggested for quasi-static

loading regimes, one of which most commonly used for concrete is based on the state coupling of elasticity and

damage where the degradation of material elastic stiffness can be used to identify damage [Lemaitre, 1996]. At

the beginning, these measurements were performed with point-wise tools that had to assume uniform development

of damage. Later, the development of optical techniques loosened such assumptions allowing a step further in the

visualization of damaged states and identification based on the use of inverse techniques and field measurements.

The equilibrium gap method allows identifying damage by minimising the relative stiffness within the element local

equilibrium using directly measured displacement [Claire et al., 2004]. The virtual fields method provides a more

direct route to identify damage by chosing appropriate virtual fields [Chalal et al., 2004]. Recent advancements in

3D optical and in situ measurement techniques have made a step forward in visualization of damaged state and

direct local extraction of damage parameters within sample bulk [Hild et al., 2015].

In dynamic loading regimes the ultra high speed photography, in that case, presents the diagnostics tool of choice.

The spalling experiment on the other hand favours the non-equilibrium stress state and with the aid of the VFM

and the load cell principle allows the use of acceleration fields as direct stress measurement. In that case, since

the local constitutive response can be reconstructed without an a priori assumption, the information regarding

damage can be directly derived from the obtained measurements.

In the following this is explored through numerical simulations. First the case of a bi-linear response is considered

in order to explore a possibility of using the identified global stiffness as an indicator of a non-symmetric response

between compression and tension. Second, a damage model is used to simulate the displacement fields with explicit

finite element computations. Then the entire chain of measurements is simulated as in previous sections consider-

ing perfect photographic conditions and the grid method. Although the damage law is known, the displacement

data are treated without any assumption on the material behaviour and the VFM is used to reconstruct a local

stress-strain response that is compared to that of the FE model. This work is aimed to contribute to the use of the

VFM as a dynamic measurement tool adapted to the processing of full-field measurement to analyse and identify

damage in quasi-brittle materials.

4.5.1 Identification of bi-linear response

Concrete as a geomaterial has a pronounced micro-structure that apart from other heterogeneities (i.e. aggregates)

consists of voids and micro-cracks mainly present at micro scale. Some of these defaults already develop during

hydration of cement paste inducing a distributed development of micro cracks. Owing to these characteristics,
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the response of concrete material in dynamic loading conditions is largely affected by its micro-structural content.

Upon loading, microscale defects cause concentration of microstresses that lead to physical loss of material (i.e bond

breakage and decohesion) on a mesoscale 2 this processes reflect trough the change of material stiffness. Owing to

such characteristics, during compressive loading the closure of the pre-existing micro-defects can occur, which then

manifests through increased stiffness response; on the other hand, during the tensile loading stage, the pre-existing

micro-defects will start to open in a defuse manner which takes place before the ultimate strength response is

reached.

Therefore, a first step towards using the proposed methodology for performing dynamic damage measurements of

concrete-like materials is to confirm that it is capable of faithfully capturing a possible non-symmetric response of

material in compression and tension. To this end, a bi-linear elastic material response is modelled with the means of

explicit FE simulations using the previously described 3D numerical model (Section 4.1.1). The material response

is modelled assuming a perfectly elastic description in compression and tension in which a dissimmetry parameter

is introduced as a ratio of the two Young’s moduli (Et/Ec). The stiffness parameters considered are in the range

of that characteristic for an ordinary concrete and are provided in Table 4.15. Then, the same methodology of

recreating the entire measurement chain is employed considering perfect synthetic image acquisition (Table 4.3)

and are treated with standard set of processing parameters (Table 4.12). The identification results are presented in

Figure 4.35. As it could have been expected, the method provides reasonable results. Regarding identified global

elastic Young’s modulus in both compression and tension with an average error about 1%. A space time map of

stiffness obtained directly from the stress and strain measurements is presented in Figure 4.36. However, it is worth

noting that idealistic conditions are assumed and that in real experiments numerous sources of errors can affect

the accuracy of the identified results.

Density (kg/ m3) Ec (GPa) ν Et (GPa) Et / Ec

2200 40 0.2 20 0.5

Table 4.15: Numerical parameters of used to incorporate a bi-linear elastic response in a simulated spalling exper-

iment.
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Figure 4.35: Identification of bi-linear material response.

2Here mesoscale is considered as a scale at which damage mechanisems can be expressed through constitutive equations [Lemaitre,

1996], for concrete is around 100mm3 and as such it is commonly observable in laboratory experiments.
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Figure 4.36: Identified space time map of stiffness in case of a bi-linear response in tension and compression.

4.5.2 Identification of damage response

The dynamic damage response of concrete was simulated with a damage model considering only the case of uniaxial

damage under tensile loading, while in compression the material is assumed to behave perfectly elastic. The con-

stitutive model used to embed the damage information into the synthetic images is the so-called Mazars’ (Section

3.4.2.2). The model was used without the Hillerborg regularization scheme. A non-symmetric elastic response is

also considered through a dissymmetry parameter. The parameters of the numerical model are given in Table 4.16.

3D numerical simulations were performed as to obtain temporally resolved displacement fields that are extracted

from the region of interest. The damage model is used within its local description, since any kind of regularization

that introduces an internal length would produce a quasi-homogeneous displacement fields which would not be

adequate for synthetic image generation. On the other hand, for that reason, mesh sensitivity and localisation

persist which can be observed in the spurious damage field presented in Figure 4.40. Nevertheless, the simulated

displacement fields can still be used to embed some damage information into synthetic images which can be then

compared to the results of the FEM model. The synthetic images of ideal characteristics (Table 4.3) were then

generated with the procedure developed in this work. It was noticed that due to the mentioned localization phe-

nomena the derivation of strains presents one of the critical steps and that the use of a diffuse approximation with

2nd order can over smooth the zones with high strain concentration. For this reason 3rd order polynomials were

used over a span of 3 displacement points. The identified global Young’s modulus using 8th order virtual fields is

depicted in Figure 4.38. While in the compressive loading stage the reference value of material stiffness of 40 GPa

is identified within the confidence interval of ±3% due to presence of damage in the sample the value of stiffness

decreases in tension reaching a peak value of about 5% lower than the expected reference. This verifies that the

identified global Young’s modulus can be used to confirm the presence of damage within the sample; however more

reliable values of material stiffness can be extracted from reconstructed material stress-strain response. Owing to

localisation phenomena, the averaged stress-strain response at a given distance within a finite virtual gauge also

includes some local effects and increase the variability of the identified result so it diverges from its analytical de-

scription. The reconstructed stress response at 40 mm distance from the free-end obtained from the simulator and

the FE model are shown in Figure 4.39a and the reconstructed stress-strain response in Figure 4.39. Interestingly

the data from the simulator show a fairly good qualitative agreement with the results from FE simulation. The

peak stress at the 40 mm distance is identified within 3.5% accuracy (σFEu = 7.96MPa and σimgu = 7.62MPa).
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Although this result presents just a proof of concept and more thorough investigation is needed, it demonstrates

that it is possible to identify a non-linear and damage law just based on the measurement of accelerations fields.

Density

(kg/m3)

E (GPa) ν σu (MPa) Et Et/Ec

2290 40 0.2 8 20 0.5

Table 4.16: Parameters used in the spalling simulations with the local damage model.

Figure 4.37: Damage field of a simulated spalling test considering a local damage model.
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Figure 4.38: Identified global Young’s modulus in case of material uniaxial damage response.

4.5.3 Effect of the trigger image position

When dealing with ultra-high speed photography of fast changing phenomena, triggering a high-speed recording

has to be done at a microsecond scale and is essential for capturing the examined event in a given temporal region

of interest [Field, 1982]. Various techniques for triggering an ultra-high speed acquisition system exist [Versluis,

2013]. Nowadays, most of the UHS imaging systems come with adapted image readout and software trigger control

technology. When images are captured and saved on a chip, such features allow more flexible options such as
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Figure 4.39: Identification of a damage response from simulated experiments (qualitative comparison with FEM

results).

post-trig or pre-trig image acquisition providing a programmable number of frames before or after the triggering

signal is received. Therefore with a proper timing, the triggering signal can be obtained away from the imaged

zone. In a spalling experiment this is often done by using the laser interferometer pointed towards the sample free

end and setting the post-trig frame based on the delayed time obtained from the calculation of the anticipated

stress wave velocity that propagates within the sample. When performing full-field measurements, it is a common

practice that the first image (or several images) of the camera recording are captured before the event starts taking

place so that the reference image can be taken as the one corresponding to the sample dormant state. Therefore,

the amount of frames requested is usually equal (or larger) than the duration of the compressive loading stage.

However, ultra-high speed imaging systems have a limited number of frames available for the recording and it is

possible that not the entire event of interest (i.e. the tensile loading stage) is captured. Therefore, a question arises

if a delayed triggering can be used instead, to expand the recording in the tensile stage on the expense of missing

the initial part of the compressive stage.

Here, this question can be investigated thanks to the numerical procedure of simulation the entire photomechanical

spalling experiment which also considers the material softening response. The set of synthetic image generated

previously were used to study the possible consequence of late triggering which occurs at 35 µs after the beginning

of the loading spreads out the sample. Since only the recording speed of 2 Mfps was considered this corresponds

to the 70th frame of the synthetic image sequence. Two cases are considered: (1) the case where late triggering

occurs and the reference image is the first of the recorded sequence and (2) where late triggering occurs but the

reference image is a stationary one. The second case would correspond to a situation where a stationary sequence

is taken before the event. The comparison of these two types of triggering were simulated and compared to the

reference case and the results are presented in Figure 4.40. As one could expect, only a time shift (or jump) of the

reconstructed stress strain response occurs while no change can be observed on the stress (or strain) level. In case

when a stationary image is used as reference, the delayed triggering data synchronises with the case of ideal trig-

gering conditions. On the other hand, when the delayed triggering is performed and the first image of the delayed

sequence is used as reference, a shift towards the first quadrant is noted, which if there exists lack of data would be

difficult to precisely correct. Hence it can be concluded that in case of missing reference image, a stationary image

sequence taken before the test can be used as reference (assuming that no movement is experienced in between

two sequences). This simple yet useful result could suggest a possible delayed triggering at the expense of missing
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the beginning of the compressive loading stage in order to extend more the recording of the tensile loading stage

rather than getting settled with a lower acquisition speed.

Strain (mǫ)
-1 -0.5 0 0.5 1 1.5

St
re

ss
(M

Pa
)

-40

-30

-20

-10

0

10

Trig 70 Ref 0
Trig 0 Ref 0
Trig 70 Ref 70

Figure 4.40: Simualted late triggering in a spalling test considering a material softening response.

4.6 Chapter summary

In this chapter, the identification method based on the use of VFM was investigated through numerically simulated

experiments. Explicit FE simulations of a spalling test with a representative geometry and boundary conditions

were carried to provide time resolved kinematic fields on the sample surface. These were then used in order to

validate the VFM identification procedure. In case when a simple isotropic elastic material model was considered,

the identified values of stiffness were within 0.5% confidence interval in case of noise-free data, which validated

a good performance of the identification procedure. However, strong sensitivity to temporal noise present in the

displacement fields was noted.

In order to further investigate and evaluate possible experimental uncertainties that can pollute the displacement

data and that can be experienced during a dynamic photomechanical spalling test, a methodology for simulating

the entire experimental chain of measurements was applied. The analysis relies on the simulation of the entire chain

of measurements starting from the image acquisition of a hypothetical ultra-high speed camera to the identification

of the material constitutive response. The generation of synthetic grid image sequences that encode the simulated

FE kinematic information through image interpolation techniques was performed with an image simulator devel-

oped in this work. These synthetic sequences can then be treated with standard tools and used to investigate

various potential sources of errors separately and in a controlled manner. The influence of several user-dependent

parameters were investigated by treating the synthetic images as real experimental ones and comparing the iden-

tified parameters with their initially defined reference values within the FE model. These included effects such

as acquisition speed, blurring, image quality, illumination and sample conditions. The results provided a deeper

understanding of how the initial experimental conditions can affect the desired measurement. Furthermore, it

provided guidelines on how to perform experiments more efficiently by reducing undesirable user-influenced sources

of errors along with designing optimal experimental system configurations.

In the last part, the work investigates the use the VFM used to identify material parameters associated to tensile

damage due to spalling. An isotropic damage model was used to simulate damage response of concrete and dis-

placement fields obtained from explicit FE model were used to deform an ideal reference grid image. The damage

model considers non-symmetric material response between compression and tension and allows modelling material
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softening response in the framework of continuum damage mechanics. The compression was performed between

the simulated constitutive response and the one identified from the synthetic image data sets. First results showed

a fairly good agreement with respect to peak tensile stress as well as in the softening regime which confirmed

the perspective of using the VFM processing in light of identifying a damage response in dynamic tension. Of

particular interest regarding dynamic fracturing of concrete material are the specific fracture energy and fracture

opening velocity which will be investigated experimentally and numerically in Chapter 5.

Finally, all the simulation procedures used in this chapter validated that the VFM processing and the acceleration

data can be successfully used to identify material constitutive response without any need of external measurement

nor assumption on material behaviour. Furthermore, this work allowed also some limits to be placed on what type

of acquisition system can or cannot be used in this specific experimental configuration. An example is that an

optimal UHS camera should have an acquisition speed of 2 Mfps. For this reason, two other types of acquisition

systems of new generation cameras which incorporate latest technological developments based on UHS CMOS

sensors were applied to spalling tests in Chapter 6.

As a perspective, this work (from the author’s point of view) can present a small step towards one very big idea,

which can be entitled: Towards simulated photomechanical experimentation: evaluating experimental uncertain-

ties and errors, all in light of working towards future creation of standardized guidelines of performing reliable

experimental identification in dynamic testing.



Chapter 5

Methodology for measuring Dynamic Fracture

Energy Gf

In the following chapter a new methodology for directly determining the specific fracture energy under dynamic

tensile loading will be presented. The method allows to extract the fracturing information for each observed frac-

ture zone involved in the dynamic cracking process, which is recoded with an ultra-high speed camera. Thanks to

using the Grid method that provides direct full-field kinematic measurements, it is possible to identify the fracture

opening displacement (FOD) and the fracture opening velocity of any principal (open) and secondary (closed)

fracture at each measurement instance, which may or may not lead to complete physical failure of the sample.

Relying on the image-embedded load cell principle (Section 2.4.3), the local Stress-FOD curves can be obtained

for each observed fracture zone.

Explicit numerical simulations showed that the present method can reliably predict the specific fracture energy

which is needed to open one macro-fracture, contrary to some methods that can be found in the literature. The

main reason for this is that these methods use indirect measurement techniques that can lead to an overestimate

of specific fracture energy due to the stringent assumption of linear elasticity up-to the peak axial stress.

Finally, the sensitivity and accuracy of the proposed method is investigated through simulating the entire chain of

measurements using the procedure presented in Chapter 4. Extended finite element modelling is used to simulate

the growth of a single crack in a concrete sample through implicit 2D numerical simulations. First, the displace-

ment fields were directly input in the VFM processor to further validate the processing method. Then, numerical

displacement fields are used to embed the fracturing information into sequences of synthetically deformed grid

images that are then analysed using the standard tools. The sensitivity of the method was investigated assuming

several types of camera noise structures (i.e random spatial and temporal noise) that were added to the synthetic

image data, confirming that the simulation of the entire chain of measurements is a useful tool for testing and

evaluating the performance of photomechanical tests.

The following chapter consists of a reproduced version of:

B. Lukić, D. Saletti, P. Forquin. On the Processing of Spalling Experiments. Part II: Identification of concrete

Fracture Energy in dynamic tension. Journal of Dynamic Behavior of Materials, 4:56, (2018).

and an extended version of:

B. Lukić, D. Saletti, P. Forquin. Evaluation of a full-field measurement method used to identify the dynamic

fracture energy of concrete based on simulated experiments. PhotoMechanics, Toulouse, France, (2018).

5.1 Chapter outline

The structure of this chapter is organised into three principal parts:

• First part 5.2 explains the methodology proposed to determine the specific fracture energy from each visual-

ized dynamic crack.

• Second part 5.3 presents a simple yet effective strategy of validating the proposed data processing for deter-

126
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mining the Gf . It consists of performing explicit numerical simulations of a spalling test adopting a damage

model within the continuum mechanics description and assuming a homogenised material domain.

• Third part 5.4 presents a method of further validating the proposed experimental data processing by sim-

ulating entire chain of measurements. The displacement discontinuity information due to presence of one

crack is simulated using XFEM and then this information is embedded into synthetic images that are then

treated using the standard tools. Assuming certain type of random noise component (spatial or temporal),

the method also allows investigating the noise sensitivity of the method.

5.2 Experimental method for obtaining Gf

Under quasi-static tensile loading, concrete exhibits one failure macro-crack that propagates along a direction per-

pendicular to the maximal principal stress. Then within the cohesive crack theory, the complete tensile failure of

concrete can be represented by the Stress-COD (crack opening displacement) relation around the macro-crack where

the energy exchange between the crack and the surrounding material takes place [Hillerborg et al., 1976, Hiller-

borg, 1985c, Bažant and Oh, 1983]. The specific fracture energy can then be defined as the integral of the entire

curve of the load (needed to propagate a crack for a unit length) and the crack-opening displacement, per unit

crack surface. Consequently, in order to characterize the specific fracture energy needed to completely open one

fracture, information such as peak tensile stress and the softening behaviour until failure at the location of the

macro-crack are necessary. However, in dynamic loading conditions, it becomes difficult to follow the formation of

one distinct macro-crack. Under such loadings, the multiple cracking evolves within the core of the target [Hild

et al., 2003, Forquin and Erzar, 2009, Hild, 2015] owing to the limited material crack speed, making the weakest

link hypothesis is no longer valid [Forquin and Hild, 2010]. It can be therefore considered that what is actually

observed during the spalling test is rather the opening of one fracture zone throughout the sample cross-section

[Weerheijm and Vegt, 2010, Vegt and Weerheijm, 2015] rather than inception of one macro-crack. For this reason

the term “Fracture Opening Displacement” (FOD) is introduced and from this point onward used to allude to the

opening of one fracture zone that is recorded during one spalling test.

The difficulty of measuring the dissipated energy related to the growth of one dynamic fracture zone in a spalling

test is principally twofold. Firstly, the local Stress-FOD description has to be obtained in the vicinity of each indi-

vidual fracture zone, being close enough so that the measurement is not affected by adjacent fracturing processes.

Full-field measurements coupled with the high speed photography are a perfect candidate, due to having a great

advantage over indirect point-wise measurements since they yield abundance of discrete information over a portion

of the sample. Secondly, and even more challenging, is to obtain the local stress measurement for each observed

fracture zone. This is precisely where the virtual fields method exhibits its significance. It allows exploiting the

measured acceleration data as an image-embedded load cell (Section 2.4.3) providing the measurement of the av-

eraged axial stress in each visualized cross-section of the sample. What is more, no assumption on the material

behaviour are being made, allowing for the direct identification of the material softening response. Although, it

has to be mentioned that within the definition of the ’load cell’ description, the continuous integral of acceleration

forces needs to be approximated over the discrete number of available measurement points using the Riemann

sum. Consequently the question regarding the validity of the VFM in the accurate identification of the material

post peak response arises. This will be investigated within the framework of modelling one distinct geometric

discontinuity using XFEM modelling in Section 5.4.

In the following, the methodology of obtaining specific fracture energy for each fracture zone in the spalling test

will be described. The procedure relies on obtaining the local Stress-FOD curve per each visualized fracture zone

that consists of several steps within the image data processing:

• Step 1: First, it is necessary to identify the position of the possible tensile fractures by looking at the obtained

axial displacement maps. In order to do this, the first step is to perform a qualitatively inspection the last
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recorded map of axial displacement, when the complete separation of the spall fragments takes place and to

locate the zones where the values of displacements exhibit noticeable changes within a few millimetres of the

sample’s length. These lications can be then referred to as the displacement discontinuity zones of interest.

• Step 2: Then, it is necessary to analyse the nature of the observed displacement discontinuities by tracing

the temporal evolution of the differential displacement around the fracture zone. For this reason, virtual

differential displacement gauges are introduced which provide the difference in averaged axial displacement

from two sides of the observed discontinuity.

• Step 3: Next, it is necessary to perform the correction for the elastic deformation response. The proper

correction is only possible if the local tensile stress-strain response prior the stress peak can be obtained on the

same set of the measurement points used to analyse the visualized fracture. Using the local values of stiffness

in both compression and tension obtained at the same position of the introduced differential displacement

gauges, a correction can be performed for the elastic response. Furthermore, it has been concluded in Section

3.4.1 that Young’s modulus in tension is lower compared to the one in compression, which underlines the

necessity of measuring both local stiffness components.

• Step 4: The last step is the reconstruction and integration of the Stress-FOD curves in order to determine the

specific fracture energy per one formed macro-crack. It is interesting to mention that, compared to momentum

transfer method [Schuler et al., 2006], the measurement of the fractured surface is not an imperative. On

the other hand, it is necessary to define the fracture zone around the visualized crack, where the differential

displacement gauges will be positioned.

• Step 5: Finally by performing the differentiation of the fracture opening displacement obtained from the

corrected differential displacement gauges the fracture opening velocity (FOV) can be derived. The above-

mentioned steps for reconstructing the Stress-FOD response and deriving the specific fracture energy will be

detailed in the following.

5.2.1 Visualization and analysis of dynamic tensile fracturing

The first step in the present dynamic fracturing analysis is the identification of the discontinuities in the displace-

ment fields. Under dynamic conditions, as it can be seen from stress-strain curves presented in Figure 3.18, the

complete tensile failure occurs within 20 µs, while the time from zero stress to the peak tensile stress takes around

7 µs (Table 3.9). Therefore the images have to be grabbed at very high frame rates as to obtain sufficient number

of temporal points to properly discretize the identification of the material response. In this work the Shimadzu

HPV-1 camera was used with the interframe time of 1 µs, other settings are presented in Table 3.8. The displace-

ment maps analysed are those from the experimental tests presented in Section 3.4.1. When performing full-field

measurements the measurement resolution as well as measurement uncertainty level depends on the performance of

the high speed camera [Pierron et al., 2011a]. Some information on the metrological performance of the Shimadzu

HPV-1 system have been recalled in Section 3.2 and are presented in more detail in [Rossi et al., 2014]. This value

has been obtained on the first 20 frames captured by the camera before the stress wave reached the sample. The

measurement resolution is directly defined as standard deviation of the average axial displacement during the first

20 frames as no displacement is assumed to take place during this sequence (Section 3.3.2).

The Figure 5.1 contains two axial displacement maps obtained from two spalling tests (named Tomo1 and 100w)

at 92 µs after the camera triggering and when the complete damage took place. These maps can be used to qual-

itatively observe the displacement discontinuities that occurred due to the formation of spall fragments (Step1).

It can be seen that both maps exhibit two localized zones, one at about 46 mm from the free-surface and the

second one at about 30 mm from free-end. These fracture zones do not appear to be perfectly planar but rather

slanted. An interesting observation to note is, by looking at the color-plots, that the test labelled 100w (Figure



CHAPTER 5. METHODOLOGY FOR MEASURING DYNAMIC FRACTURE ENERGY GF 129

(a) Last recorded displacement map of the Tomo1 ex-

periment.

(b) Last recorded displacement map of the 100w exper-

iment.

Figure 5.1: Final axial displacement maps captured by the end of the test when the full separation of spall fragments

took place. (Horizontal axis shows distance in mm from sample’s free-end)

5.1b) clearly exhibits two distinct fractures while the test Tomo1 (Figure 5.1a) exhibits a somewhat less pronounced

displacement discontinuity closer to the free-end.

In order to better analyse the identified discontinuities the so-called differential displacement gauges are introduced

which allow to follow the fracture formation in time. The gauges are located on both sides of the discontinuity for

which the mean axial displacement on the predefined area is obtained. Then the fracture opening displacement is

obtained as the difference in mean displacement from both sides of the fracture. However, before defining the size

and the location of the displacement gauges, it is necessary to define the fracture zone. The fracture zone can be

regarded as the area of the material that surrounds one macro-crack, which is involved in an active energy exchange

during the fracture process [Vegt and Weerheijm, 2015]. Therefore, the fracture zone contains one macro-crack,

formed through branching and coalescence of multiple individually formed micro-cracks and the surrounding frac-

tured material in its vicinity [Weerheijm and Vegt, 2011]. One way of determining the size of the fracture zone is

to observe the displacement fields. When the axial displacement field from one side of the fracture exhibits uniform

values within the reach of elastic strain, it can be considered that that zone is not damaged and is not involved

in the fracturing process so it can be regarded as the physical edge of the fracture. This criterion was used in

order to choose the position of the differential displacement gauges. Closely observing the displacement fields, it

was deduced that the fracture zone is varying between 4 mm and 8 mm in width around the macro-crack which is

in the range of the reported values in [Vegt and Weerheijm, 2016] where it was also noted that the width of the

fracture zone increases with the increased loading rate. The positions of the displacement gauges chosen for the

fracture zone observed at 46 mm from the free end are presented in Figure 5.2a,b in dashed lines. The averaging

window size chosen for both of the individual gauges is 3 x 22 mm. This is one of the advantages of the presented

method, as the local values of displacement around the fracture zone can be directly measured within proximity

of a few millimetres. The results regarding the fracture zone opening for each of the observed axial displacement

discontinuities in both of the above mentioned spalling tests are presented in the Figure 5.2c,d choosing the same

size of the displacement in all cases. Furthermore, in Figure 5.2e,f the corresponding stress evolution, obtained on

the same location as the differential displacement gauges used to obtain the fracture opening, are presented.

The obtained results regarding the differential displacement for two spall tests are depicted in Figure 5.2c,d. The

plots clearly demonstrate that the fractures open in the tensile loading stage since in compression stage, the re-

sponse is in the range of elastic material limit (less than 15 µm). A very interesting observation can be made

on the results of the test named as Tomo1 (left-hand side column of the Figure 5.2). The differential displace-
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Figure 5.2: Maps of axial displacement corresponding to time when tensile stress is close to zero and position

of principal displacement gauges: (a) and (b) (zero horizontal coordinate corresponds to the sample’s free-end);

Evolution of crack opening for both displacement discontinuities observed in displacement maps by computing the

differential displacement: (c) and (d); Corresponding evolution of axial stress on the same location of differential

displacement gauge: (e) and (f).
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ments for two distinct discontinuities observed in the displacement maps (at 46 mm and 28 mm from free-end)

are plotted in Figure 5.2c. What can be also observed is that the evolution of the two fractures seems to follow

the same trend at the beginning of the tensile stage, up-to a point where one fracture becomes the dominant one

and continues to propagate, while the other one opens until the peak displacement is reached and then closes (the

differential displacement decreases). This could be seen as a form of the obscuration phenomenon [Denoual and

Hild, 2000, Hild et al., 2003] resulting from the stress relaxation caused by the dominant macro-crack, only in the

present case both cracks are triggered. Hence, it can be concluded that the fracture zone at 46 mm results in the

formation of a principal macro-crack that leads to the sample physical fracturing while the crack at 28 mm results

in a secondary macro-crack whose opening displacement decreases and tends towards complete closure (here closed

means that it is not physically separating the specimen into individual parts). The temporal discretization as well

as the resolution of the current measurement system simply does not allow any conclusions to be drawn on which is

the macro-crack that first initiates; however, this example confirms the evidence of multiple cracking and possibly

the obscuration phenomena as mentioned in [Erzar and Forquin, 2010, Erzar and Forquin, 2014]. Furthermore, this

could compromise the measurement of the width of the fracture zone and quantification of damage by the means

of the post-mortem observation as in [Brara and Klepaczko, 2007], since it is clear that not all the cracks which

are formed under dynamic tensile loading are completely open fractures but can also be closed cracks. Although,

they do dissipate a certain amount of fracture energy. The evidence of multiple-closed-cracking can be further

investigated by the so-called post-tensile spall experiments. The sample is first exposed to low velocity spalling to

induce damage without leading to global sample failure [Erzar and Forquin, 2014]. Hence, some amount of fracture

energy is dissipated but not enough to result in a macro-crack.

5.2.2 Correction of the differential displacement

During the first stage of the spalling test, the concrete sample is exposed to uniaxial compression under which the

material behaves elastically. All of this information is embedded in the deformation response obtained with the

differential displacement gauges which need to be corrected for the elastic component in order to obtain reliable

values of specific fracture energy. However, this is only possible when the real local elastic response of the mate-

rial is known. It was shown previously that Young’s modulus in the tensile stage is around 50% lower than the

compressive stiffness. This difference can slightly vary depending on the position of the virtual gauge due to the

sample heterogeneous nature. Therefore, it is necessary to have access to the local stress-strain response at the

same position of the differential displacement gauge used to analyse one fracture zone. This allows to account for

the realistic elastic response in both compression and tension that is registered by the differential displacement

gauges. The local stress-strain response is obtained at the same location and is given in Figure 5.3b. The local

compressive and tensile stiffness parameters are reported in Table 5.1. They are recovered by performing linear

regression on the entire set of data points in the compression stage and on the ascending data points in the tension

stage. When local elastic stiffness parameters are known then the differential displacement curve can be corrected

for the elastic part of the material response, both in compression and tension. The equation used to perform this

elastic correction is provided as follows:

FOD = (U
G1

x − U
G2

x )−
x1〈σ(x, t)〉x2

E(t)
(x2 − x1) (5.1)

where U
Gi

x , i = 1, 2, is the average axial differential displacement obtained as mean difference at each of the two

sides of the observed fracture zone utilizing the differential displacement gauge (G1 and G2). The x1〈σ(x, t)〉x2

represents the average axial stress component obtained as a mean value over the sample portion from x1 to x2 (see

Figure 5.3a) and E(t) represents the identified local stiffness value used to account for the elastic material response

of the material in compression and tension. The correction is performed taking into account the mean distance be-

tween the virtual gauges used to calculate the differential displacement and both compression and tension material
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stiffness. The effect of this correction on differential displacement curve taking into account both local compressive

and tensile stiffness is presented in Figure 5.4. It can be observed that the error is introduced when the elastic

response of the sample is not subtracted from the differential displacement measurement.

(a) Positioning of the virtual gauges around one dis-

tinctly observed fracture zone.
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(b) Characteristic local stress-strain curve obtained over
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sponding deformation gauges (G1 and G2) used to ob-
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Figure 5.3: Demonstration of the virtual gauges used to extract the specific fracture energy around one visualized

dynamic fracture zone. (Tomo1)
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Figure 5.4: Effect of the local correction of the non-symmetric elastic response of the material on the fracture

opening displacement. (Tomo 1: Crack 46 mm from free-end)

5.2.3 Experimental results

When the measurement of differential displacement is corrected, the local stress-fracture opening displacement

curves (Stress-FOD) can be reconstructed. Thanks to full-field measurements and the VFM, it is possible to ob-

tain the local Stress-FOD response for each observed macro-crack that constitutes the fracture zone at any time

recorded by the camera. This can be considered as the sheer novelty of the presented technique compared to

methods used in previous studies [Brara and Klepaczko, 2007, Schuler et al., 2006]. The reconstructed Stress-FOD

response for two distinct macro-fractures observed in two spalling tests (Tomo1 and 100w) are plotted in Figure 5.5.
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Test Crack position

from free-end

Ec (GPa) Et (GPa)

Tomo1 28mm 30.31 15.83

46mm 32.12 16.81

100w 34mm 35.42 14.44

48mm 34.27 11.86

Table 5.1: Identified local values of elastic stiffness in compression and tension for two spalling tests at the location

of the observed macro-cracks.
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(a) Tomo1: Open fracture.

0 10 20 30 40 50 60
0

1

2

3

4

5

6

7

8
Stress−Fracture opening displacement: Crack 28mm

FOD (µm)

S
tr

es
s 

(M
P

a)

63µs

75µs

71µs

(b) Tomo1: Closed fracture.
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(c) 100w: Open principal fracture.
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(d) 100w: Open secondary fracture.

Figure 5.5: Local Stress-Fracture Opening Displacement curves obtained in the vicinity of spall fractures from two

tests captured by the means of ultra-high speed photography and the virtual fields method (VFM).
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From the presented experimental curves some interesting observation can be made at first hand. Firstly, from the

curves presented in Figure 5.5 and values summarized for both tests in Table 5.2, it can be observed that the full

fracture opening which ultimately leads to the sample physical failure by a macro-crack is about 70 µm. Even

though that the lack of experimental data does not permit drawing out any firm conclusions, it seems that the

complete opening displacement which leads to the sample failure is several times smaller than reported by some

other authors [Vegt and Weerheijm, 2015]. Secondly, another compelling observation can be made by comparing

the two curves in Figure 5.5a,b. As mentioned previously, the presented Stress-FOD curves are obtained from

local measurements in the vicinity of two fractures observed in the displacement maps of one spall test (Figure

5.2a,b). From the qualitative analysis of the displacement evolution (see Figure 5.2c) it was suggested that the

fracture at a distance of 28 mm from free sample surface represents a closed fracture, while the one at 46 mm is

considered as the principal fracture which leads to the separation and formation of spall fragments. Here, thanks

to fully reconstructed Stress-FOD curves, close observation of the fracturing process at these two locations can be

made by following fracture response in time. From Figure 5.5a,b it can be seen that in both cases the tensile stress

peak is reached at the same instant and the post-peak response seems to follow the same trend up to the time

corresponding to 75 µs after the camera triggering. After this point, it can be noted that the fracture at 46 mm

starts to evolve into the principal macro-crack as it continues to propagate and dissipate energy, while the fracture

at 28 mm stops. It is also worth mentioning that this point is exactly one time step after the stress-strain response

obtained from a virtual gauge at 46 mm exhibits values of axial stress close to zero (Figure 5.3b). This observation

could be explained by the obscuration phenomena and stress relaxation due to fracturing. Multiple-fractures occur

under dynamic conditions due to the limited crack propagation speed, which are all initiated at approximately

the same time on a micro level but one fracture can eventually obscure the others during the propagation process

[Forquin and Hild, 2010, Erzar and Forquin, 2014]. It can be regarded as the Palio di Siena horse race, where all

contestants start at the same time but not everyone makes it to the end. Moreover, both softening curves seem to

have two branches containing a distinctive bump which can also be observed at 75 µs in both Stress-FOD curves.

Test Crack position

from free-end

Gf (J/m2) Complete crack opening

displacement (µm)

Tomo1 28mm 66.84 18

46mm 208.12 64

100w 34mm 161.05 46

48mm 264.32 68

Table 5.2: Values of specific fracture energy dissipated per one observed macro-fracture in two spalling tests

reported.

It is also interesting to analyse the same experiments presented herein with a different approach of obtaining the

specific fracture energy. Two methods are usually cited in the literature: the ejection velocity method [Brara and

Klepaczko, 2007] and the momentum transfer method [Schuler et al., 2006]. Since the measurement of the mass

spall fragments and fracture surface are an imperative of applying the second technique (which are not available for

the two analysed tests), here only the ejection velocity method will be considered. What is important to mention

is that the method proposed by Brara et al. incorporates several assumptions on the fracturing phenomena and

assumptions of the material behaviour. First, it is assumed that the stress evolves linearly in time upto a limit

when failure occurs. Next, it is also assumed that the spall fragment mass velocity can be related with the failure

stress. Finally, assuming that the ejection velocity is constant during the separation and that a bi-linear fracture

separation takes place, the approximation of the fracture energy formulation was provided (Equation 2.7). The

data necessary to perform the calculation of the specific fracture energy [Brara and Klepaczko, 2007] for the two
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tests presented herein are given in Table 5.3. Material parameters are given in Table 3.7. From the presented

data is becomes obvious that there is a large discrepancy between the method proposed in this work and the

method proposed by Brara et al. regarding the measurements of specific fracture energy. Apart from the other

adopted simplifications, this difference can be also due to the fact that the velocity at separation is measured after

several round trips of the wave trapped in the fragment. Moreover the velocity in the fragment is not necessarily

homogeneous, since multiple events take place during fracturing which last about 20 µs Figure (5.6).

Test Crack position from

free-end

Critical time

tc (µs)

Time to complete

failure ts (µs)

Fragment velocity

at failure (m/s)

Fracture energy

(J/m2)

Tomo1 46 mm 6 22 5.786 587.7

100w 34 mm 7 23 7.453 1039.4

Table 5.3: Values of specific fracture energy calculated according to Brara et al. [Brara and Klepaczko, 2007]

(Equation 2.7).
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(b) 100w

Figure 5.6: Time space maps of axial velocity for the two tested samples.

5.2.4 Comparison with data from the literature

The specific fracture energy is a characteristic material parameter that governs the crack opening in concrete ma-

terial. Therefore, it is related to both the fracture opening displacement (FOD) and also to the fracture opening

velocity (FOV). Knowing the history of the fracture opening displacement, the fracture opening velocity can be

obtained by performing a numerical time differentiation of the FOD signal. In the present work, a moving window

of seven temporal data points is used to derive the crack opening speed from the FOD data. Strong filtering is used

in order to reduce the effect of noise which is enhanced due to the numerical differentiation procedure. This noise

propagated from the ultra-high speed camera to the measurement, and as such cannot be avoided at this stage.

This can be regarded as a limitation of the proposed technique, as it completely depends on the acquisition system.

However, the future development of new generation of ultra-high speed imaging sensors which have more temporal

stability in image forming will provide refinement of the measurement of both speed and acceleration recordings.

Figure 5.7 shows two characteristic fracture opening speeds for two spall tests obtained by differentiating the cor-

responding fracture opening displacements.

Having access to the data regarding the specific fracture energy and fracture opening velocity it is interesting to

compare them with the models proposed in the design regulations as well as data that can be found in the litera-
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Figure 5.7: Fracture opening velocity for two spalling tests.

ture. Relationship between dynamic fracture energy and the crack opening speed was first given by CEB (Comité

Euro-International du Béton, 1988) in a preliminary synthesis report [CEB (Comité Euro-International du Béton),

1988] (Equation 3.19 in the cited document) and is expressed as:

Gd/Gs = (δ̇/δ̇0)0.045 (5.2)

Where Gd and Gs are denoted as dynamic and quasi-static fracture energy respectively, δ̇ represents the crack

opening speed and δ̇0 is 10−3 mm/s scale parameter. Later on, in the final published version of the design code

– CEB-FIP Model Code 1990 [CEB, 1993] this relation was retracted from code section 2.1.5.3.2. (page 50 in the

cited document) with the explanation:

• The information available regarding the effects of stress or strain rate on fracture energy is too incomplete to

be included in the model.

making this work even more interesting to evaluate and verify since there is a clear need for a standardized exper-

imental measurement that can provide reliable results concerning concrete fracturing characteristics.

Regarding the data on specific fracture energy in the literature, the only method able to provide this information

on material fracturing is the one proposed by Schuler et al. [Schuler and Hansson, 2006, Schuler et al., 2006]. The

data from the cited works as well as two prediction curves from the model proposed by CEB are compared to

the experimental values from this work, including both fractures observed in each test, are all presented in Figure

5.8. The results obtained by analysing the fracture zones observed in both tests at the distance of around 40

mm (namely 46 mm in Tomo1 and 48 mm in 100w tests) are in the figure referred to as crack 1 while the ones

closer to the free edge refers as crack 2. From the presented collection of data, it is interesting to note that the

experimental values obtained herein are in the same range with respect to crack opening speed (in this work also

called fracture opening velocity - FOV). However, the values of specific fracture energy are markedly lower than

the results present in the literature. This can be regarded as a result of the more realistic measurement of specific

fracture energy as it is obtained with no assumptions on the material behaviour in the stage of data processing. The
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Figure 5.8: Comparison of the obtained experimental values of specific fracture energy for each observed macro-

fracture with the data available in the literature.

obtained measurements are refined thanks to the obtained fields of local information through the use of ultra-high

speed imaging and full-field measurements. For the sake of comparison, what is also interesting is that the value

of specific fracture energy obtained in this work for what is observed as a closed crack, is smaller compared to

the values reported in the literature for quasi-static loading conditions when RILEM testing recommendations are

applied to what is defined as a common concrete (Table 5.4) [Hillerborg, 1985a, Wittmann et al., 1987, Cifuentes

et al., 2013]. While on the other hand, the specific fracture energy for opened – principal cracks is markedly higher.

Nevertheless, more experimental efforts have to be aimed at obtaining reliable set of new data in both quasi-static

and dynamic loading conditions before any firm conclusions are drawn.

Author Gf [J/m2]

Quasi-static

Hillerborg 1985 113

Wittmann et al. 1987 112.5

Cifuentes et al. 2013 124

Dynamic

This work: Open fracture 211.3

This work: Closed fracture 66.8

Table 5.4: Values of dynamic specific fracture energy obtained in this work and some literature results regarding

the specific fracture energy of ordinary concrete in quasi-static conditions.
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5.3 Validation with numerical simulation

In this subsection, the proposed experimental data processing of a spalling test, that is used to determine the

specific fracture energy around one distinct dynamic fracture, will be explored with the support of explicit FE

numerical simulations (Abaqus/Explicit). Since the experimental processing method relies on the use of full field

displacement maps and the VFM which provides the axial stress in each cross-section of the visualized sample

surface, the numerical simulations are carried so that both the axial stresses in the element volumes as well as

the nodal displacements around one predetermined localization zone are obtained as temporally discretized output

information. A damage model is used to simulate the formation of a localized deformation zone in the dynamic

spalling tests through a user-defined subroutine (VUMAT) (Section 3.4.2.2). The current methodology of mod-

elling one localization zone, apart from its simplicity, enables the fracture energy to be easily calculated knowing

the constitutive model parameters. Then the analytically computed value of specific fracture energy given to the

numerical model can be compared to the value obtained by processing the simulated displacement data in the

vicinity of the localization zone. The fracturing process is simulated having one pre-inserted localization zone that

is supposed to represent one macro-fracture. This is performed by assigning the constitutive damage model only

to one row of finite elements that compose the area of the chosen localization zone while the rest of the elements in

the model were kept with the homogeneous elastic material description. Comparison starts by performing the same

data processing to get the numerically simulated Stress-FOD curves. First, displacements around the localization

zone are processed by introducing the differential displacement gauge as in Section 5.2. Then the appropriate cor-

rection is applied to obtain what was referred to as the fracture opening displacement and finally the Stress-FOV

curves are being reconstructed and integrated so that the numerical fracture energy can be evaluated. Then this

result is compared to the analytical solution that results directly from the used constitutive softening law. Fur-

thermore, on the same numerical sample it is possible to compute the temporal description of the nodal velocities

so that the moment transfer method [Schuler et al., 2006] can also be compared to the values of the analytical

solution. Thus, the main aim of the numerical computations presented herein is to address the reliability of the

two data processing techniques by treating numerically simulated displacements at nodes in the same way as in

the experimental processing of displacement maps assuming that the non-corrupted stress measurement is available.

5.3.1 Numerical modelling

The local numerical softening model used to describe the localization zone incorporates the so-called Mazars’ dam-

age law [Mazars, 1986] which also includes the dissymmetric parameter that can reproduce different response of

concrete in tension and compression and was used in Section 3.4.2. As it is always the case in FE analysis when a

local material description is used, numerical localization will inevitably occur when softening is involved, leading to

mesh sensitive results especially when explicit solver is used [Sluys, 1992]. On the other hand, even though it can

well reproduce the fracturing process in numerical simulations of a spalling test, the regularization procedure can

lead to an important increase of fracture energy in the system and non-realistic rear face velocity profiles [Sallier

and Forquin, 2012]. Here the accent is on simulating one numerical fracture zone by assigning the proposed con-

stitutive law directly to the predetermined rows of finite elements chosen to represent one localization zone; hence,

the regularization technique was omitted in all simulations by setting the value ω was set to 1. The analytical value

of fracture energy given to the numerical model can be simply calculated applying the theory of fictitious crack,

as the area under the analytical stress-strain curve multiplied with the length of the localization zone lc [Hiller-

borg et al., 1976, Hillerborg, 1991]. Hence the analytical expression of the specific fracture energy can be written as:

Gf = lc

∫ +∞

ε0

σ(ε)dε (5.3)

where Gf is the fracture energy per unit area, σ(ε) represents the constitutive equation used to describe the
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homogenized material softening behaviour and the ε0 represents the deformation at peak stress considered as onset

of damage. Due to the mesh sensitivity which is characteristic for local damage models used in FE modeling, the

element size had to be adapted to the desired value of the dissipated specific fracture energy. The size and the

width of the localization zone were imposed so that the value of the dissipated fracture energy is of the same order

as the experimentally observed data (Table 5.2). Also, the size was adapted to account for a proper geometrical

discretization of the numerical model. Since the geometrical discretization was a limiting factor, it was chosen to

use two adjacent rows of elements to model the localization zone by verifying that each row of elements dissipates

closely one half of the total fracture energy given to the model. In that way, the constitutive damage model is

assigned to two adjacent rows of elements while the rest of the model was kept perfectly elastic. The softening

response is enforced in the elements belonging to this localization cross-section. A FE mesh of 8 mm size was used

resulting in the generation of 648 linear brick elements with reduced integration scheme (C3D8R) and a localization

zone of 16mm which is also know as crack band method [Bažant and Oh, 1983]. There exists evidence that the finite

element codes based on the crack band model cannot correctly simulate the brittle failure of concrete structures

when complex failures occur [Rots and De Brost, 1989, Ozbolt and Eligehausen, 1991] since mesh-shape sensitivity

of the crack band model seems to be too large. However, it is generally suggested that this model is applicable

only if the cracking is parallel to the mesh lines and the crack pattern is to be known in advance [Bažant et al.,

1994], which is the case here. Furthermore, the mesh localization is, in fact, desirable. Rather than simulating

the whole experimental set-up, the spalling sample was modelled by directly applying the experimental loading

pulse on the bar–specimen interface. The total simulated time was set to 100 discretized with the time-step of 0.5

µs (200 output frames) and enforcing a fixed time increment of 1 ns that ensured 500 iterations per one output.

The numerical spalling sample together with the localization zone, set at 40 mm from free-end and spanning over

two rows of elements simulating a crack band of lc = 16 mm, are presented in Figure 5.9a. The parameters

chosen for the numerical simulation of the localization zone are the same ones identified from the experimental

results and are given in Table 5.5 while the rest of material was chosen to be elastic with non-symmetric Young’s

modulus in compression and tension. The comparison between the numerical axial stress and strain response

obtained as volume average on all elements constituting the localization zone and the analytical solution of the

constitutive damage model are presented in Figure 5.9b. In order to avoid numerical discrepancies in analytically

and numerically obtained fracture energy that can arise from the 3D propagation of stress waves, the value of

the Poisson ratio was set to zero. It is again worth mentioning that the aim of the numerical simulations is not

to effectively reproduce the experimental results with all the supporting physics but rather to only evaluate the

reliability of the proposed experimental data processing. Knowing the finite element size of the numerical model

(8 mm) and the size of the crack band localization zone (two times the element size), it is possible to determine

the numerical fracture energy from the numerical model applying the standard averaging approach:

GFEf = lc

∫ +∞

ε(σ=σmax)

σi(εi)dε (5.4)

where in this case lc = 2lel with lel the size of the finite element and the overline symbol denotes the volume average

response of all the elements constituting the localization zone obtained at integration points.

Test Density

(kg/m3)

Ec (GPa) ν σt (MPa) ω A, B Et/Ec Crack band

(mm)

Tomo1 2290 35.5 0 8.5 1 1, 1 0.585 16

Table 5.5: Numerical parameters of the Mazars’ model assigned to the crack band localization zone to simulate

one distinct dynamic fracture.



CHAPTER 5. METHODOLOGY FOR MEASURING DYNAMIC FRACTURE ENERGY GF 140

(a) FE mesh of 8 mm size with a pre-defined crack band

at 40 mm from free-end (lc = 16mm)
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Figure 5.9: FEM modelling of one localisation zone.

5.3.2 Numerical results

To apply the same processing technique of the experimental data to the numerically simulated data, it is necessary

to obtain the differential displacement at both sides of the numerically simulated localization zone that is located

at 40 mm from the free end. This is obtained by computing the average axial nodal displacement through the

cross-section for each of the two sets of nodes located in the first layer of elements on both sides of the numerically

modelled localization zone. Then the same principle for subtracting the elastic material response is performed,

utilizing the values of average axial stress response computed in the element volumes of all the elements constitut-

ing the modelled localized zone. Knowing the values of Young’s modulus in compression and tension, a correction

can be applied for both loading stages. Finally, the numerical Stress-FOD curve can be reconstructed in the same

way as in the treatment of the real experimental data 5.2. Then, the dissipated specific fracture energy in the

localization zone can be calculated as a direct integral of the reconstructed curve as:

GFODf =

∫ +∞

u(σ=σmax)

σi(u)du (5.5)

Furthermore, the numerical model can be set to provide nodal velocity data at each node of the FE mesh with

the same temporal discretization. This information can be used to investigate the already proposed experimental

approach proposed by Schuler et al. [Schuler et al., 2006] to obtain the specific fracture energy, which is based on

the moment transfer between spalling fragments. In the current numerical model it can be considered that there

are only two principal fragments, one from each side of the localization zone. The momentum transfer processing

method assumes homogeneous velocity field throughout the entire spall fragment after the cracking take place which

can be regarded as a strong approximation since fracturing events can continue to take place within the formed

fragment. However, it needs to be mentioned that in this work, since no physical discontinuities are modelled,

the term spall fragment cannot be used within the same description. It is rather considered as the parts of the

numerical sample from each side of the predetermined localization zone. Therefore, overall average axial velocity

was calculated for two groups of nodes, belonging respectively to these two parts. The expression of the specific

fracture energy needed to open one crack, in that case, is expressed as:

GIf = ∆vmδ̇/As (5.6)
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where ∆v is the change of velocity of the spall fragment between the moment when the cracking starts and the

moment corresponding to complete separation of fragments. In current analysis, it is assumed that the first corre-

sponds to the instant of peak tensile stress while the second corresponds to the moment when the post-peak stress

values decrease to zero. δ̇ is the average fracture opening speed obtained as the difference of average fragment

velocities after the fracture occurs. As is the crack surface, here taken to be equal to the cross-section of the

numerical sample and m represents the spall fragment mass. Table 5.6 contains the results obtained when both

processing methods are employed to treat the numerically simulated data from the same FE simulation by using

Equations 5.3-5.6.

Analytic

Equation 5.3

Stress-Strain

Equation 5.4

Stress-FOD

Equation 5.5

Impulse transfer

Equation 5.6

Gf [J/m2] 112.9 109.3 122.1 281.3

Table 5.6: Numerical parameters of the Mazars’ model assigned to the crack band localization zone to simulate

one distinct dynamic fracture.

From the presented values it can be seen that the proposed processing method in this work, based on local data

of the axial displacement around the localization zone, provides results quite close to the analytical values. The

observed difference can be attributed to the fact that the numerical simulation does not account for any physical

separation and formation of fragments but is modelled through the localized softening zone where the damaged

elements stay present in the global matrix of stiffness (no erosion criteria). Furthermore, the numerical displace-

ment gauge considered also the elements adjacent to the localization zone and also encodes the relaxation response

occurring within those elements due to fracturing. For the above mentioned a slightly higher value was expected.

This further suggests that the closer the measurement is to the fracture zone the more accurate the measurement

of specific fracture energy is. On the other hand, it can be observed that the method based on the spall fragment

velocity change – Impulse transfer method [Schuler et al., 2006], can provide higher results than the expected

analytical values. This can be attributed to the fact that it relies on the assumption of uniform velocity fields for

each of the observed spall fragment. Indeed, it has been suggested that the moment transfer method can provide

inaccurate results, especially in the case when the notch is introduced in the sample [Schuler, 2007]. Finally, it

could be concluded that the proposed experimental processing method that uses full-field measurements provides

more realistic information on the concrete dynamic fracture energy. It is able to provide values of specific fracture

energy dissipated per one dynamic fracture zone without any a priori assumptions on the material behaviour and

applying a realistic correction for the material local elastic response.

5.4 Evaluation of the full-field measurement method used to identify

the Gf on simulated experiments

5.4.1 Extended finite element modelling: XFEM

In this section the accent is on verifying the previously proposed experimental technique used to determine the con-

crete fracture energy directly from measured displacement maps through the use of simulated experiments (Chapter

4). Obtaining synthetic images that encode fracturing information in a controlled manner allow various external

factors can be studied independently. Although, analytical solutions for the displacement field around stationary

crack in an elastic media do exist [Williams, 1952], synthetic images created by displacement fields obtained within

FE formulation represent a good alternative since any material law or loading conditions can be used [Barhli et al.,

2017].
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Here, the idea is to simulate one such fracturing process under dynamic loading conditions and to then embed

this information into the synthetically generated grid images so that the same procedure, when real experimental

images are treated, can be applied. The underlying motivation comes from the fact that, in case when conventional

finite element modelling is used, strong discontinuities (such as a crack) cannot be truly taken into account as

geometrical discontinuities without considerable mesh refinement around the neighbourhood of a crack tip. This

arises from the fact that, as it is in all cases when local material description is defined within a formalism of a

softening constitutive response, numerical localization will inevitably take place due to the mesh sensitivity; since

the element size dictates the value of the dissipated specific fracture energy within the element. Non-local regu-

larization schemes are then frequently used to circumvent this problem from the aspect of numerical modelling.

However, introducing a regularisation technique in the light of maintaining a constant dissipated energy per surface

unit in a single finite element regardless of its size, produces quasi-homogeneous displacement fields since a charac-

teristic length is introduced in the model over which the meaningful constitutive quantities are computed, or not to

say: smoothed. Some methods circumvent the problem of explicitly defining the material characteristic length by

relying on the conservation of energy theory to define the damage localization such as phase field modelling [Miehe

et al., 2010, Molnár and Gravouil, 2017]. However this technique requires small mesh size around the expected

cracking domain. Often, in order to present the physical cracking patterns an erosion criterion can be used with

in order to physically remove the damaged elements, but even in that case, the crack ’thickness’ will always be

equal to the smallest element size of damaged element. Although these numerical techniques can provide a good

macroscopic numerical description of the various damage process, for example a truthfully represented damage

field in the domain of continuum mechanics, the modelling of strong displacement jumps remains a challenge. For

this reason the presented Spall-simulator can be tied with some other simulation strategies in order to account for

presence of a strong displacement discontinuity.

The eXtended Finite Element Method (XFEM) presents one such possible strategy that alleviates the shortcomings

of the conventional FE modelling when strong local displacement discontinuities are in question [Belytschko and

Black, 1999]. It is a method based on the partition of unity concept [Babuška and Melenk, 1997], that allows the

crack to ’cut-through’ the finite element and as such it is particularly suitable for numerical modelling of crack

inception and propagation phenomena not imposing the crack path a priori. When compared to the standard

FEM, XFEM has several advantages in aspect of mesh independence. The most important feature of XFEM is

that it can simulate an extending crack without any re-meshing by treating the cracks at element level. The basic

concept relies on the use of conventional finite element method with added enrichment degrees of freedom through

special displacement functions. Usually, the Heaviside function (that describes the displacement jump) and the

asymptotic functions (that describes the crack tip), are all used to deal with the discontinuity. The approximation

function of the XFEM element displacement vector is in general written as:

u(x) =

N∑
i=1

Ni(x)[ui(x) +H(x)ai(x) +

4∑
α=1

Fα(x)bαi (x)] (5.7)

where the H(x) is the jump function and the ai(x) are the new degrees of freedom assigned to the nodes where the

crack passed through the element interior, Fα(x) is the asymptotic crack-tip function and the bαi (x) are the nodal

enriched degrees of freedom assigned to the nodes consisting the element that contains the crack tip.

Owing to these advantages, XFEM has found the numerical implementation in some stand-alone FEA software

packages that have been aimed for commercial use, such as AbaqusTM , where it was first introduced in 2009.

Abaqus uses the Level Set Method that permits representing the crack position, as well as the location of crack tip

[Osher and Sethian, 1988]. It is a numerical technique that represents discontinuities by two signed distance func-

tions, one for the crack surface and another for the crack front. Current implementation in the Abaqus environment

is based on also using the phantom nodes which are superimposed over and tied to the nodes of the original mesh
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of the enrichment element. Once the element is cut through by the crack it is divided into two parts where each

contains real or phantom nodes. Since its introduction XFEM was used to study various problems ranging from

modeling crack growth [Stolarska et al., 2001], to the dynamic crack propagation [Réthoré et al., 2007, Song et al.,

2008].

The aim of this study is not to perform a benchmark of the XFEM capabilities in the Abaqus environment, as for

example it is done in [Gigliotti, 2012]; however, it is necessary to mention the main limitations of its numerical

implementation from an end-user point of view (since it is used in that manner in this work) to which the following

simulation work is being limited. These are as follows:

• It can be used within the Abaqus/Implicit Dynamic work environment or General Static.

• Only one propagating crack can exist within a domain of one element and its inception point has to be

pre-defined.

• Only non-interacting cracks can be contained in the model domain

• The crack cannot branch nor turn for 90◦.

Another limitation that is worth mentioning is that for the case when propagating cracks are modelled (such will

be the case here) it is a pre-defined requirement that the crack itself, completely cuts an element. Therefore, the

crack tip can only be located along an element edge. This means once a crack starts to propagate it will cut each

element entirely, hence, the crack tip cannot be stopped within one element.

In the following section, the eXtended finite element method that is implemented in the Abaqus FE software

package, is used to simulate the inception and growth of one distinct numerical macro-crack in concrete material

considering a spalling experiment. The material behaviour outside of the crack is considered to be perfectly elastic

and all the given fracture energy is assumed to be dissipated by one crack formation through a bi-linear traction

separation law. The numerically simulated time-resolved displacement fields are extracted at nodal points to

obtain the displacement fields which contain the fracturing information. These fields are then used in two stages.

First, the numerical displacement fields are directly treated as the experimental ones. The acceleration fields are

numerically computed through the numerical differentiation scheme and then the Equation 2.22 is used to obtain

the axial cross-sectional stress. Then, the processing of the so called differential displacement gauge is applied

and the obtained fracture energy is compared to that of the XFEM numerical simulation. Secondly, the same

displacement fields are used to generate sequences of synthetically deformed grid images (assuming a perfect UHS

camera) encoding the fracturing information directly through the change of gray level. Then, these images are

treated as experimental data which allow validating the proposed methodology of evaluating a specific fracture

energy from a spalling test.

5.4.2 Numerical model

A 2D numerical model is considered to simulate a spalling test with one predefined crack at the position of 40

mm from the sample free-end. It is used to model the initiation and growth of one distinct spall fracture whose

predefined position is located on the outer top edge of the sample. The predefined crack length was taken to be

2 mm. A representation of the model is presented in Figure 5.10. The numerical model has been subjected to a

pressure load assigned on the incident surface. The load amplitude history was obtained from a real experimental

pulse recorder with the gauge glued on the sample at 20 mm from the bar-sample interface (Figure 3.14b). The

mechanical response of this model was simulated using Abaqus/Standard to carry out the Dynamic-Implicit anal-

ysis of the problem. The FE simulation details are provided in Table 5.7. The boundary condition was set as a

horizontal sliding pin of one node that lies in the horizontal axis on the left-hand side of the numerical sample.

This boundary condition was chosen (as opposed to sliding pin condition of the top and bottom nodes) based on
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a preliminary study, in order to maintain the uniformity of the axial pressure load applied during the compressive

loading stage. As it has been done in previous numerical works presented in this Chapter 4, the mesh size was

chosen to be 1x1 mm2 resulting in 5400 elements consisting of 11132 nodes. The stated 2D problem was treated

assuming plane stress conditions by assigning the CPS4 elements with full integration scheme to the generated FE

mesh. Full integration scheme was chosen in order to obtain the crack path as accurate as possible since it was

noticed that when reduced integration is used, the crack path tends to diverge from the expected vertical direction

at the point of initiation (the crack tip).

Figure 5.10: Representation of the 2d mesh used in simulating spalling test with XFEM.

Mesh size 1x1 mm

Element type CPS4

Simulated time (µs) 92.5

Max. number of increments 10000

Increments size: initial (minimum) 5 µs (0.5 ns)

Inter-frame time (µs) 0.5

Length of pre-inserted crack 2 mm

Type of simulation Dynamic/Implicit

Table 5.7: Details on the Abaqus/Standard model used for simulation of one spall fracture with XFEM.

The computations have been carried out using the general analysis step where non-linearities (geometrical and/or

material) can occur and are involved in the solving of the kinematic relations with large-displacement formulation.

The analysis of the presented problem involves solving a non-linear dynamic problem with a direct time integration

scheme to calculate the transient response of the system. Abaqus/Standard provides the automatic time step-

ping scheme to resolve this problem, where the time step is determined (and if necessary updated) based on the

half-increment equilibrium residuals. This will inevitably introduce slight high-frequency numerical noise in the

simulated displacement fields. Furthermore, the numerical simulation is driven by a quasi-smooth loading pulse

which was in fact experimentally designed in order to avoid high-frequency components to be introduced in the

tested sample. Consequently, the accurate simulation of the high-frequency vibrations was considered not to be of

interest. It is worth pointing out that any numerical high-frequency content present in the simulated displacement

fields, that are later on used as inputs in the spall-simulator, will deteriorate the material identification procedure.

In order to avoid any numerical noise to be introduced in the simulated displacement field, the simulated scenario

was considered to fall into the range of moderate dissipation application, which is a sub-option offered within the

solver. In this way, numerical damping through the implicit Hilber-Hughes-Taylor integrator was added, where

the default values (α =-0.4142, β =0.5, γ =0.9142) were found sufficient. The detailed study on the effects of
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the damping coefficients was not carried out and presents a task for future works, here, the simulations were run

with the aim of showing the proof-of-concept. The acceleration fields were not computed in the first step in order

to stabilize the numerical convergence, this was considered appropriate since the applied loading pulse does not

significantly change within first several micro-seconds. The desired simulated time was initially set to be 100 µs

with recording data outputs at 0.5 µs in order to simulate the acquisition speed of a 2 Mfps UHS camera. However,

the full fracturing occurs before the full simulation time is reached, hence the desired time was not possible to

reach since after the fracturing, the computation does not converge due to the flying ejecta. For that reason, the

simulated time was reduced and set at 92.5 µs which was just enough to capture full stress-crack opening curve,

yielding a total of 185 simulated camera frames.

The XFEM works within the Linear Elastic Fracture Mechanics (LEFM) formalism and as such requires the

presence of a crack. Here, one pre-existing crack has been inserted at the distance of 40 mm from free-end. The

spalling test is by its nature a uniaxial indirect tensile test, hence, only Mode I failure (pure tension) was considered.

The formulation that governs the behaviour of crack propagation of the XFEM-based model is defined to follow the

traction-separation law. The law assumes the linear-elastic behaviour upto the point of initiation followed by the

evolution of damage. In this work a bi-linear traction separation law is considered with a linear softening response.

The crack initiation criterion which marks the onset of degradation of the cohesive response at the predetermined

enrichment location was chosen to be based on the maximal principal stress criterion which simply reads as follows:

f =
{ 〈σ1〉
σ0
max

}
(5.8)

where f is the dimensionless coefficient, σ1 is the principal stress and the σ0
max is the maximum allowed principal

stress. Once the limit of maximum allowed principal stress at the pre-defined crack tip is reached, with a certain

tolerance ftol the crack inception takes place and continues to grow following the same procedure in the next step:

1 ≤ f ≤ 1 + ftol (5.9)

The tolerance here was taken to be 5% and therefore it can be expected that the simulated stress at the crack

tip can be slightly elevated than the defined maximum. The damage evolution law was considered to follow a

linear softening description based on the maximum allowed displacement at failure (Umax). The parameters of the

damage law used in the simulation work have been obtained from the previously presented experimental works

(Section 3.4.1) from the test named Tomo1. It is worth mentioning at this point, that the aim of this work is not

to simulate the mentioned spalling test but to validate the methodology of the measurement of specific fracture

energy assuming one unitary crack propagating in a linear elastic medium. Therefore, the material outside the

enriched zone is considered to be linear elastic and the material parameters used in the simulations are given in

Table 5.8.

Young’s modulus (GPa) 35.5

Poisson ratio 0.2

Density (kg/m3) 2290

Maximal principal stress - σ0
max (MPa) 8.5

Displacement at failure - Umax (µm) 80

Damage evolution Linear

Fracture energy - Gf = 1
2σ

0
maxUmax (J/m2) 340

Table 5.8: Details on the material parameters used for simulation of inception and growth of one spall fracture

with XFEM.
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5.4.3 Identification from simulated displacement fields

Full-field displacement maps have been output from the above described numerical model. These fields can then be

used as the input in the VFM data processing so the validity of using the integration of acceleration fields to define

the load cell in the post-peak regime can be directly examined. This concern typically arises from the fact that

after the fracturing occurs, the mean amplitude of the axial acceleration drops drastically (Figure 5.11). In order

to get the time resolved acceleration fields, numerical differentiation of the displacement data was performed. Since

the simulations were carried out with Abaqus/Standard, that uses an implicit numerical scheme, it is expected

that no numerical noise is present in the simulated data and some more straightforward derivation techniques

can be used. For that reason the numerical derivation of the simulated displacement fields was carried using the

simple finite differences method. However, as it has been mentioned earlier, it is not possible to simulate the total

desired time of 100 µs since the fracturing happens earlier and can induce non convergence in the simulation of

subsequent frames. This means that the final zero displacement is to be reached in the last simulated frame. On

the other hand, when performing numerical derivation over a certain time window, several first and last frames

that correspond to the half-widow size stay out of reach. This means that if the numerical derivation is performed

on the extracted data the last two frames can be lost not allowing the full reconstruction of the desired Stress-COD

curve. For this reason, the displacement data were extrapolated using the cubic spline data fitting, in order to

recreate additional two time frames that simulate free motion of the spall fragment after the fracturing. Figure

5.12 presents simulated displacement and derived acceleration maps at three specific times corresponding to peak

stress, half of the softening response and at total fracturing. The derived axial acceleration data were used to

describe the average cross-sectional axial stress.
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Figure 5.11: Average axial acceleration derived from simulated displacement fields using XFEM numerical mod-

elling.(finite differences scheme)

Once the displacement and stress are obtained, the processing of the differential displacement gauges can be applied

as in real experiments to obtain the specific fracture energy for one crack (Section 5.2). The correction for the

elastic response of the differential displacement can be performed as in the Equation 5.1. The identification of the

specific fracture energy requires the reconstruction of the local stress-fracture opening displacement curves. One

advantage of having simulated displacement fields that contain the modelled fracturing information, is that the

position of the differential gauges can be located exactly in the closest vicinity of the displacement discontinuity.

The reconstructed Stress-FOD curves obtained directly from the results of the numerical model are presented in
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(a) (b)

(c) (d)

(e) (f)

Figure 5.12: Maps of axial displacement and axial acceleration corresponding to times of maximal tensile stress

((a) and (b)), half the softening response ((c) and (d)) and full crack formation ((e) and (f)) (the vertical and

horizontal direction correspond to the sample surface in millimetres where zero horizontal coordinate corresponds

to the sample’s free-end.)
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Figure 5.13a. The average axial displacement measurements are taken in the first elements from the left and

right hand-side of the simulated crack. Also, the comparison of the fracture opening velocity (FOV), obtained as

time derivation of fracture opening displacement, is given in Figure 5.13b. A relatively good agreement between

numerical curves and the ones identified from the VFM processing can be observed. The slight non-linear soften-

ing obtained from the VFM could be attributed to the way the acceleration fields are being integrated since the

same deviation was obtained when simulated acceleration data was directly processed. The values of the identified

specific fracture energy obtained by integrating the presented Stress-FOD curves are given in Table 5.9.
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Figure 5.13: Comparison of the numerical results between XFEM simulation of one distinct crack and identification

obtained by processing the simulated displacement data with the VFM.

Method Gf [J/m2]

Pre-defined 340

XFEM 331.55

The VFM 330.77

Table 5.9: Results of the identified specific fracture energy obtained from the integration of the curves in Figure

5.13a.

Interestingly, the results from the numerical simulations are about 5.1% lower than the energy defined within the

used material damage criterion. This could be due to the applied averaging of the fields within the entire column

of finite elements from both sides of the simulated crack. On the other hand, the value of specific fracture energy

obtained by processing the simulated displacement maps with the VFM seems very close to the one from the

numerical simulations, differing only for about 0.3%, which already indicates a fairly good result that validates

the proposed VFM processing based on using the acceleration load cell and the differential displacement gauge for

retrieving the value of specific fracture energy.

5.4.3.1 Effect of the virtual gauge processing

As previously mentioned, the accuracy of the measured specific fracture energy also depends where the fracture

opening displacement is measured with respect to the fracture. Therefore, it is necessary to investigate how the

size and the position of the used differential displacement gauges influence the reconstructed Stress-FOD curve

(Figure 5.14). The results regarding the chosen size of differential displacement gauge, located in the close vicinity
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(first set of data points) around the crack, are presented in Figure 5.15a. The values of specific fracture energy are

summarized in Table 5.10b. It can be seen that the influence of the gauge size has a small impact of the determined

specific fracture energy. Even if the displacement data are averaged on a length of 10 mm on both sides of the

crack, the determined specific fracture energy is within 4% of the expected one. On the other hand, it seems that

the impact of the gauge position has a slightly bigger impact (Figure 5.15b) with exhibiting an error of about 6%

when the differential gauges are located 4 mm away from each side of the crack. It needs to be mentioned that,

here, it is assumed that the material behaves perfectly elastic outside of the fracture. Which can be easily seen

from the plot that represented the effect of the gauge position, since the peak stress keeps increasing with the

distance away from the crack. This would not be realistic for a real material with a given limited strength. On

the other hand, it could be anticipated that the fracture opening displacement would exhibit similar trend, mean-

ing, the further the differential gauges are away from the fracture vicinity, the bigger the error would be on the FOD.

Figure 5.14: Schema on the investigated differental gauge size and distance in the 2d XFEM model used to

simulating spalling test with one crack.
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Figure 5.15: Effect of the differential displacement gauge size and positioning with respect to the simulated fracture.



CHAPTER 5. METHODOLOGY FOR MEASURING DYNAMIC FRACTURE ENERGY GF 150

Gauge size (mm) Gf [J/m2]

1 335.54 (1.2%)

3 338.74 (2.16%)

5 340.62 (2.73%)

10 344.74 (3.97%)

(a) Effect of the size of the differential

gauges on the measured specific frac-

ture energy. (distance ± 1mm from

the crack)

Gauge distance (mm) Gf [J/m2]

1 342.67 (3.35%)

2 347.77 (4.89%)

4 352.06 (6.18%)

(b) Effect of distance from the crack

of the differential gauges on the mea-

sured specific fracture energy. (size of

the gauges 1x45 mm2)

Table 5.10: Effect of size and position of the differential gauges on the measured specific fracture energy. (relative

error given in brackets)

5.4.3.2 Effect of the camera acquisition rate

It is evident that the accuracy of the proposed methodology for measuring the specific fracture energy will also

depend on the time discretization of both stress and displacement data since in quasi-brittle materials like concrete,

capturing of the tensile failure under small deformation significantly relies on the high frame rate acquisition speed.

For example it is suggested that the acquisition speed of 0.2 Mfps with 256x256 pixel count can suffice for observing

a qualitative fracture characteristic of rock under dynamic compression through the analysis of strain and strain

rate fields obtained by DIC [Xing et al., 2017a]. However, when it comes to extracting more significant quantities,

higher acquisition speed is necessary. For instance, it has been shown through simulation of a perfect UHS camera,

in the Section 4.1.2.3, that the acquisition of 1 Mfps and above is necessary for a reliable identification of elastic

Young’s modulus in a spalling test. Although this serves just as a guideline, it is interesting to see how the sim-

ulated acquisition speed affects the measurement of the specific fracture energy using the proposed identification

methodology. The effect of the simulated frame rate on the relative error of the determined fracture energy is

given in Figure 5.16. The relative error is computed as difference in percent of the energy obtained using the VFM

to process the simulated displacement fields and the one directly obtained directly from the XFEM simulation.

As expected, it can be seen that the error drastically decreased with the increased simulated frame rate, again

indicating that the acquisition speed of 1 Mfps and above can be considered as an adequate one for measuring the

specific fracture energy with a relative error of 6% and lower.
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Figure 5.16: Effect of simulated camera acquisition speed on the identification of the specific fracture energy.
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5.4.3.3 Measurement sensitivity to simulated displacement noise

In principle, the sources of uncertainty on the kinematic measurement are multiple and they can arise from various

effects from the intrinsic sensor noise, the method used to recover displacements and the test conditions. All

these effects get superimposed in real experimental conditions and introduce a final uncertainty in the measured

displacement fields. It is a difficult task to identify a resulting noise model that takes into account all these potential

sources of errors at once. One simple way of investigating the impact of noise on the desired measurement is to

introduce standard deviation in the displacement maps directly as a zero mean random noise. Although, it worth

noting that digital noise is more complicated than a mere random noise, it is still thought that it could be helpful

to provide an idea on the measurement sensitivity to external noise influence. This assumption is known to be not

realistic for raw data provided by digital imaging sensors and that it can be used only to provide first estimates

of the measurement uncertainty [Grediac and Sur, 2014]. Assuming a non-correlated noise in time domain, each

simulated displacement field can been corrupted with zero mean random noise field with a given standard deviation:

Ũ(x, y) = U(x, y) + σ.P(x, y) (5.10)

where x, y are coordinates of each measurement point, Ũ(x, y) is the new noise corrupted displacement field, U(x, y)

the numerically simulated displacement field considered to be ideal, σ is the standard deviation of the measured

displacements and P(x, y) is a zero-mean random field with a standard deviation equal to 1. The simulated displace-

ment fields obtained from XFEM simulation simulating an acquisition speed of 2 Mfps were corrupted with random

noise and then processed using the VFM. In this case, the acceleration fields were obtained by first performing a

2nd order polynomial fit over 11 displacement points and then deriving it two times. The results regarding the

reconstructed Stress-FOD curve for several levels of random noise are presented in Figure 5.17. As expected, no

systematic errors are introduced in the identified specific fracture energy and a relative error for all cases was found

not to be larger than 2%. However, from the presented plots the sensitivity of the measurement is quite obvious to

observe. The quality of the identified material fracture response is highly affected by noise and with the increasing

noise variance the post-peak region becomes more and more difficult to identify especially for the case when σ=4

µm which is a standard deviation close to the one obtained for the Shimadzu HPV-1 camera (Section 3.3.2).
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Figure 5.17: Effect of simulated displacement noise on the reconstruction of the Stress-FOD response. (zero-mean

random noise with standard variation σ)
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5.4.4 Identification from simulated image acquisition

In order to investigate possible effects that may arise during the recording of a grid image sequence with an UHS

camera, synthetically deformed images were generated with the procedure described in Chapter 4 using the dis-

placement fields output from XFEM simulations.

This procedure requires several interpolation steps so that the simulated fracturing information can be embedded

into fictive pixel positions through their grey level change. In principle, two interpolation procedures are needed

before image deformation, one to obtain the displacement maps on a regular mesh-grid and second to interpolate

the obtained displacement maps onto fictive pixel positions. Here, the first step is skipped by already generating a

regular mesh of finite elements in the numerical model which corresponds to the grid pitch of the desired synthetic

grid image (1mm).

A first step is to interpolate the displacement maps onto the mesh-grid which represents fictive pixels U(ui, vj),

given a fixed grid pitch pixel sampling. Already here, some interpolation problems can be experienced at the edges

which can be approximated by expanding the fictive mesh for one row of fictive pixels and then cutting it back

down to the desired frame size. Next, a reference grid image needs to be generated based on the pixel count. In

order to simulate the camera image digitisation of a single pixel, a super-sampling technique is used assuming a

fictive area size of one photosensitive pixel region and allows taking into account the fact that a camera pixel only

captures an average of the grey level over a certain physical domain. It is necessary to mention here that the choice

of the super-samples can be beneficial for reducing the systematic errors caused by interpolation, as indicated in

[Rossi et al., 2015], but can also increase the time needed to generate one sequence. For example, considering that

a surface of 45x120 mm with 1 mm pitch grid is framed with 9 pixels per period for an image sequence consisting

of 180 frames with 16 bit dynamic encoding: using 5x5 pix super-samples, the sequence will be generated within

120s, on the other hand using the 10x10 super-samples the sequence will be generated within 1980s (machine:

Intel i7-3630 QM 2.40GHz, not – parallelized). As in previous simulation works, it was considered that the pixel

photosensitive area covers the full pixel size, effectively simulating a fill factor of 100%, although ultra-high speed

imaging sensors with on board memory suffer from much lower fill factor. After down-sampling the expanded

image, a reference grid image P (i, j) is obtained where i, j correspond to fictive pixel coordinates. Finally, the

reference image is interpolated at each simulated frame at new pixel locations P ′(i+ui, j+uj) providing a sequence

of deformed images.

Simulated frame rate 2 Mfps

Total sequence 186 frames (93 µs)

Grid pitch 1 mm

Grid pixel sampling 9 pix/pitch

Framed surface 45x120 mm

Pixel count 405x1089 pix

Super-sampling 10x10

Dynamic range 16bit

Fourier blur 1pix

Average illumination 47.8% dynamic range

Acceleration 2nd order (11 points)

Table 5.11: Information on the generated synthetic image sequences.

So, it is obvious that the described procedure will, inevitably, introduce a systematic error in the measurement

due to multiple interpolation stages and as such it is not perfect. Furthermore, it is expected that due to the
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convolution window used in the grid method (which is 2N-1, N being equal to the grid sampling) the differential

displacement gauges cannot be positioned exactly on the simulated fracture location but rather one measurement

point away from both sides, which would, as showed in Figure 5.15b, provide slightly elevated measurement due to

the numerical modelling assumptions. However, this procedure can still be used to provide global information on

the possible effects regarding image quality, image illumination and effects regarding image grey level noise.

Here, the objective is to investigate how a grey level camera noise would impact the sought measurement of the

specific fracture energy by adding simulated noise to the synthetic image sequence. One way to do so, is to define

an overall standard deviation regarding the individual pixel mean grey level [Seghir and Pierron, 2017]. For that

purpose, grey level zero-mean random temporal noise of standard deviation σg which represents a percentage of an

average pixel grey level was added to simulated grid images to each pixel separately. An example of one corrupted

synthetic pixel with 1% zero-mean random temporal noise is shown in Figure 5.18a. The information regarding the

simulated grid image sequence and the acceleration derivation is provided in Table 5.11 Higher dynamic range was

chosen here in order not to introduce additional errors due to quantization. The reconstructed Stress-FOD curves

obtained after treating the synthetic images, for the case of perfect image sequence (no-noise) and the two cases of

random temporal noise (σ1
g = 1%, σ2

g = 2%) are presented in Figure 5.18b. Values of the specific fracture energy

calculated from the plotted curves are presented in Table 5.12. Although the determined fracture energy values

are in the 10% error range, the figure clearly indicates the sensitivity of the measurement to the camera temporal

noise and, as it can be anticipated, the noise mostly affects the stress level since it is its second derivative, present

in the acceleration fields, that introduces substantial errors. Another remark is that, even though the noise model

remains quite simple and not representative of a real camera, there is some similarity with the results reported in

Figure 5.5. For this reason, a concluding remark can only focus on the prospective of the future work regarding the

application of this technique. Once new advancements are made regarding the acquisition stability in the field of

UHS imaging, the proposed identification methodology would experience nothing but benefit with regards to the

accuracy of the identified results.
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Method Gf [J/m2] Error (%)

XFEM 331.55

Synthetic images (no-noise) 349.1 5.3

Synthetic images (σ1
g = 1%) 361.1 8.9

Synthetic images (σ2
g = 2%) 377.1 13.75

Table 5.12: Specific fracture energy determined from the Stress-FOD curves presented in Figure 5.18b.

5.5 Chapter summary

In this chapter, the identified results regarding the material constitutive response from two spalling tests presented

in Chapter 3 have been extended towards obtaining values of specific fracture energy per each visualized dynamic

tensile fracture. The motivation originates from the fact that very few works in the literature report such values

and those that do, rely on methods that use indirect measurements adopting strong assumptions on the material

behaviour. Additionally, current design standards [CEB, 1993] do not provide empirical formulations on the effect

of strain rate on the specific fracture energy owing to the lack of experimental data, which makes this work even

more interesting.

The first results showed that:

• Measuring full fields of axial displacement, the dynamic macro-cracks that are visualized can be analysed

in a quantitative manner. The differential displacement gauges are used to provide differential displacement

around the macro-crack showing that it is possible to conclude whether the observed fracture leads to sample

complete failure (open fracture) or if it is a secondary fracture that is obscured by the adjacent dominant

one (closed fracture) following their evolution in time.

• Thanks to having access to local measurements of stresses and strains it is possible to reconstruct the consti-

tutive response of the material on the same points used to describe the fracture opening around the analyzed

fracture. This further allows identifying the local elastic response around the macro-crack which is used to

correct the differential displacement, providing the realistic measurement of the fracture opening displace-

ment – FOD. Finally, the method allows reconstructing full stress-fracture opening displacement curves for

each visualized dynamic fracture and therefore provides direct information on the concrete specific fracture

energy.

• First results obtained for normal concrete indicated a markedly lower values of specific fracture energy Gf

compared to the results present in the literature.

In order to assess the validity of the proposed experimental processing method for obtaining Gf , numerically

simulated experiments were performed considering inception of growth of one distinct fracture through the use of

XFEM method. The displacement fields were then extracted and processed with standard tools and the retrieved

values of Gf were compared to those that have been given to the model. The first results show that the proposed

method can provide values within about 5% confidence interval, which can be regarded as a good result since the

data currently present in the literature exhibit a scatter of several hundred percent. The qualitative sensitivity of

the proposed method was investigated through performing simulation of the entire chain of measurements involved

in the photomechanical test using the methodology presented in Chapter 4. Synthetic grid image sequences that

encode the fracturing information were generated. In order to model a noise coming from an acquisition system, as

a first approximation, the images were polluted with zero-mean non-correlated grey level noise. It was noticed that

with noise levels of just a few percent of mean image grey level can substantially disrupt the identification procedure
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and requires strong low pass filtering to be applied in order to retrieve any meaningful information regarding the

specific fracture energy. It is worth mentioning that currently available UHS imaging system exhibit higher noise

levels. Nevertheless, the chapter presents a first application of such experimental method in light of providing

quantitative fracturing information of concrete material under dynamic tension. The measurement refinement can

benefit from the future technological advancements in the field UHS imaging regarding the increased stability of

the images. For this reason, two latest UHS imaging sensors were considered and are presented in the following

Chapter 6.



Chapter 6

Application of ultra-high speed CMOS-based

image sensors in identification of dynamic

tensile material response

Previously, in Chapters 4 and 5, it was shown how meaningful information on the dynamic fracturing can be

obtained from a spalling test by simply taking use of its inertial component. Thanks to the VFM, the acceler-

ation fields are directly tied to the axial stress description within the sample cross-section. However, obtaining

the kinematic measurements with the means of full-field techniques is not an easy task, since their accuracy is

directly dependant on the acquisition performance of the UHS imaging system in question. For example, the

camera capabilities such as frame rate, can directly impact the identified result even in the case when no external

noise is present. Moreover, the camera pixel count directly impacts the measurement resolution and the number of

available data points. The camera used in previous sections, Shimadzu HPV-1, suffers from both these limitations.

Nevertheless, the area of ultra-high speed imaging is a rapidly evolving domain and new technological sensor de-

velopments allowing to reach lower inter-frame times at larger pixel counts.

6.1 Chapter outline

In this chapter, two types of newly developed UHS imaging systems and their applicability to a spalling test will

be investigated. The systems incorporate novel acquisition technologies that contain CMOS-based image sensors.

For this reason, the chapter is devided into two parts:

• First part 6.2 is devoted to exploring the use of the Kirana camera in performing full-field measurement

kinematics of dynamic tensile test. The camera sensor presents a hybrid technology between CCD and

CMOS which resulted in a sensor a relatively large pixel count 926x768 pix able to reach inter-frame time

down to 200 ns. The sensor technology is introduced and some results regarding acquisition stability are

shown. Then the imaging system was employed in a spalling aluminium test to evaluate its performance. It

is necessary to mention that during this work the sensor was under development, having the latest version

installed in 2018.

• Second part 6.3 is devoted to using a purely CMOS based UHS imaging sensor for obtaining kinematic

full field measurements. The camera used is Shimadzu HPV-X2 which provides 128 frames with 400x250

pixel count upto 5 Mfps. The sensor technology is presented together with some acquisition characteristics.

Then, the imaging system was used in spalling test on both aluminium and concrete samples to evaluate its

performance.

6.2 The Kirana camera experimental campaign

In this section the applicability of a Kirana sensor in identifying material response during dynamic tension is

explored. The Kirana camera, from Specialised imaging [Crooks et al., 2013a], is a newly developed acquisition

system based on a hybrid chip technology that merges the CMOS and the CCD together into what is called the

uCMOS. It allows reaching the extremely short inter frame times (200 ns) providing constant pixel count of 0.7

Mpix (924 by 768 pix) over 180 captured frames. As such, it is currently the only acquisition system that provides

156
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such a pixel output quantity of 1.5 Tpix/s in burst mode which has made it suitable for various applications.

However, the aim of this section is to investigate and provide first (to the knowledge of the author) information

on it metrological performance in measuring full field kinematic data such as displacements and accelerations of

the observed sample surface. To this end, several spalling experiments were performed in the Laboratory-3SR in

Grenoble. The grid-instrumented sample surface was recorded during the test to extract the time resolved dis-

placement fields which are then processed using the VFM as to finally obtain the material constitutive response.

First, some principal information regarding the sensor architecture are introduced. Second, the camera noise is

investigated from imaging a blank scene, mainly focusing on the temporal noise component. Possible effects of high

frequency noise that propagates from the camera to the measured displacement fields and how it can affect the

computation of accelerations is shown in Annex C.2. Finally, first results of applying the Kirana sensor in spalling

test on aluminium material is presented. Possible perspectives regarding application of such sensor in measurement

of full field kinematics for material identification are also discussed.

6.2.1 On the characteristics and performance of the uCMOS sensor

It is until recently that the CCD cameras were consider superior in the domain of ultra-high speed photography. In

order to achieve high frame rates, it is necessary to temporary store a number of images in the device for subsequent

readout. This influenced the development ISIS family of burst CCD cameras. But the demand for higher pixel

count as well as larger number of continuously recorded frames has been found as requirement of scientist ranging

across numerous fields [Etoh and Nguyen, 2018], and consequently influenced the camera developers’ attention to

be focused in finding alternative ways of dealing with these shortcomings. On the other hand, from the develop-

ment of the CMOS sensors [Fossum, 1997], significant advancements have been made with respect to both image

quality and size, when dealing with photographic of fast changing phenomena. However, the cameras based on

purely CMOS technology that use out-of-the-chip memory enforce trade-off between the spatial resolution and the

frame rate, resulting in significantly reduced pixel count per acquired frame which is often of little use to most

users dealing with full-field meteorology.

In order to tackle both these challenges, the Specialized Imaging company has decided to take the best from both

CCD and CMOS architectures and to combine them into a new technology that is named uCMOS, where u stands

for ultra-high speed. The so-called Kirana imaging sensor is based on this architecture and is equipped with 924x768

pixels with an in-pixel memory of a CCD and with CMOS transistors for image readout. This unique hybrid chip

allows reaching frame rates of 5 Mfps and provides 180 output frames of 10 bit grey level encoding with an overall

relatively low power consumption and constant pixel count of 0.7 Mpix. In the following the sensor architecture

and design will be briefly introduced. Then, some of the characteristics on the camera image quality and noise

will be shown with mainly focusing on the camera temporal noise since it is the main source of uncertainty that

impacts the measurement of field kinematics such as accelerations.

6.2.1.1 The Kirana sensor

Designing the CCD array in a CMOS image sensor is a challenge, one of which is the charge transfer efficiency

(CTE) [Crooks et al., 2013a]. In the Kirana sensor, this was to some extent tackled by constructing closely packed

gates that reduce the diffusion of the charge and buried channels as to avoid charge traps in the silicon oxide

interface that can result in image ghosting. In order to reach frame rates up-to 5 Mfps, the exposure of the pho-

tosensitive area has to be as low as 200 ns. This means that the transfer time from the diode to the memory bank

has to be very short. Due to adopting a photo-diode design that ensures full charge transfer in less than 100 ns,

the diode space is very limited with respect to the total pixels size. The pixel domain size, including the memory,

is of 30 µm and the diode occupies an area of 28 µm in the horizontal direction and 5 µm in the vertical direction.
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This means that the fill factor in the horizontal direction is more than 90% but only 16% in vertical direction. The

Kirana sensor is a front illuminated sensor. The layout of one pixel domain and a photograph of a sensor mounted

on the printed circuit board is shown in Figure 6.1. It can be seen that the pixel diodes are very closely packed

which results in an overlap between the memory bank area of one pixel domain (PDi) with the area occupied

by the photo-diode of the adjacent pixel (PDi+1). A detailed representation of the entire Kirana sensor with its

operation can be found in [Crooks et al., 2013a].

(a) Layout of a single Kirana pixel (highlighted) within

a regular pixel array [Crooks et al., 2013b].

(b) Photograph of the Kirana sensor mounted on the

circuit board with the read out connections and CCD

drives.

Figure 6.1: Layout of the Kirana sensor and picture of the mounted sensor on the circuit board.

Pixel architecture A single pixel block diagram is presented in Figure 6.2 where the numbering schematic of

frame storing is presented. As detailed in [Crooks et al., 2013a], one pixel domain consists of i) a fully pinned diode

(PD), ii) the PD to CCD memory bank (MB) transfer structure (vertical entry), iii) the two dimensional MB, iv)

the MB to pixel readout structure (vertical exit) and v) the pixel read out. The memory is organised in a two

dimensional array with a serial-parallel-serial operating stage, a concept first proposed in [Kosonocky et al., 1996],

but for a CCD based UHS camera. The CCD MB is composed of 180 memories divided into one sequence of 10

vertical entry (VEN) cells, 16 lateral registers (LAT) and one vertical exit register(VEX) consisting of 10 cells, in

total constructing an array of 18x10. The MB works in three stages. First, the integrated charge is read through

a single electrode and distributed in VEN bank. Once it is filled, a lateral buffer electrode (BUF EN) shifts the

charge into the LAT registers. Similarly one (BUF EX) is connecting the lateral registered with the vertical exit

bank (VEX). Once all the cells are filled, the sequence is read out through a single electrode (PGEX) into the pixel

read out circuit (FD).

Pinned Photodiode and light shielding As mentioned the photodiode is 28x5 µm in size and constructed in

a graded way as to enhance the charge collection. The diode is also surrounded with a guard ring which intends to

prevent the excessive electronic charge, which is not collected by the PD, to be collected by the MB. Furthermore,

a perforated light shield is constructed to protect the entire pixel domain exposing only the photo sensitive area to

the incoming illumination (Figure 6.3). Another, recent innovation is the use of specific micro lens that minimises

light scattering and concentrates all the light only on the photosensitive area resulting in minimization of the light

that arrives at falls on the shielded MB and increases the effective fill factor [Taylor et al., 2017]. However, the mi-

crolense technology is still in prototype stage and the sensor used in the following does not contain this enhancement.
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(a) Layout of a pixel with numering schema of the frame

acqusition [Taylor et al., 2017].

(b) The layouts of the VEN to LAT and LAT to VEX

transfer structures in a Kirana memory bank [Crooks

et al., 2013a].

Figure 6.2: Three phase acquisition and operation of the Kirana memory bank for a single pixel domain.

Figure 6.3: Design of the diode with the details of the light shielding and the guard ring.

6.2.1.2 Black image acquisition

Even in the absence of light arriving to the photo-detector, thermally generated electrons can be collected in the

sensor producing a measured signal which is usually referred to as the dark current noise. Dark current can be,

in principle, reduced by properly cooling the device down, but often there exists a certain amount of this type of

noise even at the optimal working temperature and as such cannot be completely avoided. Furthermore, the dark

current can vary from pixel to pixel, producing also a fixed pattern spatial noise or the dark signal non-uniformity.

This noise depends on the sensor architecture and technology, being mainly induced by the way how pixel charge

is red out from the pixel array.

Therefore first tests were conducted in order to investigate the presence of the black current noise, since as previously

shown in Section 6.3.2, it can provide some first estimates on the sensor behaviour. This was conducted by

completely covering the camera objective. In that case, during the acquisition sequence, the camera diaphragm

opens for a given exposure time but no light source is present that may trigger the photo sensitive fill dedicated to

the pixel space. Several acquisitions have been made at various recording speeds (5 Mfps,2 Mfps,1 Mfps,0.5 Mfps).
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Furthermore, several exposure times have been used per acquisition set. The average frame grey level over acquired

image sequence, for different frame rates and exposure times are presented in Figure 6.4a. The first observation

is that the dark current noise is very small compared to the camera dynamic range (being just about several grey

levels). However, a typical fluctuation can be observed regardless of the used frame rate. Temporal black noise,

which manifests as a constant decrease of charge over a span of ten frames can be influenced by the fact that each

acquired frame is consequently pushed down in the vertical entry, loosing some charge during the process. This

could be caused by the charge traps. Once the vertical array is filled, the charges are then shifted and the jump

is noted which inherits the same trend in the following frames. For acquisition speed up to 2 Mfps, the tendency

is fairly similar while for 5 Mfps a higher deviation is observed during first 21 frames of the sequence. The exact

reason for this is unknown. Finally, it should be noted that the dedicated software supplied with the acquisition

system allows automatic correction of the back current noise through the option session black and the result is

shown in Figure 6.4b.

(a) Dark current noise over various range of rame rate

and exposure time.

(b) Example of a corrected black scene acquisition at 5

Mfps.

Figure 6.4: Results of the black acquisition test over various frame rates of the Kirana camera.

6.2.1.3 Parasitic light effect (PLS)

The parasitic light effect can be defined as a fraction of signal that is measured in the memory bank other than the

associated photo-diode. There are two main reasons that influence the appearance of PLS. First one is the optical

cross-talk which comes from excessive light being absorbed by the memory bank. Second one is the electrical

cross-talk where excessive charge is being trapped in the silicon and then collected by the memory [Taylor et al.,

2017].

Evidence of optical cross-talk As already shown in the Figure 6.1 the pixel domains are tightly packed on

the Kirana chip and memory area of one pixel domain overlaps with the area of a photo-diode of its adjacent

neighbours. Ideally, the memory bank should not be sensitive to the light charge coming from another pixel once

the shutter is closed due to the light shielding. However, this is not always the case and the memory banks,

especially those close to the vertical entry (VEN) and vertical exit (VEX), are influenced by the parasitic charge.

An example is provided in Figure 6.5. It represents an average frame grey level for several acquisitions sequences

of a blank scene filmed using a Kirana camera. The scene was illuminated under constant illumination source.

It can be easily observed that the PLS is affecting the first and the last 60 frames of the acquisition sequence

which exhibit a peculiar over exposure. It was observed that this over exposure can be of more than 50% than the

expected mean grey level in cases when more light is reaching the sensor, such for instance when a prime lens is used.
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Figure 6.5: Effect of the Parasitic Light Effect (PLS) affecting the first and last 50 frames of the Kirana sequence.

(case of mechanical shutter)

In order to reduce this effect the later version of the sensor was equipped with a improved metal shielding system

with protective barriers located below the shield (orange structure in Figure 6.3). Additionally, a blue filter was

added over the memory to provide additional prevention.

Evidence of temperature influence Even with the enhanced shielding system, some additional parasitic ef-

fects can be experienced. It was noticed that when continuous illumination sources that generate excessive heating

are used, the sensor again exhibits the over exposure effect but without a global evidence of optical cross-talk. The

Figure 6.6a shows average frame grey level obtained from two acquisition sequences captured at 2 Mfps. A blank

scene was illuminated with two Dedo-Lights (DLH400DT 400/575W) set to spot focus and boost mode. It can

be seen that the each 10 frames there is a strong over exposure and that the entire sequence does not stabilise

throughout the acquisition process. This problem was addressed in 2016 Kirana edition by introducing a fast LCD

shutter. However, the fast shutter reduces the light sensitivity for 2.5 stops. This can be solved by using instanta-

neous flash lamps to illuminate the scene (SI-AD 500 from Specialised Imaging) (Figure 6.6b). Further refinement

regarding increased light detection was suggested in 2017 through the use of microlenses as a perspective [Taylor

et al., 2017].

6.2.1.4 Evidence of temporal noise

In the previous subsection it was shown that the Kirana camera is based on a complex hybrid sensor technology

that merges the CCD and the CMOS architecture into one single operating system. As such, it exhibits various

unique noise structures that result in acquisition sequence instability and which are not easily tackled. One of the

main issues appears to be the temporal grey level frequency content of the acquired sequence which seems to be

higher than in other UHS systems. A comparison of average sequence grey level between two UHS systems that

are based on different chip technologies, namely HPV-X2 and the Kirana camera, is shown if Figure 6.7. The

average frame grey level is normalised to the camera bit depth. It can be observed that the temporal fluctuation
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(a) Acquisitions with continuous illumination. (b) Acquisition with instantaneous Flash illumination.

Figure 6.6: Effect of continuous hot light source on the Kirana sensor.

in case of the Kirana camera is substantially higher than in HPV-X2. The dips and peaks that can be observed

seem to depend on the frame register location in the memory bank. The frames that correspond to the top two

rows registers exhibit an over exposure while the frames on the bottom two rows registers, which are close to the

pixel drain, exhibit an under exposure (see Figure 6.2a).

Figure 6.7: Comparison between two UHS cameras: The Shimadzu HPV-X2 and the Kirana camera. (Blank scene

test filmed with 2 Mfps speed)

Despite the enhancements made on the shielding system, on a pixel level it was still observed that one pixel was

affected by its surrounding neighbours. Therefore, it was decided to correct the affected frames by introducing a

global linear interpolation between the non-affected frames to recreate the frames affected by the temporal noise.

An example of the correction is presented for filming a heterogeneous speckle surface in Figure 6.8. Although the

affected frames seem to be removed, it can be still observed that there exists a certain frequency content in the
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treated image sequence. The frames which are located in the middle of each captured vertical entry in the mem-

ory bank, seem to continuously loose in mean gray level. This could be influenced by the sequenced three-stage

operation of the two dimensional memory array. Indeed, it seems that the registered frames loose illumination

until the vertical array is filled. Then, a shift is performed towards the lateral memory cells and the cycle starts

again. This effect could be influenced by the fact that some charge diffusion occurs between the cell-to-cell transfer.
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Figure 6.8: Example of correction of the frames affected by the temporal flickering effect.

A simple numerical demonstration of the effect of the high frequency noise on the derivation of the acceleration

fields is shown in Annex C.2. The bottom line is to show that when image sequence is affected by such temporal

noise, it is the noise frequency that pollutes the acceleration fields and not the amplitude. Finally, a simple approx-

imative technique of smoothing the noise polluted acceleration fields by utilizing penalised least square method,

also frequently referred to as smoothing spline method, is demonstrated in Annex C.

6.2.2 Spalling test with an aluminium sample – Preliminary study

6.2.2.1 Experimental set-up

In order to investigate the metrological performance of the Kirana camera in obtaining the full-field kinematic

measurements such as displacement and acceleration maps, a spalling test was carried out on an aluminium alloy.

The aluminium sample and the experimental set-up alongside all the measurement systems is the same as the one

presented in Section 6.3.2.1. The only difference is that the sample surface had to be illuminated with two flash

sources with high illumination power since the Kirana camera used contained the LCD shutter which reduced the

amount of light that is reaching the sensor. This was done in order to reduce the parasitic light effects as low as

possible which originate from the sensor architecture as detailed in Section 6.2.1. The flash lights were positioned

to the observed gridded surface of the specimen. The flash light sources used consisted of two SI-AD500 from

Specilised Imaging. In order to avoid occasional local image saturations that may occur when framing the girded

surface as well as to obtain as homogeneous lightning as possible a translucent low-opacity paper can be added in

front of the flash lights (Figure 6.9). The flash light duration is 2 milliseconds with about 50 microseconds rising

time. In order to acquire high quality images and to make use of the entire acquired image sequence of the camera,

the images need to be garbed during the full flash intensity and the camera should be triggered at the instant when

this is satisfied. Therefore, it was necessary to trigger the flash with a secondary independent triggering system.

The triggering of the flash lights was chosen to be during the impact of the projectile against the Hopkinson bar.

In that way, when the incident wave reaches the sample, the light capacity would be at full power. For this, two

pieces of thin copper film were bonded on the impact surface of the Hopkinson bar and connected to the wiring
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system that leads to the flash power supply. When the launched projectile impacts the bar surface, it contacts

both pieces of glued film which creating a short circuit that eventually triggers the flash lights.

Figure 6.9: The Kirana camera and the flash lights used for spalling aluminium set-up.

6.2.2.2 Identification of the linear elastic response

Here, one reference test conducted on the aluminium sample will be shortly presented, SPF-ALU04. Thanks to the

camera high pixel count, the 1 mm pitch grid on the sample surface was sampled with 15 pixels per grid period. It

is necessary to mention that thanks to very large pixel count of the Kirana camera such large grid pitch sampling is

possible. The acquisition speed was set to 2 Mfps since it is considered as an optimal speed for capturing both the

compressive and tensile loading stage. The camera was mounted with a 105 mm Sigma Macro lens. The acquired

sequence consisted of 180 images of 10 bit dynamic range. Before processing the acquired image sequence the

frames that exhibit the peculiar over and under exposure were removed by performing direct image interpolation.

Then the corrected sequence was processed with the grid method to obtain full field displacement data. As it has

been already mentioned, even after removing the faulty frames from the image sequence, the entire image grey

level exhibits a certain frequency oscillation which will propagate to the displacement maps and then corrupt the

derived acceleration fields. This problem is difficult to tackle and filtering techniques need to be used in order to

obtain exploitable values of accelerations. As noted by some authors, one posible way is to perform a Butterworth

filter directly on the obtained displacement fields with a certain frequency cut-off [Davis et al., 2017, Dreuilhe

et al., 2017]. In this way, the high frequency content is largely removed from the measured displacements. While

this procedure can be considered applicable when the expected mechanical response is to be perfectly elastic, when

dealing with brittle materials, the fracturing information can also be included in the high frequency content of the

displacement fields and any such signal filtering approach may remove this information from the measured signal.

For this reason a simple smoothing technique, presented in Annex C, that is based on fitting the smoothing spline

onto the entire data set of the displacement maps, was adopted. When the fitting is performed, the derivation

is straightforward from the coefficients of the fitted polynomials. What needs to be mentioned is that since it

approximates the entire range of data, the spline fitting is much faster than the local SG filter since it does not

require nested loops.
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(b) Reconstructed stress-strain response at 40 mm from

free-end.

Figure 6.10: Results on the identified material response in case of using a the Kirana camera to retrieve elastic

response of an aluminium alloy during a spalling experiment (SPF ALU04).

The obtained displacement fields were treated with both filtering techniques used to derive the acceleration fields

for comparisons. Diffuse approach was used with 8 point displacement span for obtaining the strain fields differ-

entiation. In one case, a local 2nd degree polynomial reconstruction of acceleration over 13 temporal displacement

points was used. In the second case, global smoothing spline filtering was applied using the previously identified

smoothing coefficient. Results of the identified material response are presented in terms of virtual gauge at 40 mm

from sample free end with 20 point spatial smoothing in Figure 6.10. The plots clearly demonstrate the benefit of

using the smoothing spline as a tool for deriving acceleration fields as opposed to standard low-degree polynomial

fitting. For the case when the latter is used, as depicted in Figure 6.10a, the high frequency content does not get

filtered out and the standard deviation in measured stress can go as high as few tens of MPa. The identified Young’s

modulus obtained from performing linear regression on the reconstructed stress-strain curves is 66.04 GPa for the

case of smoothing spline and 68.19 GPa for the case of the local polynomial fit which is reasonable close to the

reference 72 GPa. According to this preliminary study, as it can be seen in the Figure 6.10a, the identified stress re-

sponse can vary for several tens of MPa in case when polynomial fit is used to derive the acceleration measurements.

This result can be regarded as severely impacted by camera temporal noise especially when compared to previous

camera results obtained with similar processing settings (e.g. Figure 3.5b). For this reason, the sensor was not

(yet) applied to testing concrete material as the anticipated material strength lies too close to the camera noise floor.

6.2.3 Perspectives

As it can be concluded from the previous two subsections, the Kirana camera is a imaging system which is based

on a merger between the CCD and the CMOS technology and has been under development throughout this work.

Due to its technology, it suffers from complex noise sources that need specific processing developments to limit

these effects. One distinct draw back of the sensor is the high frequency content that is present in the acquired

sequences and seems to be influenced by how the pixel memory bank operates. On one hand, this high frequency

noise is barely observable in the measured displacement fields, and together with the large pixel count, this makes

the sensor useful for situations when displacement data are needed, for example in case of propagating dynamic

cracks in concrete material [Chen and Osovski, 2018]. On the other hand, in case of acceleration measurements,

the noise is augmented by the double temporal derivation, often to such extent that the acceleration fields cannot

be exploited for material identification unless specific smoothing techniques are employed.
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For this reason, the investigation of the general metrological performance of the latest version of the sensor, is a

strong perspective. A detailed experimental benchmark should be conducted by performing both controlled tests

such as rigid body and uniaxial strain tests as well as dynamic tensile test such as spalling of aluminium alloy,

in order to investigate the sensor metrological performance over wide range of frame rates. Only when the noise

sources that are intrinsic for this sensor are well understood, a correction procedure can be proposed to reduce the

image high frequency content and correct the affected frames in a more meaningful manner.

6.3 The Shimadzu HPV-X2 experimental campaign

In this section several spalling experiments that were performed with the second generation of a FTCMOS2 ultra-

high speed camera, the Shimadzu HPV-X2, will be presented. The experimental campaign has been performed in

the Laboratory-3SR in Grenoble in the period between 30 June and 05 July 2017 and the acquisition system used

was provided by LMT Laboratory, ENS Paris-Saclay. The grid-instrumented sample surface was recorded during

the test to extract the time resolved displacement fields which are then processed using the VFM as to finally

obtain the material constitutive response. However, first, some information on the characteristics of the acquisition

system and intrinsic noise will be given. The aim of the section is to provide first results regarding the application

of such CMOS based UHS sensor in identifying material constitutive response in the spalling test and measuring

the acceleration data.

The structure of this section is organised into three parts:

• First part 6.3.1 provides some principal information regarding the sensor architecture and some first attempts

to investigate its intrinsic noise structures such as spatial and temporal noise.

• Second part 6.3.2 summarizes a short series of tests conducted on an aluminium alloy in light of identifying

an elastic material response. The test were performed on the same benchmark sample as in Section 3.3, but

at elevated frame rate and grid pixel sampling, having higher number of useful frames.

• Third part 6.3.3 shows first result regarding the spalling of ordinary concrete material using the acceleration

fields derived from the squired images. The data have been compared with the point-wise measurements and

the effect of the processing parameters has been explored.

6.3.1 On the sensor characteristics and performance of the FTCMOS sensor

The CCD cameras based on the in situ storage technology (ISIS-CCD) have shown a great ability of reaching

ultra-high acquisition speed (e.g. Shimadzu HPV-1 maximum frame rate is 1 Mfps). However, there are certain

technological limitations inherit to these types of systems which present major obstacles for their further advance-

ment in the domain of acquisition speed and increased pixel count.

First, the main shortcoming of these sensors is in fact the use of the on board memory. On one hand, the on

board memory allows the pixel charge to be transferred and stored in the vicinity of the photo-diode, reducing the

storage time together with any possible charge drainage that results in an increased acquisition stability. On the

other hand, it occupies a lot of physical space dedicated to one pixel, enforcing a reduced photo-active pixel area

which leads to low fill factor. Moreover, the low fill factor is often different in horizontal and vertical direction (e.g

Shimadzu HPV-1 14% horizontal and 76% in vertical direction [Reu, 2011a]), and depends on the arrangement of

the memory bank and wiring. This altogether can produce image aliasing especially in cases of high frequency grey

level content (such is when framing a grid image) [Rossi et al., 2014]. An adaptation based on merging two such

sensors has been proposed in the 4th generation of this camera, which aside of providing an increased pixel and

frame count, also proposed the use of an on-chip micro lens which increases the fill factor upto 50% [Etoh et al.,
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2003]. However, the maximum frame rate remained unchanged and the sensor did not reach a wide commercial use.

This leads to the second disadvantage, which is a limited frame rate influenced by the high power consumption.

The power used to drive the CCD can be considered proportional to the recording speed and induces great amount

of heat which can potentially damage the sensor and pollute the image sequence. Finally, in the ISIS-CCD sensor

technology, the exposure times depend on the imaging speed and it does not allow setting a short exposure time

[Kondo et al., 2013], which potentially blurs the image and can introduce uncertainty in the measured displacement

fields [Zappa et al., 2014].

Figure 6.11: Block diagram and schematic representation of the FTCMOS2 image sensor and one parallel unit

from pixel to output [Sugawa et al., 2016].

6.3.1.1 The Shimadzu HPV-X2 sensor

In order to overcomeabove mentioned limitations, an alternative burst type sensor was proposed which is based

on CMOS image sensor technology – FTCMOS [Tochigi et al., 2013]. The main motivation for turning to CMOS

was the low power consumption. The Shimadzu HPV-X is the representative of this technology [Kondo et al.,

2013], later on followed by its successor, the Shimadzu HPV-X2 based the FTCMOS2 second generation. Although

the sensor architecture is the same, the main difference between the two is an eight times higher light sensitivity

of the latter due to increased fill factor and incresed signal readout gain [Sugawa et al., 2016]. A typical sensor

arrangement of the FTCMOS2 is shown through a block diagram in Figure 6.11. The sensor arrangement consists

of two memory arrays that are separated by the pixel domain with total 400x256 pixel count (Figure 6.11a). This

unique design allows shielding each memory region completely with one unique cover which substantially reduces

signal leakage (Figure 6.12). Each pixel has 128 on-chip memories that are connected with a wire in a one-to-one

manner. In order to reach high read-out speeds, a parallel unit with 32 outputs is introduced to achieve a fast

parallel transfer. In each output wire 4 pixel signals are read at the same time which allows reading 128 pixels per

unit. In this way, a group of 20x128 pixels are read through the output circuit simultaneously over a horizontal

range of 20 outputs, assembling a total of 400x128 pixels per one memory bank. Having the formed image being

read in two halves, the two memories result in a 400x256 pixel outputs of for each frame and provide a final image



CHAPTER 6. APPLICATION OF UHS-CMOS SENSORS TO SPALLING TESTS 168

of 400x250 effective pixels, since the extra pixels are used as dark ones. The fabricated sensor size is 24x15 mm

(Figure 6.11c). The entire dedicated pixel area is 32 µm2 with a pinned photodiode size of 30x21.34 µm2 which

leads to an improved effective fill factor than in its predecessor HPV-X (reported fill factor for HPV-X is 37%

[Tochigi et al., 2013]). Thanks to the use of the CMOS technology, it is possible to set any exposure time starting

from 20 ns in frame rates upto 2 Mfps, however, for 5 Mfps the exposure times are fixed to 110 ns. This short

exposure times allow reducing the image blur to a minimum. It is worth mentioning that the camera provides two

types of recording modes. One is the full pixel mode (FP) with 100 kpix frame size and the maximum frame rate of

5 Mfps. The second is the half-pixel mode (HP) where due to speed priority the number of signal outputs is reduced

by half, storing only two pixels per output wire, resulting in a checkerboard pattern readout. Although only half

pixels are physically read out, the registered frame outputs are interpolated to full size during the post-processing.

This mode allows reaching a maximum of 10 Mfps with a 256 frame outputs under a fixed exposure time of 50 ns.

For both modes, the images encode a 10bit grey level dynamic range. However, the outputs are rescaled to either

8 bit or 16 bit tagged image file (.tif), depending on the user choice.

(a) FTCMOS burst image sensor memory shielding. (b) Conventional CCD image sensor memory shielding.

Figure 6.12: Shielding strategies of UHS imaging sensors [Shimadzu CO., 2017].

However, there exists no study dealing with the investigation of the detailed metrological performance of this

sensor, such is for example provided for the ISIS-CCD Shimadzu HPV-1 in [Rossi et al., 2014]. It is obvious that

the FTCMOS represents one new and complex ultra-high speed imaging systems, whit a specific sensor architecture

on which the quality of the output data is dependant. For this reason, it is necessary to investigate how the imaging

sensor would metrologically perform in real experimental conditions prior to performing quantitative photographic

measurements. Moreover, limited information is available on the measurement resolution and measurement noise

for given experimental conditions. Some information can be found for the HPV-X camera suggesting that standard

deviation of measured displacement was about 0.17% of grid pitch (resulting in about 1 µm displacement) when the

grid method is used, which was provided in [Zhu, 2015]. However, information is also needed for the HPV-X2 since

it is reaching a much wider commercial use thanks to its better light sensitivity which allows the use of conventional

continuous light sources (as opposed to instantaneous flash lights which are difficult to synchronize). In order to

provide first information on the noise characteristics of the sensor used in this work (HPV-X2), several acquisitions

have been performed prior the application to a material identification in a spalling test. First, black images were

taken completely covering the lens in order to investigate the presence of the dark current noise. Second, the blank

scene was filmed at 1 Mfps and 2 Mfps in order to provide first estimates of the spatial and temporal grey level

pixel noise.

6.3.1.2 Black image acquisition

In order to inspect the level of dark current noise in the camera sensor, several acquisitions have been made having

the camera lens completely covered. In that case, during the acquisition sequence, the camera diaphragm opens
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for a given exposure time but no light reaches the photo sensitive fill. In an ideal camera, the recorded grey level

value would be equal to zero at each pixel, but due to both spatial and temporal dark noise that is produced by

image sensor this is not the case. The average frame grey level of the image sequences obtained from the black

image acquisitions at 1 Mfps and 2 Mfps recording speed are presented in Figure 6.13a. From the presented plot

it can be observed that the temporal evolution of the average frame dark noise changes for two acquisition speeds

and is about 10% of the dynamic range. Map of standard deviation in grey levels is illustrated in Figure 6.13b. It

can be noted that pixels closer to the left side of the sensor exhibit a slightly higher standard deviation compared

to those on the right-hand side. Finally, from the presented results it can be concluded that the standard deviation

of the dark noise is quite low (about 0.9% of the dynamic range) which can considered acceptable.
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Figure 6.13: Inspection of the dark current noise in the Shimadzu HPV-X2 sensor (analysis of 16 bit image outputs).

6.3.1.3 Blank scene acquisition

In order to investigate the performance of the camera in recording images at different frame rates, several ac-

quisitions have been made using a blank target. The exposure time was set to the value of 200 ns and 1 Mfps

and 2 Mfps camera speeds were used to film a white paper illuminated with two DedoCool light sources, keeping

the illumination conditions the same in both situations. The average frame grey level of the two acquisitions is

given in the Figure 6.14a. Although the acquisitions were performed at the same illumination conditions, already

it can be seen that the time fluctuation does not exhibit the same trend for the two recorded sequences. Figure

6.14c presents the percentual variation of average grey level with the respect to the overall mean grey level of the

entire sequence for each recorded frame, this can be regarded as the global temporal noise of the sensor. It can be

observed from the two plots that the temporal noise appears to be random which could be due to the fact that 4

pixel signals are read through the same wire which later on places each signal in a separate pixel memory domain.

Once the pixel signals are in the parallel unit, it is difficult to say whether charge will be (or not) mixed in between

them. On the other hand the temporal variation of the overall mean frame grey level seems to be in the limits of

±0.3%. Moreover, contrary to the Shimadzu HPV-1 (see for example: Figure 3.9c), there appears to be no extreme

frames exhibiting peculiar exposure effects, suggesting that all frames can be used from one recorded sequence (as

opposed to HPV1 where only frames between 13th and 90th image can be used). The Figure 6.14b presents the

pixel standard deviation given as percentage of average grey level for each pixel. From the plot it can be seen that

the noise appears to be fairly constant and linear, exhibiting a value of about 9% with respect to the mean pixel

grey level which is a few percent larger than in the post-treated image sequence of a HPV-1 camera (Figure 3.3c).

Furthermore, all pixels seem to exhibit the same trend indicating no presence of defective pixels in the sensor.
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It is necessary to mention that the presented treatment graphs concern the 16 bit image outputs, however the

same trends are obtained when the 8 bit outputs are treated. Since simulated experiments and synthetic imaging

have shown that higher dynamic range can provide slight improvement of the identification of the material elastic

response, from now on, only 16 bit outputs have been considered (keeping in mind that they are just upscale from

10 bit encoded data). On the other hand, it is interesting to mention that the noise level value obtained in the

same way regarding the Shimadzu HPV-X is reported to be 3.5% [Seghir and Pierron, 2017].
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Figure 6.14: Results from imaging a blank screen with Shimadzu HPV-X2 (analysis of 16 bit image outputs).

6.3.2 Spalling Aluminium – Experimental benchmark

In the following, the focus is on investigating the metrological performance of the Shimadzu HPV-X2 acquisition

system in real experimental conditions applied to a spalling test. This is investigated through preforming several

spalling aluminium test. The aluminium sample is instrumented both with point-wise measurements (i.e. strain

gauges, laser interferometer ) and a 1 mm pitch grid for measuring full-field in plane displacement maps. Comparing

the measurements obtained from these two, allows validating the processing of full-field measurements given a set

of processing parameters.

The outline of the following section is as follows:
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• First, the experimental rig is introduced with details on the data acquisition systems and sample instrumen-

tation.

• Second, still sample acquisitions have been made in order to investigate the uncertainty measurement of the

displacement fields.

• Finally, two reference tests are chosen to present the results on the identification of the material elastic

response where the full-field measurement are compared to the point-wise ones.

6.3.2.1 Experimental set-up and instrumentation

Several spalling experiments have been performed on aluminium alloy with the spalling experimental set-up. As al-

ready mentioned, the geometry of the sample was optimized in order to contain a flatten surface (140x24 mm) which

will be recorded with the ultra-high speed camera. Due to limit pixel count of the camera, only a part of the surface

can be visualized depending on the desired grid pitch pixel sampling. The specimen surface is instrumented with a

1 mm pitch grid in order to obtain full-field displacement measurements at each recorded instance by the camera.

The grid sampling was set to 7 pixels per pitch, providing a region of interest of 24x57 mm from the sample free-end.

One of the things that requires paying considerable attention to, is the camera positioning and proper grid pixel

sampling with respect to camera pixel count. The camera needs to be positioned in such a way that its sensor is

completely parallel to the recorded surface in order for the image to encode equispaced grid pitch pixel sampling.

If not properly placed, the camera will record a spatially non-equal grid sampling which introduces parasitic fringe

effect in the measured quanitities [Grédiac et al., 2016]. One way for ensuring the camera perpendicularity is by

placing a small mirror onto the observed surface. Once the camera can ’sees itself’ in the mirror and its reflection

is positioned in the mirror center, it can be considered that it is parallel to the observed surface.

The camera is equipped with Nikon F-mount to which a fast 105 mm macro lens was mounted (Sigma 105mm

f/2.8 EX DG). Obtaining proper grid pixel sampling, is an iterative process. It is of prime importance for the

quality of the measurements to adjust the location of the camera in such a way that the imaged specimen grid is

precisely encoded by the sensor. Since the signal from the laser interferometer was used as the triggering input, the

trigger position was set to 58th image in case of the 2 Mfps recording speed. This was chosen since, when testing

concrete material, the aim was not only to film as long as possible in the tensile stage capturing the post-peak

response but also to capture the compressive stage so the eventual bi-linear material stiffness can be quantified.

However, this point is where the limiting frame count presents a challenge. In the simulated experiments it was

observed that a optimal recording length is about 90 µs which at speed of 2 Mfps corresponds to 180 frames while

the Shimadzu HPV-X2 allows only 128 recording frames. For this reason the test that were performed on concrete

material (shown later in Chapter 7) where divided into two groups according to recording speed. One, performed

at 1 Mfps in order to record as long as possible in the post peak material response and 2 Mfps where the focus was

on obtaining peak strength with a sufficient time discretization.

6.3.2.2 Displacement measurement uncertainty

Here, the emphasis is on providing first information on the uncertainty measurement of the displacement fields

using the Shimadzu HPV-X2 acquisition system and the grid method. Due to limiting frame count and trigger

positioning, as previously mentioned, it was not possible to use the first several frames of an actual image sequence

to provide information on the displacement uncertainty (as it has been done in Section 3.3.2) since they contain

meaningful mechanical content encoding the sample movement. For this reason, the uncertainty (and hence reso-

lution) of the measured kinematic fields was qualified by capturing images of a stationary sample using the same

imaging conditions as in the spalling experiment. This simple procedure consists of filming a sample that does not

move and is not under any loading conditions. In the case of an ideal camera and measurement algorithm, the
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measured displacement fields should be uniformly null, but in practice this is not the case and is mainly induced

by the camera digital noise. Figure 6.15 shows the average axial and vertical displacement component obtained for

each frame through filming a grid-instrumented sample surface at 2 Mfps and using the first image of the sequence

as the reference one. The values of displacement uncertainty for several analysed still sample sequences are given

in the Table 6.1. The standard deviation reported represented a mean deviation obtained on each frame over the

entire sequence. It can be noted that the standard deviation of the measured displacement is, once again, higher in

the vertical direction which might be due to lower fill factor (Figure 6.11b). It is also worth noting that the same

sample (i.e. the same grid) was filmed with both cameras. An overall mean resolution of the axial displacement

component seems to be 0.21% of the grid pitch (0.014 pix) which is lower than what is obtained for the Shimadzu

HPV-1 in Section 3.3.2. On the other hand it is still higher than the values reported for the Shimadzu HPV-X

camera which is about 0.15% of the grid pitch (0.0075 pix) of the grid pitch or 0.6 µm [Seghir and Pierron, 2017].

Therefore, utilizing the HPV-X sensor presents an interesting future perspective of this work. Finally, it can be

concluded that the true benefit of the using the Shimadzu HPV-X2 applied to a spalling test, as opposed to Shi-

madzu HPV-1, is the ability of performing acquisitions with the inter-frame time as low as 500ns and exposure time

of 200 ns. Furthermore, the HPV-X2 acquisition system provides 128 frames that all can be used for performing

the full-field displacement measurements.
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Figure 6.15: Average measured displacement of a stationary grid-instrumented sample filmed at 2 Mfps with

ultra-high speed camera the Shimadzu HPV-X2.

Test σeq(X) (µm) |UX | (µm) σeq(X) (µm) |UY | (µm)

AQ1 2.05 0.03 6.63 0.1

SPAG02fix 1.89 0.082 2.05 0.16

SPAG03fix2 2.26 0.08 3.46 0.09

SPAG04fix1 2.17 0.11 4.13 0.04

Table 6.1: Estimates of displacement uncertainty by performing the analysis on stationary sample image sequences

framing the aluminium sample (2 Mfps and 7 pix/pitch/mm sampling).
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6.3.2.3 Identification of the linear elastic material response

A series of spalling tests were carried out on the aluminium sample with the previously described experimental

set-up concerning the Shimadzu HPV-X2 camera. A projectile was launched at about through the gas tube in

order to reach a impact speed of about 10 m/s for these tests. In that case tested sample is loaded within the

elastic limit of the material response and the identified elastic material stiffness can be compared to the expected

one. The identified material parameters of one reference test (SPAG1702) recorded with 2 Mfps acquisition speed

are presented in the following. The material identification is performed using the VFM as described in previous

sections. The reconstructed stress-strain response concerning the reference test are provided in Figure 6.16 using

the results from a 10 mm long virtual gauge at 30 mm and 40 mm from sample free end. The information of the

processing parameters are provided in Table 6.2. Values of Young’s modulus recovered from performing a regres-

sion of the two curves are given in Table 6.3. In principle, the identified material stiffness values are within 1.5%

of the expected material stiffness with a lower standard error compared to that obtained for a reference spalling

aluminium test utilizing the Shimadzu HPV-1 camera (Table 3.2).
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Figure 6.16: Reconstructed stress-strain curves at 30 mm and 40 mm from sample free end using a 10 mm long

virtual gauge (recording 2 Mfps with the Shimadzu HPV-X2).

As previously mentioned, the aluminium sample used was also instrumented with point-wise measurement systems.

Figure 6.17 shows a comparison of axial strain between a virtual gauge and a real strain gauge glued at 40 mm from

free-end. A good agreement between the two measurements can be observed as expected, since the the HPV-X2

camera exhibits significantly lower spatial noise variation compared to the Shimadzu HPV-1. Furthermore, this

validates that the uniaxiality of the spalling test since the gauge is located diametrically opposite of the grid surface.

On the other hand, the limiting number of acquired frames can be clearly observed, as not the entire tensile stage

seems to be completely recorded. In order to further investigate eventual effect of high frequency noise in the mea-

sured displacement fields, the derived axial velocity at the free end as well as the axial acceleration can be compared

to the data recorded by the laser interferometer. This is shown in Figure 6.18 where the data from the laser were

derived with simple finite differences method. The rear face velocity profile from the laser measurement and from

the grid method show good agreement validating that the zero boundary condition (free-end) was well captured.

A good agreement can be also observed with respect to the level of recorded free-end acceleration, however, due
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Shimadzu HPV-X2

Pixel count 400x250

Frame rate 2 Mfps

Exposure time 200 ns

Number of images 128

Reference image 1st

Region of interest 392x161 pix (56x23 mm)

Grid pitch 1 mm

Grid sampling 7 pix/mm

Raw displacement uncertainty 0.21% grid pitch

0.014 pix (2.1 µm)

Strain derivation diffuse approximation (2nd order, 8 points)

Strain rate 2nd order polynomial over 9 images (4.5 µs)

Acceleration computation 2nd order polynomial over 15 images (7.5 µs)

Table 6.2: Information on the processing of the reference spalling aluminium test with the Shimadzu HPV-X2

(SPAG1702).

Virtual

gauge

Young’s modulus (GPa) Standard error (GPa)

G30 71.14 1.23

G40 72.34 0.48

Table 6.3: Identified values of the Young’s modulus for the test SPAG1702 by performing the linear regression of

the stress-strain curves at 30 mm and 40 mm from free surface.
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to double differentiation of the acceleration fields noise content starts to be visible, exhibiting a time variability.

Finally, the measurements of kinematic fields seem refined with this acquisition system than when compared to the

previous used Shimadzu HPV-1 as reported in [Saletti and Forquin, 2015]. However, one needs to keep in mind

that the level of stress (i.e. axial acceleration) is quite high regarding the spalling alluminium test and it results

in the low signal to noise ratio. When concrete material is tested, the expected measurement of tensile stress is of

one order of magnitude lower and the signal to noise ratio drastically decreases.
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Figure 6.17: Comparison between a virtual gauge (L=10 mm) and real strain gauge glued at 40 mm from sample-

free end for the case of 2 Mfps acquisition speed with the Shimadzu HPV-X2 (test: SPAG1703).

Time (µs)
0 10 20 30 40 50 60 70 80

V
el

oc
ity

 (
m

/s
)

0

2

4

6

8

10

12
Laser
vx (:, 1, :)

(a) Comparison between rear face axial velocity.

Times (µs)
0 10 20 30 40 50 60 70 80

A
cc

el
er

at
io

n 
(m

/s
2 )

×106

-1

-0.5

0

0.5

1
Acceleration laser
ax (:, 1:2, :)

(b) Comparison between rear face axial acceleration.

Figure 6.18: Comparison between Laser measurements and kinetic measurements obtained from the grid method

at the sample free-end and filming from sample with 2 Mfps acquisition speed with the Shimadzu HPV-X2 (test:

SPAG1703).

6.3.2.4 Identification results and errors

Although, the current number of conducted test with the HPV-X2 acquisition system does not allow drawing any

firm conclusion on its accuracy regarding the identification of the material stiffness, it is worth analysing the identi-

fied stiffness results and comparing them to the expected one. The linear regression results obtained for two virtual
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gauge locations in the performed spalling aluminium tests, that have been conducted with 7 pixels/pitch/mm grid

sampling, are gathered in the Table 6.4. From the presented results it can be observed that some tests show

a systematically lower value than expected within a limit of about 7%. On the other hand, the standard error

appears to be within a range of 2.5%. It is difficult to directly compare these results to the ones obtained with

Shimadzu HPV-1 (Section 3.3.6) since the tests were performed at different frame rates and processing parameters.

Nevertheless, as a general remark, a reduced standard error can be noted from the regression results obtained with

HPV-X2 when comparing the two acquisition systems (see Table 3.6) which seems to be consistent and repeatable

from one test to another.

Test FPS Virtual

gauge

Young’s modu-

lus(GPa)

Standard er-

ror(GPa)

Strain rate

(s−1)

SPAG1702 2 Mfps G30 72.35 1.226 150.8

G40 71.14 0.481 163.1

SPAG1703 2 Mfps G30 66.44 1.58 94.7

G40 65.37 1.038 118.2

SPAG1704 1 Mfps G30 67.43 0.148 119.8

G40 67.47 0.741 133.5

Table 6.4: Linear regression results for the spalling tests performed on aluminium alloy using the stress-strain

curves at 30 mm and 40 mm from free surface (HPV-X2 camera and 7pix/pitch/mm sampling).

6.3.3 Spalling of ordinary concrete

In the following spalling test conducted on ordinary concrete will be presented with accompanied full-field identi-

fication results. The aim is to investigate the applicability of the Shimadzu HPV-X2 camera in the identification

of the concrete dynamic fracturing response. The experimental configuration of the sample is similar to the one

used for conducting spalling aluminium tests that is presented in Section 6.3.2.1 and shown in Figure 7.2. The

concrete sample is instrumented with three axial strain gauges (L=10 mm) and a bi-directional grid of 1 mm pitch.

The strain gauges were positioned at 40 mm, 60 mm and 120 mm distance from sample free end. The sampling

of the visualised grid surface is 5 pixels per grid period. In that way, due to limit camera pixel count, a surface of

75 mm in length can be recorded and the measured data can be compared with both gauges close to free end. A

laser interferometer is pointed to the sample free-end to measure the material particle velocity. As mentioned in

the tests conducted on aluminium alloy, the limiting frame count of the camera presents a challenge and as a first

test the recording speed was set to 1 Mfps (inter-fame time of 1 µs). The exposure time was set to 200 ns in order

to reduce the sample movement blur. The camera was triggered by the laser interferometer pointed towards the

sample free-end and was set to provide 58 images before the received triggering signal. The recorded exit velocity

of the projectile was 7.65 m/s, generating a incident pulse within the Hopkinson bar of about 50 MPa. In order

to well measure the incident pulse, the Hopkinson bar is also instrumented with strain gauges at 20 mm from

the bar-specimen contact. An example of stress recordings obtained on the Hopkinson bar (σbar = E.εbar) are

presented in Figure 6.19. Strain gauges were glued on three different positions on the concrete sample which allow

measuring the material wave speed (C0 = 3970 m/s) and compressive stiffness (Ecomp = 35 GPa).

The axial displacement maps have been obtained using the grid method which has been introduced in Section 2.3.2.

The displacements at a given point are related to the spatial phase change obtained using a spatial phase shifting

algorithm. The algorithm used here is called WDFT (Windowed Discrete Fourier transform). It has been shown

that when this algorithm is combined with a triangular windowing of 2N-1 size (N being the grid pixel sampling)

it is robust enough and provides accurate phase detection even in the case when the grid is not exactly sampled at
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Figure 6.19: Typical shifted stress wave recordings from the gauges on the Hopkinson bar from one spalling test.

(test SR30G05)

a pixel integer number [Surrel, 2000]. In order to perform this field measurement technique, a spatial carrier needs

to be deposited on the surface with a special gluing procedure (Section 7.1.2.2) and as such, presents delicate step

where some defects can be introduced. One of such defects is the missing information of the deposited carrier,

caused by an insufficient bond strength between the glue and the coating. At these locations, the missing data

occurs in the measured displacement fields since no phase detection is possible. This is particularly a challenge

for concrete material because even after the rectification, the sample surface remains not-perfectly flat due to the

presence of strong siliceous aggregates. The missing data, often occurs and is observed within the displacement

maps. Some techniques do exist where this problem can be treated by approximating the displacement fields with

2D polynomial functions in a least-squares seance [Lira et al., 2004]. However, here this issue has been treated

manually by performing local linear interpolation of the displacement information. This was considered as a prefer-

able method due to the presence of strong discontinuities (i.e. cracks) in the displacement fields. An example of

missing data in the displacement fields at 20 mm from sample free-end due to grid imperfections is shown in Figure

6.20, which represents the last recorder frame of the test.

Figure 6.20: Example of missing data in the displacement fields due to grid imperfections. (test SR30G05, recording

at 1 Mfps)

6.3.3.1 Identified material response

The axial strains were computed with a window of 8 displacement points and a 2nd order polinomial was used to

compute the strain fields. The time resolved kinematic fields are obtained by performing a 2nd order polynomial fit
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over a span of 13 time frames for each measurement point. The reconstructed space-time maps of strain and stress

are shown in Figure 6.21a,b respectively. From the strain map it is clear that multiple cracks are formed by the

end of the test. Some instabilities in the identified strain map can be observed at a distance of about 15 mm from

free-end that are introduced by the missing data points. Three strain localization zones can be observed at 35 mm,

50 mm and 65 mm although the one located at the about 55 mm from free end seems to be less pronounced. The

principal strain localization appears at the distance of 35 mm from free-end. This becomes clear when observing

the stress map since the stress seems to be close to zero at the location of the more pronounced strain localization.

The same observation can be made on the global Young’s modulus in Figure 6.22 and axial virtual fields expanded

from 8th degree polynomials. The mean value obtained in the compressive stage (between 30 µs and the 45 µs) is

about 29.2 GPa which is lower than what was obtained from performing wave shift of strain gauges. The maximal

value in the tensile loading stage is 9.2 GPa. The lower identified values of the material response could be influenced

by the presence of pre-damage introduced during the compressive loading stage due to elevated incident loading

pulse. More precise values of tensile strength and material stiffness can be obtained from the reconstructed local

stress-strain response. However, first it is necessary to validate the deformation measurements by comparing the

measurements obtained from point-wise systems and full-field kinematic data.

(a) Space-time map of axial strain. (b) Space-time map of axial stress.

Figure 6.21: Space time maps of axial strain and stress identified using the Shimadzu HPV-X2 and 1 Mfps

acquisition speed (test SR30G05, recording at 1 Mfps).
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Figure 6.22: Identified global material Young’s modulus. (test SR30G05, recording at 1 Mfps)
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6.3.3.2 Comparison to point-wise measurements and validation

Thanks to also having the recordings of strain gauges glued on the sample surface, the recorded axial strain values

can be compared to those derived from the virtual gauges and the grid method at the same position along the

visualized portion of sample. Figure 6.23 presents comparison of axial strain measurement obtained from real

strain gauges and the virtual strain gauge data from the grid method for two location on the sample length. From

the presented plots it can be noted that during the compression stage the two measurement techniques show a

very good agreement in measured axial strain values. On the other hand, in the tensile stage especially after the

peak material tensile strength is reached (Figure 6.24), a discrepancy between gauge measurements and the ones

obtained from field data can be noted. The origin of the observed discrepancy between the measurements provided

by strain gauge and the virtual gauges is unknown. However, it can indicate a formation of fracture planes that

are not planar with respect to the axis of the sample.

(a) Gauge at 40 mm distance from free-end. (b) Gauge at 60 mm distance from free-end.

Figure 6.23: Comparison between strain gauge measurements and virtual gauge data (L=10 mm). (test: SR30G05).
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(a) Gauge at 40 mm distance from free-end.
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(b) Gauge at 60 mm distance from free-end.

Figure 6.24: Stress measurement from virtual gauge data (L=10 mm). (test: SR30G05).
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6.3.3.3 Reconstructed local stress-strain response

From the above presented measurement data it is possible to reconstruct local stress-strain response at any visu-

alised cross-section of the sample. Two pronounced strain localization zones can be observed from the reconstructed

strain space-time map, one at 35 mm and another at 55 mm from sample free end (Figure 6.21). Figure 6.25 show

stress-strain response reconstructed on these two locations. From the plots, it can be observed that the maximal

tensile strength does not exceed 5 MPa, while the value obtained with classical Novikov formula (Equation 3.3)

is about 9.71 MPa. Furthermore, from the response at 55 mm from free end already some non-linearities can be

observed during the compression stage which could indicated a presence of damage during the compressive loading.

The VFM processing does not rely on any assumption on the material behaviour and allows the direct measurement

of axial stress thanks to the image embedded load cell, which acts through the acceleration fields. However, the

uniaxiality of the stress state is the assumption on which the load cell theory is derived and as such is pre-requisite

for any successful spalling test. Here, this assumption is compromised due to the possible damage introduced in the

compressive stage. The results presented here-in serves as example of practice that even when the measurements

are in order the test may not be successful.
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Figure 6.25: Identified local Stress-Strain material response at two locations from sample free-end using virtual

gauge measurement. (test SR30G05, recording at 1 Mfps)
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6.4 Chapter summary

In this chapter the metrological performance of two UHS imaging systems, the Kirana camera and the Shimadzu

HPV-X2, was explored through performing dynamic spalling experiments. Both systems use CMOS-based sensor

technology for reaching exposure times as low as 200 ns. The study was performed in light of determining which

acquisition system would be more adequate for conducing an experimental testing of concrete material in dynamic

tension. The accent was to determine which system provides more reliable (and stable) measurements of accelera-

tion fields in terms of full-field measurements.

In case of the Kirana camera several image effects were observed which can be mainly contributed the sensor tech-

nology. Being a front illuminated sensor, the Kirana camera requires powerful light source (preferably two flash

lights). However, due to the architecture of one pixel domain and its corresponding memory bank, it can suffer

from parasitic light effects and optical cross-talk. These were to some extent removed thanks to the latest updates

implemented in 2017, that include enhanced shielding of the pixel domain and fast LCD shutter. Nevertheless, the

sensor still exhibits a high frequency fluctuation of grey levels within one acquire image sequence which manifests

as a constant loss and recovery of charge (see Figure 6.8). Although it was found that such flickering effects are

not visible by unaided eye and barely noticeable in the measured displacement fields, when acceleration fields are

derived, the noise influence severely increases which makes this sensor less adequate (for the time being) for the

proposed experimental procedure. On the other hand, it is worth mentioning that thanks to large pixel count (0.7

Mpix) and number of acquired frames (180), the sensor seems more adequate to situations when only displacement

content is of interest or in situations where visual inspections are conducted such as those performed in ballistic

and aerodynamics applications. Also, it is worth mentioning that throughout this entire PhD work the Kirana

sensor was under development and thanks to close communication with Specialised Imaging, more throughout

understanding of sensor noise sources was acquired.

In case of the Shimadzu HPV-X2 imaging system it was noticed that a more stable measurements of the accel-

eration data was obtained. The sensor exibits a low temporal fluctuation that appears to be random (see Figure

6.14a). Compared to previous camera versions provided by the same manufacturer, the HPV-X2 provides larger

bit depth and more acquired frames with a clear advantage that all frames from the sequence can be used for

performing field measurements. Although, considering current application the sensor pixel count remains low (0.1

Mpix) and the number of frames (128) does not allow capturing the entire post-peak response at desired acquisition

speed (2 Mfps). Thanks to the stability of the image sequence it was chosen as the measurement system for the

experimental application presented in the following Chapter 7.



Chapter 7

Experimental application

The following chapter presents an experimental work conducted on three types of concrete material using the previ-

ously described photomechanical dynamic spalling test. Traditional measurements were performed complementary

to full field measurements and the processed results regarding material tensile strength at high strain rate were

extracted and compared. The chapter presents an attempt of using such photomechanical procedure in studying

the effects of concrete composition on the increase of material tensile strength at high strain rates which has been

an open area of research over several decades. The chapter is organised into two principal parts. First, the types

of tested materials are rapidly introduced together with the procedure of sample preparation and instrumentation.

Second, the results obtained from processing the point-wise measurements and the full field measurements are

presented and compared. Finally, all the results are synthesised and compared with the results from the literature.

7.1 Experimental procedure and materials

7.1.1 Tested materials

The experimental campaign was performed on three types of concrete in order to examine the effect of concrete

composition on the dynamic tensile strength at elevated strain rates that reach up-to 200 s−1. The effects in

question concern the influence of the type of coarse aggregates and the influence of the cement matrix used in the

concrete mixture. To this end, ordinary concrete was tested alongside two alternated mixtures. The compositions

that were considered in this work are following and their mix proportions are given in Table 7.1:

• Ordinary concrete (OC) also known as R30A7 [Gabet, 2006].

• Limestone concrete (LC) composed of crushed aggregates obtained from limestone rock [Piotrowska, 2013].

• High performance concrete (HPC) containing added silica fume and low water-cement ratio [Zingg et al.,

2016].

Concrete OC LC HPC

Aggregates D 0.5/8 [kg/m3] 1008 891 1008

Sand Dmax = 1800 µm [kg/m3] 838 838 795.4

Cement CEM I 52.5 N PM ES CP2 (Vicat) [kg/m3] 263 263 420

Superplasticizer (Sikafluid) [kg/m3] / 1.8 /

Silica fumes (Condensil S95 DS) [kg/m3] / / 46.7

Water [kg/m3] 169 169 140

Table 7.1: Composition of three types of concrete mixtures used in dynamic tensile tests.

7.1.1.1 The R30A7 concrete – (OC)

The R30A7 concrete (OC) is considered as an adaptation of a standard concrete which is commonly used in civil

engineering construction applications. Its mixture was designed with the aim of creating a composition with char-

acteristics of standard concrete which can be studied on a laboratory scale [Gabet, 2006]. Alongside cement paste,

182
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sand and water it contains rolled siliceous aggregates (dmax = 8 mm) and has an expected compressive strength

of 30 MPa after 28 days with a slump of 7 cm measured by Abrams cone test. This type of concrete has been

extensively studied under various stress states and in both quasi-static and dynamic loading regimes (e.g. [Vu,

2007, Gabet et al., 2008, Erzar, 2010, Piotrowska, 2013, Abdul Rahman, 2018]). Regarding dynamic tensile re-

sponse, this type of concrete was tested under a wide range of strain rates (up-to about 150 s−1) considering dry

and wet sample conditions [Erzar and Forquin, 2011]. High speed hydraulic press and the spalling technique were

used to load the samples upto failure. The processing of the spalling experiments, that relies on classical point-wise

measurements as detailed in [Erzar and Forquin, 2010], had shown compelling results regarding the influence of the

moisture content on the dynamic tensile strength. While almost no difference was noted at low strain rates (upto

1 s−1) a notable difference between wet and dry concrete was observed at high strain rates (50-150 s−1). Further-

more, the post-mortem observation clearly showed higher crack density with increasing strain rate, indicating the

presence of cracks mostly within the concrete matrix and around the aggregates, while a few cracks cut through

strong siliceous aggregate inclusions. These observations motivated the current study by testing a concrete with

different mesoscopic content and matrix strength.

7.1.1.2 The Limestone concrete – (LC)

The limestone concrete (LC) used in this work is characterised by a relatively low aggregate strength. Its compo-

sition was designed in order to study the effect of coarse aggregate shape and nature on the confined behavior of

concrete [Piotrowska, 2013]. When compared to R30A7, the LC is characterized by the same composition of the

cement matrix, volume content and type of sand, alongside with the volume content and granulometric distribution

of used aggregates. However, the aggregates are of different physical and mechanical properties which results in

having different mesostructural content. The material was previously tested under both quasi-static and dynamic

loading regimes in quasi-oedometric compression test [Piotrowska et al., 2016]. The obtained results showed that

the nature of coarse aggregates affects the volumetric response at high confinement and that under dynamic loading

conditions the deviatoric strength of LC considerably increased. It was concluded that the concrete mesostructure

plays an important role in the behaviour of concrete under both high confining pressure and strain rates. Under

dynamic tensile loading the effect of aggregates type in concrete composition has not been extensively studied.

This can be mainly owing to the fact that no reference formulation of concrete has been proposed for studying

such effects. On the other hand, the effect of aggregate size on dynamic tensile strength has been investigated by

some authors and the evidence that enhancement of the mechanical properties in dynamic tension is influenced by

this parameter was reported by [Cadoni et al., 2013].

7.1.1.3 The High Performance concrete – (HPC)

High performance concrete (HPC) used in this work is characterized by strong cement matrix and lower capillary

porosity when compared to ordinary concrete. The mixture was designed with the aim of investigating the effect of

cement matrix porosity on concrete confined response [Zingg et al., 2016]. Reduced porosity is achieved by adding

silica fumes and decreasing the water-cement ratio. Having this ratio set to 0.3, the expected uniaxial compres-

sive strength after 28 days is 80 MPa. The quantity of sand was adjusted compared to the ordinary concrete for

workability reasons. The mixture is also characterized by the same coarse aggregate (rolled siliceous aggregates

dmax = 8 mm) in both volume and size distribution. This concrete has been previously tested under very high

confinements in both quasi-static and dynamic loadings conditions [Piotrowska and Forquin, 2015]. When com-

pared to ordinary concrete, the results showed that HPC exhibits larger deviatoric strength under both low and

high strain rates. Even though this particular mixture was not tested in dynamic tension, some other works in the

literature investigated the effect of cement matrix and lower porosity content on the strength increase. One type

of high performance concrete mixture was tested by [Schuler and Hansson, 2006] at elevated strain rates using the

spalling technique. Although a higher ultimate strength was observed at high strain rates with respect to ordinary
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concrete, tested by the same author [Schuler et al., 2006], the increase ratio of dynamic strength with respect to

quasi-static strength was not significantly different than in ordinary concrete.

7.1.2 Sample preparation, instrumentation and conditions

Manufacturing procedure was established in order to obtain spalling samples with representative mechanical prop-

erties for each tested concrete composition. It consists of two stages: the fabrication and the instrumentation of

the samples. The final geometry of instrumented cylindrical samples is 45 mm in diameter, 140 mm in length that

contains a flatten surface of 24 mm on which the grid pattern is deposited.

7.1.2.1 Casting and fabrication

The concrete is first cast in plywood moulds with dimensions of 27x27x17 cm3. Before pouring the freshly mixed

concrete, oil is applied inside the mould to reduce friction and facilitate the removal of the block. The fresh concrete

mixture is then poured, vibrated and sealed with plastic cover to prevent loss of any moisture content during the

initial phase of hydration. The block is removed from the mould after 24h and is sealed within waterproof plastic

bag which is submerged in a water container where it is conserved for 28 days. After this period, the cylindrical

concrete samples are cored out from the block leaving a space of at least 20 mm from the block edges to avoid

possible wall-effect. The coring is performed with a drilling machine (Diamant Evolution DK17) with the use a

diamond instrumented core bit (Length 240 mm, interior diameter 46 mm) and with help of water. The coring

of the samples is a delicate procedure which has to be performed patiently having the concrete block well fixed

(Figure 7.1), since the resulting lateral surface of the cylinder represents the only reference for rectification of the

sample geometry.

Figure 7.1: Sample manufacturing: example of the use of the coring machine.

After the coring, the cylindrical samples are cut down to the desired length (140 mm) leaving an additional +
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1 mm margin. Then, the turning machine is used to perform the rectification of the cylindrical sample surfaces

(i.e incident and free-end surface) in order to obtain a good parallelism between the two, considering a tolerance

of ±0.2mm. To this end, a non rotary tool-bit is used (Diprotex PCD CPMB 120412) optimised for concrete

material. The turning speed is set to about 300 turns per minute which in case of high strength concrete has to

be reduced. The process is repeated on the other surface and in total, until the desired tolerance is met. After

this step, a precision cut is performed to obtain the flatten surface used to deposit the grid. This surface is then

polished with a rectification machine (grindstone granulometry 252 µm) in order to obtain a perfectly flat (i.e. as

close as possible) surface which is parallel to the sample axis. In between all rectification steps, the samples were

stored in lime saturated water.

7.1.2.2 Instrumentation

After obtaining the desired geometry the samples were instrumented with measurement systems. Before starting

the instrumentation of the sample with the grid, the surface porosity present on the flatten part has to be filled.

This is done by depositing a thin layer of a quick-hardening glue (Pleximon) and by filling the surface pores. After

the glue is dried, the sample surface is polished to remove excessive layer of the glue.

Depositing the grid pattern The grid pattern is deposited on the flatten part following the procedure proposed

in [Piro and Grediac, 2004, Badulescu, 2010]. The steps are as follows:

• The surface of the sample is first cleaned with using a clean cotton pad and degreaser. Then, the surface is

de-oxidised using a fine abrasive paper and several drops of neutraliser. After that, the surface is once again

cleaned using a few drops of a conditioner product and dried using a new clean pad. (All surface cleaning

products are the same when strain gauges are used – e.g. supplier VPG Micro measurements). Finally, the

paper scotch tape is used to protect the sample shaft surface from spilling of the excessive glue.

• A grid piece which is about 2 mm longer than the observational surface of the sample is cut from the printed

grid deposit sheet. The grid piece is placed on the sample surface towards the free-end, centred with respect

to sample axis and fixed with paper scotch on the opposite end. A small part of the grid is left to pass over

the sample free-edge which will later facilitate the peal-off.

• Then, the bi-component (Part A and Part B) epoxy glue E504 supplied by Epotecny is prepared. The mixing

is performed in a clean glass cup. The ratio between the two parts is: A/B=5/1. This ratio needs to be well

respected and the use of a milligram precision balance is advised. A quantity of 3 g in total is prepared for

a surface of 24x70 mm. The mixing is performed slowly for about 15 minutes.

• After mixing, a thin layer of glue is applied both on the sample surface and the grid deposit. The grid is

then slowly pressed using a plastic roller in order to avoid air traps. Then a pressure is applied to push

out the excessive glue and for an equally distribution of the quantity below the substrate. However, since

the presence of strong siliceous aggregates does not allow obtaining perfectly flat surface, a relatively small

pressure is applied (about 20 Pa). This results in slightly larger thickness of the glue (of about 0.2 mm).

• The grid instrumented sample is left within an oven for 40 hours at 40 degrees Celsius required for curing

the epoxy glue. After this time, the substrate is removed starting from the free-end since the cured glue is

much stronger than the bond between the photosensitive film and the grid coating. The left-over part of the

substrate is used to start the peal-off. The substrate is slowly removed following an angle of 30 with respect

to grid lines.

Now, it is necessary to mention that glueing of the grid is a delicate procedure and that uncertainties such as

missing data can occur. The reason can be twofold: either the peal stress is not sufficient and the grid pattern is

not locally transferred or the entrapped air bubbles do not allow glue distribution. In the first case, the missing
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line parts might be corrected by re-tracing them with a thin black pen. In the second case, severe defects can be

experienced that are often non-correctable and occasionally produce non exploitable result.

Strain gauge instrumentation Three polyester strain gauges (PFl-20-11 TML length 20 mm) are glued on

the already grid instrumented samples. The gauges placed at 40 mm and 60 mm from the free-end are used to

determine the strain rate at failure while the gauge at 120 mm from free end (i.e. 20 mm from bar-specimen

contact) is used to determine the material wave speed so that the compressive Young’s modulus is deduced. The

gauge is secured with the paper scotch tape. Cyanoacrylate single component strain gauge adhesive (CN-E TML)

is used to glue the gauges and the cable connector on the sample surface. After the gluing the gauge cables are

soldered onto the connector. All gauges were soldered with thinned copper wiring and are connected to a high

frequency acquisition system. The signal from the gauge measurements are processed with the following expression

used to obtain the axial strain measurement in (mε) on the sample surface:

εgauge =
4Ug

kGUexc
∗ 1000 (7.1)

where Ug is the measured signal from the gauge in (V), Uexc is the gauge excitation in (V), G is the signal gain,

k is the gauge resistance factor. In the present case the following parameters were used: k=2.13, G=1000, Uexc=5

V. Finally, an optical reflector of a few millimetres in size, used for laser measurement, is positioned on the sample

free-end within half radius from the center of the cross section [Erzar and Forquin, 2010].

7.1.3 Experimental investigation and spalling set-up

Two experimental campaigns have been carried out in order to perform dynamic tensile testing of three grades of

concrete using the spalling technique. All the samples were instrumented with measurement systems as described

in previous section and were tested within a one weak period which favours the reduction of the variability of

mechanical properties due to concrete ageing. The campaigns were performed in:

• June 2016 – The campaign was focused on testing ordinary concrete (OC)

• June 2017 – The campaign was focused on testing the other two mixtures, namely limestone concrete (LC)

and high performance concrete (HPC).

The experimental setup used for testing several concrete samples of the three concrete mixtures is identical to the

one used Section 6.3.2 and is shown in Figure 7.2.

The spalling setup in Laboratory 3SR consists of a single input Hopkinson bar which is in contact with a cylindrical

sample on one end that is and impacted by a cylindrical projectile on the other end. The material used for the

bar, projectile and the sample is an aluminium alloy of the following characteristics: density 2810 kg/m3, expected

elastic Young’s modulus 72 GPa, material wave speed C0=5090 m/s and high yielding strength of 450 MPa. The

input bar is 1.4 m in length and 45 mm in diameter. It is instrumented with two crossed-element standard foil

strain gauges (4 x FCA-1-23 120Ω L=1 mm TML) connected into a full bridge circuit, the Wheatstone bridge,

and located in the mid-length. A 50 mm long projectile and 45 mm in diameter is launched through a launcher

tube with the aid of a pressure gas tank of 100 bars maximal capacity. The launcher tube has an effective length

of 1.85 m and is 65 mm in diameter with thickness of 7 mm. The tube is instrumented with three photodiods

located at 150 mm, 100 mm and 50 mm from its end exit respectively, and are used to measure the projectile

impact speed. The projectile’s impact surface has been machined into a spherical-cap end, as to apply an adequate

pulse shaping of the incident wave which increases the pulse rising time [Erzar and Forquin, 2010]. The pressure

in the tank is controlled thanks to a digital barometer installed on a control-release unit witch allows fine tuning

of the pressure with ±0.01 bar. All gauges, including those glued on the tested specimen, are connected to a high
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resolution data acquisition control apparatus (ADwin-Pro II) with a 1 Mhz registration frequency. The signal from

the gauge measurement positioned on the Hopkinson bar are processed with the following expression used to obtain

the compensated strain measurement in mε of the wave propagating within the aluminium bar:

εgauge =
2Ug

kGUexc(1 + ν)
∗ 1000 (7.2)

where Ug is the measured signal from the gauge in (V), Uexc is the gauge excitation in (V), G is the signal gain,

k is the gauge resistance factor and ν = 0.33 is the Poisson ration of the aluminium bar. In the present case

the following parameters were used: k=2.1, G=5000, Uexc=1V. A laser interferometer from Polytech was pointed

towards the sample free-end with having a bandwidth of 1.5 MHz, a registration sensitivity set to 2 m/s/V and

being able to measure particle speed upto 20 m/s (10 V to signal saturation).

Figure 7.2: The experimental set-up at 3SR used to conduct spalling experiments with the ultra-high speed camera

the Shimadzu HPV-X2.

The ultra high speed camera used to film the grid bonded on the tested sample surface is the Shimadzu HPV-X2

(Section 6.3.1.1). A macro lens was mounted on the the camera head that provides 1:1 magnification ratio (Sigma

105 f/2.8 EX DG Macro). The camera is triggered with the signal that is received from the laser interferometer.

Acquisition speeds of both 1 Mfps and 2 Mfps were used depending on the test. For acquisitions of 2 Mfps it was

crucial that a sufficient amount of images are devoted to recording the tensile loading stage, for that reason, the

trigger position was set at the 68th image. In that case 68 images are dedicated to recording the compressive stage

of the test while the rest is used to record the reflection of the wave into the tensile stage. Due to the insufficient

amount of recorded frames (128 frames), the main interest was focused on well capturing the material peak tensile

strength. For the case of 1 Mfps acquisition speeds the trigger was set to the 54th image.

The sample surface was illuminated with two DedoCool tungsten light sources, operating on boost mode with 250

W. The DedoCool lights, thanks to the use of low voltage lamps in combination with a special optical-reflector

system, produce substantially reduced heating of the subject. The choice of the light source plays an important

role since it can, in case of some sensors, cause additional noise effects as shown in Section 6.2.1.3. Furthermore,

any flickering noise, for example caused by LED gas discharge lamps, would add additional component of temporal

noise which pollutes the recorded sequence. Indeed, this was observed from an example of bad practice. In the first
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experimental campaign dealing with testing ordinary concrete (OC), two high power LED lights with DC power

sources provided by Specialised Imaging were used to illuminate the sample. The results from the first campaign

were found to be inexploitable and it was only after that it was discovered that effects such as flicker noise to fast

gas discharge was present within the recorded sequences. An example regarding average frame grey level of the

two acquisitions made at 2 Mfps with different illumination sources is presented in Figure 7.3. For that reason,

full-field measurement results presented herein will only concern the HPC and LC tested samples.
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Figure 7.3: An example of bad illumination conditions due to flickering of the light source. Acquisitions are made

with Shimadzu HPV-X2 at 2 Mfps.

7.1.4 Processing parameters and identification uncertainty

When dealing with full-field measurements it is necessary to assess the accuracy of the proposed identification

methodology. This is often closely related to the displacement measurement uncertainty which can be evaluated

as a standard deviation of displacement fields obtained from stationary image sequences. This procedure was em-

ployed in Section 6.3.2.2 to evaluate the displacement uncertainty of the Shimadzu HPV-X2 camera. However, as

demonstrated throughout this manuscript, it is difficult to predict how the measurement uncertainties propagate

through the entire identification chain and how they would affect the final result. The reason for this is that,

although dominant, the camera noise is not the only possible source of errors. All these sources add up and cause

the measurement uncertainty which requires some sort of smoothing algorithms to be applied that act as low pass

filters both in case of spatial and temporal derivatives. Therefore, the identification result also depends on the

set of processing parameters chosen to compute the sought kinematic and deformation fields (i.e. strains, strain

rates and accelerations). Here, an approximative global approach of providing robust estimate of the uncertainty

of the identified results is provided by passing stationary image sequences acquired before a test through the en-

tire identification chain taking a set of processing parameters that are later used to process the real experimental

data. Since in this work, the main goal is the reconstruction of the material stress-strain response due to the

applied loading the treated stationary images can be used to provide such data. Theoretically, the reconstructed

stress-strain curve should be equal to zero, however this is not the case. Therefore, by tracing the reconstructed

fictive stress-strain response one can get an insight on both the error bounds and eventual systematic error that

result from the identification chain given a set of processing parameters. This can be done by simply observing the

bounding box of the fictive stress-strain plot. As previously mentioned, two acquisition speeds were used to record

the spalling test on concrete specimens, namely 1 Mfps and 2 Mfps. The processing technique used to treat the
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spalling tests is identical to the one used in previous works [Pierron and Forquin, 2012b] and in Section 4.4.1.2.

The set of processing parameters is summarized in Table 7.2. Due to the temporal noise of the system the temporal

window used to compute the acceleration data through the double derivation of displacement data was taken to be

15 (7.5 µs) time points for the case of 2 Mfps and 9 points (9 µs) for the case of 1 Mfps. It was observed that for the

case of identified axial stress the bound values are ±2.1 MPa while for the case of axial strain it is within ±0.075

mε. These values could be considered as confidence intervals of the results presented in the following sections that

already passed through low-pass filtering.

Camera - Shimadzu HPV-X2

Pixel array size 400x250

Frame rate 2 Mfps (1 Mfps)

Exposure time 200 ns

Field of view 23x60 mm

Number of frame 128

Strain

Smoothing method Diffuse approximation, 8 pixel radius

Temporal resolution 0.5 µs (1 µs)

Strain rate

Smoothing method Second-order polynomial fit over 7 temporal strain points

Temporal resolution 3.5 µs (7 µs)

Acceleration

Smoothing method Second-order polynomial fit over 15 (9) temporal displacement points

Temporal resolution 7.5 µs (9 µs)

Table 7.2: Imaging measurement performance and processing information for the spalling tests performed with the

Shimadzu HPV-X2 camera at 2 Mfps and 1 Mfps.

7.2 Experimental results

In the following the experimental results obtained from conducting dynamic tensile testing of three types of con-

crete mixtures will be presented. First, the results from classical processing are shown regarding the peak tensile

stress and corresponding strain rate. Second, the results from full field identification are presented in terms of

reconstructed local stress-strain curves. Finally, the results from two techniques are compared and plotted together

with results from the literature.

7.2.1 Results from point wise measurements

The results obtained from performed spalling tests on three types of concrete and by treating the point-wise mea-

surements are presented in the following. The processing of the data from strain gauges and laser interferometer

has been detailed in Section 4.4.1.1. The failure stress deduced from the rear face velocity profile is depicted as a

function of strain rate at failure obtained by deriving the strain gauge data in Figure 7.4. The small number of

tested samples from the current study does not allow drawing any firm conclusions regarding the effect of concrete

composition on the increase of tensile strength with strain rate. However, some qualitative observations can be

made first hand. From the Figure 7.4a, it is observed that the HPC shows a higher dynamic tensile strength

compared to ordinary concrete of about 5 MPa at approximately same level of strain rate. This was to some extent

expected due to higher mechanical properties of HPC. On the other hand, no significant difference can be observed

when results obtained from LC are compared to those of ordinary concrete; indicating (for the time being) no
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notable influence of coarse aggregate shape and nature for the case of siliceous and crushed limestone aggregates.

The obtained results are plotted together with the data from previous studies regarding ordinary concrete and

micro-concrete [Erzar and Forquin, 2010, Erzar and Forquin, 2014] as in Figure 7.4b. It can be observed that

the data obtained regarding ordinary concrete and LC in this study fit well with the previous results obtained

for concrete in dry conditions. This is not surprising since all the samples have passed through a temperature

treatment. This stage is necessary for curing the epoxy adhesive that is used to glue the grid onto the sample

surface, as mentioned in previous Section 7.1.2.2. This is furthermore confirmed by observing the typical rear-face

velocity profile for the tree types of concrete presented in Figure 7.5 that are tested at approximately the same

loading rate. In all three cases, the post-rebound curve that is related to the tensile post-peak response exhibits a

plateau after the rebound. This was observed as a characteristic post-rebound response for dry concrete which is

related to the possibility of energy loss due to multiple micro-cracking [Erzar and Forquin, 2014]. In contrast, the

presence of free water causes several sharp rebounds to appear as observed by the same authors. This occurrence

can be related to the free-water viscosity effect acting in favour of closure of developing micro-cracks [Erzar and

Forquin, 2014, Vegt, 2016]. All the results are gathered in Table 7.3.
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Figure 7.4: Results from spalling tests on three types of concrete obtained by treating standard point-wise mea-

surments as in [Erzar and Forquin, 2010].

7.2.2 Results from full field identification

It has been shown throughout Chapter 3 how a rich amount of information can be obtained regarding material

dynamic response by performing photomoechanical identification from full field displacement measurements using

the VFM and the load cell principle. Here the same methodology was applied to extract the material parame-

ters from experimental spalling tests. Sequences of grey level images were acquired with the Shimadzu HPV-X2

ultra-high speed camera filming the grid instrumented concrete samples with acquisition speeds of 2 Mfps and 1

Mfps. The corresponding displacement fields were obtained by using the grid method. Since the material response

can be assumed to stay within the domain of infinitesimal strain theory 1, the measured quantities of deformation

are small strains. Owing to this, it was observed that spatial phase maps did not exhibit phase jumps and hence

spatial unwraping was not used. However, in certain cases of lengthy recordings, such as when the 1 Mfps camera

acquisition speed was used (resulting recording length of 128 µs), temporal jumps were occasionally observed in

the evolution of axial displacement maps since the final value of the averaged axial displacement was above the grid

1characteristic for concrete-like materials
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Figure 7.5: Typical rear-face velocity curves for three tested types of concrete. (Note: markers do not present

measurement points)
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Concrete Name C0 (m/s) ρ (kg/m3) Ec (GPa) σNovikovt (MPa) ε̇ (1/s)

(OC)

SR30G05 3785 2286 32.75 9.71 60

SR30G0DIC 3890 2275 34.44 7.68 66

SR30G0DIC 3870 2296 34.39 9.62 55

SR30D01 4060 2305 38.37 9.91 80

SR30G02 3740 2341 32.74 10.2 90

SR30G03 3780 2372 33.8 9.39 85

SR30G04 3920 2360 36.3 8.86 75

SR30G05 3880 2350 35.3 10.67 72

SR30G06 3980 2368 37.52 8.91 80

3873 2328 35.1

±101 ±38 ±2

(HPC)

SBHP03 4135 2365 40.45 17.6 140

SBHP01 4190 2426 42.60 13.8 90

SBHP04 4125 2339 39.79 17.21 200

SBHP05 4210 2365 41.92 17.89 115

SBHP06 4120 2435 41.32 12.99 65

4156 2386 41.3

±41 ±42 ±1.2

(LC)

SLCG01 3995 2362 37.7 10.99 80

SLCG02 3775 2257 32.2 11.51 100

SLCG03 3890 2243 33.9 10.23 70

SLCG04 3870 2252 33.7 12.1 110

Table 7.3: Results from spalling tests conducted on three types of concrete: Ordinary concrete R30A7–(OC), High

performance concrete–(HPC), Limestone aggregate concrete–(LC) obtained from point-wise measurements.
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pitch (1 mm grid pitch taken in all the tests). In those cases a temporal unwraping had to be used to correct the

jumps in displacement evolution [Saldner and Huntley, 1997]. The unwrapping was performed here by computing

the incremental phase between consecutive capture frames rather than relative to a reference image. The phase

at the analysed frame is then simply obtained by summing the phase increments. In the following, the results

obtained on high performance concrete(HPC) and Limestone aggregate concrete (LC) will be presented in terms of

reconstructed local stress-strain response. Then, the identified fracture parameters such as specific fracture energy

extracted per each macro-fracture visualized within the axial displacement maps, will be presented and compared

to some previously obtained results. The experimental details regarding the performed spalling test on (LC) and

(HPC) are detaild in Annex D.

7.2.2.1 Identified stress-strain response

The stress-strain response of the tested samples has been obtained following the procedure already shown in Sec-

tion 3.4.1.3. The average cross-sectional axial stress at an observed location is derived from the axial acceleration

component averaged from the free-end to the observed location. The strain maps have been obtained directly from

the measured displacement fields using the diffuse approximation approach [Avril et al., 2008b]. All the processing

parameters are listed in Table 7.2. The reconstructed stress-strain curves are obtained for several positions along

the sample longitudinal axis introducing virtual gauges of 10 mm in length. The positions of the virtual gauges

were chosen based on the position of the strain localizations present in the derived axial strain maps. These zones

have been associated to the presence of mechanical damage within the sample and it is considered that the material

exhibits the maximal bearing capacity (ultimate tensile strength) at the given position. The stress-strain curves

presented herein have been obtained by using 1 Mfps recording speed since it allowed obtaining longer recordings

within the tensile post-peak material response.

High performance concrete (HPC) The reconstructed stress-strain curves obtained from spalling tests con-

ducted on (HPC) are plotted considering several positions of virtual gauges along the sample length in Figure 7.6.

Firstly, a linear elastic material response can be noted in the compressive material response (i.e. in the 3rd quad-

rant) for all plotted curves, confirming the validity of the spalling test. A linear regression was performed on the

data in the compressive loading stage and the material compressive Young’s modulus was retrieved which was in

close agreement to the values identified from point-wise measurements and wave shifting (Table 7.3). Secondly, for

all the tested samples it was noticed that the response of the virtual gauge at 30 mm from free-end was quasi-elastic

in the tensile loading stage, which indicated that the principal fracture planes were located further from this zone.

Therefore, the virtual gauges at 40, 50 and 60 mm from free end were analysed.

Next, the peak tensile stress was observed in between 64 and 67 µs for all test results, which corresponded to

an average time of 5 - 6 µs from σ = 0 up to tensile stress peak after which the material softening response due

to damage can be observed. Furthermore, pre-peak non linear response can been observed in the reconstructed

stress-strain plots. The non-linear response starts approximately 2 - 3 µs prior to the peak tensile stress which

indicates that the non-linear response can be expected at values of about 60% of peak tensile material strength.

However, this should be further investigated once a higher temporal resolution is available which would enable

to well capture pre-peak non-linear response. Moreover, the observed pre-peak non-linear response confirms that

the assumption of the linear elastic material response up to the peak tensile strength is a strong approximation.

Performing linear regression on the linear parts of the curve in tensile and compressive loading stage, the retrieved

tensile stiffness was found to be in an average 50% lower than the one identified in the compressive loading stage.

Finally, for all tested samples the identified peak tensile strength was found to be lower than the one derived from

the rear-face velocity pull-back using the Novikov approximation. All the identification results are summarised in

Table 7.4.
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In the post-peak material response all tested samples exhibited a distinct multiple rebound response. One possible

explanation of the observed post-peak rebounds can be tied to the multiple micro-cracking phenomena. The curves

presented in Figure 7.6 have been traced until the time point indicated on the graphs. This time corresponded to

low axial stress levels and large axial deformation levels, after which the rebounds were less pronounced and were

below the signal-to-noise limit ( ≤ 2 MPa) therefore considered insignificant.
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Figure 7.6: Typical rear-face velocity curves for three tested types of concrete.

When referring to the test SBHP03, one post-peak rebound is observed in stress-strain plots for both virtual gauge

at 40 and 50 mm from free-end. The peak tensile stress is reached at 64 µs, then the stress level drops reaching a

lowest value at 71 µs after which another increase is observed reaching a local maxima of 8.89 MPa at 77 µs and

then finally dropping to zero value at 81 µs. The characteristic axial strain maps of this test are presented in Figure

7.7. Figure 7.7a represents axial strain map at 67 µs after the peak tensile stress is reached while Figure7.7b-d

corresponds to the characteristic times indicated in the stress-strain curve Figure 7.6a. Following the evolution of

axial strain maps strain, from the very beginning of the post-peak response it can be observed that two principal

localization zones form at about 40 and 50 mm from free end. However, another localization is present at 25

mm from the free-end. This zone appears to be obscured by the adjacent macro-fracture at 40 mm by the end

of the test. Such situations, where multiple micro-fractures occur simultaneously but one becomes dominant and

enforces the closure of the secondary zones can cause relaxation of strain energy which in turn may be tied to the
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bumps observed in the post-peak part of the stress strain curves. Although, the temporal and spatial measurement

resolution do not allow for more throughout analysis of such phenomena, the clear presence of multiple cracking

and possible obscuration phenomena can be noted from the presented strain maps.
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Figure 7.7: Characteristic axial strain maps of the test SBHP03. (Field maps are in (mm) where zero value

corresponds to the free-end) Note the change of the colorbar range.

Concrete V.G.

(mm)

Elinc

(GPa)

Elint

(GPa)

Elint /Elinc

(%)

tpeak

(µs)

ε̇

(1/s)

σt

(MPa)

SBHP03 40 38.97 18.28 46.9 4 175 12.68

50 40.28 18.76 46.6 4 205 13.42

SBHP01 50 37.98 18.89 49.9 5 100 10.26

60 39.11 22.24 56.8 6 75 10.77

SBHP04 30 42.92 30.71 71.5 5 130 15.38

40 42.84 24.53 57.3 4 170 13.96

SBHP05 40 46.02 19.71 42.8 5 115 13.98

50 46.19 22.48 42.7 6 139 14.58

SBHP06 30 34.2 24.03 70.3 6 74 11.29

Table 7.4: Identification results using full-field measurements from spalling tests conducted on High performance

concrete (HPC). (V.G stand for chosen virtual gauge distance from free-end)
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Limestone aggregate concrete (LC) The reconstructed stress-strain response for two spalling tests conducted

on Limestone aggregate concrete (LC) are presented in Figure 7.8. The distinctive bumps in the post-peak material

response can be observed only for the case of SLCG04. The identified peak tensile strength (Table 7.5) was found

to be 60% lower in average than the one obtained with the Novikov approach (Table 7.3), which was unexpected.

Looking closely at the stress-strain plots, a hypothesis can be made on a presence of a non-linear response in the

compressive loading stage. This could then allude to a situation where the material could be pre-damaged in the

compressive stage before the tensile loading starts. The global Young’s modulus can be used as a good indicator for

checking if any loss of stiffness is present in the overall material response. The global Young’s modulus is obtained

by using the VFM identification and 8th degree polynomial expansion of the virtual fields is presented in Figure

7.9. It appears that the identified value of global stiffness is not constant in compression but rather monotonically

decreases. This might further explain the discrepancies between the obtained peak tensile strength using the two

methods.
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Figure 7.8: Identified stress-strain curves from two spalling tests conducted on Limestone aggregate concrete (LC)

at approximately same strain rate.
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Figure 7.9: Identified global Young’s modulus from the spalling tests conducted on Limestone aggregate concrete

(LC).
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Concrete V.G.

(mm)

Elinc

(GPa)

Elint

(GPa)

Elint /Elinc

(%)

tpeak

(µs)

ε̇

(1/s)

σt

(MPa)

SLCG02 30 37.68 9.89 26.24 5 107 6.45

40 37.77 10.27 27.19 5 137 5.71

SLCG03 30 35.03 23.23 66.1 5 72 8.22

40 34.6 18.27 52.8 4.5 102 7.2

SLCG04 30 33.03 10.96 33.18 6 78 5.95

40 33.39 15.96 47.79 6 140 6.09

Table 7.5: Identification results using full-field measurements from spalling tests conducted on Limestone aggregate

concrete (LC). (V.G stand for chosen virtual gauge distance from the free-end). (Note samples have possibly

experienced pre-damage during compressive loading stage)

7.2.2.2 Comparison of the results between two measurement methods

The results regarding the peak tensile stress identified directly from the reconstructed stress-strain curves and

the corresponding strain rate can be compared to the values obtained from the classical processing of point-wise

measurements. In the Section 3.4.1.4 three methods were proposed for obtaining the strain rate at peak tensile

stress. Here, the method which uses the time to peak stress is used. The value of strain rate is obtained from the

same time frame at which the peak tensile stress is observed, using the same virtual gauge position and size (length

10 mm). The comparison between the values obtained using two measurement methods for two types of concrete

are presented in Figure 7.10.
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Figure 7.10: Comparison between the results regarding dynamic tensile strength obtained with Novikov approach

and using the identification from full fields.

From the presented plot it can be observed that, in case of (HPC), the classical method shows higher dynamic

tensile strength of about 20% when compared to the values identified from full field measurements. The main

reasons for this over-estimate, as discussed in Section 3.4.2, are the assumption of perfect elasticity upto the peak

and the unitary value of Young’s modulus in tension and compression. While on the other hand from presented-

stress curves in Figure 7.6 and the results reported in Table 7.4 the material stiffness response is not the same in

compression and tension and for (HPC) the ratio between the tensile and compressive stiffness is about 54%.
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7.2.3 Identified specific fracture energy Gf

In this section the methodology of extracting specific fracture energy per each visualized fracture observed within

measured displacement fields that has been detailed in Chapter 5 is applied to spalling tests performed on (HPC).

The fracture opening displacements (FOD) are first obtained by introducing a differential displacement gauge

around each observable fracture zone. Thanks to a local measurement of axial stress around each visualized frac-

ture, meaningful correction for the elastic response in compression can be applied to the differential displacement

measurement. Finally, local Stress-FOD curves can be reconstructed and the specific fracture energy GF be ob-

tained. The results will be presented and compared to previous works.

7.2.3.1 Fracture opening displacements

As presented in Section 5.2.1 the measured full field displacement maps allow direct visualization of dynamic frac-

turing which occurs under the dynamic tensile loading. Meaningful descriptors, such as opening of one visualized

fracture–fracture opening displacement (FOD) can be obtained from each fracture. These quantities then provide

an insight into the phenomena associated to dynamic tensile failure of quasi-brittle materials induced by multiple

fracturing phenomena. An example was shown in Section 5.2.1 where two fractures originate but one becomes a

dominant one while the secondary one closes. Here, the FOD curves obtained from spalling tests conducted on

(HPC) are presented in Figure 7.11 accompanied with last recorded axial displacement map of each test. Only the

tests where multiple fracture were captured within the field of view are presented. The FOD curves clearly indicate

the complexity of the multiple fracturing phenomena which can be associated to interaction between already initi-

ated fractures and newly created ones. For example, in Figure7.11b, the dominant fracture is the one located at 46

mm. The fracture at 68 mm although arguably initiated with a delay propagates faster than the fracture at 56 mm

for the first 10 µs from its insertion and then reaches a plateau after which it starts to close. Another case to frac-

ture interaction can be observed in Figure 7.11d. The fracture at 38 mm appears to be initiated before the fracture

at 56 mm. However, it reaches again a plateau and closes while the fracture at 56 mm becomes a dominant frac-

ture. Indeed, in this case, only the macro-crack at 56 mm was observable by naked eye in the post-mortem overview.

7.2.3.2 Reconstructed Stress-FOD curves

The reconstructed Stress-FOD curves and the coresponding fracture opening velocity (FOD) plots are presented

in Figure 7.12 concerning several spall tests conducted on (HPC). In the case of test named SBHPG01 only one

macro-fracture was observed. When the data regarding the reported strain rate are examined in Table 7.3 regard-

ing point wise or Table 7.4 regarding full field measurements, the value appears to be lower than in the rest of

the tests. On the other hand, the two other tests reported in Figure 7.12 were conducted at higher strain rate

and clearly exhibited more macro-fracture planes. This observation of increasing number of fracture planes with

increasing strain rate has been well observed in the literature by numerous authors (e.g. [Klepaczko and Brara,

2001, Weerheijm and Van Doormaal, 2007, Schuler et al., 2006, Erzar and Forquin, 2014]).

When referring to the reconstructed Stress-FOD curves, it can be noticed that in cases of multiple adjacent macro-

fractures, the stress values occasionally drop below zero indicating a negative (i.e. compressive stress). On the

other hand, in the case of SBHPG01 where only one macro-fracture is observed that was not the case. The origin

of the negative stress values is currently not understood. Another interesting observation is that in case of multiple

fractures (which corresponds to test conducted at higher level of strain rate), the tensile strength is higher; however

not all fractures exhibit the same fracture opening capacity. After a certain time period, one fracture exhibits a

larger fracture opening and becomes a dominant macro crack that consumes larger amount of fracture energy while

the secondary cracks tend to close and consume less energy. It is worth pointing out that these are currently

just qualitative observations and that more experimental results are needed to confirm the above hypothesised

statements. Finally, all the results regarding the specific fracture energy and the fracture opening velocity for the
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Figure 7.11: Fracture opening displacement (FOD) for several spalling tests conducted on (HPC). (Note: colorbars

represent displacement in (mm). Field maps are in (mm) where zero value corresponds to the free-end)
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performed spalling tests on (HPC) are synthesised in Table 7.6.

Test Fracture location

(mm)

Gf (J/m2) FOV (m/s)

SBHPG03 37 174 2.63

53 150 1.69

SBHPG01 56 361 2.64

SBHPG05 46 217 2.85

57 102 1.69

68 124 1.44

SBHPG06 38 213 2.26

56 160 1.94

Table 7.6: Identified values of specific fracture energy (Gf ) and fracture opening velocity (FOV) per each vizualized

dynamic macro-fracture from the spalling tests conducted on (HPC).

7.2.3.3 Comparison with results from the literature regarding Gf

The results regarding specific fracture energy obtained from performing several spalling tests on (HPC) and by

using the photomechanical identification procedure (Chapter 5) are presented in Figure 7.13. The results are also

compared to the data present in the literature regarding ordinary concrete [Schuler et al., 2006] and high perfor-

mance concrete [Schuler and Hansson, 2006] as well as with the data of (OC) previously presented in Section 5.2.4.

As for further comparison the model prediction according to the preliminary synthesis report regarding the design

regulations given by CEB [CEB (Comité Euro-International du Béton), 1988] are traced depending on several levels

of quasi-static fracture energy.

From the presented results, it is interesting to note that the experimental values regarding the range of the fracture

opening velocity obtained for (HPC) are in the same range as those obtained for (OC) as well as the results reported

in the literature for both types of concrete mixtures. However, the values of specific fracture energy obtained for

(HPC) is markedly lower compared to the values reported in the literature for similar type of concrete mixture.

Furthermore, the range of values obtained on (HPC) in the present study do not significantly differ from the results

obtained on (OC). Although the level of identified specific fracture energy in this work differs from the one reported

by Schuler et al., it is interesting to note that the cited authors reported the same observation when comparing the

values of (HPC) and (OC) (i.e. no notable difference). Finally, a clear benefit of the present methodology is that

it provides more realistic results and more importantly, since the measurement of Gf is obtained per each visual-

ized fracture, several values may be extracted from just one test in cases where more than one macro fracture occurs.
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(c) SBHPG03: Stress-FOD.
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(d) SBHPG03: Fracture opening velocity.
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(e) SBHPG05: Stress-FOD.
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Figure 7.12: Stress-FOD curves for several spalling tests conducted on (HPC) used to extract specific fracture energy

per one observed macro-fracture. (SBHPG01: one macro-fracture; SBHPG03: two macro-fractures, SBHPG05:

three macro-fractures).
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Figure 7.13: Comparison between the results regarding specific fracture energy obtained for each observable macro-

fracture in HPC with the data in the literature and data from previous works.

7.3 Chapter summary

In this chapter, spalling experiments have been performed on three different types of concrete compositions namely,

ordinary concrete (OC), limestone aggregate concrete (LC) and high performance concrete (HPC). The Shimadzu

HPV-X2 camera was used to film a 1 mm grid deposited on the sample surface in order to obtain the time resolved

displacement fields which were then processed with the VFM, as detailed in previous chapters. The experimental

investigation was aimed at examining the effect of concrete composition and type of granulometric content on the

dynamic tensile strength and the specific fracture energy. Alongside full field measurements, conventional point-

wise measurements were also taken. This enabled the comparison between the results obtained from the full field

identification method and those obtained with the classical processing of spalling tests. It was found that in case of

(HPC) the tensile strength identified with the VFM processing was in average 20% lower than the values obtained

when the Novikov processing of the rear face velocity pull-back is used. When comparing different concrete grades,

(HPC) exhibited higher tensile strength than (OC) and (LC). It is necessary to mention that all tested samples went

through a temperature treatment in order to apply proper curing of the glued grid substrate which implies that the

samples can be considered to be in dry conditions. The specific fracture energy and the fracture opening velocity

was determined for in case of (HPC) samples. Full stress-FOD curves were reconstructed per each visualized

fracture in the displacement fields. The results obtained are markedly lower than the results found in the literature

being on the average 187.6 ± 80 J/m2 for a fracture opening velocity of 2.14 ± 0.53 m/s. It is worth mentioning

that distinct bumps were observed in the post peak regime in the reconstructed stress-FOD curves. Although, in

case when only one fracture was observed these were less pronounced than in cases when multiple adjacent fractures

were present, the true origin of such behaviour is not known. Therefore as a perspective it remains that additional

experiments have to be performed preferably with another full field measurement technique. So that the possible

influence of the measurement methodology can be excluded.



Chapter 8

General Summary and Perspectives

8.1 General Summary

This thesis work focused on investigating a photomechanical dynamic tensile testing method and applying it to

test several grades of concrete material. The experimental method consists of the so-called spalling test set-up,

based on a use of a single Hopkinson bar placed in contact with a concrete sample on one end and impacted by

a cylindrical projectile on the other end. Ultra-high speed imaging was used to film the sample surface and the

grid method was used to obtain the time resolved full field displacement maps during the test. Thanks to the

sample non-equilibrium state, the acceleration fields, that are derived from the obtained displacement maps, can

be directly related to the average axial stress in the each cross-section, visualised by the camera, by using the

virtual fields method. In this way, local constitutive response in terms of stress-strain curves can be identified.

Alongside full field, point-wise measurements were performed as well, comparing back-to-back the identified results

regarding the material tensile strength and corresponding strain rate. However, before the direct application of

the method on investigating concrete material behaviour at high strain rates, its application was explored through

several experimental campaigns. Although, the work performed is of experimental nature some simple numerical

investigations were performed along the way to explore further the observed effects. A general summary of work

presented in relevant chapters follows:

• In Chapter 3: several tests performed outside of this thesis have been analysed. These were performed using

the Shimadzu HPV-1 camera. The first group consisted of the test performed on an aluminium alloy of

known characteristics. These were treated in light of retrieving expected linear elastic material parameters

as to perform benchmark of experimental settings that were later used for testing concrete material which

consisted the second groupe of analysed data. The results obtained on ordinary concrete were compared

with the results from classical processing of point wise measurements [Erzar and Forquin, 2010] using the

rear face velocity profile and the Novikov formula (Equation 3.3). The discrepancy was noticed in terms

of deduced material tensile strength. The results from the VFM identification were found to be lower than

the ones provided by the Novikov processing. Furthermore, a non-symmetric response as well as pre-peak

non-linear response was observed in the reconstructed stress-strain curves. The effect of these observations

was then investigated through simple numerical simulations that incorporated the Mazars’ damage model

and the ability to account for both non-symmetric response and pre-peak non-linear response. It was found

that both effects can influence the rear face velocity profile questioning the use of the Novikov formula for

obtaining tensile strength of quasi-brittle materials at high strain rates.

• In Chapter 4: a numerical procedure was devised in order to validate the VFM processing. It consists of

simulating the spalling experiment with the linear elastic FE explicit computations which provided time

resolved displacement fields. These were treated within the VFM, successfully validating the procedure.

Although this was the main purpose (and the main result), the method was extended to simulating the entire

chain of measurements involved in the photomechanical spalling experiment. This includes simulation of

synthetically deformed grid images based on FE formulation and image interpolation. This method proved

to be a useful tool to investigate some of the often encountered experimental uncertainties as well as to place

guidelines on what can be an optimal acquisition system.

• In Chapter 5: the rich amount of data embedded in the displacement fields of the tests performed on concrete
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samples (presented in Chapter 3) were further analysed in order to extract the information on the concrete

specific fracture energy per each visualized fracture in the displacement maps. The first results retrieved on

concrete material were found to be lower than the results presented in the literature obtained with an indirect

measurement techniques based on impulse transfer method [Schuler et al., 2006]. Numerical simulations

employing a crack-band approach and the Mazars’ damage model were performed to test the two techniques

and it was found that having a local measurement kinematic content (such as the one provided by full field

displacement maps) allows more reliable extraction of the values of specific fracture energy. Furthermore,

the method was also explored using the photomechanical simulation procedure presented in Chapter 4 which

successfully validated the entire chain of measurement suggesting (for the time being) that the accuracy of

the method lies within 5% confidence interval.

• In Chapter 6: two ultra-high speed cameras were tested in light of investigating the possible refinement

of the measurement brought by the latest CMOS based sensor technology. The Kirana camera and the

Shimadzu HPV-X2 camera were tested performing spalling experiments on an aluminium allow. Although

highly superior in pixel count and number of stored frames, the Kirana camera was found to be less suitable for

the measurement of the acceleration field and the Shimadzu HPV-X2 was chosen to conduct the experiments

on concrete. Furthermore, this chapter also shows that the spalling set-up can present one good candidate

for evaluating the application of UHS imaging systems as well as their metrological performance regarding

full field measurement under dynamic conditions.

• In Chapter 7: the photomechanical spalling test was used on several grades of concrete materials, namely high

performance concrete (HPC), limestone aggregate concrete (LC) and ordinary concrete (LC). The results

regarding material tensile strength were compared to the results of the Novikov formula confirming the

systematically lower values of tensile strength provided by the VFM processing. Although, the number of

tests performed are low and not all photographical content was exploitable, two principal observations were

made. First, it was found that the VFM processing provides results of tensile strength of about 20% lower

than the Novikov formula. Finally, the results regarding the fracture energy of (HPC) were found to be lower

than the results presented in the literature [Schuler and Hansson, 2006].

The work presented in this thesis leaves many open questions. Consequently, drawing out conclusions (i.e. writing

the section named: Conclusions) seems currently inconceivable. On the other hand, the work leaves ample room

for future improvements as well as experimental investigations. Therefore writing a section named: Perspectives

rather than Conclusions seems more appropriate. Some of these perspectives will be presented in the following

section.

8.2 Perspectives

This section tries to wrap up some of the prominent perspectives of the work performed in this thesis. It contains

principal ideas and suggestions on how to address future improvements as well as suggestions regarding future

experimental works.

8.2.1 Improvements of the simulated photomechanical experiments

In this thesis a method of simulating the entire experimental chain has been developed. It is based on recreating

synthetic grid image sequences using image interpolation techniques that can encode a simulated linear (or non-

linear) material response assuming a ultra-high speed hypothetical camera.

Some of the perspectives for the improvement of this simple tool can be focused on:

• Improving the interpolation scheme used to deform the synthetic images.

Currently, this is done by using cubic-spline formulation native for the Matlab environmental. Using higher
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order splines as well as possibility of introducing additional spline knots in the zones (for example close to

the simulated non-linearity) of interest, could improve the method by reducing the interpolation bias that is

currently a limiting factor. Therefore this perspective can be considered as an imperative in order to reduce

(as much as possible) the numerical bias present in the synthetic images.

• Considering more realistic photographical situations.

More realistic situations concerning illumination content should be adopted in order to account for more

realistic representation of an experimental enviornement [Badaloni et al., 2015]. Additional sugestion is

aimed at accounting for realistic lens deformation and investigating how it can impact the entire identification

method [Lava et al., 2013].

• Considering more realistic representation of an acquisition system.

Presently, the simulation procedure adopts a perfect camera assumption with 100% fill factor. Obviously,

these are not close to a realistic imaging sensor and the work aimed towards accounting for realistic properties

remains a strong perspective. UHS imaging systems with on board memory suffer from low fill factor dedicated

to the photosensitive region of one pixel. Often the fill factor is not the same with respect to horizontal

and vertical axis of the the camera sensor. Simulating such effects would provide more insight on possible

parasitic effects that could affect the deformation content. This can be performed in the current procedure

by introducing non-equal kernel that down-samples the synthetic image. However, attention needs to be paid

towards remaining on true pixel positions. Some instructions can be found in [Rossi and Pierron, 2012].

• Simulating other possible sources of errors that can affect the grid method.

These include simulating missing data due to the non perfect grid pattern. Two cases can be considered:

complete loss of data (Nan) or having the substrate not well transferred on the surface (discontinuous lines).

Another effect that should be considered and that can often be experienced when performing real experiments

is a continuously varying grid pitch through non-integer grid sampling.

• Scripting optimisation and compilation into an integrated automatized procedure.

In its current form, the tool presents a set of scripts performing communication between several different

software packages. An optimisation of this procedure is clearly needed as well as making it more user

independent. Finally, performing a passage towards open-source platforms is highly encouraged.

Another prominent perspective, that requires special attention, is focused on accounting for realistic camera noise

effects of an particular camera. In UHS imaging systems two principal types of noise affect the acquisition: one in

spatial and the other one in temporal domain. Attempts should be made on numerically modelling these two noise

components by analysing images captured with real acquisition systems. One more approach is to directly deform

the true images captured by the UHS system. For example, taking an acquisition sequence of a still sample and

then embedding simulated elastic response into those images. However, one should anticipate elevated interpolation

bias since images provided by current UHS cameras are of low pixel count. The underlining idea of the above two

mentioned approaches is to test and to provide information if one specific acquisition system fits to the desired

purpose or not and to attempt to exploit the intrinsic noise content in the identification.

8.2.2 Further investigation with the current version of the image simulator

The above mentioned perspectives, can be regarded as a part of a long term development. However, some studies

can be performed with the simulation procedure in its current form (short term), which either have not be performed

in this work or have been only started. These include:

• Investigation of the eccentricity of the loading on the spalling sample.

Due to the fabrication of the flattened surface on the concrete samples it is often difficult to exactly position

the sample so that its axis well coincides with the axis of the bar. Although it could be suspected that
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this effects have low impact on the identification of the true material stiffness, numerical work should be

performed to confirm this assumption.

• Investigating the effects of camera tilt and sample parallelism.

Some of these questions have been raised in Section 4.4.2.1, however the work should be extended towards

accounting for possible camera tilt and sample tilt due to non-perfect parallelism between the impact and

the free-end surface of the sample.

• Numerically simulating the effect of glue used to deposit the grid.

Although some work is presented in the Annex A it still remains as an open question: to which extent the

methodology of glueing the grid disrupts (or not) the measurement of the material response especially in

the post peak region. To do so, a more realistic numerical modelling of the used adhesive should be consid-

ered. The parameters, for example regarding the tensile strength, can be obtained by performing spalling

test on a aluminium sample that consisted of two glued parts. Aside from that, the method can be coupled

with the VFM processing and used for a general investigation of the strength of adhesives at high strain rates.

8.2.3 Creating non-biased images for investigating accuracy performance

The primary function of the image simulation tool from this work, remains: it is just a tool for an experimentator to

know and understand how to perform an experiment more effectively. As such, it can be used to provide estimates

on how some error sources present in the experimental environment could eventually disrupt the measurement.

Although, it can be used to provide basic understanding on the sensitivity of the measurement in a qualitative

manner, in its current form, it cannot be used to provide quantitative analysis of the accuracy of the identification

method. To do so, one needs non-biased realistic images that encode ground truth information [Bornert et al.,

2012]. Unlike to speckle images, the synthetic grid images can be generated so that they are completely non-biased

by simply hard-encoding the spatial modulation of the phase in the analytical description of the numerical grid

image [Badulescu et al., 2013] (Equation 7 in the cited work). A possible adaptation to this work would be that

simulated FE displacement fields are interpolated to fictive pixel super-samples and that at each such position the

phase modulation is performed.

Digression:

Another very prominent perspective concerning the image simulation procedure can be, in fact, summarized in one

figure (Figure 8.1).

Figure 8.1: Synthetic speckle image that encodes linear elastic response of a simulated spalling test, obtained

assuming a hypothetical UHS camera with 2 Mfps acquisition speed, 16 bit encoding and 1200x231 pixel count.

(Speckle generated based on purely random pattern and FFT blur.) (The image alludes to possible perspectives

of numerically investigating the use of Digital Image Correlation in a spalling test.)
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8.2.4 Perspectives regarding experimental testing of concrete

In this work several concrete grades were tested; however, the number of tests appears scarce to draw any firm

conclusions on the effect of concrete composition on its strain rate sensitivity in dynamic tension, since not all

photographical data was exploitable. Therefore, as a strong perspectives it remains to perform additional testing

considering same concrete compositions.

However, before doing so, an experimental campaign should be devoted to performing spalling test with another

full-field measurement method, such as Digital Image Correlation (DIC) (see Figure 8.2). The main reason for

this is to investigate the occurrence of the post-peak bumps that were observed in all the identified stress-strain

curves. Aside from the fact that using DIC would exclude the possible effect of the measurement methodology

on the identified results, it also would open the possibility of using some of recently proposed spatio-temporal

regularisation methods which can have a positive effect on the reducing the measurement uncertainty [Besnard

et al., 2012, Hild et al., 2018]. One very recently proposed method explores the possibility of using space-time

regularisation method in order to use lower acquisition speeds [Passieux et al., 2018]. These methods together with

the use of an UHS system with a large pixel count (such as the Kirana camera), may be considered as a prominent

perspective. Finally, the use of DIC would alleviate the shortcomings of gluing the grid and add more experimental

liberty with setting up one experiment as well as testing samples in wet conditions. Indeed, this would allow using

the experimental methodology to investigate the well observed effects of free-water content in the sample on the

increased tensile strength at high strain rates [Rossi et al., 1992, Ross et al., 1996, Erzar and Forquin, 2011].

Figure 8.2: Synthetic speckle image of a concrete spall sample capture with the Shimadzu HPV-X2 with 1 Mfps

acquisition speed.
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cation à l’étude d’un multicristal d’aluminium. PhD thesis.

[Badulescu et al., 2013] Badulescu, C., Bornert, M., Dupré, J.-C., Equis, S., Grédiac, M., Molimard, J., Picart,
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Mistou, S., Molimard, J., Orteu, J. J., Robert, L., Surrel, Y., Vacher, P., and Wattrisse, B. (2009). Assessment of

digital image correlation measurement errors: Methodology and results. Experimental Mechanics, 49(3):353–370.
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chargement. PhD thesis, Université Joseph-Fourier - Grenoble I.
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[Grédiac, 2004] Grédiac, M. (2004). The use of full-field measurement methods in composite material characteri-

zation: interest and limitations. Composites Part A: Applied Science and Manufacturing, 35(7-8):751–761.
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[Grédiac et al., 2013] Grédiac, M., Sur, F., Badulescu, C., and Mathias, J. D. (2013). Using deconvolution to

improve the metrological performance of the grid method. Optics and Lasers in Engineering, 51(6):716–734.
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[Lukić et al., 2017] Lukić, B., Saletti, D., and Forquin, P. (2017). Use of simulated experiments for material

characterization of brittle materials subjected to high strain rate dynamic tension. Philosophical Transactions

of the Royal Society A: Mathematical, Physical and Engineering Sciences, 375(2085):20160168.

[Malvar and Crawford, 1998] Malvar, L. J. and Crawford, J. E. (1998). Dynamic Increase Factors. In 28th De-

partment of defense Explosives Safety Seminar, pages 1–17, Orlando.

[Marek et al., 2017] Marek, A., Davis, F. M., and Pierron, F. (2017). Sensitivity-based virtual fields for the non-

linear virtual fields method. Computational Mechanics, 60(3):409–431.

[Mathieu et al., 2014] Mathieu, F., Leclerc, H., Hild, F., and Roux, S. (2014). Estimation of Elastoplastic Param-

eters via Weighted FEMU and Integrated-DIC. Experimental Mechanics, pages 105–119.

[Mazars, 1986] Mazars, J. (1986). A description of micro- and macroscale damage of concrete structures. Engi-

neering Fracture Mechanics, 25(5-6):729–737.

[Meyers, 1994] Meyers, M. A. (1994). Dynamic behaviour of materials. John Wiley & Sons, Inc., New York, NY.

[Miehe et al., 2010] Miehe, C., Hofacker, M., and Welschinger, F. (2010). A phase field model for rate-independent

crack propagation: Robust algorithmic implementation based on operator splits. Computer Methods in Applied

Mechanics and Engineering, 199(45):2765 – 2778.

[Millon et al., 2009] Millon, O., Riedel, W., Thoma, K., Fehling, E., and Nöldgen, M. (2009). Fiber-reinforced
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Appendix A

Effect of epoxy glue on the use of grid method

for damage measurements

In the following, a possibility of a locally induced stiffening of epoxy adhesive used to glue the grid on the concrete

sample is numerically investigated. The study investigates effects of the presence of the thin layer of glue (0.3 mm)

on the damage measurements of concrete in dynamic tension. The properties of the glue are considered linear

elastic while a uniaxial local damage model is adopted for concrete material. A spalling test is simulated and the

time resolved displacement fields are extracted from the nodes that constitute the glue surface on top of that of

concrete. Then, they the displacement maps are processed within the VFM to obtain the local axial stress-strain

softening response. The comparison is made with results of the numerical simulation when no glue is used. A small

effect on the failure strain is noticed while no notable effects on the failure stress as well as measured concrete

Young’s modulus have been noted. This work presents a first effort towards investigating to which extent the

presence of glued grid can disrupt the dynamic damage measurement of concrete.

A.1 Introduction

The basic principle of the grid method is to analyse the phase change of the grid that is glued, deposited or even

engraved onto a specimen surface in order to get the the displacements at each grid point. Although there are

several ways of instrumenting a sample with a grid pattern [Post and Han, 2008], one of the most common ways

is to first print the grid on a photosensitive coating and then to use epoxy-based adhesive to glue or transfer the

grid on the specimen surface [Piro and Grediac, 2004, Badulescu, 2010]. It is generally advised to perform the

grid transferring rather than glueing the entire film carrier, in order to avoid any additional surface stiffening. The

assumption of a good kinematic transfer between the substrate and the grid along with the assumption that the

grid does not change the global material response, are the fundamental prerequisites of the grid method [Molimard

and Surrel, 2012].

In principle, one can relate this assumptions to those made when strain gauges are used. However, one cannot help

but noticing that in case of strain gauges the glued surface is much smaller. Furthermore, strain gauge adhesives,

such as cyanoacrility glue, are in principle an older technology, which has gone through optimizations that resulted

in glue characteristics which assure good bond between the gauge and the sample without altering the measured

response. On the other hand, the epoxy adhesive (e.g. used in this work a bi-component E504 from Epotecny) is

an initially viscose adhesive which requires specific curing stages and in principle is not optimised for all kind of

materials in question. Although the resulting thickness of the glue is often around 0.1-0.2 mm and (in this work)

small strains are measured, it is still difficult to say that the epoxy glued grid would not modify or disturb the

measures.

In the following an attempt is made to numerically investigate a possible effect of local stiffening due to the ap-

plied glue over the sample surface with explicit finite element computations. The principle relies on simulating a

spalling experiment with a thin layer of element on the sample surface. Then, the simulated displacement fields are

extracted and treated with the VFM to obtain the simulated softening stress-strain response. Generally, numerical

simulation of thin films is a challenging task especially in case of expected viscosity effects. However, as a first
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step, a purely elastic response of the glue layer is adopted while the concrete specimen is simulated with a uniaxial

damage model as in (Section 3.4.2.2).

A.2 Numerical model

The 3D Numerical model (Section 3.2.1) has been used for this purpose. A thin layer of finite elements (C3D8R)

with a total thickness of 0.3 mm has been crated on top of the elements that constitute the region of interest by the

simple use of offset command. Reduced integration elements are used as a first attempt and the investigation of

the possible effects of hourglassing and shear locking remain a perspective. The adhesive layer was approximated

with 3 sub-layers that have a thickness of 0.1 mm (Figure A.1).

As mentioned an uiaxial damage model is used to simulated the concrete failure in tension while a perfectly elastic

response is considered in compression (Table A.1). The layer of elements that represent the glue are considered

perfectly elastic. The mechanical characteristics of the glue after curing are not provided by the manufacturer

and the measurement of thin film stiffness is a complicated matter. The only available information is that after

the curing, the glue exhibits a durometer hardness between 80-90 (Shore D scale), which according to empirical

formulation in the literature (e.g. ASTME 2240) corresponds to an Young’s modulus of about 1 - 4 GPa (Figure

A.2). Final elastic parameters adopted for the glue are given in Table A.2.

Figure A.1: FE mesh use to simulate a thin layer of epoxy glue on the concrete sample surface.

Density (kg/m3) E (GPa) ν σu (MPa) Et Et/Ec

2200 40 0.2 8 20 0.5

Table A.1: Parameters used to simulate softening response of concrete in dynamic tension using a local uniaxial

damage model.

Density (kg/m3) E (GPa) ν

1500 4 0.2

Table A.2: Parameters used to simulate elastic response of thin layer of epoxy gluel.
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Figure A.2: Relation between durometer hardness (Shore D scale) and elastic Young’s modulus of an epoxy

adhesive.

A.3 Numerical results

The above described numerical model has been used to investigate possible effects of local stiffening due to the

presence of epoxy glue on the sample surface. The numerical model has been used to obtain time resolved dis-

placements fields on the sample surface with and without the considered thin layer of elastic adhesive material.

The simulated displacement fields are processed within the VFM using the load cell principle in order to obtain

the axial stress-strain response averaged within each transversal cross-section. The parameters used in the pro-

cessing are provided in Table 3.12 (note that here synthetic images are not generated). In case when purely elastic

material response is considered for both materials no effects were noted on the determined Young’s modulus of

concrete an the identified stiffness was within 0.5% confidence interval. Then, a softening response was assigned

to concrete sample and the results from the VFM processing regarding the stress-strain response were analysed.

The identified stress-strain response at 30 mm and 40 mm from the sample free end for the case when 0.3 mm

layer of glue is present and when there is no glue on the sample surface are shown in Figure A.3. From a first

qualitative observation, slight differences can be spotted in the softening part of the reconstructed stress-strain

curves especially regarding the failure strain (i.e. axial strain at zero stress). This was expected since the strain

on the sample surface is expected to be slightly larger than the one measured on the surface of the glue. Interest-

ingly, no effect on the measured failure stress (i.e. peak axial stress determining the onset of damage) is noted.

On the other hand, the limitations of the current numerical modelling do not allow drawing any firm conclusions

since strong hypotheses are made by adopting purely elastic behaviour of the epoxy glue. A strong prospect is

the consideration of a limit strength criterion and a viscosity component for the simulated glue material which

would allow to better describe the behaviour of the simulated adhesive, especially focusing on the post peak regime.
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(a) Axial stress-stress response at 30 mm from free end.
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(b) Axial stress-strain response at 40 mm from free end.

Figure A.3: Effect of 0.3 mm layer of elastic epoxy glue on the identification of concrete dynamic tensile damage

response.
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Validation of the acceleration magnitude

It is reasonable to question the use of the load cell principle at lower levels of acceleration magnitudes. Such as for

example when conducting tests at intermediate strain rate levels with the use of a SHPB bar [Kim et al., 2017]. In

such tests often low magnitude of acceleration is experienced which is argued not to be high enough for the VFM

identification. However, it is true that the dynamic equilibrium equation is valid at all times. It is just the inability

of a measurement system to accurately detects such small acceleration magnitudes. Therefore, a more precise

explanation in such situations could be that the lowest measurement resolution of the used full-field measurement

technique which does not allow the detection of such small acceleration magnitudes for a reliable material iden-

tification using the VFM and the load cell principle. This can be simply demonstrated with the above described

simulation procedure by reducing the input load magnitudes. The initially assigned load pulse, in previous simula-

tions, is 50 MPa in magnitude inducing an average axial acceleration of 1.5 x105m/s2. Figure B.1 presents overall

average identified global Young’s modulus for the same case of load amplitude but with lower pulse magnitude

(namely 10 MPa, 10 Pa and 1 Pa). As expected the reference value is identified even in cases of simulated accelera-

tion levels of 10−7m/s2 although numerical sensitivity of the identified stiffness is increased, which is again expected.

Although the made observation remains quite trivial, it is still useful to show that the load cell principle can be

used even in cases when extremely low levels of accelerations are experienced. Currently, it seems a bit far-fetched

to measure such low levels of displacements using a full field measurement technique and ultra-high speed imaging.

However, the principle can be used if any other measurement system is employed, providing that the measurement

resolution is good enough to accurately obtain exploitable acceleration data.
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Figure B.1: Effect of low acceleration levels on the identification of global Young’s modulus (ax is mean acceleration

in mm/s2 and E is identified stiffness in GPa).
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Appendix C

Computing acceleration fields from noisy

displacements

C.1 Introduction

As shown previously in Section 6.2, the Kirana imaging systems can suffer from intrinsic sensor temporal noise. This

type of high frequency temporal fluctuation of pixel grey levels can propagate from the registered camera images

to the measured displacement fields. Numerical differentiation of the time polluted displacement signals amplifies

the noise magnitude often to extent that it becomes difficult to distinguish between real material response and the

background effect. This particularly becomes an issue when the measured mechanical response of the material is

in the low range of signal-to-noise ratio such is, for instance, the acceleration levels tied to dynamic tensile failure

of concrete materials. In that case numerical filtering techniques need to be used as an intermediate step prior

the differentiation, as to smooth out the recorded displacement signals and allow identification of some part of the

clean signal that carries the meaningful information of the pure physical phenomena. Derivation of noisy signals

has been a frequently addressed

Another strategy of filtering severely corrupted noisy data, prior to the numerical derivation, consists in either

interpolating or approximating the entire data sets using smooth functions [Ditkowski et al., 2008]. Then, the

differentiation is simply achieved by knowing the coefficients of the fitted functions, which is also more computa-

tionally effective especially in case where velocity fields also need to be evaluated as an intermediate derivation

step. This can be performed by approximating a set of experimental data with the so-called smoothing cubic-spline

polynomials [Berghaus and Cannon, 1973, Rowlands et al., 1973], where the demand to replace the strict interpo-

lation by adding a certain level of smoothing is met through the introduction of a smoothing coefficient.

In the following, the problem of deriving the meaningful acceleration fields from the noisy displacement maps

obtained with ultra-high speed imaging systems is addressed. Smoothing of a high-frequency noise is attempted

through the application of the global approximation strategy, using the smoothing spline approximation. Since

the level of smoothing is controlled through a specific coefficient a methodology of providing the first estimate of

this coefficient is presented. It consists in numerically simulating the elastic displacement maps of a spalling test

which are then corrupted with a periodical noise component. The smoothing spline approximation is then applied

on the noisy displacement fields to compute the acceleration data which is then compared to the exact solution to

estimate the value of the smoothing coefficient.

Then, the applicability of this specific smoothing strategy, in case of a completely random time alternating noise,

was investigated. The processing is performed with both the smoothing spline method (the global method) and

the low order polynomial fit over a moving span of data (the local method). The identified results of both methods

are compared to the exact solution in terms of both the derived acceleration response and the identified axial stress

response for a given case of noise magnitude.
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C.2 Effect of periodical noise

The major problem in time derivation is the amplification of the high frequency noise on the derived signal. The

attempt to using standard finite difference method often fails, especially where the magnitude of the derivative

represents a large portion the clean signal. The problem obviously magnifies in cases of second order derivation.

This can be easily demonstrated through a simple example. Here, the term signal is defined as the measurement

data (i.e. measured surface displacement during a spalling test) and the clean signal is the one that describes

a pure physical phenomenon (or real mechanical response) whose exact form can be obtained from a theoretical

description (i.e. theory of perfect-elastic material response). Let the sampled signal be the measured average

surface displacement in an elastic case of a spalling test, denoted as:

f(t) = u(t) + εsin(ωt) (C.1)

Where, u(t) is the clean displacement signal measured in millimetres (or the true elastic response of the material)

and the ε sin(ωt) is the noise with the amplitude ε and angular frequency ω. If it is assumed that the u(t) is of

order 1, as well as ε << 1 and ω >> 1, then the second derivative with respect to time (i.e. the sought acceleration

response signal) is denoted as:

f ′′(t) = u′′(t)− εω2sin(ωt) (C.2)

It is often that the term εω2 >> 1 and therefore u′′(t) is strongly perturbed due to the magnitude amplification of

the noise derivative to such an extent that it cannot be accurately measured.

C.2.1 Numerical demonstration

A simple numerical interpretation of the above mentioned example is provided in Figure C.1. The figure summarizes

results of an elastic 3D numerical simulation of a spalling test, obtained with an explicit FE solver (Abaqus/Explicit)

mimicking an acquisition speed of 2 Mfps. A plot of the global axial displacement, obtained as an average elastic

response of all surface nodes, is presented in Figure C.1a and considered as the clean signal. The sampled displace-

ment signal, which is a superposition of the assumed periodical high-frequency noise and the clean signal, is shown

in Figure C.1b. The noise magnitude is assumed to be 0.05% of the final displacement reached in a spalling test

in mm (ε = 0.12 µm). This can be regarded as of a relatively small order compared to measured magnitude of the

displacement. However, it is chosen deliberately. The noise temporally frequency is assumed to be 200 kHz. This

was chosen as it is close to the high frequency noise present in a treated acquisition sequence of the Kirana camera

at the given acquisition speed of 2 Mfps (Figure 6.8). The second derivative of both the sampled signal and the

clean signal, computed with standard finite differences are presented in Figure C.1c.

From this trivial example it is easily concluded that a high frequency oscillating noise of a relatively small mag-

nitude can disturb the computation of the signal second derivative as the noise magnification is influenced by its

angular frequency to the second exponent. Moreover, this noise does not appear to be at all obvious in the sampled

measurement signal and it seems not clear how to distinguish between the noise polluted and the clean signal when

the data is already registered. For example, just looking at the acquisition sequence of the UHS camera, even after

it is slowed down numerous times, it is difficult to observe these fluctuations visually, simply because human eyes

have difficulties following an intensity change faster than 20 Hz.

C.2.2 Derivation of smoothed displacement signals

Smoothing spline is a special case of spline function [de Boor, 1978]. It can be used as a procedure of fitting a

smooth cubic spline function to a set of data where the values on the ordinate are given by an approximation

(i.e. a large set of experimental data) or in case of noisy data [Berghaus and Cannon, 1973]. In these cases
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Figure C.1: Effect periodical noise on measured displacement signal – A numerical example.
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the strict interpolation can be loosen by adding a degree of smoothness through specific smooth coefficient. It

provides a balance between the deviation of the reconstructed data from the true response and the smoothness

of the reconstructed data. The choice of the smoothing parameter can be regarded as compromise between how

precise the newly obtained function will represent the given data and the tendency to obtain the smooth function.

Therefore, this coefficient needs to be determined beforehand. The smoothing spline fitting is integrated in the

Matlab environment through the command csaps.

The difficulty of spline filtering lies in controlling this smoothing parameter. In general, the most reliable practice

seems to be to determine the smoothing coefficient for each experimental testing individually. It is suggested to

perform preceding tests on specimens where the results of material response are known, so the smoothing parameter

can be associated to the particular experimental setting [Berghaus and Cannon, 1973]. In the following case, this

procedure is adopted. However, by treating numerically generated test data obtained from elastic FE simulations of

a spalling test. This procedure is used in order to provide first estimate of this coefficient. To determine the smooth-

ing coefficient a fairly simple iterative approach was employed by back-identifying the primary elastic response of

the clean displacement signal obtained from numerically simulated test. This was done by subsequently fitting

the smoothing spline to the noisy displacement signal (shown in Figure C.1a) with different values of smoothing

coefficient until the retrieved response matched the expected one with a sufficient degree of confidentiality. After

fitting the smoothing spline to the sampled displacement signal, the retrieved function was derived two times in

order to obtain the average acceleration response which was then compared to the exact one (the one from the FE

simulation). The overall error defined as absolute mean difference between the exact acceleration response and the

response derived by the smoothing spline function. The iterations were arrested when the overall error was close

to 1%. The obtained result is presented in the Figure C.2a.

(a) ε = 0.12 µm, 200 kHz (b) ε = 0.48 µm, 200 kHz

Figure C.2: Effect of using smoothing spline to derive average acceleration from the displacement data with it

corrupted with periodical high frequency noise εsin(ωt).

It is obvious that a proper selection of the smoothing coefficient is a prerequisite to obtain a accurate derivative from

the approximated smooth function. On one hand, the smoothing parameter should ultimately give a sufficiently

smooth second derivative function with a sufficiently small deviation from the clean signal. On the other hand, the

smoothing coefficient has to be chosen in such a way not to provide a case of over-smoothing of results. The above

presented simple numerical method of obtaining initial estimate of the smoothing coefficient from numerically gen-

erated data for an assumed periodical noise can be a useful guideline for the initial processing experimental results.

Interestingly, the chosen smoothing spline family seems robust enough to filter out the designed noise frequency

regardless of the phase and in a wide angular frequency range. The same result was retrieved when on the top of
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the noisy signal already used, an additional component of an out-of-phase noise was added as −εcos(ωt). The same

can be said when the noise frequency was varied from 200 kHz to 800 kHz. However, the amplitude of the added

noise seems to affect the filtering constraint of the smoothing spline. An example is provided on the following

Figure C.2b, where the noise amplitude was increased to 0.2% of the final displacement in mm (ε=0.48 µm).

C.2.3 Numerical validation

It was shown that the smoothing spline can represent a useful tool for obtaining smooth second order derivatives

compared to other conventional methods. However, in some cases an effect of over-smoothing can occur which

causes deviation from the expected theoretical response. In order to this, an analysis was conducted with the aim

of validating the processing procedure and identified smoothing coefficient. An experimental test was simulated

with FE computation in order to obtain reliable displacement fields for the identification as explained in Section

4.1.1, and will not be detailed here. The reference material stiffness entered in the numerical simulation serve as a

perfect reference validation values (E=78 GPa). The simulated elastic displacement fields were extracted at nodal

points of a 3D elastic model which constitute a flattened sample surface. Time resolved FE data was obtained by

simulated acquisition speed of 2 Mfps. Then these fields (no added noise) have been processed using the VFM

processing. The chosen virtual fields are obtained from 8th degree polynomials. The strain fields are derived

utilizing the diffuse approximation algorithm on a span of 8 displacement points with second order polynomials.

The acceleration fields were derived with both a 2nd order polynomial fitting on a temporal sliding of 7 points

(SG filtering) and the smoothing spline with the previously identified coefficient. The identified elastic Young’s

modulus and reconstructed stress-strain curve of a virtual gauge at 40 mm from sample’s free end (20 point spatial

smoothing) are shown in Figure C.3.
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Figure C.3: (A)Validation of the of the identified smoothing spline coefficient on perfect simulated displacement

fields without added noise. (B)Comparison between: 2nd degree polynomial fit over 7 temporal displacement points

and the smoothing spline fitting for reconstruction of acceleration.

The results of the smoothing spline qualitatively exhibit a good agreement with the reconstructed results from local

polynomial fit, and seem to be sufficiently close to the reference values. The values of identified Young’s modulus

obtained as linear regression of the reconstructed stress-strain response at several location along the numerical

sample axis are summarized in in Table C.1.
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Method Virtual gauge 50 mm Virtual gauge 40 mm Virtual gauge 30 mm

Local Polynomial 77.34 77.26 77.25

Smoothing spline 76.33 76.15 76.01

Table C.1: Results of linear regression and identified Young’s modulus from reconstructed stress-strain response

for two smoothing methods for obtaining acceleration data with the expected reference E = 78 GPa.

C.3 Numerical testing

Besides being affected by periodical high-frequency noise, displacement maps can be also affected by other types

of camera noise artefacts such the photon noise, dark current noise, readout, and digitization noise [Holst, 1998].

All this increases the randomness of the overall artefacts in the measured displacement maps. In order to further

investigate the proposed filtering method, the smoothing spline fit was also tested in the case of a completely random

noise present in the measured signal. Here, the supposed random camera noise is simulated by adding standard

white noise to the numerically computed elastic maps. In the present case, numerically simulated displacement

fields were corrupted frame by frame at each measurement point, with non-correlated zero mean random noise

multiplied with a positive value γ, also referred to as displacement uncertainty measurement. The magnitude of

the random zero-mean input noise does not affect the average value of the identified elastic stiffness parameter but

only increases the standard deviation [Avril et al., 2004b]. The numerical procedure of simulated fields of a spalling

experiment follows the methodology used to validate the experimental procedure that is presented in Section 4.1.

Two cases of the added random noise are analysed with the magnitude of 1% and 10% of axial displacement reached

at the end of the simulated test (see Figure C.4).

Figure C.4: Example of numerically simulated axial displacement maps, obtained from a 3D elastic FEM simulation

of a spalling test, corrupted with alternating zero-mean random noise. Maps correspond to 70 µs from the beginning

of loading. Top: Exact elastic response from numerical simulation; Middle: 1% of added noise (γ=2.4 µm); Bottom:

10% of added noise (γ=24 µm).

The noise magnitude is of one order higher than the previously simulated high-frequency noise component as in this

case it is an example of an alternating random spatial noise that changes at each frame which does not have any

specific frequency. The corrupted displacement fields were processed in order to obtain the derived acceleration

fields by utilizing two methods, a local second order polynomial fit over moving 7 temporal data points and a
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global smoothing spline fit with the coefficient identified previously. The results are presented in Figure C.5. It

can be observed that the proposed global filtering method with smoothing spline approximation that utilizes the

previously identified smoothing coefficient can also be successfully used to filter out alternating zero-mean random

noise from the displacement fields.
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Figure C.5: Effect of deriving acceleration from corrupted displacement data. Comparison of a local 2nd degree

polynomial fit over moving 7 data points and the global smoothing spline fit by comparing the overall average

acceleration response.

Finally, it is also interesting to perform full identification of the material response on the numerically simulated

data, in the same way as when the real experimental data obtained from a spalling test are processed. It has to be

mentioned that simulated noise also propagates to the strain fields. However, the effect of time alternating noise

on temporal strain measurement is out of the scope of this work. Here the only focus is on obtaining accurate (or

as accurate as possible) stress description. The identified elastic Young’s modulus and reconstructed stress-strain

curve averaged on the entire sample surface obtained with VFM and the proposed global smoothing for noisy

displacement data are shown in Figure C.6. The plots illustrate a possible benefit of using smoothing spline to

filter out highly corrupted displacement data and to identify the linear elastic response of material. While the

identification stress-strain response is considerably ameliorated, some fluctuations are still present in the identified

Young’s modulus. This is expected, due to the fact that the choice of virtual fields depends on the displacement

data. This is clear when first 20 µs of the test are observed, where is a low signal-to noise ratio. However, during

the principal part of the loading: compressive pulse (35 - 55 µs) and reflected tensile pulse (60 - 80 µs) the reference

value is relatively reproduced with low fluctuation. On the other hand, the processing with the local polynomial

filtering indicates large deviation from the reference value of Young’s modulus.

C.4 Experimental testing

Spalling experiments were performed on ordinary concrete material using the experimental set-up described in

Section 7.1.3. The Shimadzu HPV-X2 camera was used to film grid instrumented concrete samples at 1 Mfps. Due

to the illumination difficulties that manifested as high-frequency flickering of the continuous light source provided

by LED lights, the images were corrupted with additional high frequency content due to this temporal noise (see

Figure 7.3). Although it was found that the sequences can not be used to provide reliable information on the

material tensile strength and specific fracture energy, they can be used to test the above introduced method for

computing the acceleration data from noisy images. Figure C.7 results in terms of reconstructed stress-strain curve

at the 40 mm from the sample free-end using a virtual gauge of 10 mm in size. Two types of processing were used,

the above mentioned global smoothing spline method with the identified coefficient and the 2nd degree polynomial
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(b) Reconstructed stress-strain response..

Figure C.6: Identified material response for the case of 10% of time alternating zero-mean random noise are

processed. Diffuse approach was used with 8 point displacement span for obtaining the strain fields differentiation.

The virtual fields used are of a 8th degree polynomial fit over displacement maps averaged in vertical direction.

The results are shown in case of 2nd degree polynomial reconstruction of acceleration over 7 temporal displacement

points and global smoothing spline filtering.

fit over 17 temporal displacement points. From the presented curves it can be seen that the two curves, although

coinciding well in the compressive stage, exhibit large difference in the tensile stage. The reason for this is currently

not known which influenced that fact that the smoothing spline method was not used in the treating experimental

results presented in Chapter 7. One could suspect a strong over smoothing of the results in case when the smoothing

spline method is used to retrieve material non-linear response. A possible perspective would be to use also the

data from the results point-wise measurements (i.e. Laser interferometer) and perform the error minimisation with

respect to data obtained from corrupted full field displacement measurements in order to optimise the smoothing

spline coefficient.
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Figure C.7: Identified material stress-strain response for the case of an noise polluted spalling experiment on

ordinary concrete. Diffuse approach was used with 8 point displacement span for obtaining the strain fields

differentiation. The virtual fields used are of a 8th degree polynomial fit over displacement maps averaged in

vertical direction. The results are shown in case of 2nd degree polynomial reconstruction of acceleration over 17

temporal displacement points and global smoothing spline filtering.



Appendix D

Photographical details regarding the spalling

test conducted on (LC) and (HPC)

Concrete Name Camera

speed

Post.Trig

Img.

Tank pres-

sure (bar)

Projectile

speed (m/s)

Grid sampling

(pix/pitch/mm)

(HPC)

SBHP03 1 Mfps 54 0.45 10.8 7

SBHP01 1 Mfps 58 0.24 6.1 5

SBHP04 2 Mfps 64 0.51 11.4 7

SBHP05 1 Mfps 58 0.38 9.2 5

SBHP06 1 Mfps 56 0.21 5.94 5

(LC)

SLCG01 1 Mfps 58 0.24 6.2 5

SLCG02 1 Mfps 40 0.48 11.3 7

SLCG03 2 Mfps 58 0.43 10.2 7

SLCG04 1 Mfps 54 0.5 11.5 7

Table D.1: Experimental details regarding spalling test performed on (LC) and (HPC) recorded with Shimadzu

HPV-X2 ultra-high speed camera. (All test were performed with projectile having 50 mm length and were instru-

mented with a grid of 1 mm pitch).
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