# Contribution to controllability and Inverse problems for some partial differential equations 

Sylvain Ervedoza

## To cite this version:

Sylvain Ervedoza. Contribution to controllability and Inverse problems for some partial differential equations. Analysis of PDEs [math.AP]. Université Paul Sabatier (Toulouse 3), 2014. tel-01859693

HAL Id: tel-01859693
https://theses.hal.science/tel-01859693
Submitted on 22 Aug 2018

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# Université Paul Sabatier Toulouse 3 

Manuscrit<br>présenté pour l'obtention de<br>l'Habilitation à Diriger des Recherches<br>par<br>\section*{Sylvain Ervedoza}<br>de l'Institut de Mathématiques de Toulouse<br>Contribution en contrôlabilité et problèmes inverses pour quelques équations aux dérivées partielles

Soutenue le 25 novembre 2014, devant le jury composé de :
Rapporteurs: Franck Boyer
Jérôme Le Rousseau Gilles Lebeau

Examinateurs: Piermarco Cannarsa
Jean-Michel Coron
Jean-Pierre Puel Marius Tucsnak

Parrain: Jean-Pierre Raymond.

## Remerciements

C'est un grand plaisir pour moi de rendre ici hommage aux personnes qui m'ont accompagné tout au long de mon parcours scientifique.

Mes premiers mots iront à Jean-Pierre Puel, mon ancien directeur de thèse, et Jean-Pierre Raymond, mon parrain. Leur disponibilité pour répondre à toutes les questions que j'ai pu leur poser, y compris les plus incongrues, leurs commentaires critiques et constructifs, et surtout leur bienveillance constante m'ont beaucoup apporté au cours de toutes ces années.

Je voudrais ici remercier Franck Boyer, Jérôme Le Rousseau et Gilles Lebeau pour m'avoir fait l'honneur de rapporter ce manuscrit. Je leur suis très reconnaissant de leur relecture approfondie de ce mémoire ainsi que pour leur regard à la fois critique et constructif sur mes travaux.

Merci également à Piermarco Cannarsa, Jean-Michel Coron et Marius Tucsnak d'avoir accepté d'être membre de mon jury. Leur présence aujourd'hui me touche et m'honore.

J'ai eu la chance de souvent mener mes projets de recherche en collaboration, et je ne pourrais souligner assez l'enrichissement de mon travail dû à ces échanges. Merci à Mehdi Badra, Lucie Baudouin, Maya de Buhan, Jean-Michel Coron, Jérémi Dardé, Belhassen Dehman, Olivier Glass, Frédéric de Gournay, Sergio Guerrero, Matthieu Hillairet, Christophe Lacave, Axel Osses, Vincent Perrollaz, Jean-Pierre Puel, Jean-Pierre Raymond, Julie Valein, et Muthusamy Vanninathan. J'aimerais tout particulièrement remercier chaleureusement Enrique Zuazua, avec qui j'ai eu la chance de travailler à de multiples reprises, et ce depuis mes premiers pas dans le monde académique. J'ai énormément appris au contact de sa très large culture scientifique.

Un grand merci à mes collègues de l'Institut de Mathématiques de Toulouse, pour leur accueil chaleureux et l'ambiance à la fois amicale et scientifiquement stimulante qu'ils ont su y créer. Merci en particulier à ceux - et ils sont nombreux - qui m'ont accueilli dans leur bureau lorsque, perplexe, j'errais dans les couloirs à la recherche d'une solution. Et merci aussi pour les fous rires partagés!

Je saisis enfin cette occasion pour remercier mes amis pour leur patience et leur soutien sans faille durant toutes ces années. Je ne les cite pas ici, mais je sais qu'ils sauront se reconnaître. Merci pour tout, votre amitié m'est très précieuse. À ceux qui, de près ou de loin, ont été à mes cotés pendant ces quelques années, qui ont supporté mes doutes et m'ont encouragé à persévérer, à tout ceux là, je n'ai qu'un mot à dire : merci.

## Présentation générale du manuscrit

Ce mémoire d'habilitation rend compte d'une large partie des recherches que j'ai effectuées après ma thèse. J'ai organisé la lecture de mes travaux en quatre parties correspondant à des thématiques distinctes et pouvant être lues indépendamment. Chacune présente un point de vue sur un sujet que j'ai exploré à travers plusieurs travaux, incluant des commentaires et des questions ouvertes mentionnés au fil de la lecture.

Dans une première partie, je présenterai les travaux [EZ10, EZ11c, EZ13] concernant la contrôlabilité des systèmes conservatifs et l'approximation numérique des contrôles. Je m'intéresserai dans un premier temps à un résultat de régularité de l'opérateur de contrôle donné par la méthode d'unicité de Hilbert développée par J.-L. Lions [Lio88a], dans l'esprit du travail récent de B. Dehman et G. Lebeau [DL09]. Il s'agit en particulier de montrer que le contrôle de norme $L^{2}$ minimale (éventuellement modifié convenablement) prend en compte la régularité des données à contrôler, et construit automatiquement une trajectoire contrôlée avec la même régularité que les données. Je montrerai ensuite comment ce résultat permet de construire des approximations numériques des contrôles avec des ordres de convergence explicites. Je me concentrerai notamment sur deux cas, selon que l'on se base uniquement sur l'observabilité des modèles continus ou que l'on suppose en plus l'observabilité des systèmes discrétisés, uniformément par rapport $\mathrm{au}(\mathrm{x})$ paramètre(s) de discrétisation.

Dans une deuxième partie, je m'intéresserai à un problème inverse pour les ondes, étudié dans [BDBE13, BE13, BEO]. La question posée est de retrouver un potentiel dans une équation des ondes à partir de la connaissance du flux de la solution sur le bord ou une partie de bord. Bien qu'il s'agisse d'une question reliée à l'observabilité de l'équation des ondes, le problème est non-linéaire en le potentiel, et cela amène un certain nombre de difficultés. Dans un premier temps, je rappellerai comment on peut établir la stabilité de ce problème inverse via des inégalités de Carleman pour les ondes en suivant l'approche de [IY01]. J'expliquerai que l'on peut alors déduire des inégalités de Carleman et du mécanisme de la preuve de la stabilité un algorithme convergeant vers le potentiel à retrouver, sans nécessairement en être proche initialement. Par la suite, je m'intéresserai à la convergence des problèmes inverses correspondants pour l'équation des ondes semi-discrète vers le problème inverse pour l'équation des ondes continue. Pour cela, j'établirai en particulier des inégalités de Carleman pour l'équation des ondes semi-discrétisée en espace.

Dans une troisième partie, je mentionnerai plusieurs transformations intégrales, étudiées dans [EZ11a, EZ11b, EZ], et leur intérêt pour les problèmes de contrôlabilité. En particulier, à l'inverse de la transformation proposée par L. Miller dans [Mil04], je présenterai une transformation permettant d'associer aux solutions de l'équations de la chaleur une solution de l'équation des ondes. J'en déduirai des résultats nouveaux sur l'espace atteignable pour l'équation de la chaleur sous des conditions de contrôle géométrique garantissant l'observabilité de l'équation des ondes. J'appliquerai également une idée similaire pour obtenir des résultats d'observabilité pour
les systèmes conservatifs discrétisés en temps. Je présenterai notamment deux transformations intégrales permettant de relier les solutions des équations discrétisées en temps aux solutions de l'équation continue. Je montrerai ainsi un résultat d'observabilité uniforme par rapport au pas de discrétisation pour les approximations semi-discrètes en temps de systèmes conservatifs, avec un temps optimal, contrairement au précédent résultat obtenu dans [EZZ08].

Dans une quatrième et dernière partie, je me concentrerai sur la contrôlabilité des fluides visqueux non-homogènes dans les cas compressibles [EGGP12] et incompressibles [BEG]. La difficulté de ces modèles vient du couplage entre l'équation de transport satisfaite par la densité du fluide et l'équation parabolique satisfaite par la vitesse du fluide. Il s'agit alors de développer un outil capable de gérer simultanément les propriétés des deux équations. Pour cela, nous développerons dans un premier temps une inégalité de Carleman parabolique proche de celle présentée par A. Fursikov et O. Imanuvilov [FI96], mais avec un poids dépendant des variables d'espace et de temps. Cela permettra en particulier de considérer des poids constants le long des caractéristiques de la trajectoire cible. Nous pourrons ainsi obtenir des espaces à poids appropriés pour étudier la contrôlabilité des équations de Navier-Stokes avec densité non-homogène. Dans le cas des fluides compressibles, il faudra également veiller à une bonne compréhension du couplage de la vitesse et de la densité, ce qui nous amènera à introduire la vitesse effective [BD03, BDL03] et le flux visqueux effectif [Lio98]. Dans le cas des fluides incompressibles, nous devrons prendre soin d'obtenir une estimée d'observabilité suffisamment précise pour l'équation de Stokes pour permettre de prendre en compte le couplage avec la densité.

Certaines des questions que j'ai développées depuis ma thèse, un peu plus marginales dans mon travail de recherche, ne seront pas abordées dans ce mémoire, ou bien seulement indirectement, afin de maintenir une certaine homogénéité dans mon propos. Ainsi, les travaux [DE] et [EdG11], respectivement en collaboration avec B. Dehman et F. de Gournay, ne seront mentionnés et discutés que brièvement dans les Sections 5.3.1 et 6.5.3. D'autres travaux ne seront pas évoqués dans le texte, en particulier :

- Le travail [CEG09] en collaboration avec J.-M. Coron et O. Glass prouvant des propriétés d'observabilité uniforme de l'équation des ondes discrétisée à l'aide du schéma d'approximation de Glimm ;
- Le travail [EV10] en collaboration avec J. Valein prouvant des propriétés d'observabilité uniforme pour des équations paraboliques discrétisées en temps;
- Le travail [EV14] en collaboration avec M. Vanninathan, qui étudie les propriétés de contrôlabilité d'un modèle simplifié d'interaction fluide-structure où le fluide est modélisé par une équation des ondes et la structure par un oscillateur ;
- Le travail [EHL14] en collaboration avec C. Lacave et M. Hillairet sur le comportement en temps long d'une boule rigide dans une fluide visqueux incompressible en dimension 2 , en particulier dans les espaces $L^{p}$.

Mes articles sont disponibles sur internet à l'adresse
http ://www.math.univ-toulouse.fr/~ervedoza/publis.html.

## General presentation

In this dissertation, I will account for a large part of the research I did after my PhD. This report is composed of four parts which correspond to distinct thematics and can be read independently. Each one presents a point of view on a topic I explored through several works, and includes comments and open questions mentioned along the text.

In Part I, I will present the works [EZ10, EZ11c, EZ13] on the controllability of conservative systems and the numerical approximation of controls. First, I focus on a regularity result of the control operator given by the Hilbert uniqueness method developed by J.-L. Lions in [Lio88a], in the spirit of the recent work [DL09] by B. Dehman and G. Lebeau. In particular, we show that the standard control minimizing the $L^{2}$ norm (or a suitably modified version of it) takes into account the regularity of the data to be controlled and automatically builds controlled trajectories with the same regularity as the data. I will then explain how this result allows us to design numerical approximations of the controls with explicit rates of convergence. I will focus on two cases, depending on whether we only assume the observability of the continuous models or if we also assume that the discrete systems are uniformly observable with respect to the discretization parameter(s).

In Part II, I will focus on an inverse problem for the wave equation, studied in [BDBE13, BE13, BEO]. The question is to find a potential in a wave equation from the knowledge of the flux of the solution on the boundary of the domain, or a part of it. Although it is a matter related to the observability of the wave equation, the problem is nonlinear in the potential, and this brings a number of challenges. At first, I recall how one can establish the stability of the inverse problem via Carleman estimates for waves following the approach of [IY01]. I will then explain that from Carleman estimates and from the mechanism of the proof of the stability, we can actually deduce an algorithm converging to the potential to be estimated, without necessarily starting from an initial guess close to it. Subsequently, I will focus on the convergence of inverse problems for the space semi-discrete wave equation to the inverse problem for the continuous wave equation. This will require developing Carleman estimates for the space semi-discrete wave equation.

In Part III, I will mention several integral transforms, studied in [EZ11a, EZ11b, EZ], and their interest in controllability theory. In particular, unlike the integral transform proposed by L. Miller [Mil04], I will present a transform associating a solution of the wave equation to any solution of the heat equation. That way, we deduce new results on the reachable set for the heat equation under geometric conditions ensuring the observability of the wave equation. We will also apply a similar idea to get observability results for time semi-discrete approximations of conservative systems. We will in particular present two specific integral transforms to link the solutions of the time-discrete approximate equations to the solutions of the continuous equation. I thus show a result of uniform observability with respect to the time discretization parameter
for time semi-discrete approximations of conservative systems, with an optimal time, in contrast to the previous results obtained in [EZZ08].

In Part IV, I will focus on the controllability of viscous non-homogeneous fluids in the compressible [EGGP12] and incompressible [BEG] cases. In these models, the difficulty comes from the coupling between the transport equation satisfied by the fluid density and the parabolic equation satisfied by the fluid velocity. It is then needed to develop a tool to handle the properties of the two equations simultaneously. We therefore start by developing a parabolic Carleman inequality similar to the one produced by A. Fursikov and O. Imanuvilov [FI96], but with a weight function depending on the space and time variables. This will in particular allow us to choose weight functions constant along the characteristics of the target velocity. That way, we can construct suitable weighted spaces to study the controllability of the Navier-Stokes equations with non-homogeneous density. In the case of compressible fluids, we must also ensure a good understanding of the coupling of the velocity and of the density, which leads us to introduce the effective velocity [BD03, BDL03] and the effective viscous flux [Lio98]. In the case of incompressible fluids, we must be cautious and obtain a sufficiently precise observability estimate for the Stokes equation for handling the coupling with the density.

Some of the questions I have developed since my PhD will not be addressed in this text, or only indirectly, to maintain some homogeneity in the discussion. This is the case of the works [DE] and [EdG11], done with B. Dehman and F. de Gournay respectively, which will be mentioned and discussed only briefly in Section 5.3 .1 and 6.5.3, respectively. Some other works will not be referred to in the text, in particular:

- The work [CEG09] with J.-M. Coron and O. Glass proving uniform observability properties for the wave equation discretized using Glimm's scheme;
- The work [EV10] with J. Valein proving uniform observability properties for time-discrete parabolic equations;
- The work [EV14] with M. Vanninathan studying the controllability of a simplified model of fluid-structure interaction in which the fluid is modeled by a wave equation and the structure by an oscillator;
- The work [EHL14] with C. Lacave and M. Hillairet on the large time behavior of a rigid ball in a 2 d viscous incompressible fluid, in particular in $L^{p}$ spaces.

My articles are available on the web at
http://www.math.univ-toulouse.fr/~ervedoza/publis.html.
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## Part I

## Computation of controls for conservative models

## Chapter 1

## Introduction

This part concerns the controllability of conservative models, which encompass some classical models as for instance the wave and Schrödinger equations.

In the following, we consider the following abstract control problem given by

$$
\begin{equation*}
y^{\prime}=A y+B v, \quad t \geq 0, \quad y(0)=y_{0} \tag{1.1}
\end{equation*}
$$

In (1.1), $A$ is a skew-adjoint operator defined on some Hilbert space $X$, with dense domain $\mathscr{D}(A)$ and with compact resolvent, $y(t)$ is the state of the system at time $t$, the prime ' denotes differentiation with respect to time, $B$ is the control operator, assumed to belong to $\mathscr{L}\left(U, \mathscr{D}(A)^{\prime}\right)$ where $U$ is another Hilbert space, and $v$ is the control function, that we look for in the space $L^{2}(0, T ; U)$, where $T>0$ is some finite time horizon.

Under this setting, the operator $A$ drives the dynamics of the state $y$. The control operator $B$ describes the way one can act on the system, and we choose the control function $v$ in order to steer the system from some initial state to some desired state, for instance a stationary state.

In the sequel, we assume that system (1.1) is well-posed for control functions $v \in L^{2}(0, T ; U)$, in the sense that, given any $y_{0} \in X$ and $v \in L^{2}(0, T ; U)$, there exists a unique solution $y$ of (1.1) in the class $C([0, T] ; X)$.

We will focus on the question of exact controllability for system (1.1) at time $T>0$. System (1.1) is said to be exactly controllable if, given any $y_{0} \in X$ and $y_{1} \in X$, there exists a control $v \in L^{2}(0, T ; U)$ such that the solution $y$ of (1.1) satisfies

$$
\begin{equation*}
y(T)=y_{1} \tag{1.2}
\end{equation*}
$$

Thanks to the property $A^{*}=-A$, system (1.1) is time reversible. As it is also linear, one easily checks that the exact controllability property for system (1.1) at time $T>0$ is equivalent to the following null-controllability property at time $T>0$ : given any $y_{0} \in X$, there exists a control $v \in L^{2}(0, T ; U)$ such that the solution $y$ of (1.1) satisfies

$$
\begin{equation*}
y(T)=0 \tag{1.3}
\end{equation*}
$$

Following the Hilbert Uniqueness Method [Lio88b, Lio88a], using duality, the controllability of (1.1) is equivalent to the observability problem for the adjoint equation:

$$
\begin{equation*}
z^{\prime}=A z, \quad t \geq 0, \quad z(0)=z_{0} \tag{1.4}
\end{equation*}
$$

Here, we used the assumption $A^{*}=-A$, and this explains why the adjoint equation looks the same as (1.1) (In general, one should rather consider the dynamics $-z^{\prime}=A^{*} z$ with $z(T)=z_{T}$ as initial data, the problem then being posed backward in time.)

Namely, system (1.4) is said to be observable through $B^{*}$ in time $T>0$ if there exists a constant $C_{o b s}$ such that for all $z_{0} \in \mathscr{D}(A)$, the solution $z$ of (1.4) satisfies

$$
\begin{equation*}
\left\|z_{0}\right\|_{X} \leq C_{o b s}\left\|B^{*} z\right\|_{L^{2}(0, T ; U)} \tag{1.5}
\end{equation*}
$$

In (1.5), we assumed $z_{0} \in \mathscr{D}(A)$ so that the solution $z$ of (1.4) belongs to the space $C([0, T] ; \mathscr{D}(A))$ and the right hand-side of (1.5) makes sense. But it is convenient to extend this inequality to any trajectory $z$ solution of (1.4) with initial data $z_{0} \in X$. This is equivalent to the hidden regularity or admissibility property for $B^{*}$, namely the existence, for all $T>0$, of a constant $C_{T}$ such that any solution $z$ of (1.4) with initial data $z_{0} \in \mathscr{D}(A)$ satisfies

$$
\begin{equation*}
\left\|B^{*} z\right\|_{L^{2}(0, T ; U)} \leq C_{T}\left\|z_{0}\right\|_{X} \tag{1.6}
\end{equation*}
$$

Under this admissibility property, both estimates (1.5) and (1.6), if satisfied when $z_{0} \in \mathscr{D}(A)$, can be extended to any trajectory $z$ solution of (1.4) with initial data $z_{0} \in X$. Actually, the hiddenregularity condition (1.6) for $B^{*}$ is equivalent to the well-posedness in $C([0, T] ; X)$ of system (1.1) with controls in $L^{2}(0, T ; U)$, see [TW09, Chapter 4]. Of course, when $B^{*}$ is bounded from $X$ to $U$, property (1.6) is obvious.

In the following, we will always assume that system (1.4) observed through $B^{*}$ satisfies the admissibility condition (1.6) and the observability condition (1.5) for some time $T>0$. Under these two conditions, system (1.1) is controllable in time $T$, see [Lio88a]. Besides, [Lio88a] exhibits a constructive manner to derive the control.

Namely, given $y_{0} \in X$, the control function $v$ can be computed as follows. Let us introduce the functional ${ }^{1}$

$$
\begin{equation*}
J\left(z_{0}\right)=\frac{1}{2} \int_{0}^{T}\left\|B^{*} z(t)\right\|_{U}^{2} d t+\left\langle z_{0}, y_{0}\right\rangle_{X} \tag{1.7}
\end{equation*}
$$

defined for $z_{0} \in X$, where $z$ is the solution of (1.4) with initial condition $z_{0}$. From condition (1.6), this functional is well-defined for $z_{0} \in X$. From condition (1.5), the quantity $\left\|B^{*} z\right\|_{L^{2}(0, T ; U)}$ defines a norm on $X$, and the functional $J$ is therefore coercive and strictly convex. Following, $J$ admits a unique minimizer $Z_{0} \in X$ corresponding to a trajectory $Z$ of (1.4). Setting

$$
\begin{equation*}
v=B^{*} Z, \quad t \geq 0 \tag{1.8}
\end{equation*}
$$

the function $v$ is a suitable control function for (1.1).
Another way to understand this control process is to introduce the Gramian operator defined by the bilinear form

$$
\begin{equation*}
\left\langle\Lambda_{T} z_{0, a}, z_{0, b}\right\rangle_{X}=\int_{0}^{T}\left\langle B^{*} z_{a}(t), B^{*} z_{b}(t)\right\rangle_{U} d t \tag{1.9}
\end{equation*}
$$

for all $\left(z_{0, a}, z_{0, b}\right) \in X^{2}$, where $z_{a}, z_{b}$ denote the corresponding solutions of (1.4) with initial data $z_{0, a}, z_{0, b}$ respectively. Using this representation, one immediately sees that the functional $J$ in (1.7) simply is

$$
\begin{equation*}
J\left(z_{0}\right)=\frac{1}{2}\left\langle\Lambda_{T} z_{0}, z_{0}\right\rangle_{X}+\left\langle z_{0}, y_{0}\right\rangle_{X} \tag{1.10}
\end{equation*}
$$

As $\Lambda_{T}$ is obviously symmetric due to its definition, the minimizer $Z_{0}$ is simply given by the equation

$$
\begin{equation*}
\Lambda_{T} Z_{0}=-y_{0} \tag{1.11}
\end{equation*}
$$

[^0]It thus provides a way to rewrite the minimization problem above as the computation of the inverse of a matrix, which exists thanks to (1.5).

The goal of the next sections is to present two results.
First, in Chapter 2, we focus on the following question. If $y_{0}$ is smoother, for instance in $\mathscr{D}(A)$, does $Z_{0}$ belong to $\mathscr{D}(A)$ ? More generally, the question is to check if the following above construction maintains the regularity of the initial data to be controlled, and this can be seen at different levels: on $Z_{0}$ defined by (1.11), on the control function $v$ given by (1.8), and on the corresponding controlled trajectory $y$ solution of (1.1).

It turns out that this question has a negative answer in the case of unbounded control operators, see Section 2.1.2, and we shall therefore design an alternate technique to compute the controls. Our technique will simply consist in introducing a smooth weight in time within the Gramian operator vanishing at $t=0$ and $t=T$. This harmless modification will avoid the creation of singularities in the control process.

Before going further, let us emphasize that the question here is to design one process which gives a positive answer to the above question for all levels of regularity higher than $X$. In particular, we do not want to design a process adapted to the degree of smoothness of the initial data.

Second, in Chapter 3, we shall explain how our understanding of this question helps in designing numerical methods for the computation of the controls. We shall develop these results in two directions, namely in the case in which the discrete versions of the equation (1.4) are observable uniformly with respect to the discretization parameters, and in the case in which this result is not available - and possibly wrong. In both cases, it will be of primary importance to consider a control process which maintains the degree of regularity of the initial data.

## Chapter 2

## Control process and smoothness issues

### 2.1 Study of the classical control process

Our first aim is to discuss the classical case and to recall some previous results.

### 2.1.1 State of the art

We focus on the case of the wave equation set in a smooth bounded domain $\Omega \subset \mathbb{R}^{d}$ and controlled from an open subset $\omega \subset \Omega$ :

$$
\begin{cases}\partial_{t t} y-\Delta y=v \chi, & (t, x) \in(0, T) \times \Omega  \tag{2.1}\\ y(t, x)=0, & (t, x) \in(0, T) \times \partial \Omega \\ \left(y(0, \cdot), \partial_{t} y(0, \cdot)\right)=\left(y_{0}, y_{1}\right), & x \in \Omega\end{cases}
$$

Here, $\chi$ denotes a (possibly smooth) indicator function of the set $\omega$ (i.e. $\omega=\{\chi>0\}$ ). The natural choice of functional setting for this problem is to choose control functions $v$ in $L^{2}((0, T) \times$ $\omega)$ and initial data in $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$.

In this setting, it is well-known that system (2.1) is controllable in time $T>0$ if and only if $(\omega, \Omega, T)$ satisfies the celebrated Geometric Control Condition (GCC) of C. Bardos, G. Lebeau and J. Rauch [BLR88, BLR92]. In short, $(\omega, \Omega, T)$ satisfies the GCC if and only if all geodesic rays - or rays of geometric optics - traveling at velocity 1 in the domain $\Omega$ and bouncing on the boundary $\partial \Omega$ according to Descartes Snell's laws meet $\omega$ in time less than $T$.

In the following, for $s \geq 0$, we introduce the functional spaces $H_{(0)}^{s}(\Omega)=\mathscr{D}\left(\left(-\Delta_{D}\right)^{s / 2}\right)$, where $-\Delta_{D}$ is the Dirichlet Laplace operator on $\Omega$ defined on $L^{2}(\Omega)$ and with domain $\mathscr{D}\left(-\Delta_{D}\right)=H^{2} \cap$ $H_{0}^{1}(\Omega)$. Note that these spaces include in their definition some boundary conditions compatible with the ones required by equation (2.1).

We should first mention the works [BLR88, BLR92] which prove that, under the GCC, if $\left(y_{0}, y_{1}\right) \in H_{(0)}^{s+1}(\Omega) \times H_{(0)}^{s}(\Omega)$ for some $s \geq 0$, then there exists a control function $v$ such that the controlled trajectory $y$ satisfies $y \in C^{0}\left([0, T] ; H_{(0)}^{s+1}(\Omega)\right) \cap C^{1}\left([0, T] ; H_{(0)}^{s}(\Omega)\right)$. Note however that the controls constructed in [BLR88, BLR92] depend on the degree of regularity $s$.

Later on in [DL09], it was proved that if $\chi$ has the form

$$
\begin{equation*}
\chi(t, x)=\eta(t) \chi_{0}(x), \quad(t, x) \in(0, T) \times \Omega \tag{2.2}
\end{equation*}
$$

where $\eta=\eta(t)$ is a nonnegative smooth cut-off function of time flat at $t=0$ and $t=T$ with $\{\eta>0\}=(0, T)$, and $\chi_{0}=\chi_{0}(x)$ is a nonnegative smooth function of space such that ( $\left\{\chi_{0}>0\right\}, \Omega, T$ ) satisfies the GCC, then the control of minimal $L^{2}$-norm preserves the regularity of the initial data.

To be more precise, here, the control is computed as follows. Introduce the functional $J^{\chi}$ defined by

$$
\begin{equation*}
J^{\chi}\left(z_{0}, z_{1}\right)=\frac{1}{2} \int_{0}^{T} \int_{\omega} \chi^{2}(t, x)|z(t, x)|^{2} d t d x+\left\langle\left(z_{0}, z_{1}\right),\left(y_{0}, y_{1}\right)\right\rangle_{L^{2} \times H^{-1}, H_{0}^{1} \times L^{2}} \tag{2.3}
\end{equation*}
$$

over the set $\left(z_{0}, z_{1}\right) \in L^{2}(\Omega) \times H^{-1}(\Omega)$, where $z$ denotes the solution of the adjoint wave equation

$$
\begin{cases}\partial_{t t} z-\Delta z=0, & (t, x) \in(0, T) \times \Omega  \tag{2.4}\\ z(t, x)=0, & (t, x) \in(0, T) \times \partial \Omega \\ \left(z(0, \cdot), \partial_{t} z(0, \cdot)\right)=\left(z_{0}, z_{1}\right), & x \in \Omega\end{cases}
$$

and the duality product $\left\langle\left(z_{0}, z_{1}\right),\left(y_{0}, y_{1}\right)\right\rangle_{L^{2} \times H^{-1}, H_{0}^{1} \times L^{2}}$ in (2.3) means

$$
\begin{equation*}
\left\langle\left(z_{0}, z_{1}\right),\left(y_{0}, y_{1}\right)\right\rangle_{L^{2} \times H^{-1}, H_{0}^{1} \times L^{2}}=\int_{\Omega} z_{0} y_{1}-\int_{\Omega} \nabla\left(\left(-\Delta_{D}\right)^{-1} z_{1}\right) \nabla y_{0} . \tag{2.5}
\end{equation*}
$$

Under the GCC, the functional $J^{\chi}$ has a unique minimizer $\left(Z_{0}, Z_{1}\right) \in L^{2}(\Omega) \times H^{-1}(\Omega)$. If we denote by $Z$ the corresponding solution of (2.4), the function

$$
\begin{equation*}
v(t, x)=\chi(t, x) Z(t, x), \quad(t, x) \in(0, T) \times \Omega \tag{2.6}
\end{equation*}
$$

is a control function for (2.1), and it is the one of minimal $L^{2}((0, T) \times \omega)$-norm.
Note that here, though the operator driving the dynamics of $y$ is skew-adjoint on $H_{0}^{1}(\Omega) \times$ $L^{2}(\Omega)$, as $L^{2}(\Omega)$ is identified with its dual as it is done usually in the PDE context, the adjoint equation (2.4) is set on $L^{2}(\Omega) \times H^{-1}(\Omega)$, thus explaining the shift in the functional space and the duality product in (2.5). In this manuscript, we shall not give more details on it, which can be found in [EZ13] for instance.

Besides, as in the abstract case (recall (1.9)), ( $\left.Z_{0}, Z_{1}\right) \in L^{2}(\Omega) \times H^{-1}(\Omega)$ can be characterized through the Gramian operator $\Lambda_{T}^{\chi}: L^{2}(\Omega) \times H^{-1}(\Omega) \rightarrow H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ defined by

$$
\begin{equation*}
\left\langle\Lambda_{T}^{\chi}\left(z_{0, a}, z_{1, a}\right),\left(z_{0, b}, z_{1, b}\right)\right\rangle_{L^{2} \times H^{-1}}=\int_{0}^{T} \int_{\omega} \chi^{2}(t, x) z_{a}(t, x) z_{b}(t, x) d t d x \tag{2.7}
\end{equation*}
$$

where $z_{a}$ and $z_{b}$ correspond to the solutions of (2.4) with initial data $\left(z_{0, a}, z_{1, a}\right),\left(z_{0, b}, z_{1, b}\right)$ respectively. Indeed, the minimizer $\left(Z_{0}, Z_{1}\right) \in L^{2}(\Omega) \times H^{-1}(\Omega)$ of the functional $J \chi$ in (2.3) can be characterized by

$$
\begin{equation*}
\Lambda_{T}^{\chi}\left(Z_{0}, Z_{1}\right)=-\left(y_{0}, y_{1}\right) \tag{2.8}
\end{equation*}
$$

The result in [DL09] then reads as follows: under the GCC for $\left(\left\{\chi_{0}>0\right\}, \Omega, T\right)$, for all $s \geq 0$, the Gramian operator $\Lambda_{T}^{\chi}$ is an isomorphism from $H_{(0)}^{s}(\Omega) \times H_{(0)}^{s-1}(\Omega)$ into $H_{(0)}^{s+1}(\Omega) \times H_{(0)}^{s}(\Omega)$. Obviously, this result also implies that the controlled trajectory $y$ of (2.1) stays smooth.

Besides, if the equation is stated in a smooth compact manifold without boundary, the Gramian operator and its inverse actually are zero-order elliptic pseudo-differential operators. Some numerical experiments were done in [LN10] to support this idea in several geometric configurations. In particular, [LN10] conjectures that the inverse of the Gramian operator is a micro-local operator even in the case of a bounded domain, provided that there is no ray of Geometric Optics having infinite order of contact with the boundary.

Unfortunately, the work [DL09] does not apply to the case of boundary control, and this will be the main improvement of our analysis hereafter.

The result in [Ima02] can also be viewed as a particular instance of this regularity result with $s=1$. Indeed, [Ima02] states a Carleman estimate with a source term in $H^{-1}$. Such estimate is performed by first deriving a Carleman estimate when the source term is in $L^{2}\left(L^{2}\right)$, and then using duality to obtain a control result for a source term in $L^{2}$. But direct duality only yields that the control function belongs to $H^{-1}$. The article [Ima02] thus provides a proof that the control function actually belongs to $L^{2}$, hence that the source term is in $L^{2}$, so that the controlled trajectory belongs to $H^{1}$. By duality, this yields a Carleman estimate in $H^{-1}$.

Let us also mention that some previous results were considering the case in which the abstract system (1.1) is exactly controllable in some time $T>0$, and described the reachable set in the case of smoother controls, see in particular [Mil05, Lemma 4.2], [TW09, Theorem 11.3.6] and the more recent work [TW14]. But these works construct appropriate controls depending on the functional setting under consideration.

Our goal rather is to adapt the results in [DL09] to the case of unbounded control operators. In particular, we shall study if the control minimizing the $L^{2}$-norm (or some weighted version of it) will preserve the regularity of the initial data to be controlled.

### 2.1.2 Boundary control in the 1d setting

To better understand our study, let us start with the following simple setting of the 1 d wave equation set on $(0,1)$ controlled from one side, say at $x=1$ :

$$
\begin{cases}\partial_{t t} y-\partial_{x x} y=0, & (t, x) \in(0, T) \times(0,1),  \tag{2.9}\\ y(t, 0)=0, & t \in(0, T), \\ y(t, 1)=v(t), & t \in(0, T), \\ \left(y(0, \cdot), \partial_{t} y(0, \cdot)\right)=\left(y_{0}, y_{1}\right), & x \in(0,1),\end{cases}
$$

If we assume $v \in L^{2}(0, T)$, the corresponding functional setting corresponds to $\left(y_{0}, y_{1}\right) \in$ $L^{2}(0,1) \times H^{-1}(0,1)$. Indeed, for boundary conditions in $L^{2}(0, T)\left(L^{2}((0, T) \times \partial \Omega)\right.$ in higher dimensions), the wave equation (2.9) is well-posed in $C\left([0, T] ; L^{2}(0,1)\right) \cap C^{1}\left([0, T] ; H^{-1}(0,1)\right)$ as a consequence of the hidden regularity for the adjoint equation observed from the boundary, see [LT83, Lio88a].

The classical Hilbert Uniqueness Method then proposes to minimize the functional

$$
\begin{equation*}
J\left(z_{0}, z_{1}\right)=\frac{1}{2} \int_{0}^{T}\left|\partial_{x} z(t, 1)\right|^{2} d t+\left\langle\left(z_{0}, z_{1}\right),\left(y_{0}, y_{1}\right)\right\rangle_{H_{0}^{1} \times L^{2}, L^{2} \times H^{-1}}, \tag{2.10}
\end{equation*}
$$

over the set $\left(z_{0}, z_{1}\right) \in H_{0}^{1}(0,1) \times L^{2}(0,1)$, where $z$ denotes the solution of the adjoint wave equation

$$
\begin{cases}\partial_{t t} z-\partial_{x x} z=0, & (t, x) \in(0, T) \times(0,1)  \tag{2.11}\\ z(t, 0)=z(t, 1)=0, & t \in(0, T) \\ \left(z(0, \cdot), \partial_{t} z(0, \cdot)\right)=\left(z_{0}, z_{1}\right) & x \in(0,1)\end{cases}
$$

As the 1 d wave equation can be solved explicitly using Fourier series and is 2-periodic, it is easily seen that the functional $J$ in (2.10) can be completely decoupled mode by mode if the time $T$ is even. In particular, for $T=4$, explicit computations show that, if $\left(y_{0}, y_{1}\right)$ is given by

$$
\left(y_{0}, y_{1}\right)=\sum_{k=1}^{\infty}\left(\hat{y}_{0, k}, \hat{y}_{1, k}\right) \sin (k \pi x)
$$



Figure 2.1: The controlled trajectory for the wave equation with initial data $\left(y_{0}(x), y_{1}(x)\right)=$ $(0, \sin (\pi x))$ for the HUM control in time $T=4$. A kick is introduced by the control function at $(t, x)=(0,1)$ and travels in the domain, hence making the solution non-smooth.
then the minimizer $\left(Z_{0}, Z_{1}\right)$ of $J$ in (2.10) is given by

$$
\left(Z_{0}, Z_{1}\right)=\sum_{k=1}^{\infty}\left(\frac{\hat{y}_{1, k}}{4 k^{2} \pi^{2}},-\frac{\hat{y}_{0, k}}{4}\right) \sin (k \pi x)
$$

The control function $v$ of minimal $L^{2}(0, T)$-norm then writes:

$$
v(t)=\frac{1}{4} \sum_{k=1}^{\infty}(-1)^{k}\left(\frac{\hat{y}_{1, k}}{k \pi} \cos (k \pi t)-\hat{y}_{0, k} \sin (k \pi t)\right) .
$$

We thus immediately conclude that the inverse of the Gramian operator in that case is an isomorphism from $H_{(0)}^{s}(0,1) \times H_{(0)}^{s-1}(0,1)$ to $H_{(0)}^{s+1}(0,1) \times H_{(0)}^{s}(0,1)$ for all $s \geq 0$. But the corresponding controlled trajectory may not be smooth. Indeed, if the initial data to be controlled is $\left(y_{0}, y_{1}\right)=(0, \sin (\pi x))$, the control function is given by $v(t)=-\cos (\pi t) /(4 \pi)$, and the compatibility condition $y_{0}(1)=v(0)$ is violated. The control process therefore induces a kick in the controlled trajectory, localized on the characteristic emanating from $t=0, x=1$, as illustrated in Figure 2.1.

We shall therefore propose an alternate method to handle this case. Inspired by [DL09], even though we cannot "smooth up" the control operator as in [DL09], it is natural to introduce a smooth cut-off function in time in the control process.

What such a smooth cut-off function in time would do is intuitively clear on the above example, as it would simply avoid the creation of singularities when the control starts acting on the equations. In some sense, our results below show that this is the only reason for which the control operator may not maintain the degree of smoothness of the initial data to be controlled.

### 2.2 An alternate strategy: main results

We come back to the abstract setting and focus on the controllability problem (1.1)-(1.3). We assume from now on that solutions of the adjoint equation (1.4) satisfy the admissibility condition
(1.6) and the observability condition (1.5) in some time $T^{*}$ : In particular, there exists a positive constant $C_{\text {obs }}$ such that all $z$ solution of (1.4) with initial datum $z_{0} \in X$ satisfies

$$
\begin{equation*}
\left\|z_{0}\right\|_{X}^{2} \leq C_{o b s}^{2} \int_{0}^{T^{*}}\left\|B^{*} z(t)\right\|_{U}^{2} d t \tag{2.12}
\end{equation*}
$$

According to the counterexample exhibited above, we cannot expect regularity results on the controlled trajectory for smooth initial data to be controlled if we do not modify the way the control is computed.

We thus propose an alternate strategy based on a slightly modified controllability process in the spirit of [DL09]. Assuming (2.12), for $T>T^{*}$ and $\delta>0$ with $T \geq T^{*}+2 \delta$, we introduce some smooth cut-off function $\eta=\eta(t): \mathbb{R} \rightarrow[0,1]$ such that

$$
\begin{equation*}
\eta(t)=1 \text { for } t \in[\delta, T-\delta], \quad \eta \text { is flat close to } t=0 \text { and } t=T . \tag{2.13}
\end{equation*}
$$

Thanks to (2.12), any solution $z$ of (1.4) satisfies

$$
\begin{equation*}
\left\|z_{0}\right\|_{X}^{2} \leq C_{o b s}^{2} \int_{0}^{T} \eta(t)\left\|B^{*} z(t)\right\|_{U}^{2} d t \tag{2.14}
\end{equation*}
$$

We then introduce the functional $J^{\eta}$ defined by

$$
\begin{equation*}
J^{\eta}\left(z_{0}\right)=\frac{1}{2} \int_{0}^{T} \eta(t)\left\|B^{*} z(t)\right\|_{U}^{2} d t+\left\langle z_{0}, y_{0}\right\rangle_{X} \tag{2.15}
\end{equation*}
$$

where $z$ is the solution of the adjoint equation (1.4) with initial $z_{0} \in X$. Again, the admissibility property (1.6) and the observability inequality (2.14) imply that the functional $J^{\eta}$ is well-defined on $X$, coercive and strictly convex. Besides, similarly to the case in which no weight in time is involved, if we denote by $Z_{0}$ the minimizer of $J^{\eta}$, the function

$$
\begin{equation*}
v(t)=\eta(t) B^{*} Z(t), \quad t \in(0, T) \tag{2.16}
\end{equation*}
$$

yields a null control for (1.1). In fact, this control is the one of minimal $L^{2}(0, T ; d t / \eta ; U)$-norm ${ }^{1}$, where $L^{2}(0, T ; d t / \eta ; U)$ denotes the set of all functions $w$ such that $w / \sqrt{\eta} \in L^{2}(0, T ; U)$.

Let us also mention that, similarly as in (1.9), we can introduce the modified Gramian operator $\Lambda_{T}^{\eta}$ defined by the bilinear form

$$
\begin{equation*}
\left\langle\Lambda_{T}^{\eta} z_{0, a}, z_{0, b}\right\rangle_{X}=\int_{0}^{T} \eta(t)\left\langle B^{*} z_{a}(t), B^{*} z_{b}(t)\right\rangle_{U} d t \tag{2.17}
\end{equation*}
$$

for $z_{0, a}, z_{0, b}$ in $X$, where $z_{a}$ and $z_{b}$ are the corresponding solutions of (1.4). The minimum $Z_{0}$ of $J^{\eta}$ can then be characterized by the equation

$$
\begin{equation*}
\Lambda_{T}^{\eta} Z_{0}+y_{0}=0 \tag{2.18}
\end{equation*}
$$

The question then is to study the following control maps:

$$
\mathbb{V}=\left(-\Lambda_{T}^{\eta}\right)^{-1}:\left\{\begin{array}{c}
X \longrightarrow X  \tag{2.19}\\
y_{0} \mapsto Z_{0}
\end{array} \text { and } \mathscr{V}:\left\{\begin{array}{c}
X \longrightarrow L^{2}\left(0, T, \frac{d t}{\eta(t)} ; U\right) \\
y_{0} \mapsto v=\eta B^{*} Z .
\end{array}\right.\right.
$$

[^1]To state our results in their full generality, for $s \in \mathbb{N}$, we set $X_{s}=\mathscr{D}\left(A^{s}\right)$, and for $s \geq 0$, we define $X_{s}$ as the Hilbert space obtained by suitably interpolating $\mathscr{D}\left(A^{\lfloor s\rfloor}\right)$ and $\mathscr{D}\left(A^{\lceil s\rceil}\right)$. In order to simplify the notation, we denote the corresponding norm on $X_{s}$ simply by $\|\cdot\|_{s}$.

The main advantage of using the weight function $\eta$ is that, with no further assumption on the control operator $B$, the control inherits the regularity of the data to be controlled. Indeed, with E. Zuazua we obtained the following result:

Theorem 2.1 ([EZ10]). Assume that the adjoint equation (1.4) satisfies the admissibility condition (1.6) and the observability condition (2.12). Let $s \geq 0$ and $\eta$ as in (2.13). If the initial datum $y_{0}$ to be controlled belongs to $X_{s}$, then the minimizer $Z_{0}$ of $J^{\eta}$ and the control function $v$ given by (2.16), respectively, belong to $X_{s}$ and $H_{0}^{s}(0, T ; U)$.

Besides, there exists a positive constant $C_{s}>0$ independent of $y_{0} \in X_{s}$ such that

$$
\begin{equation*}
\left\|Z_{0}\right\|_{s}^{2}+\|v\|_{H_{0}^{s}(0, T ; U)}^{2} \leq C_{s}\left\|y_{0}\right\|_{s}^{2} \tag{2.20}
\end{equation*}
$$

In other words, the maps $\mathbb{V}$ and $\mathscr{V}$ defined in (2.19) satisfy:

$$
\begin{equation*}
\mathbb{V}: X_{s} \longrightarrow X_{s}, \quad \mathbb{V}: X_{s} \longrightarrow H_{0}^{s}(0, T ; U) \tag{2.21}
\end{equation*}
$$

Summing up, our strategy yields the control of minimal $L^{2}(0, T ; d t / \eta ; U)$ norm, and naturally reads the regularity of the initial data to be controlled, providing smoother controls for smoother initial data. Besides, if one is interested to the regularity in space of the controlled trajectory, it can be deduced as a consequence of Theorem 2.1:

Corollary 2.2 ([EZ10]). Under the assumptions of Theorem 2.1, if the initial datum $y_{0}$ to be controlled belongs to $X_{s}$ for $s \in \mathbb{N}$, then the controlled solution $y$ of (1.1) with the control function $v$ given by (2.16) belongs to

$$
C^{s}([0, T] ; X) \cap\left(\begin{array}{c}
\stackrel{s}{\cap}_{k=0}^{1} C^{k}\left([0, T] ; \mathcal{X}_{s-k}\right) \tag{2.22}
\end{array}\right)
$$

where the spaces $\left(\mathcal{X}_{j}\right)_{j \in \mathbb{N}}$ are defined by induction by

$$
\begin{equation*}
\mathcal{X}_{0}=X, \quad \mathcal{X}_{j}=(A-\beta I)^{-1}\left(\mathcal{X}_{j-1}+B B^{*} X_{j}\right) \tag{2.23}
\end{equation*}
$$

for $\beta$ in the resolvent set of $A$.
Let us add some other remarks. When the operator $B$ is bounded from $X$ to $U$, the HUM functional $J$ in (1.7), without the time cut-off function $\eta$, satisfies the same regularity results as the one in Theorem 2.1 for $s=1$. For larger $s$, and if one furthermore assumes that $B B^{*} \in \mathscr{L}\left(X_{j}\right)$ for all $j \leq s-1$, then $\mathbb{V}=\left(-\Lambda_{T}^{\eta=1_{(0, T)}}\right)^{-1}$ maps $X_{s}$ into itself. One immediately deduces Corollary 2.2 as well. Of course, in this latter case, an easy induction argument shows that $\mathcal{X}_{j}=X_{j}$ for all $j \leq s$.

The spaces $\mathcal{X}_{j}$ are not explicit in general. However, there are several cases in which they can be shown to be included in Hilbert spaces of the form $X_{j}$, which in practical applications to PDE are constituted by functions that are smoother than $X$ with respect to the space variable. This is in particular the case if $B B^{*}$ maps $X_{j}$ to itself for all $j \in \mathbb{N}$ : the spaces $\mathcal{X}_{j}$ then simply coincide with $X_{j}$ for all $j>0$. Of course, this is sharp, since one cannot expect the controlled solution to be better than $C^{0}\left([0, T] ; X_{s}\right)$ for initial data $y_{0} \in X_{s}$.

As we will see below, Theorem 2.1 mainly consists in suitable integration by parts in time. The main difference appearing in the proof when $\eta \equiv 1$ is that, when integrating by parts, boundary terms appear at $t=0, T$, which can be suitably bounded when $B B^{*}$ is bounded in
the case $s=1$. But when the cut-off function $\eta$ is introduced, these boundary terms vanish and are transformed into time-integrated terms that are simply bounded by the weaker admissibility condition, therefore avoiding extra assumptions on the observation operator $B^{*}$.

Indeed, the main estimate allowing to prove Theorem 2.1 is the following commutator estimate:

$$
\begin{equation*}
\left\|A^{2} \Lambda_{T}^{\eta}-A \Lambda_{T}^{\eta} A\right\|_{\mathscr{L}\left(X, \mathscr{D}(A)^{\prime}\right)} \leq C_{\eta} \tag{2.24}
\end{equation*}
$$

This can be proved as follows. For $z_{0, a} \in \mathscr{D}(A)$ and $z_{0, b} \in \mathscr{D}\left(A^{2}\right)$,

$$
\begin{aligned}
& \left\langle\left(A^{2} \Lambda_{T}^{\eta}-A \Lambda_{T}^{\eta} A\right) z_{0, a}, z_{0, b}\right\rangle_{X}=\left\langle\Lambda_{T}^{\eta} z_{0, a}, A^{2} z_{0, b}\right\rangle_{X}+\left\langle\Lambda_{T}^{\eta} A z_{0, a}, A z_{0, b}\right\rangle_{X} \\
& \quad=\int_{0}^{T} \eta(t)\left\langle B^{*} z_{a}(t), B^{*} z_{b}^{\prime \prime}(t)\right\rangle_{U} d t+\int_{0}^{T} \eta(t)\left\langle B^{*} z_{a}^{\prime}(t), B^{*} z_{b}^{\prime}(t)\right\rangle_{U} d t \\
& \quad=-\int_{0}^{T} \eta^{\prime}(t)\left\langle B^{*} z_{a}(t), B^{*} z_{b}^{\prime}(t)\right\rangle_{U} d t,
\end{aligned}
$$

where $z_{a}$ and $z_{b}$ are the corresponding solutions of (1.4) with initial data $z_{0, a}, z_{0, b}$. Thanks to (1.6), we therefore obtain

$$
\left|\left\langle\left(A^{2} \Lambda_{T}^{\eta}-A \Lambda_{T}^{\eta} A\right) z_{0, a}, z_{0, b}\right\rangle_{X}\right| \leq C\left\|z_{0, a}\right\|_{X}\left\|z_{0, b}\right\|_{\mathscr{D}(A)}
$$

which proves (2.24).
Higher order estimates rely on

$$
\begin{equation*}
\left\|A^{2 s} \Lambda_{T}^{\eta}-A^{s} \Lambda_{T}^{\eta} A^{s}\right\|_{\mathscr{L}\left(\mathscr{D}\left(A^{s-1}\right), \mathscr{D}\left(A^{s}\right)^{\prime}\right)} \leq C_{\eta, s} \tag{2.25}
\end{equation*}
$$

which can be proved similarly.
Let us finally mention that Theorem 2.1 is less precise than the results in [DL09]. However, the proof of the results in [DL09] requires the use of deep technical tools such as microlocal analysis and Littlewood-Paley decomposition and seems specific to the wave equation, while our approach is more robust and applies also for boundary control problems and any linear conservative equations, including for instance systems of coupled wave equations, or a wave equation coupled with an oscillator as in [EV14].

### 2.3 Application to the boundary controllability of the wave equation

Let us present the case of a boundary control for the wave equation. Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^{d}$. Let $\chi: \partial \Omega \rightarrow[0,1]$ be a function defined on $\partial \Omega$, and set $\Gamma=\{\chi>0\}$.

We now consider the following wave equation:

$$
\begin{cases}\partial_{t t} y-\Delta y=0, & (t, x) \in(0, \infty) \times \Omega  \tag{2.26}\\ y(t, x)=\chi(x) v(t, x), & (t, x) \in(0, \infty) \times \partial \Omega \\ \left(y(0, \cdot), \partial_{t} y(0, \cdot)\right)=\left(y_{0}, y_{1}\right) & \in L^{2}(\Omega) \times H^{-1}(\Omega)\end{cases}
$$

where $v \in L^{2}((0, T) \times \Gamma)$ is the control function.
Setting $A_{0}=-\Delta$ the Laplace operator defined on $H^{-1}(\Omega)$ with domain $\mathscr{D}\left(A_{0}\right)=H_{0}^{1}(\Omega)$, system (2.26) fits the abstract setting given above, once written as a first order system in the variable $Y=\left(y, \partial_{t} y\right) \in C\left([0, T] ; L^{2}(\Omega) \times H^{-1}(\Omega)\right)$, which satisfies

$$
Y^{\prime}=A Y+B v, \text { with } \quad A=\left(\begin{array}{cc}
0 & I \\
-A_{0} & 0
\end{array}\right), \quad\left\{\begin{array}{l}
X=L^{2}(\Omega) \times H^{-1}(\Omega) \\
\mathscr{D}(A)=H_{0}^{1}(\Omega) \times L^{2}(\Omega)
\end{array}\right.
$$

and $B$ defined by

$$
B v=\binom{0}{A_{0} \tilde{y}}, \quad \text { where } \quad \begin{cases}-\Delta \tilde{y}=0, & \text { in } \Omega  \tag{2.27}\\ \tilde{y}=\chi v, & \text { on } \partial \Omega\end{cases}
$$

The map $v \in L^{2}(\Gamma) \mapsto \tilde{y} \in H^{1 / 2}(\Omega)$ is continuous (see [TW09, Chap. 10]) and then $B$ is continuous from $U=L^{2}(\Gamma)$ to $\{0\} \times H^{-3 / 2}(\Omega) \subset \mathscr{D}\left(A^{1 / 2}\right)^{\prime}$. The control operator $B$ is therefore unbounded. The fact that $B$ is admissible follows from a hidden regularity result, proved for instance in [Lio88a].

Again, the exact controllability property for (2.26) in time $T^{*}$ is equivalent to the Geometric Control Condition for ( $\Gamma, \Omega, T^{*}$ ), which asserts that all the rays of Geometric Optics in $\Omega$ touch $\Gamma$ at a non-diffractive point in a time smaller than $T^{*}$, see [BLR92, BG97].

In the following, we assume the GCC in time $T^{*}$ for $\Gamma$. Let $T>T^{*}$, choose $\delta>0$ such that $T-2 \delta \geq T^{*}$ and fix a function $\eta$ satisfying (2.13). The functional $J^{\eta}$ introduced in (2.15) is now defined on $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ and reads as

$$
\begin{align*}
& J^{\eta}\left(z_{0}, z_{1}\right)=\frac{1}{2} \int_{0}^{T} \int_{\Gamma} \eta(t) \chi(x)^{2}\left|\partial_{n} z(t, x)\right|^{2} d \gamma d t \\
&+\left\langle\left(z_{0}, z_{1}\right),\left(y_{0}, y_{1}\right)\right\rangle_{H_{0}^{1}(\Omega) \times L^{2}(\Omega), L^{2}(\Omega) \times H^{-1}(\Omega)} \tag{2.28}
\end{align*}
$$

where $z$ is the solution of (2.4) with initial data $\left(z_{0}, z_{1}\right)$.
Then Theorem 2.1 and Corollary 2.2 imply the following:
Theorem 2.3 ([EZ10]). Assume that $\eta$ is a smooth weight function satisfying (2.13). Given any $\left(y_{0}, y_{1}\right) \in L^{2}(\Omega) \times H^{-1}(\Omega)$, there exists a unique minimizer $\left(Z_{0}, Z_{1}\right)$ of $J^{\eta}$ over $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$. Denoting $Z$ the corresponding solution of (2.4), the function

$$
\begin{equation*}
v(t, x)=\eta(t) \chi(x) \partial_{n} Z(t, x) \tag{2.29}
\end{equation*}
$$

is a control function for (2.26), which is characterized as the control function minimizing the $L^{2}\left(0, T ; d t / \eta ; L^{2}(\Gamma)\right)$-norm.

Furthermore, if $\left(y_{0}, y_{1}\right)$ belongs to $H_{(0)}^{s}(\Omega) \times H_{(0)}^{s-1}(\Omega)$ for some $s>0,\left(Z_{0}, Z_{1}\right)$ belongs to $H_{(0)}^{s+1}(\Omega) \times H_{(0)}^{s}(\Omega)$ and, if the function $\chi$ is smooth, the control function $v$ given by (2.29) satisfies

$$
\begin{equation*}
v \in H_{0}^{s}((0, T) \times \Gamma) \cap\left({ }_{k=0}^{s-1} C^{k}\left([0, T] ; H_{0}^{s-k-1 / 2}(\Gamma)\right)\right) . \tag{2.30}
\end{equation*}
$$

In particular, the controlled solution $y$ of (2.26) then satisfies

$$
\begin{equation*}
y \in C^{0}\left([0, T] ; H^{s}(\Omega)\right) \cap C^{s+1}\left([0, T] ; H^{-1}(\Omega)\right) \tag{2.31}
\end{equation*}
$$

Proof. Theorem 2.1 proves that $\left(Z_{0}, Z_{1}\right) \in H_{(0)}^{s+1}(\Omega) \times H_{(0)}^{s}(\Omega)$. The regularity property (2.30) on $v$ is a consequence of the regularity property of the flux in [LLT86]. The regularity property (2.31) is a consequence of the fact that $v$ has regularity (2.30), the initial data is in $H_{(0)}^{s}(\Omega) \times H_{(0)}^{s-1}(\Omega)$, and of the compatibility conditions of the data at $t=0, x \in \partial \Omega$, see [LLT86].

### 2.4 Sketch of the proof of Theorem 2.1

We now outline the proof of Theorem 2.1 in the case $s=1$, the cases $s \in \mathbb{N}$ being completely similar, and the cases $s \geq 0$ being a consequence of interpolation theory. If $Z_{0}$ denotes the minimizer of $J^{\eta}$ in (2.15), then it satisfies the following Euler-Lagrange equation: for all $z_{0} \in X$,

$$
\begin{equation*}
0=\left\langle\Lambda_{T}^{\eta} Z_{0}, z_{0}\right\rangle_{X}+\left\langle z_{0}, y_{0}\right\rangle_{X} \tag{2.32}
\end{equation*}
$$

Assuming temporarily that $A^{2} Z_{0} \in X$, we apply the Euler-Lagrange equation (2.32) to $z_{0}=$ $A^{2} Z_{0}$ :

$$
0=\left\langle\Lambda_{T}^{\eta} Z_{0}, A^{2} Z_{0}\right\rangle_{X}+\left\langle A^{2} Z_{0}, y_{0}\right\rangle_{X}
$$

But on one hand we have

$$
\left\langle A^{2} Z_{0}, y_{0}\right\rangle_{X}=-\left\langle A Z_{0}, A y_{0}\right\rangle_{X}
$$

On the other hand, according to (2.24),

$$
\left|\left\langle\Lambda_{T}^{\eta} Z_{0}, A^{2} Z_{0}\right\rangle_{X}-\left\langle\Lambda_{T}^{\eta} A Z_{0}, A Z_{0}\right\rangle_{X}\right| \leq C\left\|Z_{0}\right\|_{X}\left\|Z_{0}\right\|_{\mathscr{D}(A)}
$$

while, according to (2.14),

$$
\left\|A Z_{0}\right\|_{X}^{2} \leq C_{o b s}^{2}\left\langle\Lambda_{T}^{\eta} A Z_{0}, A Z_{0}\right\rangle_{X}
$$

Therefore, assuming some regularity on $Z_{0}$, namely $Z_{0} \in \mathscr{D}\left(A^{2}\right)$, we obtain

$$
\begin{equation*}
\left\|A Z_{0}\right\|_{X}^{2} \leq C\left\|Z_{0}\right\|_{X}^{2}+C\left\|A y_{0}\right\|_{X}\left\|Z_{0}\right\|_{\mathscr{D}(A)} \tag{2.33}
\end{equation*}
$$

so that, using that the map $\mathbb{V}=\left(-\Lambda_{T}^{\eta}\right)^{-1}$ in (2.19) is bounded in $\mathscr{L}(X)$, i.e. $\left\|Z_{0}\right\|_{X} \leq C\left\|y_{0}\right\|_{X}$, we derive

$$
\left\|Z_{0}\right\|_{\mathscr{D}(A)} \leq C\left\|y_{0}\right\|_{\mathscr{D}(A)} .
$$

Once such an estimate is proved, the estimate on $v \in H_{0}^{1}(0, T ; U)$ is straightforward.
To make the formal proof given above rigorous, instead of choosing $z_{0}=A^{2} Z_{0}$ as a test function in (2.32), we take

$$
z_{0, \tau}=\frac{1}{\tau^{2}}\left(Z(\tau)+Z(-\tau)-2 Z_{0}\right)
$$

where $Z$ is the solution of (1.4) with initial data $Z_{0}$, and we then pass to the limit in $\tau \rightarrow 0$. Indeed, $z_{0, \tau}$ approximates $Z^{\prime \prime}(0)=A^{2} Z_{0}$, while for each $\tau>0$, it belongs to $X$, and therefore is an admissible test function in (2.32). Details can be found in [EZ10].

## Chapter 3

## Application to the numerical computations of exact controls

### 3.1 Introduction

The goal of this chapter is to present an application of the results of Chapter 2 to the building of efficient numerical algorithms to compute null-controls for the abstract controllability problem (1.1)-(1.3).

Many articles have been devoted to this problem starting with the pioneering works by R. Glowinski, C.H. Li and J.-L. Lions [GL90, GLL90], see the recent book [GLH08] for a more complete account. The starting point is that when discretizing in space ${ }^{1}$ the system (1.1) with a mesh size $h>0$, the discretized systems take the form

$$
\begin{equation*}
y_{h}^{\prime}=A_{h} y_{h}+B_{h} v_{h}, \quad t \in[0, T], \quad y_{h}(0)=y_{0, h} . \tag{3.1}
\end{equation*}
$$

One could then compute the null-controls $v_{h}$ for the discrete systems (3.1). But the null-controls $v_{h}$ computed for (3.1) do not necessarily converge to a control $v$ for (1.1). Even worse, in general the norms of the controls $v_{h}$ blow up as $h \rightarrow 0$. As identified in [GL90, GLL90], this is due to the presence of high-frequency spurious solutions created by the discretization process, and this suggested the use of some penalization of the high-frequency components of the solutions in order to re-establish a nice convergent behavior for the discrete controls $v_{h}$. These results have later received a thorough theoretical study starting from the work [IZ99], see also the recent survey articles [Zua05, EZ11c]. All these works underline that convergent numerical schemes for approximating (1.1) are not necessarily good for computing a convergent approximation of the null-control of (1.1). This is a serious warning on the use of naive numerical algorithms to compute controls.

We are then in a curious situation in which the discretization completely modifies the behavior of the control process, even though the continuous control problem (1.1)-(1.3) is well-understood. In the following, we explain how Theorem 2.1 can nevertheless yield a constructive approach to numerically build suitable convergent approximations of the control given by (2.16)-(2.18). As this algorithm will be based only on the understanding of the continuous control operator, we will call this approach the continuous approach.

[^2]We shall then explain that if the adjoint systems $z_{h}^{\prime}=A_{h} z_{h}$ are uniformly observable through $B_{h}^{*}$ with respect to the discretization parameter $h>0$, then the sequence of discrete controls $v_{h}$ for (3.1) converges as $h \rightarrow 0$ to the null-control for (1.1) given by (2.16)-(2.18). As this algorithm is based on the understanding of the observability of all the discrete systems $z_{h}^{\prime}=A_{h} z_{h}$, we will call this approach the discrete approach.

In the following, we first develop an iterative process to approximate the null-controls in the infinite-dimensional setting. The most natural strategy is to follow a minimization process for the functional $J^{\eta}$ introduced in (2.15). We then approximate this iterative process using our numerical scheme at hand. In the continuous approach, we shall show that, provided that the number of iterations is not too large, these discrete iterates stay close to the continuous ones. In contrast, in the discrete approach, the approximation error do not deteriorate as the number of iterations goes to infinity.

The previous work [CMT11] based on Russell's technique [Rus78] to construct controls from stabilization results shares the same strategy as the continuous approach. This work actually inspired our study of the continuous approach. Very close ideas were also developed in the context of data assimilation, see e.g. [HR12] (see also [AB05, SU09]). Actually, as we will explain in Section 3.5, strong links exist between these two problems.

As a byproduct of our analysis, for both continuous and discrete approaches, we will derive rates of convergence for the controls computed that way. With the recent work [CMT11], these are to my knowledge the only results on the rate of convergence of the discrete controls.

### 3.2 The continuous setting: an algorithm

In the following, we assume that the adjoint equation (1.4) satisfies the admissibility property (1.6), the observability property (1.5), and we construct $\eta$ as in (2.13) so that (2.14) is satisfied. In other words we assume that there exist constants $C_{o b s}$ and $C_{a d}$ such that for all $z_{0} \in X$,

$$
\begin{equation*}
\frac{1}{C_{o b s}^{2}}\left\|z_{0}\right\|_{X}^{2} \leq\left\langle\Lambda_{T}^{\eta} z_{0}, z_{0}\right\rangle_{X} \leq C_{a d}^{2}\left\|z_{0}\right\|_{X}^{2} \tag{3.2}
\end{equation*}
$$

Based on the characterization of $Z_{0}$ as the minimizer of the functional $J^{\eta}$ in (2.15), one can build an "algorithm" to approximate the minimizer in this infinite-dimensional setting. For instance, it suffices to apply a steepest descent or conjugate gradient iterative algorithm.

We focus on the steepest descent algorithm with fixed step:

- Initialization: Define

$$
\begin{equation*}
z_{0}^{0}=0 \tag{3.3}
\end{equation*}
$$

- Iteration: For $z_{0}^{k} \in X$, define $z_{0}^{k+1}$ by

$$
\begin{equation*}
z_{0}^{k+1}=z_{0}^{k}-\rho\left(\Lambda_{T}^{\eta} z_{0}^{k}+y_{0}\right), \tag{3.4}
\end{equation*}
$$

where $\rho>0$ is a fixed parameter, whose (small enough) value will be specified later on.
With E. Zuazua, we have obtained the following result:
Theorem 3.1 ([EZ13]). Assume (3.2). Let $s \geq 0, y_{0} \in X_{s}$ and $Z_{0} \in X$ be the solution of (2.18). Setting $\rho_{0}=2 / C_{a d}^{4} C_{o b s}^{2}$, for all $\rho \in\left(0, \rho_{0}\right)$, the sequence $\left(z_{0}^{k}\right)$ defined by (3.3)-(3.4) satisfies for some constant $C>0$ that for all $k \in \mathbb{N}$,

$$
\begin{equation*}
\left\|z_{0}^{k}-Z_{0}\right\|_{X} \leq C \delta^{k}\left\|y_{0}\right\|_{X} \tag{3.5}
\end{equation*}
$$

where $\delta \in(0,1)$ is given by

$$
\begin{equation*}
\delta(\rho):=\sqrt{1-2 \frac{\rho}{C_{o b s}^{2}}+\rho^{2} C_{a d}^{4}} . \tag{3.6}
\end{equation*}
$$

Besides, $Z_{0} \in X_{s}$, the sequence $\left(z_{0}^{k}\right)$ belongs to $X_{s}$, and satisfies, for some constant $C_{s}$ independent of $Z_{0} \in X_{s}$ and $k \in \mathbb{N}$,

$$
\begin{equation*}
\left\|z_{0}^{k}-Z_{0}\right\|_{s} \leq C_{s}\left(1+k^{s}\right) \delta^{k}\left\|y_{0}\right\|_{s}, \quad k \in \mathbb{N} \tag{3.7}
\end{equation*}
$$

The first statement (3.5) in Theorem 3.1 is a direct consequence of the well-known results on the convergence rate for the steepest descent method when minimizing quadratic coercive continuous functionals in Hilbert spaces ([Cia82]). However, the result (3.7) is new and relies in an essential manner on the fact that the Gramian operator preserves the regularity properties of the data to be controlled, a fact that was proved in [EZ10], see also Chapter 2, and for which the weight function in time $\eta=\eta(t)$ plays a key role.

Actually, Theorem 3.1 is strongly based on Theorem 2.1, and relies on the commutator estimates

$$
\begin{equation*}
\left\|\left[\Lambda_{T}^{\eta}, A^{s}\right]\right\|_{\mathscr{L}\left(\mathscr{D}\left(A^{s-1}\right), X\right)} \leq C_{s}, \quad(s \in \mathbb{N}) \tag{3.8}
\end{equation*}
$$

Note that this can be proved similarly as (2.24). In fact, both estimates (2.25) and (3.8) are equivalent.

Of course, these convergence results also imply that the sequence $\left(v^{k}\right)=\left(\eta B^{*} z^{k}\right)$, where $z^{k}$ is the solution of (1.4) with initial data $z_{0}^{k}$, converge to the control $v$ given by (2.16): for instance we have, for all $k \geq 0$,

$$
\begin{equation*}
\left\|v^{k}-v\right\|_{L^{2}(0, T ; d t / \eta ; U)} \leq C \delta^{k}\left\|y_{0}\right\|_{X} \tag{3.9}
\end{equation*}
$$

Note that, in general, (3.7) also gives estimates on the convergence of $v^{k}$ towards $v$ in stronger norms when the data $y_{0}$ to be controlled lies in $X_{s}$ for some $s \geq 0$.

Obviously, one could use other algorithms to minimize the functional $J^{\eta}$ in (2.15). But in the following it will be important that the iterates $z_{0}^{k}$ converge in $X_{s}$ as $k \rightarrow \infty$ when the initial data to be controlled are in $X_{s}$. To our knowledge, this is an open problem when considering the iterates given by the conjugate gradient algorithm. This is due to the fact that it strongly uses orthogonality properties in the natural space $X$ endowed with the scalar product adapted to the minimization problem $\left\langle\Lambda_{T}^{\eta} \cdot, \cdot\right\rangle_{X}$. This prevents us from using the iterates of the conjugate gradient algorithm in the following.

### 3.3 Numerical algorithms

### 3.3.1 The discretization process

Once the iterative algorithm (3.3)-(3.4) is built at the infinite-dimensional level one can mimic it for suitable numerical approximation schemes. In this way, combining the classical convergence properties of numerical schemes and the convergence properties (3.5)-(3.7) of the iterative algorithm (3.3)-(3.4), one can get quantitative convergence results towards the control.

To be more precise, let us consider a space semi-discrete approximation of equation (1.4) taking the form

$$
\begin{equation*}
z_{h}^{\prime}=A_{h} z_{h}, \quad t \in(0, T), \quad z_{h}(0)=z_{0 h} \tag{3.10}
\end{equation*}
$$

where $A_{h}$ is an approximation of the operator $A$ in a finite dimensional vector space $V_{h}$ embedded into $X$ via a map $E_{h}: V_{h} \mapsto X$. We assume that it induces an Hilbert structure on $V_{h}$ endowed by the norm $\|\cdot\|_{h}=\left\|E_{h} \cdot\right\|_{X}$, and that $A_{h}$ is skew-adjoint with respect to that scalar product.

In practice one can think of finite-difference or finite-element approximations of the PDE under consideration, for instance, $h$ being the characteristic length of the mesh size.

We also introduce $B_{h}^{*}$, an approximation of the operator $B^{*}$, defined on $V_{h}$ with values in some Hilbert spaces $U_{h}$, and the discrete Gramian operator $\Lambda_{T h}^{\eta}$, corresponding to the discrete approximation of the Gramian operator (2.17), given by

$$
\Lambda_{T h}^{\eta}=\int_{0}^{T} \eta(t) e^{-t A_{h}} B_{h} B_{h}^{*} e^{t A_{h}} d t
$$

By construction, $\Lambda_{T h}^{\eta}$ is self-adjoint in $V_{h}$. We finally introduce a sequence of restriction operators $R_{h}: X \rightarrow V_{h}$, which will be chosen so that $\left(I-E_{h} R_{h}\right) z$ converges to 0 for smooth function $z \in \cap_{s \geq 0} X_{s}$, see Assumption 1 below.

We will not make precise our set of assumptions on the operators $A_{h}$ and $B_{h}$, but rather directly assume some convergence estimates on the discrete Gramian operator $\Lambda_{T h}^{\eta}$ :

Assumption 1. There exist $s>0, \theta>0$ and $C>0$ so that for all $h>0$

$$
\begin{align*}
\left\|E_{h} R_{h} z\right\|_{X} & \leq C\|z\|_{X}, \quad z \in X,  \tag{3.11}\\
\left\|E_{h} \Lambda_{T h}^{\eta} R_{h} z\right\|_{X} & \leq C\|z\|_{X}, \quad z \in X,  \tag{3.12}\\
\left\|\left(E_{h} R_{h}-I_{X}\right) z\right\|_{X} & \leq C h^{\theta}\|z\|_{s}, \quad z \in X_{s}  \tag{3.13}\\
\left\|\left(E_{h} \Lambda_{T h}^{\eta} R_{h}-E_{h} R_{h} \Lambda_{T}^{\eta}\right) z\right\|_{X} & \leq C h^{\theta}\|z\|_{s}, \quad z \in X_{s} . \tag{3.14}
\end{align*}
$$

Assumption 2. The norms of the operators $\Lambda_{T h}^{\eta}$ in $\mathscr{L}\left(V_{h}\right)$ are uniformly bounded with respect to $h>0$ :

$$
\begin{equation*}
\mathcal{C}_{a d}^{2}:=\sup _{h \geq 0}\left\|\Lambda_{T h}^{\eta}\right\|_{\mathscr{L}\left(V_{h}\right)}<\infty \tag{3.15}
\end{equation*}
$$

where, when $h=0$, we use the notation $V_{0}=X$ and $\Lambda_{T 0}^{\eta}=\Lambda_{T}^{\eta}$.
Assumption 3. There exists a constant $\mathcal{C}_{\text {obs }}$ such that for all $h \geq 0$ and $z_{h} \in V_{h}$,

$$
\begin{equation*}
\left\|z_{h}\right\|_{h}^{2} \leq \mathcal{C}_{o b s}^{2}\left\langle\Lambda_{T h}^{\eta} z_{h}, z_{h}\right\rangle_{h} \tag{3.16}
\end{equation*}
$$

where, for $h=0$, we use the notation $V_{0}=X$ and $\Lambda_{T 0}^{\eta}=\Lambda_{T}^{\eta}$.
Before going further, let us emphasize that Assumption 2, though straightforward when the observation operators are uniformly bounded on $V_{h}$, is not obvious when dealing with unbounded control operators, as it is the case for instance when considering boundary controllability of the wave equation. Indeed, in that case, one should be careful and prove a uniform admissibility result (here and in the following, "uniform" always refers to the dependence on the discretization parameter(s)). Also note that Assumption 2 together with (3.11) implies (3.12).

Assumption 3 states the uniform coercivity of the operators $\Lambda_{T h}^{\eta}$, or equivalently, the uniform observability of the discrete equations (3.10). This assumption often fails for classical convergent numerical approximations of the waves, see [GLL90, Zua05, EZ11c, GLH08], and this is why we develop the continuous approach without requiring Assumption 3. But several possibilities exist to reinforce the coercivity of $\Lambda_{T h}^{\eta}$ when needed. Among the many available possibilities, let us quote for instance Tychonoff regularization (see Section 6.1.2) or filtering techniques. This modification has to be done "in the smallest possible way" to catch good convergence properties of the numerical approximations of the controls found that way. It therefore requires a careful analysis of the observability properties of the discrete dynamics, a fact which can be avoided when following the continuous approach.

### 3.3.2 The algorithm

Once the finite-dimensional approximations (3.10) of (1.4) have been set, we introduce the discrete functional

$$
\begin{equation*}
J_{h}^{\eta}\left(z_{0 h}\right)=\frac{1}{2}\left\langle\Lambda_{T h}^{\eta} z_{0 h}, z_{0 h}\right\rangle_{h}+\left\langle z_{0 h}, y_{0 h}\right\rangle_{h}, \tag{3.17}
\end{equation*}
$$

where $y_{0 h}$ is an approximation in $V_{h}$ of $y_{0} \in X$.
Of course, the functional $J_{h}^{\eta}$ is a natural approximation of the continuous functional $J^{\eta}$ defined by (2.15). One could then expect the minima of $J_{h}^{\eta}$ to yield convergent approximations of the minima of the continuous functional $J^{\eta}$. As recalled in the introduction, this is in general not the case, see [GLH08, Zua05, EZ11c, EZ13]. This can be seen as an evidence of the lack of $\Gamma$-convergence of the functionals $J_{h}^{\eta}$ towards $J^{\eta}$.

However, we can still focus on the following algorithm: For each $h>0$, define the sequence $z_{0 h}^{k}$ by induction, inspired in the statement of Theorem 3.1, as follows:

$$
\begin{equation*}
z_{0 h}^{0}=0, \quad \forall k \in \mathbb{N}, z_{0 h}^{k+1}=z_{0 h}^{k}-\rho\left(\Lambda_{T h}^{\eta} z_{0 h}^{k}+y_{0 h}\right) . \tag{3.18}
\end{equation*}
$$

The idea is that the discrete iterates $z_{0 h}^{k}$ should stay close to the continuous ones $z_{0}^{k}$ given by (3.3)-(3.4), at least if the number of iterations is not too large. Our results then simply are a trade-off between the errors done at each iteration induced by the discretization process, and the convergence estimates in Theorem 3.1.

### 3.3.3 The continuous approach

With E. Zuazua, we derived the following result:
Theorem 3.2 ([EZ13]). Assume (3.2) and that Assumptions 1 and 2 hold. Let $y_{0} \in X_{s}$ and $\left(y_{0 h}\right)_{h>0}$ be a sequence of functions such that for all $h>0, y_{0 h} \in V_{h}$. Setting $\rho_{1}=$ $\min \left\{\rho_{0}, 2 / \mathcal{C}_{\text {ad }}^{2}\right\}$, where $\rho_{0}$ is given by Theorem 3.1, we choose $\rho \in\left(0, \rho_{1}\right)$ and let the sequence $z_{0}^{k}$, respectively $z_{0 h}^{k}$, be defined by induction by (3.3)-(3.4), respectively (3.18).

Then there exists a constant $C>0$ independent of $h>0$ such that for all $k \in \mathbb{N}$,

$$
\begin{equation*}
\left\|E_{h} z_{0 h}^{k}-z_{0}^{k}\right\|_{X} \leq k \rho\left\|E_{h} y_{0 h}-y_{0}\right\|_{X}+C k h^{\theta}\left\|y_{0}\right\|_{s} . \tag{3.19}
\end{equation*}
$$

Using Theorems 3.1 and 3.2 together, we deduce the following convergence result:
Corollary 3.3 ([EZ13]). Assume (3.2) and that Assumptions 1 and 2 hold. Let $y_{0} \in X_{s}$ and $\left(y_{0 h}\right)_{h>0}$ be a sequence such that for all $h>0$,

$$
\begin{equation*}
\left\|E_{h} y_{0 h}-y_{0}\right\|_{X} \leq C h^{\theta}\left\|y_{0}\right\|_{s} \tag{3.20}
\end{equation*}
$$

Then, choosing $\rho \in\left(0, \rho_{1}\right)$ with $\rho_{1}=\min \left\{\rho_{0}, 2 / \mathcal{C}_{\text {ad }}^{2}\right\}$, for all $h>0$, setting

$$
\begin{equation*}
K_{h}^{c}=\left\lfloor\theta \frac{\log (h)}{\log (\delta)}\right\rfloor \tag{3.21}
\end{equation*}
$$

where $\delta$ is given by (3.6), we have, for some constant $C$ independent of $h$,

$$
\begin{equation*}
\left\|E_{h} z_{0 h}^{K_{h}^{c}}-Z_{0}\right\|_{X} \leq C|\log (h)|^{\max \{1, s\}} h^{\theta}\left\|y_{0}\right\|_{s} \tag{3.22}
\end{equation*}
$$

where $z_{0 h}^{K_{h}^{c}}$ is the $K_{h}^{c}$-iterate of the sequence $z_{0 h}^{k}$ defined by (3.18).

This is the continuous approach for building numerical approximations of the controls.
Let us emphasize that the above result yields a way to compute a good approximation of $Z_{0}$ provided that the iterative process (3.18) ends at some threshold $K_{h}^{c}$ in (3.21). But this threshold can be difficult to estimate in practice as it involves the admissibility and observability constants in (3.2) via $\delta$ in (3.6), while nothing guarantees that the error estimate would not deteriorate when going beyond this threshold. Actually, the error estimate could indeed deteriorate as the number of iterations goes to infinity when the discrete systems are not uniformly observable, i.e. when Assumption 3 is not satisfied, as numerical evidences show, see Section 3.4. On the contrary, as we will explain below, if Assumption 3 holds, this error estimate cannot deteriorate.

The algorithm above and the error estimates we obtain are similar to those in [CMT11] where the iterative process proposed by D. Russell in [Rus78] to obtain controllability out of stabilization results is mimicked at the discrete level. The number of iterations in [CMT11] is of the order of $\lfloor\theta|\log (h)| m\rfloor$, where $m$ is a constant that enters in the continuous stabilization property of the dissipative operator $A-B B^{*}$, and the error obtained that way is $h^{\theta}|\log (h)|^{2}$. But the results in [CMT11] apply only in the context of bounded control operators and they do not yield the control of minimal $L^{2}$-norm, whereas our approach applies under the weaker admissibility assumption on the control operator and yields effective approximations of the minimal norm controls (suitably weighted in time). To better underline the close links existing between [CMT11] and our approach, remark that the sequence $z_{0}^{k}$ in (3.3)-(3.4) can be simply written as

$$
\begin{equation*}
z_{0}^{k}=-\sum_{j=0}^{k-1}\left(I-\rho \Lambda_{T}^{\eta}\right)^{j}\left(\rho y_{0}\right) \tag{3.23}
\end{equation*}
$$

which indeed converges to $\left(I-\left(I-\rho \Lambda_{T}^{\eta}\right)\right)^{-1}\left(-\rho y_{0}\right)=-\left(\Lambda_{T}^{\eta}\right)^{-1} y_{0}=Z_{0}$ as $I-\rho \Lambda_{T}^{\eta}$ is of $\mathscr{L}(X)$ norm smaller than $\delta$ in (3.6). The approach in [CMT11], based on the construction in [Rus78], solves the control problem by computing the inverse of an operator of the form $I-L_{T}$, for some operator $L_{T}$ of $\mathscr{L}(X)$-norm strictly smaller than 1 , mainly consisting in solving subsequently one forward and one backward damped wave equation. The inversion of $I-L_{T}$ then can be done using approximations of the forms $\sum_{j=0}^{k-1} L_{T}^{j}$, which is indeed very similar to (3.23).

Note that estimates (3.22) also imply that the sequence

$$
v_{h}^{k}(t)=\eta(t) B_{h}^{*} \exp \left(t A_{h}\right) z_{0 h}^{k}
$$

defined for $k \geq 0$ satisfies that $v_{h}^{K_{h}^{c}}$ is close to $v$ in (2.16), with some bounds (usually the same) on the error term. We do not state precisely the corresponding results since it would require to introduce further assumptions on the way the spaces $U_{h}$ approximate $U$.

### 3.3.4 The discrete approach

The discrete approach differs from the continuous approach by the fact that we assume the uniform coercivity property Assumption 3 on the discrete Gramian operators, i.e. the uniform observability of the discrete adjoint equations (3.10). With E. Zuazua, we then obtained:
Theorem 3.4 ([EZ13]). Assume (3.2) and that Assumptions 1, 2 and 3 hold. Let $y_{0} \in X_{s}$ and $\left(y_{0 h}\right)_{h>0}$ be a sequence of functions such that for all $h>0, y_{0 h} \in V_{h}$. Setting $\rho_{2}=2 / \mathcal{C}_{\text {ad }}^{4} \mathcal{C}_{\text {obs }}^{2}$, we choose $\rho \in\left(0, \rho_{2}\right)$ and let the sequence $z_{0}^{k}$, respectively $z_{0 h}^{k}$, be defined by induction by (3.3)-(3.4), respectively (3.18).

Then there exists a constant $C>0$ independent of $h>0$ such that for all $k \in \mathbb{N}$,

$$
\begin{equation*}
\left\|E_{h} z_{0 h}^{k}-z_{0}^{k}\right\|_{X} \leq C\left(\left\|E_{h} y_{0 h}-y_{0}\right\|_{X}+h^{\theta}\left\|y_{0}\right\|_{s}\right) \tag{3.24}
\end{equation*}
$$

Under Assumptions 1, 2 and 3, for all $y_{0 h} \in V_{h}$, the discrete functional $J_{h}^{\eta}$ in (3.17) is coercive, and the sequence $z_{0 h}^{k}$ is therefore convergent to the unique minimizer $Z_{0 h}$ of $J_{h}^{\eta}$, which can be characterized by the equation

$$
\begin{equation*}
\Lambda_{T h}^{\eta} Z_{0 h}+y_{0 h}=0 \tag{3.25}
\end{equation*}
$$

Since $k$ can be made arbitrarily large in (3.24), we get the following result:
Corollary 3.5 ([EZ13]). Assume (3.2) and that Assumptions 1, 2 and 3 hold. Let $y_{0} \in X_{s}$ and $\left(y_{0 h}\right)_{h>0}$ be a sequence such that (3.20) holds. Let $Z_{0}$ be given by (2.18). Then there exists a constant $C>0$ such that the sequence of minimizers $Z_{0 h}$ of the functionals $J_{h}^{\eta}$ in (3.17) satisfies

$$
\begin{equation*}
\left\|E_{h} Z_{0 h}-Z_{0}\right\|_{X} \leq C h^{\theta}\left\|y_{0}\right\|_{s} \tag{3.26}
\end{equation*}
$$

Corollary 3.5 is the convergence result obtained in [EZ11c] using another proof, directly based on the smoothness result obtained in Theorem 2.1. Indeed, using Theorem 2.1, Assumptions 1-3 and recalling the characterizations of $Z_{0}$ and $Z_{0 h}$ given in (2.18) and (3.25), we have

$$
\begin{aligned}
& \left\|E_{h} Z_{0 h}-Z_{0}\right\|_{X} \leq\left\|Z_{0 h}-R_{h} Z_{0}\right\|_{h}+\left\|\left(E_{h} R_{h}-I\right) Z_{0}\right\|_{X} \\
& \leq C\left\|\Lambda_{T h}^{\eta} Z_{0 h}-\Lambda_{T h}^{\eta} R_{h} Z_{0}\right\|_{h}+C h^{\theta}\left\|y_{0}\right\|_{s} \\
& \leq C\left\|\Lambda_{T h}^{\eta} Z_{0 h}-R_{h} \Lambda_{T}^{\eta} Z_{0}\right\|_{h}+C\left\|\left(E_{h} R_{h} \Lambda_{T}^{\eta}-E_{h} \Lambda_{T h}^{\eta} R_{h}\right) Z_{0}\right\|_{X}+C h^{\theta}\left\|y_{0}\right\|_{s} \\
& \leq C\left\|E_{h} y_{0 h}-E_{h} R_{h} y_{0}\right\|_{X}+C h^{\theta}\left\|y_{0}\right\|_{s} \leq C h^{\theta}\left\|y_{0}\right\|_{s} .
\end{aligned}
$$

We have preferred to present both continuous and discrete approaches similarly to underline where the modification occurs between the two approaches. It is easily seen that the main difference between (3.24) and (3.19) is that when considering the discrete approach, the accumulation of errors done at each iterate is bounded uniformly with respect to $k \in \mathbb{N}$. Looking at the proof more closely, this is due to the fact that, under Assumption 3, the errors come in a geometric series of ratio strictly smaller than 1 .

We refer to [EZ11c] for numerical evidences of the fact that the convergence rates (3.26) are close to sharp. We will also briefly illustrate this fact in Section 3.4.

Let us emphasize here that Corollary 3.5 is new regarding the convergence rates (3.26). Otherwise, the strong (respectively weak) convergence in $X$ of the discrete minimizers $E_{h} Z_{0 h}$ to $Z_{0}$ when the discrete initial data $E_{h} y_{0 h}$ converges strongly (resp. weakly) in $X$ to $y_{0}$ as $h \rightarrow 0$, is a well-known consequence of Assumptions 1-3, going back for instance to [IZ99].

Thanks to Corollary 3.5, given $h>0$, we can use any algorithm we wish to minimize $J_{h}^{\eta}$, which is a strictly convex and coercive functional. When Assumption 3 is satisfied, we will therefore use the conjugate gradient algorithm, for which we know that the minimum is attained in at most $\operatorname{dim}\left(V_{h}\right)$ iterations, and in general much faster than that. Besides, performing the conjugate gradient algorithm on $J_{h}^{\eta}$ does not require anymore any estimate on the admissibility and observability constants in (3.2). Of course, the counterpart is that one first needs to prove Assumption 3, namely the uniform observability property for the space semi-discrete systems (3.10), and as mentioned earlier, this is not an easy problem.

### 3.3.5 Continuous versus Discrete approaches

When comparing the results in Corollaries 3.3 and 3.5 one may think that the continuous approach, which applies with a lot of generality, yields essentially the same convergence estimates as the discrete one, more intricate, making the latter irrelevant. This is not the case, and we list below some other relevant facts that may be used to compare the two approaches.

Implementation. To implement the continuous approach, as already mentioned, one immediately sees in Corollary 3.3 that estimating the threshold $K_{h}^{c}$ in (3.21) is an intricate problem involving the estimates of the admissibility and observability constants in (3.2). This is a strong limitation of the continuous approach.

On the other hand, the discrete approach requires the proof of uniform observability property for the space semi-discrete systems (3.10), i.e. Assumption 3. This assumption fails in a number of examples, see e.g. [GLL90, IZ99, EZ11c], due to the presence of spurious high-frequency waves that do not travel - a phenomenon already mentioned in [Tre82]. Therefore, a natural strategy to re-establish uniform observability properties is to filter out these high-frequency waves, via filtering methods, Tychonoff regularization, or other suitable penalization techniques. We refer to the survey articles [Zua05, EZ11c] for some account on these strategies, and to the recent work [Mil12] for what is to my knowledge the most general setting in which Assumption 3 is proved.

Number of iterations. On one hand, the continuous approach uses a number of iterations given by (3.21), which is not very explicit and can be large. On the other hand, in the discrete approach, we can use a conjugate gradient algorithm - or any other algorithm - to minimize $J_{h}^{\eta}$ in (3.17), which is fast and for which no estimate on the constant of observability or admissibility is needed.

### 3.4 Application to the wave equation

In this section, we present some numerical experiments to illustrate our results and discussions. We focus on the emblematic example of the 1d wave equation controlled from the boundary, in which case we can easily illustrate our results with some numerical simulations since the control function will simply be a function of time.

Let us consider the 1d wave equation (2.9) controlled from $x=1$, and the adjoint problem (2.11). We take $T>2$ and $\eta$ as in (2.13) (with $T^{*}=2$ ). The corresponding Gramian operator $\Lambda_{T}^{\eta}$ is then given as follows: For $\left(z_{0}, z_{1}\right) \in H_{0}^{1}(0,1) \times L^{2}(0,1)$, solve (2.11) and then solve

$$
\begin{cases}\partial_{t t} \psi-\partial_{x x} \psi=0, & (t, x) \in(0, T) \times(0,1)  \tag{3.27}\\ \psi(t, 0)=0, \psi(t, 1)=-\eta(t) \partial_{x} z(t, 1), & t \in(0, T) \\ \left(\psi(T, \cdot), \partial_{t} \psi(T, \cdot)\right)=(0,0), & x \in(0,1)\end{cases}
$$

Then

$$
\begin{equation*}
\Lambda_{T}^{\eta}\left(z_{0}, z_{1}\right)=\left(\left(-\partial_{x x, D}\right)^{-1} \partial_{t} \psi(0, \cdot),-\psi(0, \cdot)\right), \tag{3.28}
\end{equation*}
$$

where $-\partial_{x x, D}$ is the Laplace operator on $(0,1)$ with Dirichlet boundary conditions.
During the iterations (3.3)-(3.4), the control function is then approximated by the sequence

$$
\begin{equation*}
v^{k}(t)=\eta(t) \partial_{x} z^{k}(t, 1), \quad t \in(0, T), \tag{3.29}
\end{equation*}
$$

where $z^{k}$ is the solution of (2.11) with initial data $\left(z_{0}^{k}, z_{1}^{k}\right)$.
We consider the space semi-discrete wave equations of (2.11) using the finite difference approximation of the Laplace operator on a uniform mesh of size $h=1 /(N+1)$, with $N \in \mathbb{N}$. This yields an approximation $\Lambda_{T h}^{\eta}$ of the Gramian operator $\Lambda_{T}^{\eta}$. Details on the discretization and notations used can be found in Part II Section 6.1.2, see also [EZ13].

One can check that this approximation scheme satisfies Assumption 1 with $^{2} s \in(0,3], \theta=$ $2 s / 3$. Assumption 2 is slightly more intricate as the observation operator is not bounded. But it

[^3]is a consequence of the multiplier identity in [IZ99, Lemma 2.2], see also Section 6.1.2. Finally, Assumption 3 is not satisfied according to [IZ99], whatever $T>0$ is. We are thus led to consider the continuous approach.

The continuous approach. To apply our numerical method, we need estimates on $C_{\text {obs }}$ and $C_{a d}$. In this 1d context, it is rather easy to get good approximations using Fourier series and Parseval's identity. Therefore, we can take $T^{*}=2$, and we choose $T=4$. We then have the estimates $C_{o b s}^{2}=1 / 2$ and $C_{a d}^{2}=4$. With $\rho=1 / 8$, we have $\delta(\rho)=\sqrt{3} / 2 \simeq 0.86$. From the multiplier identity in [IZ99, Lemma 2.2], we can also estimate $\mathcal{C}_{\text {ad }}^{2} \leq 6$. Choosing $\rho=1 / 8$ is then admissible for the continuous approach.

In order to test our numerical method, we fix the initial data to be controlled to $y_{0}=0$ and $y_{1}$ as in Figure 3.1, so that we obviously have $\left(y_{0}, y_{1}\right) \in H_{0}^{1}(0,1) \times L^{2}(0,1)$. We also compute a reference control $v_{\text {ref }}$ obtained for a much smaller $h=1 / 300$, plotted in Figure 3.1, right.



Figure 3.1: Left, the initial velocity $y_{1}$ to be controlled. Right, the reference control.
In the numerical simulations below, we represent the functions $v_{h}^{k, c}$ given, for $k \in \mathbb{N}$, by

$$
v_{h}^{k, c}(t)=\eta(t)\left(\frac{z_{N+1, h}^{k, c}(t)-z_{N, h}^{k, c}(t)}{h}\right)=-\eta(t) \frac{z_{N, h}^{k, c}(t)}{h}, \quad t \in(0,4),
$$

where $z_{h}^{k, c}$ is the solution of the numerical approximation of (2.11) with initial data $\left(z_{0 h}^{k, c}, z_{1 h}^{k, c}\right)$, the $k$-th iterate of the algorithm (3.18). Indeed, this formula is the discrete counterpart of (3.29).

For $h=1 / 100$, the number of iterations predicted by our method is 21 . It corresponds to a relative error $\left\|v_{h}^{21, c}-v_{r e f}\right\|_{L^{2}} /\left\|v_{r e f}\right\|_{L^{2}}$ of $6.34 \%$. It turns out that the smallest error (among the first thousands iterations) is of $6.24 \%$ and is achieved when $k=13$, which is close to the predicted one. Figure 3.2 plots the corresponding controls.

To better illustrate how the iterative process evolves, we have run it during 50000 iterations and plot the relative error $\left\|v_{h}^{k, c}-v_{r e f}\right\|_{L^{2}} /\left\|v_{r e f}\right\|_{L^{2}}$. This is represented in Figure 3.3. As we see, the error does not reach zero but rather stays bounded from below. When looking more closely at the evolution of the error, we see that it first decays and then increases.

But the error increases rather slowly. This is due to the fact that the algorithm (3.18) follows the steepest descent algorithm for $J_{h}^{\eta}$ in (3.17), which is convex quadratic. Therefore, the iterates always move forward in the direction of the gradient of the functional $J_{h}^{\eta}$. In particular, the evolution is very slow in the "bad directions" corresponding to the directions of weak coercivity of


Figure 3.2: Left, the control obtained by the continuous approach at the predicted number of iterations, 21. Right, the control obtained by the continuous approach at the number of iterations 13 minimizing the relative error. In both cases, $h=1 / 100, \rho=1 / 8$.


Figure 3.3: The relative error $\left\|v_{h}^{k, c}-v_{r e f}\right\|_{L^{2}} /\left\|v_{r e f}\right\|_{L^{2}}$ for the continuous approach at each iteration for $h=1 / 100, \rho=1 / 8$. Left: iterations from 0 to 50000 . Right: zoom on the iterations between 0 and 50 .
$\Lambda_{T h}^{\eta}$. In fact, from [Mic02], we know that the smallest eigenvalue in $\Lambda_{T h}$ behaves like $\exp (-c / h)$, so that the algorithm indeed evolves very slowly in these directions.

However, when taking $N=20$ - for larger $N$, the conjugate gradient algorithm does not even converge due to the strong degeneracy of the coercivity of $\Lambda_{T h}^{\eta}-$, we can compute the minimizer of the functional $J_{h}^{\eta}$ using the conjugate gradient algorithm. The corresponding discrete exact control $v_{*, h}^{c}$ is plotted in Figure 3.4, right. As one sees, this exact control $v_{*, h}^{c}$ has a strong spurious oscillating behavior. The relative errors between the iterated controls $v_{h}^{k, c}$ and this limit oscillating control $v_{*, h}^{c}$ is plotted in Figure 3.4, left, exhibiting a slow convergence rate due to the bad conditioning of the Gramian matrix.

The continuous approach therefore requires some special care. In particular, if the algorithm is employed for a too large number of iterations $k$, something that can easily happen since the threshold in the number of iterations may be hard to compute in practice, the corresponding control may be very far away from the actual continuous one.

We also illustrate the rate of convergence of the continuous approach as $h \rightarrow 0$. In Figure 3.5, we plot $\log \left(\left\|v_{h}^{K_{h}^{c}, c}-v_{r e f}\right\|\right)$ versus $|\log (h)|$. By linear regression we get the slope -1.01 . This is due to the fact that $y_{1}$ is in $H^{-1+s}(0,1)$ for all $s<3 / 2$, hence the convergence is expected to



Figure 3.4: Left, the relative error $\left\|v_{h}^{k, c}-v_{*, h}^{c}\right\| /\left\|v_{*, h}^{c}\right\|$ for the continuous approach at each iteration $k$ from $k=0$ to $k=50000$ for $h=1 / 20, \rho=1 / 8$. Right, the discrete exact control $v_{*, h}^{c}$ for $h=1 / 20$.
be like $h^{2 s / 3}$ for all $s<3 / 2$.


Figure 3.5: Left, convergence of the continuous approach: $\log \left(\left\|v_{h}^{K_{h}^{c}, c}-v_{r e f}\right\|\right)$ versus $|\log (h)|$ (slope -1.01). Right, convergence of the discrete approach: $\left\|v_{h}^{\infty, d}-v_{r e f}\right\|$ versus $|\log (h)|$ (slope -0.97 ).

The discrete approach. Recall that, according to [IZ99], the wave equation discretized using a finite-difference scheme on a uniform mesh does not satisfy Assumption 3. However, as noted in earlier works [GL90, Zua05], this is due to spurious high-frequency waves created by the discretization scheme, and one way to re-establish Assumption 3 simply consists in removing the frequencies higher than some threshold in the numerical scheme.

Following [IZ99], we can for instance consider the filtered spaces given for $\gamma \in(0,1)$ by

$$
\mathcal{V}_{h}(\gamma / h)=\left\{\left(z_{0 h}, z_{1 h}\right), \text { s.t. } z_{0 h}, z_{1 h} \in \operatorname{Span}_{k h \leq \gamma}\left\{(\sin (k \pi j h))_{j \in\{1, \cdots, N\}}\right\}\right\}
$$

Of course, $\mathcal{V}_{h}(\gamma / h)$ is a subspace of $V_{h}$. Since the functions $\left(w^{k}\right)_{k}$ defined by $w_{j}^{k}=\sqrt{2} \sin (k \pi j h)$ are eigenfunctions of the discrete Laplace operator, we can introduce the orthogonal projection
$P_{h}^{\gamma}$ of $V_{h}$ onto $\mathcal{V}_{h}(\gamma / h)$ (with respect to the scalar product of $V_{h}$ ) and the Gramian operator should then be replaced by

$$
\begin{equation*}
\Lambda_{T h}^{\gamma}=P_{h}^{\gamma} \Lambda_{T h}^{\eta} P_{h}^{\gamma} . \tag{3.30}
\end{equation*}
$$

Assumptions 1 and 2 still hold for any $\gamma \in(0,1)$, with proofs similar to those in the continuous approach. Furthermore, according to [IZ99], Assumption 3 also holds when the time $T$ is greater than $T_{\gamma}:=2 / \cos (\pi \gamma / 2)$. Note that this is not a consequence of the convergence of the numerical schemes, and this requires a thorough study of the discrete dynamics. The proof of [IZ99] uses a spectral decomposition of the solutions of the discrete wave equation and the Ingham inequality for nonharmonic Fourier series.

For $\gamma \in(0,1)$ and $T>T_{\gamma}$, we can then perform a conjugate gradient algorithm on the discrete functionals $J_{h}^{\gamma}$ defined by $\mathcal{V}_{h}(\gamma / h)$ :

$$
\begin{equation*}
J_{h}^{\gamma}\left(z_{0 h}, z_{1 h}\right)=\frac{1}{2}\left\langle\Lambda_{T h}^{\gamma}\left(z_{0 h}, z_{1 h}\right),\left(z_{0 h}, z_{1 h}\right)\right\rangle_{h}+\left\langle\left(z_{0 h}, z_{1 h}\right),\left(y_{0 h}, y_{1 h}\right)\right\rangle_{h} \tag{3.31}
\end{equation*}
$$

Doing this, we do not need any estimate on the admissibility and observability constants to run the algorithms.

We therefore run the algorithms for $h=1 / 100$ and $h=1 / 300, \gamma=1 / 3$, and the initial data $\left(y_{0}, y_{1}\right)$ with $y_{0}=0$ and $y_{1}$ as in Figure 3.1, see Figure 3.6. The algorithm converges very fast and it requires only 10 and 9 iterations for $h=1 / 100$ and $h=1 / 300$, respectively.


Figure 3.6: The controls $v_{h}^{\infty, d}$ for $h=1 / 100$ (left) and $h=1 / 300$ (right). We have set $v_{\text {ref }}=v_{h}^{\infty, d}$ for $h=1 / 300$.

In the previous simulations, the quantity $v_{h}^{k=\infty, d}$ has been computed using the conjugate gradient method as indicated above. The reference control is the one computed for $h=1 / 300$.

In Figure 3.5 right, we finally represent the rate of convergence of the discrete controls (to be compared with Figure 3.5 left). Here again, the slope is -0.97 , due to the fact that $y_{1}$ is almost lying in $H^{1 / 2}(0,1)$.

### 3.5 A data assimilation problem

In this section, we discuss a data assimilation problem that can be treated by the techniques developed in this chapter.

Under the same notations as before, we consider a system driven by the equation

$$
\begin{equation*}
Z^{\prime}=A Z, \quad t \geq 0, \quad Z(0)=Z_{0}, \quad m(t)=B^{*} Z(t) \tag{3.32}
\end{equation*}
$$

We assume that $Z_{0}$ is not known but, instead, we know the partial measurement on the solution given by $m(t)=B^{*} Z(t)$ for $t \in(0, T)$. The question then is the following: Given $m \in L^{2}(0, T ; U)$, can we reconstruct $Z_{0}$ ?

This problem is of course related to the study of the observation map:

$$
\begin{align*}
\mathcal{O}: & X \longrightarrow L^{2}(0, T ; U) \\
& z_{0} \mapsto B^{*} z, \tag{3.33}
\end{align*}
$$

where $z$ is the solution of (1.4) with initial data $z_{0}$.
This map $\mathcal{O}$ is well-defined in these spaces under the condition (1.6). Besides, the observability inequality (1.5) for (1.4) is completely equivalent to the fact that the map $\mathcal{O}$ has continuous inverse from $L^{2}(0, T ; U) \cap \operatorname{Ran}(\mathcal{O})$ to $X$.

It is therefore natural to assume the admissibility and observability estimates (1.6) and (1.5) in order to guarantee that $\mathcal{O}$ is well-defined and invertible on its range. In order to obtain an efficient reconstruction algorithm, the most natural idea is to introduce the functional

$$
\begin{equation*}
\tilde{J}^{\eta}\left(z_{0}\right)=\frac{1}{2} \int_{0}^{T} \eta\left\|B^{*} z-m\right\|_{U}^{2} d t-\frac{1}{2} \int_{0}^{T} \eta\|m\|_{U}^{2} d t \tag{3.34}
\end{equation*}
$$

where $z$ is the solution of (1.4) with initial data $z_{0}$. But $\tilde{J}^{\eta}$ can be rewritten as

$$
\begin{equation*}
\tilde{J}^{\eta}\left(z_{0}\right)=\frac{1}{2} \int_{0}^{T} \eta\left\|B^{*} z\right\|_{U}^{2} d t-\int_{0}^{T} \eta\left\langle B^{*} z, m\right\rangle_{U} d t=\frac{1}{2} \int_{0}^{T} \eta\left\|B^{*} z\right\|_{U}^{2} d t+\left\langle z_{0}, y(0)\right\rangle_{X} \tag{3.35}
\end{equation*}
$$

where $y(0)$ is given by the backward resolution of

$$
\begin{equation*}
y^{\prime}=A y+\eta B m, \quad t \in(0, T), \quad y(T)=0 . \tag{3.36}
\end{equation*}
$$

Under the form (3.35), the functional $\tilde{J}^{\eta}$ appears as a particular case of the functional $J^{\eta}$ in (2.15), and therefore the analysis developed in this chapter applies. The continuous approach then provides similar results as the ones developed in [HR12].

### 3.6 Comments

The question of getting uniform observability properties for numerical approximations of wave equations is still challenging. As we have seen, this property is helpful to derive efficient algorithms to compute good approximations of the continuous controls.

In dimension higher than 2 , there are a few results which prove uniform observability estimates for the wave equation: we refer to [Zua99] for the 2d case on a uniform mesh, which yields a sharp result on the scale of filtering needed to recover uniform observability properties. We also refer to [Mil12] for the $d$ dimensional case under general approximation conditions. To our knowledge, the result in [Mil12] is the best one when considering general meshes in any dimension. Still, a precise time estimate for the uniform observability result is missing and whether the filtering scales obtained in [Mil12] are sharp is an open problem.

We also refer to the recent work [CFCM13] for another approach based on the Carleman estimate for the continuous wave equation. This approach does not produce the control of minimal $L^{2}$ norm, but rather the one minimizing the sum of the $L^{2}$-norm of the controlled trajectory and of the $L^{2}$-norm of the control. The key idea then is to use a smooth enough approximation space for which the Carleman estimate for the continuous wave equation applies, guaranteeing that way the coercivity of the method. We refer to [CFCM13] for more precise
details. Though this might be costly, this computation method is interesting as it also allows to develop adaptive strategies [Mün].

So far, we have only focused on the computation of controls when considering space semidiscrete approximations of (1.1), (1.4). Of course, similar ideas apply when considering fully discrete approximations of the equations (1.1), (1.4). Let us also point out that the observability properties for fully discrete approximations of (1.1), (1.4) can be studied in two steps, first analyzing the observability properties of the time-continuous and space semi-discrete approximations of (1.1), (1.4), and then use the results presented in Chapter 9, see Section 9.3.1.

More recently, with A. Marica and E. Zuazua, we started to think again of the problem of uniform observability of the approximations of the wave equation in a different manner. The idea is that one should perhaps construct the approximation mesh depending on the controllability/observability problem under consideration instead of first discretizing and then try to compute the discrete controls on it. We already have some preliminary results in that case, showing that in 1 d , if we consider a mesh which is the image of a uniform mesh by a strictly concave diffeomorphism, observability from $x=1$ - which corresponds to the side on which the cells get smaller and smaller - holds uniformly with respect to the mesh size. This is a very natural strategy as one has more information close to the observation set, and the mesh can then be refined there. However, when going away from the observation set, there is no more reason to keep an accurate description of the solution and the mesh can be larger and larger. Note that this fact was already remarked and used in the context of inverse problems, see for instance [BDK05] where a similar idea has been discussed for recovering the conductivity of an elliptic problem from the knowledge of the Neumann-to-Dirichlet map.

## Part II

## On an inverse problem for the wave equation

## Chapter 4

## Introduction

The goal of this part is to present several results related to an inverse problem for the waves.
Roughly speaking, an inverse problem arises when one wishes to estimate some parameter(s) of a system through a measurement on the physical system. The study of the problem then usually follows the following steps:

- Uniqueness: the measurement determines uniquely the parameters.
- Stability: if two measurements are close, then the parameters are close.
- Reconstruction: given a measurement, how to reconstruct the parameters?

We refer for instance to [KT04, Isa06, Cho09, Yam09, Uh199] for several examples of inverse problems.

Hereafter, I will focus on the following inverse problem for the waves. Given $\Omega$ a smooth bounded domain of $\mathbb{R}^{d}$ and $T>0$, we consider the wave equation:

$$
\begin{cases}\partial_{t t} y-\Delta y+p y=f, & (t, x) \in(0, T) \times \Omega,  \tag{4.1}\\ y(t, x)=f_{\partial}(t, x), & (t, x) \in(0, T) \times \partial \Omega, \\ \left(y(0, \cdot), \partial_{t} y(0, \cdot)\right)=\left(y_{0}, y_{1}\right), & x \in \Omega .\end{cases}
$$

We assume that the source terms $f, f_{\partial}$ and the initial data ( $y_{0}, y_{1}$ ) are known, but the potential $p$ is unknown. To underline the dependence of the solution $y$ of (4.1) with respect to $p$, we denote it by $y[p]$.

Our goal is to understand if one can determine and reconstruct the potential $p$ from the knowledge of the flux on some open subset $\Gamma$ of the boundary defined by

$$
\begin{equation*}
\mathscr{M}(p)=\partial_{\nu} y[p](t, x), \quad(t, x) \in(0, T) \times \Gamma, \tag{4.2}
\end{equation*}
$$

where $\partial_{\nu}$ denotes the normal derivative on the boundary.
In the following, we shall always assume that $f \in L^{2}\left(0, T ; L^{2}(\Omega)\right), f_{\partial} \in H^{1}((0, T) \times \Gamma)$ and $\left(y_{0}, y_{1}\right) \in H^{1}(\Omega) \times L^{2}(\Omega)$ with the compatibility condition $y_{0}(x)=f_{\partial}(0, x)$ for all $x \in \partial \Omega$. Under these assumptions, $y[p]$ belongs to $C^{0}\left([0, T] ; H^{1}(\Omega)\right)$ and its normal derivative on the boundary belongs to $L^{2}((0, T) \times \partial \Omega)$. The definition (4.2) therefore makes sense in $L^{2}((0, T) \times \Gamma)$.

Uniqueness for the inverse problem (4.1)-(4.2) has already been studied in the literature in [BK81, Kli92], and stability results were obtained in [PY97, Yam99, IY01, IY03b, Bau] for several variants of the inverse problems (4.1)-(4.2).

I will therefore report on works focusing on the reconstruction step, i.e. the reconstruction of $p$ from $\mathscr{M}(p)$. As in Part I, I will start by studying the inverse problem (4.1)-(4.2) and explain how we can design an algorithm to estimate the potential $p$ from the measurement of the flux $\mathscr{M}(p)$, see Chapter 5. In Chapter 6, I will then explain the difficulties arising when trying to follow this algorithm numerically, and in particular present a theoretical convergence result. We thus achieve, at least theoretically, our goal of designing a convergent numerical method to compute $p$ from $\mathscr{M}(p)$. However, the numerical implementation of our strategy is still challenging, as we will explain in Sections 5.3.2 and 6.5.1.

## Chapter 5

## Stability and reconstruction

### 5.1 Stability of the inverse problem (4.1)-(4.2)

The goal of this section is to explain the strategy used for the stability of the inverse problem set in (4.1)-(4.2), and how this can be used to derive a reconstruction algorithm for inverting $p \mapsto \mathscr{M}(p)$.

One of the difficulty of the inverse problem (4.1)-(4.2) is that it is non-linear in the potential $p$. In particular, if $y\left[p^{a}\right]$ and $y\left[p^{b}\right]$ denote the corresponding solutions of (4.1), the difference $z=y\left[p^{a}\right]-y\left[p^{b}\right]$ solves

$$
\begin{cases}\partial_{t t} z-\Delta z+p^{b} z=y\left[p^{a}\right]\left(p^{b}-p^{a}\right), & (t, x) \in(0, T) \times \Omega  \tag{5.1}\\ z(t, x)=0, & (t, x) \in(0, T) \times \partial \Omega \\ \left(z(0, \cdot), \partial_{t} z(0, \cdot)\right)=(0,0), & x \in \Omega\end{cases}
$$

and its flux on the part $\Gamma$ of the boundary is

$$
\begin{equation*}
\partial_{\nu} z(t, x)=\mathscr{M}\left(p^{a}\right)-\mathscr{M}\left(p^{b}\right), \quad(t, x) \in(0, T) \times \Gamma \tag{5.2}
\end{equation*}
$$

### 5.1.1 A simplified model

In order to give some insights on our strategy, we start by focusing on the following simplified inverse problem. For $z$ the solution of

$$
\begin{cases}\partial_{t t} z-\Delta z=g, & (t, x) \in(0, T) \times \Omega  \tag{5.3}\\ z(t, x)=0 & (t, x) \in(0, T) \times \partial \Omega \\ \left(z(0, \cdot), \partial_{t} z(0, \cdot)\right)=(0,0), & x \in \Omega\end{cases}
$$

find the source term $g$ from the measurement of

$$
\begin{equation*}
\partial_{\nu} z(t, x) \quad \text { for }(t, x) \in(0, T) \times \Gamma \text {. } \tag{5.4}
\end{equation*}
$$

The first remark is that this inverse problem cannot be solved in general if $g$ depends on both variables $t$ and $x$. Indeed, if $\tilde{z}$ is a smooth function compactly supported in $(0, T) \times \Omega$, then the measurements of $z$ and $z+\tilde{z}$ are the same while they correspond to different source terms, namely $g$ and $g+\left(\partial_{t t}-\Delta\right) \tilde{z}$.

It is then natural to restrict ourselves to source terms $g$ having a particular form, for instance $g$ given with separated variables:

$$
\begin{equation*}
g=\alpha(t) \beta(x) \tag{5.5}
\end{equation*}
$$

In the particular case $\alpha=1$, differentiating (5.3) with respect to time, one easily sees that we are back to an observability problem as $\partial_{t} z$ solves:

$$
\begin{cases}\left(\partial_{t t}-\Delta\right)\left(\partial_{t} z\right)=0, & (t, x) \in(0, T) \times \Omega  \tag{5.6}\\ \partial_{t} z(t, x)=0 & (t, x) \in(0, T) \times \partial \Omega \\ \left(\partial_{t} z(0, \cdot), \partial_{t}\left(\partial_{t} z\right)(0, \cdot)\right)=(0, \beta(x)), & x \in \Omega\end{cases}
$$

Therefore, in the case $\alpha=1$, the possibility of reconstructing $g$ - equivalently $\beta$ - from the Neumann boundary measurement, is equivalent to an observability inequality for the wave equation when observed from $(0, T) \times \Gamma$, recall Section 3.5.

In the following, we shall therefore assume that the wave equation in $\Omega$ is observable through $\Gamma$ in time $T>0$. Thanks to [BLR92, BG97], this is equivalent to the geometric control condition for $(\Gamma, \Omega, T)$.

For general $\alpha \in W^{1,1}(0, T)$, time differentiation of (5.3) yields

$$
\begin{cases}\left(\partial_{t t}-\Delta\right)\left(\partial_{t} z\right)=\left(\partial_{t} \alpha\right) \beta, & (t, x) \in(0, T) \times \Omega  \tag{5.7}\\ \partial_{t} z(t, x)=0 & (t, x) \in(0, T) \times \partial \Omega \\ \left(\partial_{t} z(0, \cdot), \partial_{t}\left(\partial_{t} z\right)(0, \cdot)\right)=(0, \alpha(0) \beta(x)), & x \in \Omega\end{cases}
$$

Therefore, using the observability inequality for the wave equation in $\Omega$, we get

$$
\begin{aligned}
|\alpha(0)|\|\beta\|_{L^{2}(\Omega)}=\|\alpha(0) \beta\|_{L^{2}(\Omega)} & \leq C\left\|\partial_{\nu} \partial_{t} z\right\|_{L^{2}((0, T) \times \Gamma)}+C\left\|\left(\partial_{t} \alpha\right) \beta\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)} \\
& \leq C\left\|\partial_{\nu} \partial_{t} z\right\|_{L^{2}((0, T) \times \Gamma)}+C\left\|\partial_{t} \alpha\right\|_{L^{1}(0, T)}\|\beta\|_{L^{2}(\Omega)} .
\end{aligned}
$$

Therefore, if $\left\|\partial_{t} \alpha\right\|_{L^{1}(0, T)}$ is small enough compared to $|\alpha(0)|$, i.e.

$$
\begin{equation*}
|\alpha(0)|>C\left\|\partial_{t} \alpha\right\|_{L^{1}(0, T)}, \tag{5.8}
\end{equation*}
$$

we obtain an estimate on the $L^{2}(\Omega)$-norm of $\beta$ immediately.
Remark 5.1. When $\alpha$ is a given function in $W^{1,1}(0, T)$, then one can identify $\beta$ in (5.5) from the measurement (5.3) under the geometric control condition. We refer for instance to the works [Yam95, ASTT09, TW14] for more detailed discussions of related cases.

### 5.1.2 The full model: preliminaries

Following Section 5.1.1, we would like to differentiate the equation (5.1) with respect to the time variable. We therefore assume the potentials $p=p(x)$ to be independent of the time variable $t$.

In that case, differentiating the equation (5.1) with respect to time, we get

$$
\begin{cases}\left(\partial_{t t}-\Delta+p^{b}\right)\left(\partial_{t} z\right)=\partial_{t} y\left[p^{a}\right]\left(p^{b}-p^{a}\right), & (t, x) \in(0, T) \times \Omega  \tag{5.9}\\ \partial_{t} z(t, x)=0, & (t, x) \in(0, T) \times \partial \Omega \\ \left(\partial_{t} z(0, \cdot), \partial_{t}\left(\partial_{t} z\right)(0, \cdot)\right)=\left(0, y_{0}\left(p^{b}-p^{a}\right)\right), & x \in \Omega\end{cases}
$$

As before, we assume that the wave equation with potential $p^{a}$ is observable through $\Gamma$ in time $T$. To be more precise, we shall consider a class $\mathscr{C}$ of potentials $p=p(x)$ such that for all $p \in \mathscr{C}$, there exist two constants $C_{o b s}(p), C_{0}(p)$ such that all solutions of

$$
\begin{cases}\left(\partial_{t t}-\Delta+p\right) w=g, & (t, x) \in(0, T) \times \Omega  \tag{5.10}\\ w(t, x)=0, & (t, x) \in(0, T) \times \partial \Omega \\ \left(w(0, \cdot), \partial_{t} w(0, \cdot)\right)=\left(w_{0}, w_{1}\right), & x \in \Omega\end{cases}
$$

satisfy

$$
\begin{equation*}
\left\|\left(w_{0}, w_{1}\right)\right\|_{H_{0}^{1}(\Omega) \times L^{2}(\Omega)} \leq C_{o b s}(p)\left\|\partial_{\nu} w\right\|_{L^{2}((0, T) \times \Gamma)}+C_{0}(p)\|g\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)} . \tag{5.11}
\end{equation*}
$$

Working in such class $\mathscr{C}$ and applying (5.11) to the function $\partial_{t} z$ solving (5.9), we obtain

$$
\left\|y^{0}\left(p^{b}-p^{a}\right)\right\|_{L^{2}(\Omega)} \leq C_{o b s}\left(p^{b}\right)\left\|\partial_{\nu} \partial_{t} z\right\|_{L^{2}((0, T) \times \Gamma)}+C_{0}\left(p^{b}\right)\left\|\partial_{t} y\left[p^{a}\right]\left(p^{b}-p^{a}\right)\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)} .
$$

In particular, this yields:

$$
\begin{equation*}
\left(\inf _{\Omega}\left|y_{0}\right|-C_{0}\left(p^{b}\right)\left\|\partial_{t} y\left[p^{a}\right]\right\|_{L^{1}\left(0, T ; L^{\infty}(\Omega)\right)}\right)\left\|p^{b}-p^{a}\right\|_{L^{2}(\Omega)} \leq C_{o b s}\left(p^{b}\right)\left\|\partial_{\nu} \partial_{t} z\right\|_{L^{2}((0, T) \times \Gamma)} \tag{5.12}
\end{equation*}
$$

In other words, we have a stability estimate in the class $\mathscr{C}$ of potentials $p=p(x)$ if

$$
\begin{equation*}
\inf _{\Omega}\left|y_{0}\right|>C_{0}(p)\left\|\partial_{t} y\left[p^{a}\right]\right\|_{L^{1}\left(0, T ; L^{\infty}(\Omega)\right)}, \tag{5.13}
\end{equation*}
$$

to be compared with (5.8).
Of course, for the stability condition (5.13) and the stability estimate (5.12) to be valid for all potentials in the class $\mathscr{C}$, one should have observability estimates (5.11) uniformly in the class $\mathscr{C}$. In that case, introducing

$$
\begin{equation*}
C_{o b s}(\mathscr{C})=\sup _{\mathscr{C}} C_{o b s}(p), \quad C_{0}(\mathscr{C})=\sup _{\mathscr{C}} C_{0}(p), \tag{5.14}
\end{equation*}
$$

we get the following result: if $p^{a}, p^{b} \in \mathscr{C}$ and $p^{a}$ is such that $y\left[p^{a}\right]$ belongs to $W^{1,1}\left(0, T ; L^{\infty}(\Omega)\right)$ with

$$
\begin{equation*}
\inf _{\Omega}\left|y_{0}\right|>C_{0}(\mathscr{C})\left\|\partial_{t} y\left[p^{a}\right]\right\|_{L^{1}\left(0, T ; L^{\infty}(\Omega)\right)} \tag{5.15}
\end{equation*}
$$

then we have the stability estimate

$$
\begin{align*}
&\left(\inf _{\Omega}\left|y_{0}\right|-C_{0}(\mathscr{C})\left\|\partial_{t} y\left[p^{a}\right]\right\|_{L^{1}\left(0, T ; L^{\infty}(\Omega)\right)}\right)\left\|p^{b}-p^{a}\right\|_{L^{2}(\Omega)} \\
& \leq C_{o b s}(\mathscr{C})\left\|\partial_{t} \mathscr{M}\left(p^{b}\right)-\partial_{t} \mathscr{M}\left(p^{a}\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Gamma)\right)} . \tag{5.16}
\end{align*}
$$

The class of potentials $\mathscr{C}$ could be for instance the class

$$
L_{\leq m}^{\infty}(\Omega)=\left\{p \in L^{\infty}(\Omega) \mid\|p\|_{L^{\infty}(\Omega)} \leq m\right\},
$$

see [BLR92]. Let us also emphasize that for $\mathscr{C}=L_{\leq m}^{\infty}(\Omega)$ for some $m>0, y_{0} \in L^{\infty}(\Omega)$ and $y\left[p^{a}\right] \in W^{1,1}\left(0, T ; L^{\infty}(\Omega)\right)$, estimate (5.16) is necessarily sharp, as hidden-regularity estimates for $\partial_{t} z$ in (5.9) imply

$$
\begin{aligned}
& \left\|\partial_{t} \mathscr{M}\left(p^{b}\right)-\partial_{t} \mathscr{M}\left(p^{a}\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Gamma)\right)}=\left\|\partial_{\nu} \partial_{t} z\right\|_{L^{2}\left(0, T ; L^{2}(\Gamma)\right)} \\
& \leq C_{m}\left\|y_{0}\left(p^{b}-p^{a}\right)\right\|_{L^{2}(\Omega)}+C_{m}\left\|\partial_{t} y\left[p^{a}\right]\left(p^{b}-p^{a}\right)\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)} \\
& \leq C_{m}\left(\left\|y_{0}\right\|_{L^{\infty}(\Omega)}+\left\|\partial_{t} y\left[p^{a}\right]\right\|_{L^{1}\left(0, T ; L^{\infty}(\Omega)\right)}\right)\left\|p^{b}-p^{a}\right\|_{L^{2}(\Omega)}
\end{aligned}
$$

### 5.1.3 The full model: main stability result

In this section, we present the results obtained in [Bau], closely related to the works [IY01, IY03b]. For other related results, we refer to [BK81, Kli92, PY96, PY97, Yam99].

These results require the following assumptions, originally due to [Ho86]. We say that the triplet $(\Gamma, \Omega, T)$ satisfy the Gamma-conditions (see [Lio88a]) if

- $(\Gamma, \Omega)$ satisfies the geometric condition:

$$
\begin{equation*}
\exists x_{0} \in \mathbb{R}^{N} \backslash \bar{\Omega}, \quad\left\{x \in \partial \Omega, \text { s.t. }\left(x-x_{0}\right) \cdot \nu(x) \geq 0\right\} \subset \Gamma, \tag{5.17}
\end{equation*}
$$

where $\nu=\nu(x)$ is the outgoing normal at $x \in \Omega$.

- $T$ satisfies the lower bound:

$$
\begin{equation*}
T>\sup _{x \in \Omega}\left|x-x_{0}\right| . \tag{5.18}
\end{equation*}
$$

Under these geometric conditions, the following stability result was proved:
Theorem 5.2 ([Bau]). Let $m>0$, and consider a potential $p^{a} \in L_{\leq m}^{\infty}(\Omega)$ such that for some $K>0$

$$
\begin{equation*}
y\left[p^{a}\right] \in H^{1}\left(0, T ; L^{\infty}(\Omega)\right) \quad \text { with } \quad\left\|y\left[p^{a}\right]\right\|_{H^{1}\left(0, T ; L^{\infty}(\Omega)\right)} \leq K \tag{5.19}
\end{equation*}
$$

where $y\left[p^{a}\right]$ denotes the solution of (4.1) with potential $p^{a}$. Also assume the following positivity condition:

$$
\begin{equation*}
\exists \alpha>0, \quad \inf _{x \in \Omega}\left|y_{0}(x)\right| \geq \alpha \tag{5.20}
\end{equation*}
$$

Let us further assume that ( $\Gamma, \Omega, T)$ satisfies the Gamma-conditions (5.17)-(5.18). Then there exists a constant $C>0$ depending on $m, K$ and $\alpha$ such that for all $p^{b} \in L_{\leq m}^{\infty}(\Omega), \mathscr{M}\left(p^{a}\right)-$ $\mathscr{M}\left(p^{b}\right) \in H^{1}\left(0, T ; L^{2}(\Gamma)\right)$ and

$$
\begin{equation*}
\frac{1}{C}\left\|p^{a}-p^{b}\right\|_{L^{2}(\Omega)} \leq\left\|\mathscr{M}\left(p^{a}\right)-\mathscr{M}\left(p^{b}\right)\right\|_{H^{1}\left(0, T ; L^{2}(\Gamma)\right)} \leq C\left\|p^{a}-p^{b}\right\|_{L^{2}(\Omega)} \tag{5.21}
\end{equation*}
$$

Let us give some comments on Theorem 5.2.
First, Theorem 5.2 does not give any precise assumption on the smoothness of the data $y^{0}, y^{1}, f, f_{\partial}$ directly. They rather appear through the bound $K$ in (5.19) in an intricate way.

Second, the geometric condition (5.17)-(5.18) is stronger than the Geometric Control Condition of C. Bardos, G. Lebeau and J. Rauch [BLR92]. To our knowledge, only the recent result [SU13] gets stability under this sharp geometric condition and under the assumption that one can cover the domain with a foliation of strictly convex surfaces (this is needed to get local Carleman estimates, see e.g. [Tat96]). We refer to [SU13] for a more accurate description of the assumptions required, see also Section 5.3.1 for more comments. However, as we did not manage to get a reconstruction algorithm from it, we focus our presentation on Theorem 5.2.

Below, we rapidly present the proof of (5.17)-(5.18). As we will see, these conditions come from the derivation of a Carleman estimate for the wave equation. There is a huge literature on that topic, starting from the pioneering works of Klibanov [BK81, Kli92]. Regarding Carleman estimates, we refer to the works [FI96, Zha00, Ima02, FYZ07] among many others.

### 5.1.4 Sketch of the proof of Theorem 5.2

Let us briefly give a sketch of the proof of Theorem 5.2. The main idea is to modify the norms appearing in (5.16) so that the coefficient in the right hand side can be made positive by suitably tuning them.

In order to do that, Carleman estimates are used. Assume that $\Gamma$ satisfies (5.17) for some $x_{0} \notin \bar{\Omega}$. According to (5.18), we can choose $\beta \in(0,1)$ such that

$$
\begin{equation*}
\beta T>\sup _{x \in \Omega}\left|x-x_{0}\right| \tag{5.22}
\end{equation*}
$$

We then introduce the Carleman weights defined for $(t, x) \in(-T, T) \times \Omega$ by

$$
\begin{equation*}
\psi(t, x)=\left|x-x_{0}\right|^{2}-\beta t^{2}+C_{0}, \quad \text { and for } \lambda>0, \quad \varphi(t, x)=e^{\lambda \psi(t, x)} \tag{5.23}
\end{equation*}
$$

where $C_{0}>0$ is chosen such that $\psi \geq 1$ in $(-T, T) \times \Omega$.
We then have the following estimate:
Theorem 5.3. Assume the multiplier condition (5.17) and the time condition (5.22). Then there exists $\lambda>0$ such that for $\varphi$ as in (5.23), there exist $s_{0}=s_{0}(m)>0$ and a positive constant $M=M(m)$ such that for all $p \in L_{\leq m}^{\infty}(\Omega)$, for all $s \geq s_{0}$ and for all $w \in L^{2}\left(-T, T ; H_{0}^{1}(\Omega)\right)$ satisfying $\partial_{t}^{2} w-\Delta w+p w \in L^{2}((-T, T) \times \Omega)$ and $\partial_{\nu} w \in L^{2}((-T, T) \times \Gamma)$,

$$
\begin{align*}
s \int_{-T}^{T} \int_{\Omega} e^{2 s \varphi} & \left(\left|\partial_{t} w\right|^{2}+|\nabla w|^{2}\right) d x d t+s^{3} \int_{-T}^{T} \int_{\Omega} e^{2 s \varphi}|w|^{2} d x d t \\
& \leq M \int_{-T}^{T} \int_{\Omega} e^{2 s \varphi}\left|\partial_{t t} w-\Delta w+p w\right|^{2} d x d t+M s \int_{-T}^{T} \int_{\Gamma} e^{2 s \varphi}\left|\partial_{\nu} w\right|^{2} d \sigma d t \tag{5.24}
\end{align*}
$$

If $w$ furthermore satisfies $w(0, \cdot)=0$ in $\Omega$, one also has

$$
\begin{align*}
s^{1 / 2} \int_{\Omega} e^{2 s \varphi(0)}\left|\partial_{t} w(0)\right|^{2} d x \leq M \int_{-T}^{T} \int_{\Omega} e^{2 s \varphi} \mid \partial_{t}^{2} w-\Delta w & +\left.p w\right|^{2} d x d t \\
& +M s \int_{-T}^{T} \int_{\Gamma} e^{2 s \varphi}\left|\partial_{\nu} w\right|^{2} d \sigma d t \tag{5.25}
\end{align*}
$$

As stated, Theorem 5.3 can be found in our recent work [BDBE13], but it is used in several places in the literature. Estimate (5.24) can be found in the articles [FI96, Ima02] and is also deeply related to other Carleman estimates for hyperbolic equations, see e.g. [Zha00, FYZ07]. The additional estimate (5.25) is hidden in [IY01, IY03b, Bau].

Theorem 5.3 gives Carleman estimates for the wave operator with a potential in $L^{\infty}(\Omega)$. This actually follows easily from the Carleman estimates (5.24)-(5.25) with potential $p=0$ by choosing $s_{0}(m)=\max \left\{s_{0}(0), s_{1}(m)\right\}$ with $s_{1}(m)^{3}=2 M(0) m^{2}$.

One can apply (5.25) to $w=\partial_{t} z=\partial_{t}\left(y\left[p^{a}\right]-y\left[p^{b}\right]\right)$ in (5.9) extended oddly on $(-T, T)$. We then obtain,

$$
\begin{aligned}
& s^{1 / 2}\left\|e^{s \varphi(0)} y_{0}\left(p^{a}-p^{b}\right)\right\|_{L^{2}(\Omega)}^{2} \leq 2 M\left\|e^{s \varphi} \partial_{t} y\left[p^{a}\right]\left(p^{b}-p^{a}\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2} \\
&+2 M s\left\|e^{s \varphi} \partial_{t}\left(\mathscr{M}\left(p^{a}\right)-\mathscr{M}\left(p^{b}\right)\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Gamma)\right)}^{2}
\end{aligned}
$$

Using that for all $x, t \mapsto \varphi(t, x)$ decays on $[0, T]$, we get, instead of (5.16),

$$
\begin{align*}
\left(s^{1 / 2} \inf _{\Omega}\left|y_{0}\right|^{2}-2 M\left\|\partial_{t} y\left[p^{a}\right]\right\|_{L^{2}\left(0, T ; L^{\infty}(\Omega)\right)}^{2}\right) & \left\|e^{s \varphi(0)}\left(p^{a}-p^{b}\right)\right\|_{L^{2}(\Omega)}^{2} \\
& \leq 2 M s\left\|e^{s \varphi} \partial_{t}\left(\mathscr{M}\left(p^{a}\right)-\mathscr{M}\left(p^{b}\right)\right)\right\|_{L^{2}\left(0, T ; L^{2}(\Gamma)\right)}^{2} \tag{5.26}
\end{align*}
$$

Using (5.19) and (5.20), we can take $s$ large enough so that the left hand-side becomes positive, thus yielding (5.21).

Remark that this proof mainly consists in considering (5.15) in the weighted norms corresponding to the Carleman estimates. Namely, looking at the Carleman norms with parameter $s$, $C_{0}\left(\mathscr{C}_{m}\right)$ in the corresponding version of $(5.14)$ would be of the form $2 M(m) / \sqrt{s}$, which can be made arbitrarily small by taking $s$ large enough, so that the corresponding weighted version of (5.15) is satisfied.

### 5.2 A reconstruction algorithm

### 5.2.1 Statement

The idea now is to take advantage of the Carleman estimate of Theorem 5.3 to design a reconstruction algorithm for the potential from the knowledge of the flux of the solution.

To be more precise, we assume that we want to recover the potential $P \in L^{\infty}(\Omega)$, on which we have an a priori estimate of the form

$$
\begin{equation*}
\|P\|_{L^{\infty}(\Omega)} \leq m \tag{5.27}
\end{equation*}
$$

We denote by $Y$ the corresponding solution to (4.1) with potential $P$, and we call $\mathscr{M}(P)$ the corresponding measurement of the flux on $(0, T) \times \Gamma$, still under the geometric conditions (5.17)(5.18).

We also assume that $Y$ satisfies the regularity assumption

$$
\begin{equation*}
Y \in H^{1}\left(0, T ; L^{\infty}(\Omega)\right) \tag{5.28}
\end{equation*}
$$

and that the initial condition $y_{0}$ enjoys the positivity condition (5.20).
An iterative process. To reconstruct $P$ from $\mathscr{M}(P)\left(=\left.\partial_{\nu} Y[P]\right|_{(0, T) \times \Gamma}\right)$, we propose the following algorithm:

- Initialization: $p^{0}=0$.
- Iteration. Given $p^{k}$, we set $\mu_{k}=\partial_{t}\left(\partial_{\nu} y\left[p^{k}\right]-\partial_{\nu} Y[P]\right)$ on $(0, T) \times \Gamma$, where $y\left[p^{k}\right]$ denotes the solution of (4.1) with potential $p^{k}$.
We then introduce the functional $J_{s, p^{k}}\left[\mu_{k}, 0\right]$ defined, for some $s \geq 1$ that will be chosen independently of $k$, by

$$
\begin{align*}
\left.J_{s, p^{k}}\left[\mu_{k}, 0\right](w)=\frac{1}{2 s} \int_{0}^{T} \int_{\Omega} e^{2 s \varphi} \right\rvert\, \partial_{t t} w-\Delta w+ & \left.p^{k} w\right|^{2} d x d t \\
& +\frac{1}{2} \int_{0}^{T} \int_{\Gamma} e^{2 s \varphi}\left|\partial_{\nu} w-\mu_{k}\right|^{2} d \sigma d t \tag{5.29}
\end{align*}
$$

on the trajectories $w \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ such that $\partial_{t t} w-\Delta w+p^{k} w \in L^{2}((0, T) \times \Omega)$, $\partial_{\nu} w \in L^{2}((0, T) \times \Gamma)$ and $w(0, \cdot)=0$ in $\Omega$.
Let $W^{k}$ be the unique minimizer of the functional $J_{s, p^{k}}\left[\mu_{k}, 0\right]$, and then set

$$
\begin{equation*}
\tilde{p}^{k+1}=p^{k}+\frac{\partial_{t} W^{k}(0, \cdot)}{y_{0}}, \tag{5.30}
\end{equation*}
$$

where $y_{0}$ is the initial condition in (4.1).
Finally, set

$$
\forall x \in \Omega, p^{k+1}(x)=T_{m}\left(\tilde{p}^{k+1}(x)\right), \quad \text { where } T_{m}(\rho)= \begin{cases}\rho, & \text { if }|\rho| \leq m  \tag{5.31}\\ \operatorname{sign}(\rho) m, & \text { if }|\rho| \geq m\end{cases}
$$

According to Theorem 5.3, the above algorithm is well-posed provided that we choose $\beta$ in the construction of the weight function (5.23) such that (5.22) is satisfied. Indeed, in that case, Theorem 5.3 implies that for all $k \geq 0$, the functional $J_{s, p^{k}}\left[\mu_{k}, 0\right]$ in (5.29) is coercive and strictly convex and therefore possess a unique minimizer.

With L. Baudouin and M. de Buhan we obtained the following convergence result:
Theorem 5.4 ([BDBE13]). Assuming the multiplier condition (5.17), the time condition (5.22), the positivity condition (5.20), the regularity condition (5.28) and the a priori assumption (5.27), there exists a constant $M>0$ such that for all $s \geq s_{0}(m)$ and $k \in \mathbb{N}$,

$$
\begin{equation*}
\int_{\Omega} e^{2 s \varphi(0)}\left(p^{k+1}-P\right)^{2} d x \leq \frac{M}{\sqrt{s}} \int_{\Omega} e^{2 s \varphi(0)}\left(p^{k}-P\right)^{2} d x . \tag{5.32}
\end{equation*}
$$

In particular, when s is large enough, the above algorithm converges.
Let us emphasize that this algorithm is constructive. Indeed, each iteration consists in a minimization of a quadratic strictly convex functional. Besides, the algorithm converges with no initial a priori guess. This is a great advantage compared to the classical methods for solving this inverse problems usually based on a non-linear least square method, see for instance [GGS13], i.e. on the minimization of the functional

$$
\begin{equation*}
J(p)=\int_{0}^{T} \int_{\Gamma}\left|\partial_{\nu} y[p]-\partial_{\nu} Y[P]\right|^{2} d \sigma d t \tag{5.33}
\end{equation*}
$$

$y[p]$ being the solution of (4.1) corresponding to potential $p$. But this minimization problem is not convex and may have several local minima. Therefore, classical minimization algorithms are not guaranteed to converge to the global minimum of $J$ if the initial guess is not close to the target potential $P$. We will later comment on the possible applicability of the above algorithm into numerics. But one can already see that, due to the presence of double exponentials in the functionals $J_{s, p_{k}}\left[\mu_{k}, 0\right]$, the numerical implementation of the above algorithm is not straightforward.

### 5.2.2 Sketch of the proof of Theorem 5.4

The idea beyond the algorithm presented in Section 5.2.1 is to try to estimate

$$
w_{k}=\partial_{t}\left(y\left[p^{k}\right]-Y[P]\right),
$$

which satisfies:

$$
\begin{cases}\partial_{t t} w_{k}-\Delta w_{k}+p^{k} w_{k}=\partial_{t} Y[P]\left(P-p^{k}\right), & (t, x) \in(0, T) \times \Omega  \tag{5.34}\\ w_{k}(t, x)=0, & (t, x) \in(0, T) \times \partial \Omega \\ \left(w_{k}(0, \cdot), \partial_{t} w_{k}(0, \cdot)\right)=\left(0, y_{0}\left(P-p^{k}\right)\right), & x \in \Omega\end{cases}
$$

while its flux on the part $\Gamma$ of the boundary is

$$
\begin{equation*}
\partial_{\nu} w_{k}(t, x)=\mu_{k}(t, x), \quad(t, x) \in(0, T) \times \Gamma \tag{5.35}
\end{equation*}
$$

The idea then is to try to estimate $w_{k}$ solution of (5.34) from the knowledge of its flux $\mu_{k}$ on the boundary $\Gamma$. The problem is that we do not know a priori the source term in (5.34). As the proof of the stability result given in Section 5.1.4 indicates that the source term in (5.34) brings less informations than the normal derivative on $(0, T) \times \Gamma$, we can therefore simply try to approximate $w_{k}$ by minimizing the functional $J_{s, p^{k}}\left[\mu_{k}, 0\right]$ in (5.29), i.e. by trying to fit $w$ with the flux condition $\partial_{\nu} w \simeq \mu_{k}$ and the source term $\partial_{t t} w-\Delta w+p^{k} w \simeq 0$.

Indeed, by construction, setting $g_{k}=\partial_{t} Y[P]\left(P-p^{k}\right), w_{k}$ minimizes the functional

$$
\begin{align*}
\left.J_{s, p^{k}}\left[\mu_{k}, g_{k}\right](w)=\frac{1}{2 s} \int_{0}^{T} \int_{\Omega} e^{2 s \varphi} \right\rvert\, \partial_{t t} w-\Delta w+p^{k} w & -\left.g_{k}\right|^{2} d x d t \\
& +\frac{1}{2} \int_{0}^{T} \int_{\Gamma} e^{2 s \varphi}\left|\partial_{\nu} w-\mu_{k}\right|^{2} d \sigma d t \tag{5.36}
\end{align*}
$$

over the set of $w \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right), \partial_{t t} w-\Delta w+p^{k} w \in L^{2}((0, T) \times \Omega), \partial_{\nu} w \in L^{2}((0, T) \times \Gamma)$ and $w(\cdot, 0)=0$ in $\Omega$.

Therefore, comparing $w_{k}$ to $W_{k}$ amounts to compare the minimizers of $J_{s, p^{k}}\left[\mu_{k}, g_{k}\right]$ and $J_{s, p^{k}}\left[\mu_{k}, 0\right]$. But using the Carleman estimates (5.24)-(5.25), one easily shows that for all $p \in$ $L_{\leq m}^{\infty}(\Omega)$, there exist positive constants $s_{0}(m)$ and $M=M(m)$ such that for $s \geq s_{0}(m), \mu \in$ $L^{\overline{2}}((0, T) \times \Gamma)$ and $g^{a}, g^{b} \in L^{2}((0, T) \times \Omega)$, the minimizers $w^{a}$ of $J_{s, p}\left[\mu, g^{a}\right]$ and $w^{b}$ of $J_{s, p}\left[\mu, g^{b}\right]$ satisfy:

$$
\begin{equation*}
s^{1 / 2} \int_{\Omega} e^{2 s \varphi(0)}\left|\partial_{t} w^{a}(0)-\partial_{t} w^{b}(0)\right|^{2} d x \leq M \int_{0}^{T} \int_{\Omega} e^{2 s \varphi}\left|g^{a}-g^{b}\right|^{2} d x d t \tag{5.37}
\end{equation*}
$$

Using (5.37) for $p=p^{k}$ and $g^{a}=g_{k}, g^{b}=0$, we readily obtain

$$
\begin{equation*}
s^{1 / 2} \int_{\Omega} e^{2 s \varphi(0)}\left|\partial_{t} w_{k}(0)-\partial_{t} W_{k}(0)\right|^{2} d x \leq M \int_{0}^{T} \int_{\Omega} e^{2 s \varphi}\left|g_{k}\right|^{2} d x d t \tag{5.38}
\end{equation*}
$$

Therefore, using $\partial_{t} w_{k}(0)=y_{0}\left(P-p^{k}\right)$, setting $\tilde{p}^{k+1}$ as in (5.30) and bounding the right hand-side, we obtain

$$
s^{1 / 2}\left\|e^{s \varphi(0)}\left(P-\tilde{p}^{k+1}\right)\right\|_{L^{2}(\Omega)}^{2} \leq \frac{M\left\|\partial_{t} Y[P]\right\|_{L^{2}\left(L^{\infty}\right)}^{2}}{\inf _{\Omega}\left|y_{0}\right|^{2}}\left\|e^{s \varphi(0)}\left(P-p^{k}\right)\right\|_{L^{2}(\Omega)}^{2}
$$

The last step of the iteration argument only guarantees that $p^{k+1}$ stays in the set $L_{\leq m}^{\infty}(\Omega)$. Of course, due to the a priori estimate (5.27), the last estimate also holds for $p^{k+1}$, thus concluding the proof of Theorem 5.4.

### 5.3 Comments

### 5.3.1 On the geometric control condition

Designing a convergent algorithm similar to the one in Section 5.2.1 under the sharp geometric control condition of [BLR88, BLR92] is an open problem, though, as we have said, [SU13] obtained a stability result under this sharp geometric control condition and the assumption that the domain can be foliated with strictly convex surfaces. Basically, this condition is needed to get local Carleman estimates guaranteeing uniqueness.

This condition therefore reminds the one in [Tat96] for the unique continuation of the wave equation when lower order terms are allowed. Though analyticity of the operator implies unique continuation thanks to the classical Holmgren's uniqueness theorem, see e.g. [Hör63], the situation is way more intricate when the coefficients in the lower order terms are only assumed to be $C_{t, x}^{\infty}$. In that case, unique continuation across non-characteristic surfaces holds if the surface is strictly pseudo-convex [Tat96], while it may fail otherwise [AB95].

A typical problem where this plays a critical role is for the observability of the wave equation with potentials $p$ depending on both time and space variables. When the potential $p \in L^{\infty}(\Omega)$ depends on the space variable only, observability holds under the GCC, thanks to the propagation of singularities [Leb94] and the propagation of regularity [MS78, MS82]. Actually, in [DE], B. Dehman and myself have slightly improve that result to potentials $L^{q}(\Omega)$ for $q>\max \{d, 2\}$ in the case of a distributed observation, showing in particular that the observability constant is uniform in balls of $L^{q}(\Omega)$ for $q>\max \{d, 2\}$.

But when the potentials depend on both time and space variables, the situation differs drastically: when the geometric control condition of [BLR88] is satisfied, observability is known for potentials $p$ which are analytic in the time variable with values in $L^{\infty}(\Omega)$, see [RZ98, Tat95]; when the Gamma conditions (5.17)-(5.18) are satisfied, observability holds for potentials in $L^{\infty}\left(0, T ; L^{d}(\Omega)\right)$ as an immediate consequence of the Carleman estimate in Theorem 5.3.

Back to the observability problem (4.1)-(4.2), one could argue that the potential $p$ only depends on the space variable. However, the source term depends on both time and space variables, thus requiring the use of local Carleman estimates to get uniqueness.

Keeping that in mind, in [DE], we nevertheless considered the problem of recovering an initial data from a measurement when doing an error on the potentials, assumed to depend only on the space variable, with an algorithm in the spirit of Section 3.5. There, we managed to show that the errors on the potentials only create minor errors on the high-frequency of the recovered initial data, with quantified estimates on the error, see [DE, Theorem 1.3] for precise statements. However, these ideas do not seem to be adaptable to solve the inverse problem (4.1)-(4.2).

### 5.3.2 On the numerical approximation of the algorithm

As we said, our proposed algorithm is based on the minimization of quadratic convex functionals at each iterations. We therefore expect it to be well-suited for numerical implementations. However, the functionals (5.36) contains weight functions involving double exponentials. This is numerically intractable.

With L. Baudouin and M. de Buhan, we are currently investigating the possibility to derive efficient numerical algorithms to compute the potential $P$ based on the proposed algorithm in Section 5.2.1. In order to do that, we have first removed one of the exponentials and replaced the function $\varphi$ in the functionals by $\psi$. This can be done following basically the same ideas as the one developed here, to the price of adding some new terms in the functional supported in the set $\{\psi \leq 0\}$. Actually, this was the weight function used to prove stability results for a similar inverse problem in [IY01].

But it is still not enough to guarantee the good behavior of the algorithm as we prove that it converges for sufficiently large parameters. We therefore propose to work only on the conjugated variable $e^{s \psi} w$. This has the advantage of removing all the exponentials from the equations of $\tilde{w}=e^{s \psi} w$, acting as a preconditioner. Also note that we could try to derive a more "step by step" algorithm by trying to first get good approximations of the potential $P$ close to the observation set. We are currently exploring these ideas numerically.

Let us also mention that here we do not mention the difficulties arising from the discretization effects, which provide several new phenomena that should be handled as well, see next chapter.

## Chapter 6

## Convergence issues for the inverse problem (4.1)-(4.2)

### 6.1 Introduction

### 6.1.1 Presentation of the problem

In this chapter, following the works [BE13, BEO], our goal is to discuss convergence issues for the inverse problem (4.1)-(4.2) and its numerical approximations.

To be more precise, we assume that we have a potential $P$ satisfying the bound (5.27) with some parameter $m>0$, for which we know that the corresponding trajectory $Y=Y[P]$ of (4.1) satisfies the regularity assumption (5.28) and we know the measurement $\mathscr{M}(P)$. We also assume that the initial condition $y_{0}$ satisfies the positivity condition (5.20), and we furthermore assume that we are in the geometric setting of Theorem 5.2, i.e. that $(\Gamma, \Omega, T)$ satisfies the Gamma-conditions (5.17)-(5.18).

When trying to numerically compute the potential $P$, it is natural to discretize the wave equation (4.1) and then to try to fit the approximation of the flux given numerically with $\mathscr{M}(P)$ by suitably choosing the discrete potential. To be more specific, we consider a space semi-discrete approximation of the wave equation (4.1), that we write for simplicity

$$
\begin{cases}\partial_{t t} y_{h}-\Delta_{h} y_{h}+p_{h} y_{h}=f_{h}, & \left(t, x_{h}\right) \in(0, T) \times \Omega_{h}  \tag{6.1}\\ y_{h}\left(t, x_{h}\right)=f_{\partial, h}, & \left(t, x_{h}\right) \in(0, T) \times \partial \Omega_{h} \\ \left(y_{h}(0, \cdot), \partial_{t} y_{h}(0, \cdot)\right)=\left(y_{0 h}, y_{1 h}\right), & x_{h} \in \Omega_{h}\end{cases}
$$

where $\Omega_{h}$ is a mesh approximating $\Omega$ of mesh size $h>0, \Delta_{h}$ is an approximation of the Laplace operator, and $y_{h}, p_{h}, f_{h}, f_{\partial, h}, y_{0 h}, y_{1 h}$ denote suitable approximations of $y, p, f, f_{\partial}, y_{0}, y_{1}$. Precise statements will be given later in the chapter.

We also introduce an approximation of the flux on the boundary $\partial_{\nu, h} y_{h}$, and define

$$
\begin{equation*}
\mathscr{M}_{h}\left(p_{h}\right)=\partial_{\nu, h} y_{h}\left(t, x_{h}\right) \text { for }\left(t, x_{h}\right) \in(0, T) \times \Gamma_{h} \tag{6.2}
\end{equation*}
$$

where $\Gamma_{h}$ is an approximation of $\Gamma$.
In the sequel, we address the following issue: if $p_{h}$ is a sequence of discrete potentials in $L^{\infty}\left(\Omega_{h}\right)$ with $\left\|p_{h}\right\|_{L^{\infty}\left(\Omega_{h}\right)} \leq m$ such that $\mathscr{M}_{h}\left(p_{h}\right)$ converges to $\mathscr{M}(P)$ as $h \rightarrow 0$ in a suitable topology, do we have the convergence $p_{h} \rightarrow P$ as $h \rightarrow 0$ ?

Though such a statement would be very natural, it turns out that it is difficult to verify. This is due to the possible presence of spurious high-frequency waves in the numerical approximations (6.1), see e.g. [Tre82], [Zua05] for the consequences on the observability problems and Section 6.1.2 afterwards for more comments. Also note that there is a priori no reason for this convergence issue to be independent of the numerical scheme employed for discretizing (4.1).

In order to study the convergence of the discrete inverse problems, we will follow the classical strategy of Lax and rely on the two following properties:

- Stability of the discrete inverse problems. The discrete counterpart of the stability estimate (5.21) has to hold uniformly with respect to the discretization parameter $h$.
- Consistency of the discrete inverse problems. For any potential $P$ satisfying our assumption, there exists a sequence of potentials $p_{h}$ such that $\mathscr{M}_{h}\left(p_{h}\right)$ converges to $\mathscr{M}(P)$ (in a suitable topology).

Of course, the most difficult part of the argument is the uniform stability of the discrete inverse problems. This will be done following the strategy developed in the continuous case, recall Sections 5.1.3-5.1.4. In particular, this will led us to develop Carleman estimates for space semi-discrete wave equations, which have to hold uniformly with respect to the discretization parameter. In order to do this, we will follow the computations made in [Bau] in the discrete setting, and develop discrete computations in the spirit of the discrete Carleman estimates derived in [BHLR10a] for elliptic equations, and further developed in [BHLR10b, BHLR11, BR13, EdG11] (see also [KS91] for an earlier elliptic discrete Carleman estimate, but with a non-optimal restriction on the Carleman parameter).

Similarly as in the continuous case, see Section 5.1.1, we start by studying the observability properties of the discrete wave equation, that we briefly recall hereafter. We then present discrete Carleman estimates for the 1d wave equation discretized in space using the finite-difference method.

### 6.1.2 Observability properties of space semi-discrete wave equations

Let us focus on the case of the 1 d wave equation

$$
\begin{cases}\partial_{t t} w-\Delta w=0, & (t, x) \in(0, T) \times(0,1)  \tag{6.3}\\ w(t, 0)=w(t, 1)=0, & t \in(0, T), \\ \left(w(0, \cdot), \partial_{t} w(0, \cdot)\right)=\left(w_{0}, w_{1}\right), & x \in(0,1)\end{cases}
$$

observed from the boundary $x=1$, i.e. observed from $\partial_{x} w(t, 1), t \in(0, T)$. It is well-known that this observation operator is admissible and that observability holds for $T \geq 2$, see [Lio88a]. This can be proved (for $T>2$ ) using for instance the multiplier technique, i.e. multiplying equation (6.3) by $x \partial_{x} w$ and integrating. We then obtain

$$
\begin{align*}
\left.2 \int_{0}^{1} x \partial_{x} w(t, x) \partial_{t} w(t, x) d x\right|_{0} ^{T}+\int_{0}^{T}\left\|\left(w(t), \partial_{t} w(t)\right)\right\|_{H_{0}^{1}(0,1) \times L^{2}(0,1)}^{2} d t & \\
& =\int_{0}^{T}\left|\partial_{x} w(t, 1)\right|^{2} d t \tag{6.4}
\end{align*}
$$

Using that the energy of solutions of (6.3) is preserved, we immediately obtain the observability inequality

$$
\begin{equation*}
(T-2)\left\|\left(w_{0}, w_{1}\right)\right\|_{H_{0}^{1}(0,1) \times L^{2}(0,1)}^{2} \leq \int_{0}^{T}\left|\partial_{x} w(t, 1)\right|^{2} d t \tag{6.5}
\end{equation*}
$$

Let us then present what happens for the space semi-discrete wave equation, discretized using the finite difference method. For $N \in \mathbb{N}^{*}$, we set $h=1 /(N+1)$ and $(0,1)_{h}=\{j h, j \in$ $\{1, \cdots, N\}\},[0,1)_{h}=\{j h, j \in\{0, \cdots, N\}\}$. For $x_{h} \in(0,1)_{h}$, we define

$$
\Delta_{h} w_{h}\left(x_{h}\right)=\frac{1}{h^{2}}\left(w_{h}\left(x_{h}+h\right)+w_{h}\left(x_{h}-h\right)-2 w_{h}\left(x_{h}\right)\right) .
$$

The semi-discrete approximation of the wave equation (6.3) then reads as follows:

$$
\begin{cases}\partial_{t t} w_{h}-\Delta_{h} w_{h}=0, & \left(t, x_{h}\right) \in(0, T) \times(0,1)_{h}  \tag{6.6}\\ w_{h}(t, 0)=w_{h}(t, 1)=0, & t \in(0, T) \\ \left(w_{h}(0, \cdot), \partial_{t} w_{h}(0, \cdot)\right)=\left(w_{0 h}, w_{1 h}\right), & x_{h} \in(0,1)_{h}\end{cases}
$$

To go further, it is convenient to introduce some notations. For $x_{h} \in[0,1)_{h}$, we define

$$
\partial_{h}^{+} w_{h}\left(x_{h}\right)=\frac{w_{h}\left(x_{h}+h\right)-w_{h}\left(x_{h}\right)}{h}=\partial_{h}^{-} w_{h}\left(x_{h}+h\right) .
$$

We also introduce $L^{2}\left((0,1)_{h}\right)$ (respectively $\left.L^{2}\left([0,1)_{h}\right)\right)$ the set of discrete functions $w_{h}$ defined for $x_{h} \in(0,1)_{h}$ (resp. $x_{h} \in[0,1)_{h}$ ), which we endow with the norms

$$
\left\|w_{h}\right\|_{L^{2}\left((0,1)_{h}\right)}^{2}=h \sum_{x_{h} \in(0,1)_{h}}\left|w_{h}\left(x_{h}\right)\right|^{2},\left(\operatorname{resp} .\left\|w_{h}\right\|_{L^{2}\left([0,1)_{h}\right)}^{2}=h \sum_{x_{h} \in[0,1)_{h}}\left|w_{h}\left(x_{h}\right)\right|^{2}\right) .
$$

We similarly introduce $L^{\infty}\left((0,1)_{h}\right)$ and $L^{\infty}\left([0,1)_{h}\right)$ endowed with the norms $\left\|w_{h}\right\|_{L^{\infty}\left((0,1)_{h}\right)}=$ $\sup _{(0,1)_{h}}\left|w_{h}\left(x_{h}\right)\right|$ and $\left\|w_{h}\right\|_{L^{\infty}\left([0,1)_{h}\right)}=\sup _{[0,1)_{h}}\left|w_{h}\left(x_{h}\right)\right|$, respectively.

As in the continuous case, solutions $w_{h}$ of (6.6) have constant energy:

$$
\begin{equation*}
E_{h}(t)=\left\|\partial_{t} w_{h}(t)\right\|_{L^{2}\left((0,1)_{h}\right)}^{2}+\left\|\partial_{h}^{+} w_{h}(t)\right\|_{L^{2}\left([0,1)_{h}\right)}^{2}=E_{h}(0) \tag{6.7}
\end{equation*}
$$

Following [IZ99], we can then mimic the multiplier method in (6.4)-(6.5) and derive:

$$
\begin{equation*}
(T-2) E_{h}(0) \leq \int_{0}^{T}\left|\partial_{h}^{-} w(t, 1)\right|^{2} d t+\frac{1}{2} \int_{0}^{T}\left\|h \partial_{h}^{+} \partial_{t} w_{h}\right\|_{L^{2}\left([0,1)_{h}\right)}^{2} d t \tag{6.8}
\end{equation*}
$$

The newly created term

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{T}\left\|h \partial_{h}^{+} \partial_{t} w_{h}\right\|_{L^{2}\left([0,1)_{h}\right)}^{2} d t \tag{6.9}
\end{equation*}
$$

cannot be absorbed by the left hand-side of (6.8) uniformly with respect to $h>0$. To be more specific, [IZ99] proves that for all $T>0$,

$$
\begin{equation*}
\liminf _{h \rightarrow 0} \inf _{w_{h} \text { solving (6.6) }} \frac{\int_{0}^{T}\left|\partial_{h}^{-} w(t, 1)\right|^{2} d t}{E_{h}(0)}=0 \tag{6.10}
\end{equation*}
$$

To show that it goes to 0 faster than any polynomial (Actually, it goes to 0 as $\exp (-c / h)$, see [Mic02].), one can construct Gaussian beam solutions of the equation (6.1) traveling at a velocity close to 0 and concentrated away from the observation set $x=1$, see e.g. [MZ10], as illustrated on Figure 6.1.

This can also be seen from (6.8). As high-frequencies in a mesh of size $h$ are of the order of $1 / h$, the operator $h \partial_{h}^{+}$is of the order of 1 at frequencies $\xi \simeq 1 / h$, so that for high-frequencies, the term (6.9) is of the order of the energy.


Figure 6.1: A discrete wave packet and its propagation. In the horizontal axis we represent the time variable, varying between 0 and 2, and in the vertical one the space variable $x$ ranging from 0 to 1 .

However, at frequencies $\xi=o(1 / h)$, the operator $h \partial_{h}^{+}$is of the order of $o(1)$ and the term (6.9) can be absorbed from the left hand-side of (6.8) for $T$ large enough.

For this reason, the operators $h \partial_{h}^{+}$weakly converge to 0 as $h \rightarrow 0$. In particular, considering the term (6.9) as a reinforcement of the observability operator, the observability inequalities (6.8) for (6.6) converge to the observability inequality (6.5) for (6.3).

Therefore, in the following, we will consider that the discrete version of the observability inequality (6.5) for (6.3) is the observability inequalities (6.8) for (6.6) containing the additional term (6.9).

### 6.2 Discrete Carleman estimates

This section aims at presenting the counterpart of Theorem 5.3 for the discrete wave equations (6.3), obtained with L. Baudouin in [BE13].

Theorem 6.1 ([BE13]). Let $\Omega=(0,1), \Gamma=\{1\}$, and assume the multiplier condition (5.17) and the time condition (5.22). There exists $\lambda>0$, such that for $\varphi$ as in (5.23), there exist $s_{0}>0$, $h_{0}>0$, a positive constant $M$ and $\varepsilon>0$ such that for all $h \in\left(0, h_{0}\right)$, for all $s \in\left(s_{0}, \varepsilon / h\right)$, for all $w_{h} \in H^{2}\left(-T, T ; L^{2}\left((0,1)_{h}\right)\right)$ with $w_{h}(t, 0)=w_{h}(t, 1)=0$, we have

$$
\begin{align*}
& s \int_{-T}^{T}\left(\left\|e^{s \varphi} \partial_{t} w_{h}\right\|_{L^{2}\left((0,1)_{h}\right)}^{2}+\left\|e^{s \varphi} \partial_{h}^{+} w_{h}\right\|_{L^{2}\left([0,1)_{h}\right)}^{2}\right) d t \\
& \quad+s^{3} \int_{-T}^{T}\left\|e^{s \varphi} w_{h}\right\|_{L^{2}\left((0,1)_{h}\right)}^{2} d t \leq M \int_{-T}^{T}\left\|e^{s \varphi}\left(\partial_{t t} w_{h}-\Delta_{h} w_{h}\right)\right\|_{L^{2}\left((0,1)_{h}\right)}^{2} d t \\
& \quad \quad+M s \int_{-T}^{T}\left|e^{s \varphi(t, 1)} \partial_{h}^{-} w_{h}(t, 1)\right|^{2} d t+M s \int_{-T}^{T}\left\|e^{s \varphi} h \partial_{h}^{+} \partial_{t} w_{h}\right\|_{L^{2}\left([0,1)_{h}\right)}^{2} d t \tag{6.11}
\end{align*}
$$

If $w_{h}$ furthermore satisfies $w_{h}(0, \cdot)=0$ in $(0,1)_{h}$, one also has

$$
\begin{align*}
s^{1 / 2}\left\|e^{s \varphi(0, \cdot)} \partial_{t} w_{h}(0, \cdot)\right\|_{L^{2}\left((0,1)_{h}\right)}^{2} \leq M \int_{-T}^{T}\left\|e^{s \varphi}\left(\partial_{t t} w_{h}-\Delta_{h} w_{h}\right)\right\|_{L^{2}\left((0,1)_{h}\right)}^{2} d t \\
+M s \int_{-T}^{T}\left|e^{s \varphi(t, 1)} \partial_{h}^{-} w_{h}(t, 1)\right|^{2} d t+M s \int_{-T}^{T}\left\|e^{s \varphi} h \partial_{h}^{+} \partial_{t} w_{h}\right\|_{L^{2}\left([0,1)_{h}\right)}^{2} d t . \tag{6.12}
\end{align*}
$$

The proof of Theorem 6.1 follows the one of Theorem 5.3 and mainly consists in discrete integration by parts, carefully following the computations similarly as in [BHLR10a]. However, the discrete integrations by parts create a new term compared to Theorem 5.3, namely

$$
\begin{equation*}
s \int_{-T}^{T}\left\|e^{s \varphi} h \partial_{h}^{+} \partial_{t} w_{h}\right\|_{L^{2}\left([0,1)_{h}\right)}^{2} d t \tag{6.13}
\end{equation*}
$$

which has to be compared with (6.9).
Due to the results presented in Section 6.1.2, this term is needed. Otherwise, one would have a contradiction with (6.10). Besides, it is at the right scale. Indeed, at frequency $\xi, h \partial_{h}^{+} \simeq \xi h$, so that the additional term (6.13) can be absorbed by the left hand side of (6.11) if $\xi=o(1 / h)$, while it cannot be absorbed for frequencies of the order of $1 / h$.

Another difference with Theorem 5.3 is that the parameter $s$ in Theorem 6.1 cannot be taken arbitrarily large and is limited to some threshold $\varepsilon / h$. This is due to the fact that

$$
\begin{equation*}
e^{-s \varphi} \partial_{h}^{+}\left(e^{s \varphi}\right)=s \partial_{x} \varphi+\mathcal{O}_{\lambda}(s h) \tag{6.14}
\end{equation*}
$$

Therefore, to mimic the computations of the continuous case, one should assume $s h \leq \varepsilon_{\lambda}$, where $\varepsilon_{\lambda}$ depends on $\lambda$ exponentially. Also note that these limitations on the size of the Carleman parameters also appear in the discrete Carleman estimates derived in [BHLR10a, BHLR10b, BHLR11, BR13, EdG11].

As in the continuous case, the discrete Carleman estimates (6.12)-(6.11) can be used as well for the wave operator with bounded potentials $p_{h} \in L^{\infty}\left((0,1)_{h}\right)$ with $\left\|p_{h}\right\|_{L^{\infty}\left((0,1)_{h}\right)} \leq m$ by taking $s$ larger than $\left(2 M m^{2}\right)^{1 / 3}$ if necessary.

Let us also point out again that, as $h \rightarrow 0$, the discrete operator $h \partial_{h}^{+}$weakly converges to 0 (in some appropriate sense). Therefore, one can derive Theorem 5.3 by passing to the limit $h \rightarrow 0$ in the discrete Carleman estimates in Theorem 6.1.

Finally, we would like to point out the remark used in [CFCM13] that if we were considering other discretization methods for which the discrete solutions automatically embed into $H^{2}((-T, T) \times \Omega)$, then the Carleman estimate of Theorem 5.3 can be used directly. But this strategy requires the use of very regular spaces of discretization, and therefore makes the numerical implementations possibly costly.

### 6.3 Convergence and stability results

Based on the discrete Carleman estimates derived in Theorem 6.1, one can follow the arguments developed in the continuous case, recall Section 5.1.4, to deduce stability results for the discrete inverse problem (6.1)-(6.2).

However, we have to take into account the additional term (6.13). This naturally leads us to introduce an extended observation operator $\tilde{\mathscr{M}}_{h}$ defined for $p_{h} \in L^{\infty}\left((0,1)_{h}\right)$ by

$$
\begin{equation*}
\tilde{\mathscr{M}}_{h}\left(p_{h}\right)=\left(\partial_{h}^{-} y_{h}(\cdot, 1), h \partial_{h}^{+} \partial_{t} y_{h}\right) \in L^{2}(0, T) \times L^{2}\left(0, T ; L^{2}\left([0,1)_{h}\right),\right. \tag{6.15}
\end{equation*}
$$

where $y_{h}=y_{h}\left[p_{h}\right]$ denotes the solution of

$$
\begin{cases}\partial_{t t} y_{h}-\Delta_{h} y_{h}+p_{h} y_{h}=f_{h}, & \left(t, x_{h}\right) \in(0, T) \times(0,1)_{h},  \tag{6.16}\\ y_{h}(t, 0)=f_{0 h}(t), y_{h}(t, 1)=f_{1 h}(t), & t \in(0, T), \\ \left(y_{h}(0, \cdot), \partial_{t} y_{h}(0, \cdot)\right)=\left(y_{0 h}, y_{1 h}\right), & x_{h} \in(0,1)_{h}\end{cases}
$$

We then derive the following stability result:

Theorem 6.2 ([BE13]). Let $\gamma>0, m>0, K>0, T>1$, and assume that the initial data $y_{0 h}$ satisfies

$$
\begin{equation*}
\inf _{(0,1)_{h}}\left|y_{0 h}\right| \geq \gamma \tag{6.17}
\end{equation*}
$$

the potential $p_{h}^{a} \in L^{\infty}\left((0,1)_{h}\right)$ satisfies

$$
\begin{equation*}
\left\|p_{h}^{a}\right\|_{L^{\infty}\left((0,1)_{h}\right)} \leq m \tag{6.18}
\end{equation*}
$$

and the corresponding solution $y_{h}\left[p_{h}^{a}\right]$ of (6.16) belongs to $H^{1}\left(0, T ; L^{\infty}\left((0,1)_{h}\right)\right)$ and satisfies

$$
\begin{equation*}
\left\|y_{h}\left[p_{h}^{a}\right]\right\|_{H^{1}\left(0, T ; L^{\infty}\left((0,1)_{h}\right)\right)} \leq K \tag{6.19}
\end{equation*}
$$

Then there exists a constant $C$ depending only on $\gamma, m, K$, and $T$ such that for any potential $p_{h}^{b} \in L^{\infty}\left((0,1)_{h}\right)$ with $\left\|p_{h}^{b}\right\|_{L^{\infty}\left((0,1)_{h}\right)} \leq m$,

$$
\begin{equation*}
\frac{1}{C}\left\|p_{h}^{a}-p_{h}^{b}\right\|_{L^{2}\left((0,1)_{h}\right)} \leq\left\|\tilde{\mathscr{M}}_{h}\left(p_{h}^{a}\right)-\tilde{\mathscr{M}}_{h}\left(p_{h}^{b}\right)\right\|_{H^{1}(0, T) \times L^{2}\left(0, T ; L^{2}\left([0,1)_{h}\right)\right)} \tag{6.20}
\end{equation*}
$$

The new discrete measurement operators $\tilde{\mathscr{M}}_{h}$ contains an additional observation of the discrete solution (6.16) supported everywhere in the domain. But as we have said, the second component of the observation operator $\tilde{\mathscr{M}}_{h}$ weakly converges to 0 as $h \rightarrow 0$ and this will therefore not significantly modify the expected convergence result. Consequently, for $p \in L^{\infty}(0,1)$, we introduce the operator

$$
\tilde{\mathscr{M}}_{0}(p)=\left(\partial_{x} y(\cdot, 1), 0\right) \in L^{2}(0, T) \times L^{2}\left(0, T ; L^{2}(0,1)\right)
$$

where $y=y[p]$ is the solution of

$$
\begin{cases}\partial_{t t} y-\Delta y+p y=f, & (t, x) \in(0, T) \times(0,1)  \tag{6.21}\\ y(t, 0)=f_{0}(t), \quad y(t, 1)=f_{1}(t), & (t, x) \in(0, T) \\ \left(y(0, \cdot), \partial_{t} y(0, \cdot)\right)=\left(y_{0}, y_{1}\right), & x \in(0,1)\end{cases}
$$

To state our convergence result, we need to be able to compare $L^{2}\left([0,1)_{h}\right)$ with $L^{2}(0,1)$. We therefore introduce the extension operator $\mathrm{e}_{h}$ extending discrete functions $w_{h}$ of $L^{2}\left([0,1)_{h}\right)$ as piecewise constant functions taking value $w_{h}(j h)$ on the intervals $(j h,(j+1) h)$ for $j \in\{0, \cdots, N\}$. For simplicity, we still denote by $\tilde{\mathscr{M}}_{h}$ the operator defined by

$$
\tilde{\mathscr{M}}_{h}\left(p_{h}\right)=\left(\partial_{h}^{-} y_{h}(\cdot, 1), h \mathrm{e}_{h}\left(\partial_{h}^{+} \partial_{t} y_{h}\right)\right) \in L^{2}(0, T) \times L^{2}\left(0, T ; L^{2}(0,1)\right)
$$

where $y_{h}=y_{h}\left[p_{h}\right]$ denotes the solution of (6.16).
Our convergence result then reads as follows:
Theorem $6.3([\mathrm{BE} 13])$. Let $T>1, y_{0}$ such that $\inf \left|y_{0}\right|>0$, and assume that $\left(y_{0}, y_{1}\right) \in$ $H^{1}(0,1) \times L^{2}(0,1), f \in L^{1}\left(0, T ; L^{2}(0,1)\right), f_{0}, f_{1} \in H^{1}(0, T)$ with $y_{0}(0)=f_{0}(0), y_{0}(1)=f_{1}(0)$. Let $P$ in $L^{\infty}(0,1)$, and assume that $y[P]$ belongs to $H^{1}\left(0, T ; L^{\infty}(0,1)\right)$. Then there exists a sequence of discrete data $\left(y_{0 h}, y_{1 h}\right), f_{h},\left(f_{0 h}, f_{1 h}\right)$ only depending on $\left(y_{0}, y_{1}\right), f$ and $\left(f_{0}, f_{1}\right)$ with

$$
\inf _{h>0} \inf _{x_{h} \in[0,1]_{h}}\left|y_{0 h}\left(x_{h}\right)\right|>0,
$$

and such that:

- Consistency: there exists a sequence $p_{h} \in L^{\infty}\left((0,1)_{h}\right)$ for which

$$
\left\{\begin{array}{l}
\limsup _{h \rightarrow 0}\left\|p_{h}\right\|_{L^{\infty}\left((0,1)_{h}\right)}<\infty \\
\lim _{h \rightarrow 0}\left\|\tilde{\mathscr{M}}_{h}\left(p_{h}\right)-\tilde{\mathscr{M}}_{0}(P)\right\|_{H^{1}(0, T) \times L^{2}\left(0, T ; L^{2}(0,1)\right)}=0, \\
\lim \sup _{h \rightarrow 0}\left\|y_{h}\left[p_{h}\right]\right\|_{H^{1}\left(0, T ; L^{\infty}((0,1) h)\right)}<\infty
\end{array}\right.
$$

- Convergence: any sequence $p_{h} \in L^{\infty}\left((0,1)_{h}\right)$ for which

$$
\left\{\begin{array}{l}
\limsup _{h \rightarrow 0}\left\|p_{h}\right\|_{L^{\infty}\left((0,1)_{h}\right)}<\infty  \tag{6.22}\\
\lim _{h \rightarrow 0}\left\|\tilde{\mathscr{M}}_{h}\left(p_{h}\right)-\tilde{\mathscr{M}}_{0}(P)\right\|_{H^{1}(0, T) \times L^{2}\left(0, T ; L^{2}(0,1)\right)}=0
\end{array}\right.
$$

converges to $P$ in $L^{2}(0,1)$ in the following sense:

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left\|\mathrm{e}_{h}\left(p_{h}\right)-P\right\|_{L^{2}(0,1)}=0 \tag{6.23}
\end{equation*}
$$

Theorem 6.3 states that if we manage to find discrete potentials $p_{h}$ such that $\tilde{\mathscr{M}}_{h}\left(p_{h}\right)$ converges to $\tilde{\mathscr{M}}(P)$ with $\mathrm{e}_{h}\left(p_{h}\right)$ uniformly bounded in $L^{\infty}(0,1)$, then $\mathrm{e}_{h}\left(p_{h}\right)$ converges to $P$ in $L^{2}(0,1)$. The consistency part of Theorem 6.3 shows that it is indeed possible to find discrete potentials $p_{h}$ such that $\tilde{\mathscr{M}}_{h}\left(p_{h}\right)$ converges to $\tilde{\mathscr{M}}(P)$, so that the convergence result is not empty.

Let us also point out that the discrete systems (6.16) involve choices of discrete data ( $\left.y_{0 h}, y_{1 h}\right)$, $f_{h},\left(f_{0 h}, f_{1 h}\right)$. In Theorem 6.3 , we only say that such suitable data exist. But these discrete data can be constructed explicitly from the knowledge of the continuous data $\left(y_{0}, y_{1}\right), f$ and $\left(f_{0}, f_{1}\right)$, following for instance the proof of [BEO, Lemma 4.3], basically projecting on the discrete mesh the continuous solution of (6.21) with $p=0$. Another construction was proposed in [BE13] requiring more assumptions on the set of data $\left(y_{0}, y_{1}\right), f$ and $\left(f_{0}, f_{1}\right)$, guaranteeing in particular that $y[P]$ belongs to $C^{1}\left([0, T] ; H^{1}(0,1)\right)$ so that Sobolev's embedding automatically implies $y[P] \in H^{1}\left(0, T ; L^{\infty}(0,1)\right)$, see Section 4 in [BE13].

### 6.4 More general geometric setting

In [BEO], in collaboration with L. Baudouin and A. Osses, we extended the analysis carried out above to the multidimensional case for rectangular domains when the wave equation is space semi-discretized using the finite difference method on a uniform mesh. The new difficulty is that now the geometry plays an important role, as there are observation sets $\Gamma$ which do not satisfy the geometric condition (5.17). We therefore discuss two cases:

- When $(\Gamma, \Omega)$ satisfies the geometric condition (5.17). In that case, we obtain Lipschitz stability results similar to the ones in Theorem 6.2.
- When $(\Gamma, \Omega)$ does not satisfy the geometric condition (5.17). In this case, we develop arguments similar to the ones in [BY06, Bel04].


### 6.4.1 Under the geometric condition (5.17)

This case is very similar to the one presented above in the 1d setting. The main difficulty is to derive a Carleman estimate for the space semi-discrete wave equation discretized using the finitedifference method on a uniform mesh. This is done similarly as in Theorem 6.1 and presents the same features:

- The presence of an additional term similar to (6.13) taking care of the high-frequency components of the solutions.
- The limitation of the parameter $s$ of the form $s h \leq \varepsilon$ for some $\varepsilon>0$.

We do not write the explicit details as it would require the introduction of several notations, and we refer to [BEO, Section 2] for precise statements and proofs.

Once this is done, we can derive convergence results similar to the ones in Theorem 6.3. But the condition $y[p] \in H^{1}\left(0, T ; L^{\infty}(\Omega)\right)$ in (5.19) is not easy to deal with, as the regularity of a solution $y[P]$ of the wave equation (4.1) is rather quantified in spaces of $C\left([0, T] ; H_{(0)}^{s+1}(\Omega)\right) \cap$ $C^{1}\left([0, T] ; H_{(0)}^{s}(\Omega)\right)$. In dimension $d$, it is therefore natural to assume $y[P] \in C^{1}\left([0, T] ; H_{(0)}^{d / 2+\varepsilon}(\Omega)\right)$ for some $\varepsilon>0$. In dimension 2, this leads us to assume that $y[P] \in C^{1}\left([0, T] ; H^{2}(\Omega)\right)$ (here we made the choice of restricting ourselves to integer regularity levels). This corresponds to a regularity of the form $y[P] \in C^{0}\left([0, T] ; H^{3}(\Omega)\right) \cap C^{3}\left([0, T] ; L^{2}(\Omega)\right)$ corresponding to ( $y_{0}, y_{1}$ ) $\in$ $H^{3}(\Omega) \times H^{2}(\Omega), f \in \cap_{k=0}^{2} W^{k, 1}\left(0, T ; H^{2-k}(\Omega)\right)$ and $f_{\partial} \in H^{3}((0, T) \times \partial \Omega)$ with compatibility conditions at $t=0, x \in \partial \Omega$ and $P \in H^{1}(\Omega)$. Under these regularity assumptions, the compatibility conditions at time $t=0$ implies that

$$
\partial_{t t} f_{0}(0, x)-\Delta y_{0}(x)+P y_{0}(x)=f(0, x), \quad \forall x \in \partial \Omega
$$

so that $\left.P\right|_{\partial \Omega}$ is also known (recall that $\inf _{\Omega} y_{0}>0$ ).
Therefore, to state a convergence result similar to Theorem 6.3 in 2 d , it is natural to assume $P \in H^{1}(\Omega) \cap L^{\infty}(\Omega)$ and that its trace on the boundary $\left.P\right|_{\partial \Omega}$ is also known. Remark that this latter condition is not too demanding in practice when the boundary is accessible and it still makes sense for the inverse problem (4.1)-(4.2). When $\Omega$ is a 2 d rectangle, we indeed obtain such convergence result in [BEO, Theorem 1.6] under the following assumptions on the potential $P$ and the observed trajectory $y[P]$ of (4.1):

- $y_{0}$ is strictly positive on $\Omega, \inf _{\Omega}\left|y_{0}\right|>0$,
- $\left(y_{0}, y_{1}\right) \in H^{1}(\Omega) \times L^{2}(\Omega), f \in L^{1}\left(0, T ; L^{2}(\Omega)\right), f_{\partial} \in H^{1}((0, T) \times \Omega)$ with $y_{0}(0)=f_{0}(0)$, $y_{0}(1)=f_{1}(0)$,
- $y[P] \in H^{1}\left(0, T ; H^{2}(\Omega)\right) \cap H^{2}\left(0, T ; H^{1}(\Omega)\right)$,
- $P \in H^{1}(\Omega) \cap L^{\infty}(\Omega)$ and $P$ is known on the boundary $\partial \Omega:\left.P\right|_{\partial \Omega}=p_{\partial}$.

Under these assumptions, we obtain the same convergence result as in Theorem 6.3. Details can be found in [BEO].

### 6.4.2 When the geometric condition (5.17) is not satisfied

We still focus on the case of $\Omega$ being a 2 d rectangle, and now $\Gamma$ is a part of the boundary which does not satisfy the geometric condition (5.17). In that case, we shall first recall what can be done in the continuous setting. To our knowledge, the best result available is due to M. Bellassoued in [Bel04]. Below we state a slightly improved version of it:

Theorem 6.4 ([Bel04], revisited in [BEO]). Assume that there exists an open subset $\Gamma_{1} \subset \partial \Omega$ of the boundary $\partial \Omega$ and an open subset $\omega$ of $\Omega$ such that:

- $\Gamma \subset \Gamma_{1}$ and $\left(\Gamma_{1}, \Omega\right)$ satisfies the condition (5.17);
- $\omega$ contains a neighborhood of $\Gamma_{1}$ in $\Omega$, i.e. for some $\delta>0$,

$$
\begin{equation*}
\Gamma_{1, \delta}:=\left\{x \in \Omega, \text { with } d\left(x, \Gamma_{1}\right)<\delta\right\} \subset \omega . \tag{6.24}
\end{equation*}
$$

Let $p^{a}$ be a potential lying in the class $\Lambda\left(P_{\omega}, m\right)$ defined for $P_{\omega} \in L^{\infty}(\omega)$ and $m>0$ by

$$
\begin{equation*}
\Lambda\left(P_{\omega}, m\right)=\left\{p \in L^{\infty}(\Omega), \text { s.t. }\left.p\right|_{\omega}=P_{\omega} \quad \text { and } \quad\|p\|_{L^{\infty}(\Omega)} \leq m\right\} \tag{6.25}
\end{equation*}
$$

Let $y_{0} \in H^{1}(\Omega)$ satisfying the positivity condition (5.20) and assume that $y\left[p^{a}\right]$ solving (4.1) satisfies the regularity condition

$$
\begin{equation*}
y\left[p^{a}\right] \in H^{1}\left(0, T ; L^{\infty}(\Omega)\right) \cap W^{2,1}\left(0, T ; L^{2}(\Omega)\right) . \tag{6.26}
\end{equation*}
$$

Let $\alpha>0$ and $M>0$. Then there exist $C>0$ and $T>0$ large enough such that for all $p^{b} \in \Lambda\left(P_{\omega}, m\right)$ satisfying

$$
\begin{equation*}
p^{a}-p^{b} \in H_{0}^{1}(\Omega) \text { and }\left\|p^{a}-p^{b}\right\|_{H_{0}^{1}(\Omega)} \leq M \tag{6.27}
\end{equation*}
$$

we have $\mathscr{M}\left[p^{a}\right]-\mathscr{M}\left[p^{b}\right] \in H^{1}\left(0, T ; L^{2}(\Gamma)\right)$ and

$$
\begin{equation*}
\left\|p^{a}-p^{b}\right\|_{L^{2}(\Omega)} \leq C\left[\log \left(2+\frac{C}{\left\|\mathscr{M}\left[p^{a}\right]-\mathscr{M}\left[p^{b}\right]\right\|_{H^{1}\left(0, T ; L^{2}(\Gamma)\right)}}\right)\right]^{-\frac{1}{1+\alpha}} \tag{6.28}
\end{equation*}
$$

The geometric setting of the stability result in Theorem 6.4 is important. The set $\Gamma$ is an arbitrary (non-empty) open subset of the boundary $\partial \Omega$. This observation set is included in a part $\Gamma_{1}$ of the boundary satisfying the geometric condition (5.17), and in a neighborhood of which the potential is known.

The idea underlying Theorem 6.4 is that in $\omega$, as the potential is known as $p^{a}=p^{b}=P_{\omega}$ in $\omega$, we can derive an estimate on $y\left[p^{a}\right]-y\left[p^{b}\right]$ in $\omega$ from the measurement $\mathscr{M}\left[p^{a}\right]-\mathscr{M}\left[p^{b}\right]$. This is done using the Fourier-Bros-Iagoniltzer (FBI) transform which links solutions of the wave equation with solutions of an elliptic PDE. The critical ingredient of the FBI transform is the following: taking the convolution of a compactly supported function $w(t)$ with an analytic approximation of the identity given by $\rho_{\lambda}(t)=\lambda \rho(\lambda t)$, the distribution

$$
W_{\lambda}(t)=\rho_{\lambda} \star w(t)=\int_{\mathbb{R}} \rho_{\lambda}(\tau) w(t-\tau) d \tau
$$

converges to $w$ in $\mathscr{D}^{\prime}(\mathbb{R})$, while it can be extended to a neighborhood of $\mathbb{R}$ in $\mathbb{C}$ by the formula

$$
\begin{equation*}
W_{\lambda}(t+\mathbf{i} s)=\int_{\mathbb{R}} \rho_{\lambda}(\tau+\mathbf{i} s) w(t-\tau) d \tau \tag{6.29}
\end{equation*}
$$

The interest of this formula is given by the following computation:

$$
\begin{aligned}
\partial_{s} W_{\lambda}(t+\mathbf{i} s) & =\int_{\mathbb{R}} \partial_{s}\left(\rho_{\lambda}(\tau+\mathbf{i} s)\right) W(t-\tau) d \tau \\
& =\mathbf{i} \int_{\mathbb{R}} \partial_{\tau}\left(\rho_{\lambda}(\tau+\mathbf{i} s)\right) w(t-\tau) d \tau \\
& =\int_{\mathbb{R}} \rho_{\lambda}(\tau+\mathbf{i} s)\left(\mathbf{i} \partial_{t}\right) w(t-\tau) d \tau
\end{aligned}
$$

In particular, two derivatives of $w$ in $t$ correspond to two derivatives of $W_{\lambda}(t+\mathbf{i} s)$ in $s$ but with a change of sign. Using this property for $w=\partial_{t}\left(y\left[p^{a}\right]-y\left[p^{b}\right]\right)$ (actually, it has to be suitably cut off in time, but we omit this for simplifying our presentation), and considering the time variable $t$ as a parameter, we are then back to an observability problem for $W_{\lambda}$ solving an elliptic type PDE

$$
\begin{equation*}
-\partial_{s s} W_{\lambda}-\Delta W_{\lambda}+p^{a} W_{\lambda}=0 \text { in } \omega, \tag{6.30}
\end{equation*}
$$

with $W_{\lambda}$ vanishing on $\Gamma_{1}$ and with known estimates on $\partial_{\nu} W_{\lambda}$ for $s \in \mathbb{R}$ and $x \in \Gamma$. We can therefore use classical Carleman estimates (see e.g. [Hör85]) to deduce estimates on $W_{\lambda}$ close to $s=0$ from the estimates of its normal derivative in $\Gamma$ and an a priori estimate on $W_{\lambda}$. We then use that the trace of $W_{\lambda}$ at $s=0$ contains some informations on $w$ thanks to the convergence $W_{\lambda}(\cdot+\mathbf{i} 0) \rightarrow w$ as $\lambda \rightarrow \infty$. Optimizing the parameters in the elliptic Carleman estimate, and the parameter $\lambda$ quantifying the proximity of $W_{\lambda}$ to $w$, one obtains a logarithmic estimate on $w$ on $(-T, T) \times \omega$ from estimates on $(-2 T, 2 T) \times \Gamma$. Now, to conclude the proof of Theorem 6.4 , it is sufficient to combine this last estimate with the ones obtained in Theorem 5.2 (slightly modified to the case of a distributed observation).

Therefore, everything amounts to suitably choose the kernel $\rho$ in (6.29). In [Bel04], M. Bellassoued used the classical gaussian kernel

$$
\rho(t)=\exp \left(-t^{2} / 2\right)
$$

also used in the previous works by [Rob91, Rob95] to quantify the unique continuation property for the wave equation. This choice proves (6.28) with $\alpha=1$.

To obtain the proof of (6.28) with arbitrary $\alpha>0$, we use a more singular kernel $\rho$ - first used in [LR97] to estimate the decay rate of the damped wave equation when the damped region does not satisfy the geometric control condition - and defined as the inverse Fourier transform of $\exp \left(-|\xi|^{2 n}\right)$ for some suitable choice of $n \in \mathbb{N}$. We also refer to [Phu10] where such kernel was used to improve the quantification of the unique continuation property for the wave equation proposed in [Rob95].

When trying to adapt the above proof to the case of a semi-discrete wave equation in a square observed from a part of the boundary $\Gamma$ which does not satisfy the geometric condition (5.17), we will follow the same strategy. For the clarity of the exposition, we focus on the 2d case, when the wave equation (4.1) is set on the square $\Omega=(0,1)^{2}$ and observed from one non-empty open subset $\Gamma$ of the boundary and is discretized using the finite-difference method on a uniform mesh.

We do not introduce all the notations needed for the precise statement of the next result, but we hope that they will be transparent enough for the reader to understand the main idea ${ }^{1}$.

Theorem 6.5 ([BEO]). Assume the existence of a neighborhood $\omega \subset \Omega$ of $\Gamma$ such that

- $\omega$ contains a neighborhood of $\Gamma_{1}$ in $\Omega$, in the sense that it contains some $\Gamma_{1, \delta}$ for some $\delta>0$ (recall (6.24) for its definition).
- the potential $p_{h}$ is known on $\partial \Omega_{h}$ and in $\omega_{h}$, where it takes the value $P_{\omega, h} \in L^{\infty}\left(\omega_{h}\right)$.

Let $p_{h}^{a}$ be a potential lying in the class $\Lambda_{h}\left(P_{\omega, h}, m\right)$ defined for $P_{\omega, h} \in L^{\infty}\left(\omega_{h}\right)$ and $m>0$ by

$$
\begin{equation*}
\Lambda_{h}\left(P_{\omega, h}, m\right)=\left\{p_{h} \in L^{\infty}\left(\Omega_{h}\right), \text { s.t. }\left.p_{h}\right|_{\omega_{h}}=P_{\omega, h} \text { and }\left\|p_{h}\right\|_{L^{\infty}\left(\Omega_{h}\right)} \leq m\right\} . \tag{6.31}
\end{equation*}
$$

[^4]Let $M>0$ and $\alpha>0$. Assume that $y_{0 h} \in H^{1}\left(\Omega_{h}\right)$ with $\inf _{\Omega_{h}}\left|y_{0 h}\right|>0$ and that the solution $y_{h}\left[p_{h}^{a}\right]$ of (6.1) with potential $p_{h}^{a}$ satisfies the conditions

$$
\begin{equation*}
y_{h}\left[p_{h}^{a}\right] \in H^{1}\left(0, T ; L^{\infty}\left(\Omega_{h}\right)\right) \cap W^{2,1}\left(0, T ; L^{2}\left(\Omega_{h}\right)\right) . \tag{6.32}
\end{equation*}
$$

Then there exist $C>0$ and $h_{0}>0$ such that for $T>0$ large enough, for all $h \in\left(0, h_{0}\right)$, for all $p_{h}^{b} \in \Lambda_{h}\left(P_{\omega, h}, m\right)$ satisfying

$$
\begin{equation*}
p_{h}^{a}=p_{h}^{b} \text { on } \partial \Omega_{h}, \quad \text { and } \quad\left\|p_{h}^{a}-p_{h}^{b}\right\|_{H^{1}\left(\Omega_{h}\right)} \leq M \tag{6.33}
\end{equation*}
$$

we have

$$
\begin{align*}
&\left\|p_{h}^{a}-p_{h}^{b}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C\left[\log \left(2+\frac{C}{\left\|\mathscr{M}_{h}\left[p_{h}^{a}\right]-\mathscr{M}_{h}\left[p_{h}^{b}\right]\right\|_{H^{1}\left(0, T ; L^{2}\left(\Gamma_{h}\right)\right)}}\right)\right]^{-\frac{1}{1+\alpha}} \\
&+C h^{1 /(1+\alpha)}+C h \sum_{k=1,2}\left\|\partial_{h, k}^{+} \partial_{t t} y_{h}\left[p_{h}^{a}\right]-\partial_{h, k}^{+} \partial_{t t} y_{h}\left[p_{h}^{b}\right]\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{h, k}^{-}\right)\right)} \tag{6.34}
\end{align*}
$$

The proof of Theorem 6.5 follows the one in the continuous case, and in particular uses the above FBI transform for space semi-discrete approximations $y_{h}\left[p_{h}\right]$ of the solutions $y[p]$ of (4.1). At this step, one strongly uses the fact that the FBI transform only acts on the time variable. It therefore does not induce any modification on the space semi-discrete approximation, and we can use elliptic Carleman estimates for the semi-discrete operator $-\partial_{s s}-\Delta_{h}+p_{h}^{a}$ in $\omega_{h}$ instead of (6.30). We can therefore use the Carleman estimates in [BHLR10a, BHLR10b] and follow the same arguments as for Theorem 6.4, combining a logarithmic stability result to estimate $w_{h}=\partial_{t}\left(y_{h}\left[p_{h}^{a}\right]-y_{h}\left[p_{h}^{b}\right]\right)$ in $\omega_{h}$ from the difference of the measurements $\mathscr{M}_{h}\left[p_{h}^{a}\right]-\mathscr{M}_{h}\left[p_{h}^{b}\right]$, and the discrete Carleman estimate obtained in Theorem 6.1.

Nevertheless, let us emphasize that new terms appear in the stability estimate (6.34) compared to the stability estimate (6.28): a penalization term corresponding to (6.13), already appearing under the geometric condition (5.17), and the new term $C h^{1 /(1+\alpha)}$.

Of course, the penalization term corresponding to (6.13) is remanent from the Carleman estimate obtained in Theorem 6.1 and needed to handle the spurious high-frequency solutions of the space semi-discrete approximation of the wave equation. The term $C h^{1 /(1+\alpha)}$, however, is less clear at first glance. It actually comes from the restriction on the parameter in the discrete Carleman estimates obtained in [BHLR10a, BHLR10b]. If $\tau$ denotes the Carleman parameter used for the semi-discrete elliptic equation $-\partial_{s s}-\Delta_{h}+p_{h}^{a}$, it is limited to the threshold $\varepsilon / h$ for some $\varepsilon>0$. We already have seen this condition in Theorem 6.1, and already explained its origin. But in the proof of Theorem 6.5, this restricts the possible choices when optimizing the parameters. We therefore remark that when the optimization of the parameters would require a choice of the Carleman parameter $\tau$ larger than $\varepsilon / h$, we can simply choose it as $\varepsilon / h$, and this gives (6.34).

Let us finally point out that the stability estimate (6.34) does not produce strictly speaking a stability estimate, but rather an approximate stability estimate due to the term $C h^{1 /(1+\alpha)}$. But this is not too important as this term goes to zero as $h \rightarrow 0$. We can therefore still use the stability estimate (6.34) to deduce convergence results for the corresponding discrete inverse problems (6.1)-(6.2) in the geometric setting mentioned above, when the potential $P$ is known not only on the boundary $\partial \Omega$ but also on a set $\omega$ satisfying the conditions of Theorem 6.4. We refer to [BEO, Theorem 1.6] for the precise assumptions and requirement in that case.

### 6.5 Comments

### 6.5.1 Towards a discrete algorithm to reconstruct the potential

In this chapter, we have derived convergence results for the inverse problem (4.1)-(4.2). This led us in particular to introduce Carleman estimates for space semi-discrete approximations of the wave equation (4.1), for which an additional term (6.13) corresponding to a reinforcement of the observation is needed.

Following the reconstruction result obtained in Theorem 5.4, we can then derived an explicit algorithm to construct discrete potentials $p_{h}$ satisfying the convergence conditions (6.22) guaranteeing that $p_{h}$ indeed approximates the potential $P$ corresponding to a measurement $\mathscr{M}(P)$. In order to do this, for instance in 1 d with $\Omega=(0,1)$ and $\Gamma=\{1\}$, the algorithm presented in Section 5.2 .1 should be slightly modified as follows.

- Initialization: $p_{h}^{0}=0$.
- Iteration. Given $p_{h}^{k}$, we set $\mu_{k, h}(t)=\partial_{t}\left(\mathscr{M}_{h}\left(p_{h}^{k}\right)(t)-\mathscr{M}(P)(t)\right)$ on $(0, T)$. We then introduce the functional $J_{s, p_{h}^{k}}\left[\mu_{k, h}, 0\right]$ defined, for some $s \geq 1$ that will be chosen independently of $k$, by

$$
\begin{align*}
J_{s, p_{h}^{k}}\left[\mu_{k, h}, 0\right]\left(w_{h}\right) & =\frac{1}{2 s} \int_{0}^{T}\left\|e^{s \varphi}\left(\partial_{t t} w_{h}-\Delta_{h} w_{h}+p_{h}^{k} w_{h}\right)\right\|_{L^{2}\left((0,1)_{h}\right)}^{2} d t \\
& +\frac{1}{2} \int_{0}^{T}\left(\left|e^{s \varphi(t, 1)}\left(\partial_{h}^{-} w_{h}(t, 1)-\mu_{k, h}(t)\right)\right|^{2}+\left\|e^{s \varphi} h \partial_{h}^{+} \partial_{t} w_{h}\right\|_{L^{2}\left([0,1)_{h}\right)}^{2}\right) d t \tag{6.35}
\end{align*}
$$

on the trajectories $w_{h} \in H^{2}\left(0, T ; L^{2}\left((0,1)_{h}\right)\right)$ with $w_{h}(t, 0)=w_{h}(t, 1)=0$ for all $t \in(0, T)$ and $w_{h}(0, \cdot)=0$ in $(0,1)_{h}$.

Let $W_{h}^{k}$ be the unique minimizer of the functional $J_{s, p_{h}^{k}}\left[\mu_{k, h}, 0\right]$, and then set

$$
\begin{equation*}
\tilde{p}_{h}^{k+1}=p_{h}^{k}+\frac{\partial_{t} W_{h}^{k}(0, \cdot)}{y_{0 h}} \tag{6.36}
\end{equation*}
$$

where $y_{0 h}$ is an approximation of the initial condition in (6.1) approximating $y_{0}$, and

$$
\forall x_{h} \in \Omega_{h}, p_{h}^{k+1}\left(x_{h}\right)=T_{m}\left(\tilde{p}_{h}^{k+1}\left(x_{h}\right)\right), \quad \text { where } T_{m}(\rho)= \begin{cases}\rho, & \text { if }|\rho| \leq m  \tag{6.37}\\ \operatorname{sign}(\rho) m, & \text { if }|\rho| \geq m\end{cases}
$$

Using this algorithm, and combining the results in Chapter 5 and Chapter 6, we can prove that for all $h>0$, the discrete potentials $p_{h}^{k}$ given by the above algorithm converge to some potential $p_{h}$ in $L^{2}\left((0,1)_{h}\right)$, and the sequence of potentials $\mathrm{e}_{h}\left(p_{h}\right)$ converges to $P$ in $L^{2}(0,1)$.

We are therefore close to a convergent reconstruction algorithm for solving the inverse problem (4.1)-(4.2). However, as explained in Section 5.3.2, this is not sufficient numerically due to the presence of many exponential terms in the functional $J_{s, p_{h}}$ in (6.35) and the requirement $s$ large to guarantee the convergence of the algorithm. With L. Baudouin and M. de Buhan, we are currently working on trying to solve this difficulty, to design first a continuous algorithm based on some Carleman type estimate following the leads presented in Section 5.3.2, and to adapt it to the new phenomena created by the discretization process to finally design an efficient numerical algorithm to solve the reconstruction problem for the inverse problem (4.1)-(4.2).

### 6.5.2 More general approximation schemes

In this chapter, we have presented several results related to the convergence of the inverse problem (4.1)-(4.2) when solutions of (4.1) are approximated by the finite difference method. As we have
seen, with this method, we need to introduce a penalization term coming from (6.13) to obtain uniform stability results for the discrete inverse problems corresponding to (6.1)-(6.2).

But this result depends on the approximation scheme we have used. The same discussion should therefore be done for other approximation schemes. In view of the literature on the observability inequality (6.5) for solutions of the wave equation (6.3) and the corresponding discrete observability inequalities, it may for instance happen that this penalization term is not needed if one uses the mixed finite element method [CM06, CMM08, Erv10]. But most of the approximation schemes used in practice seems to require a suitable penalization term similar to the one in (6.9), see [Zua05, EZ11c, Erv09, Mil12].

We did not mention either the effects of time-discretization. For what concerns the effects of time discretization on observability issues for wave-type operators, or more generally for abstract conservative systems, we refer to Chapter 9 . We think that this should give us some insights on what should be done to handle fully discrete cases. Very likely, the same results as presented above will hold if an additional viscous penalization term in time is added in the discrete measurement operator. But this issue still needs to be carefully analyzed.

### 6.5.3 More general inverse problems

This part only focused on the inverse problem (4.1)-(4.2), but the question we addressed concerns all inverse problems. It seems that a systematic theoretical study of reconstruction algorithms and the possible difficulties induced by the discretization effects is missing. For instance, the same discussion could be done with the Calderón problem, consisting in recovering a conductivity from the Dirichlet-to-Neumann map, for which uniqueness and stability is known thanks to the works [SU87, Ale88]. We did a first attempt on that question in [EdG11], but we only managed to get a stability result - or rather an approximate stability result - for the discrete Calderón problems, leaving open the convergence issue. The problem in that latter case is that the usual strategy to prove stability results is based on the construction of complex geometric optics solutions, which are high-frequency solutions. Therefore, one needs to get suitable convergence results for the Dirichlet-to-Neumann map - which involves a large set of data - and especially at high-frequencies.

### 6.5.4 Controllability of semilinear wave equations

Carleman estimates for the wave equation are in the heart of many results on the controllability of the semilinear wave equation, because it provides a way to explicitly quantify how the constant of controllability depends on the lower order terms. We refer for instance to the works [Zha00, LZ05, DZZ08, FYZ07] for several works related to the analysis of the dependence of the observability constant with respect to potentials and its consequences on the controllability of semilinear wave equations. Our investigations suggest that a similar strategy could be applied for the numerical approximation of controls for semi-linear wave equations, but this requires further work. This idea has already been developed in the context of semilinear heat equations in the recent work [BR13].

## Part III

## Integral transforms

## Chapter 7

## Introduction

The goal of this part is to explain some consequences of integral transforms in the context of control and observability issues.

In Chapter 8, we focus on the study of the reachable set of the heat equation assuming the wave equation is observable. Our study, mainly based on [EZ11b, EZ11a], will rely on the use of an integral transform in the spirit of previous works by L. Miller [Mil04, Mil06a]. In these works, the integral transform is based on the so-called Kannai transform [Kan77], which constructs solutions of the heat equation in terms of solutions of the wave equation. We shall rather do the opposite, writing some trajectories of the wave equation in terms of solutions of the heat equation. This approach is somehow dual to the one in [Mil04, Mil06a] and yields some new insights on the reachable set (not on the cost of controllability in small time, though).

In Chapter 9, following [EZ], we shall then explain how similar ideas can be adapted for studying observability properties of conservative systems when discretized in time. As we explained in Part I, this question arises naturally when designing numerical algorithms to compute the controls. Our idea basically consists in transforming solutions of the time-discrete approximations of the equation in solutions of the continuous equation. This transform is less singular as above. In particular, as we will see, this transform can also be inverted, and its inverse has a form very similar to the direct transform. This allows to derive uniform observability results for time-discrete systems provided that the solutions are filtered at a suitable scale, in the spirit of the earlier work [EZZ08], but with an explicit and optimal time estimate.

## Chapter 8

## On the reachable set of the heat equation

### 8.1 Introduction

The problem we would like to address here is the description of the reachable set for the heat equation.

Let $\Omega \subset \mathbb{R}^{d}$ be a smooth bounded domain, and assume that the control acts on the open subset $\omega \subset \Omega$. We consider the heat equation

$$
\begin{cases}\partial_{t} y-\Delta y=v \chi_{\omega}, & (t, x) \in(0, \infty) \times \Omega  \tag{8.1}\\ y(t, x)=0, & (t, x) \in(0, \infty) \times \partial \Omega \\ y(0, x)=0, & x \in \Omega,\end{cases}
$$

and we define the reachable set at time $T>0$ by

$$
\begin{equation*}
\mathscr{R}(T)=\left\{y[v](T), \text { for } v \in L^{2}((0, T) \times \omega)\right\} . \tag{8.2}
\end{equation*}
$$

Note that though the reachable set depends a priori on the time horizon $T>0$, the nullcontrollability of the heat equation in arbitrarily small time implies that it is independent of the time $T>0$, (see [Sei79, Mil06b]) and we then denote the reachable set simply by $\mathscr{R}$.

To my knowledge, the description of the reachable set for the heat equation has been completely clarified only for the heat equation in one space dimension in the work [FR71] by H. Fattorini and D. Russell. There, the authors used a description in terms of the coefficients on the basis of the eigenfunctions of the Laplacian and very precise estimates on bi-orthogonal functions. Our goal is to generalize these results in the spirit of the works [Mil04, Mil06b] by L. Miller.

### 8.1.1 Observability results for the heat equation

To study control issues for (8.1), in general the idea rather consists in working on the observability of the adjoint heat equation ${ }^{1}$

$$
\begin{cases}\partial_{t} z-\Delta z=0, & (t, x) \in(0, \infty) \times \Omega  \tag{8.3}\\ z(t, x)=0, & (t, x) \in(0, \infty) \times \partial \Omega \\ z(0, x)=z_{0}(x), & x \in \Omega\end{cases}
$$

[^5]observed through an open subset $\omega \subset \Omega$.
The first observability results for (8.3) obtained from arbitrary non-empty open subsets $\omega$ are the ones by A. Fursikov and O. Imanuvilov in [FI96] and by G. Lebeau and L. Robbiano in [LR95]. They proved that for any $T>0$, there exists a constant $C(T)$ such that for any smooth solution $z$ of (8.3),
\[

$$
\begin{equation*}
\|z(T)\|_{L^{2}(\Omega)} \leq C(T)\|z\|_{L^{2}((0, T) \times \omega)} \tag{8.4}
\end{equation*}
$$

\]

Note that, in both cases, the observability estimate (8.4) is obtained via suitable Carleman estimates, and both strategies provide an estimate on the cost of the observability in time $T>0$, i.e. the best constant $C(T)$ in (8.4), of the form:

$$
\begin{equation*}
C(T) \leq C \exp \left(\frac{\gamma}{T}\right) \tag{8.5}
\end{equation*}
$$

Here, $\gamma$ is related to the exponential rate of blow up of the cost of observability in small times. It has later been proved in [FCZ00a] that this cost of observability indeed blows up with such rates, namely

$$
\begin{equation*}
\sup _{B_{r} \subset \Omega \backslash \bar{\omega}} \frac{r^{2}}{4} \leq \liminf _{T \rightarrow 0} T \log (C(T)) \tag{8.6}
\end{equation*}
$$

L. Miller in [Mil04] then improved this bound to

$$
\begin{equation*}
\sup _{x \in \Omega} \frac{d(x, \bar{\omega})^{2}}{4} \leq \liminf _{T \rightarrow 0} T \log (C(T)) \tag{8.7}
\end{equation*}
$$

There, the control transmutation method was proposed to study the cost of observability in small time for the heat equation (8.3), when the wave equation on $\Omega$ is observable in time $2 S_{*}$ through the cylinder $\left(0,2 S_{*}\right) \times \omega$, i.e. if $\left(\omega, \Omega, 2 S_{*}\right)$ satisfies the Geometric Control Condition of C. Bardos, G. Lebeau and J. Rauch [BLR92]. That way, [Mil04] gave a bound from above on $C(T)$, later improved by G. Tenenbaum and M. Tucsnak in [TT07] as follows:

$$
\begin{equation*}
\limsup _{T \rightarrow 0} T \log (C(T)) \leq \alpha \frac{S_{*}^{2}}{4}, \text { for all } \alpha>3 \tag{8.8}
\end{equation*}
$$

This is the last result I know estimating the cost of observability in small times, thereby still leaving a gap between the bounds from below (8.7) and the bounds from above (8.8). The bound from above (8.8) in [TT07] relies on the construction of bi-orthogonal families for solving a control problem for the 1d heat equation, and the so-called control transmutation method to write controlled trajectories of the heat equation in terms of controlled trajectories of the wave equation, that we briefly recall hereafter.

Given $y_{0} \in H_{0}^{1}(\Omega)$, denote by $w$ the solution of the wave equation

$$
\begin{cases}\partial_{s s} w-\Delta w=v_{w} \chi_{\omega}, & (s, x) \in(-\infty, \infty) \times \Omega  \tag{8.9}\\ w(s, x)=0, & (s, x) \in(-\infty, \infty) \times \partial \Omega \\ \left(w(0, x), \partial_{s} w(0, x)\right)=\left(y_{0}(x), 0\right), & x \in \Omega\end{cases}
$$

controlled through $\omega$ on the time interval $\left(-2 S_{*}, 2 S_{*}\right)$ so that for all $s$ with $|s| \geq 2 S_{*}$,

$$
\left(w(s, \cdot), \partial_{s} w(s, \cdot)\right)=(0,0), \text { in } \Omega
$$

Now, let $\rho$ be a solution of the controllability problem

$$
\begin{cases}\left(\partial_{t}-\partial_{s s}\right) \rho(t, s)=0, & (t, s) \in(0, T) \times\left(-2 S_{*}, 2 S_{*}\right),  \tag{8.10}\\ \rho(0, s)=\delta_{0}(s), & s \in\left(-2 S_{*}, 2 S_{*}\right) \\ \rho(T, s)=0, & s \in\left(-2 S_{*}, 2 S_{*}\right), \\ \partial_{s} \rho(t, 0)=0, & t \in(0, T), \\ \rho\left(t, \pm 2 S_{*}\right)=v_{ \pm}(t), & t \in(0, T)\end{cases}
$$

where $\delta_{0}$ is the Dirac function, and the controls act in $s=2 S_{*}$ and $s=-2 S_{*}$. Then the function $y$ defined for $(t, x) \in[0, T] \times \Omega$ by

$$
\begin{equation*}
y(t, x)=\int_{\mathbb{R}} \rho(t, s) w(s, x) d s \tag{8.11}
\end{equation*}
$$

solves the control problem

$$
\begin{cases}\partial_{t} y-\Delta y=v_{y} \chi_{\omega}, & (t, x) \in(0, \infty) \times \Omega  \tag{8.12}\\ y(t, x)=0, & (t, x) \in(0, \infty) \times \partial \Omega \\ y(0, x)=y_{0}(x), & x \in \Omega, \\ y(T, x)=0, & x \in \Omega,\end{cases}
$$

where $v_{y}=\int_{\mathbb{R}} \rho(t, s) v_{w}(s) d s$.
Therefore, estimate (8.8) in [TT07] mainly requires to get precise estimates on a kernel $\rho$ solving the control problem (8.10). Note that once this is done, the above control transmutation method yields an estimate on the cost of controllability in small times. By duality, this also estimates the cost of observability in small times.

### 8.1.2 Back to the reachability set

Using (8.4)-(8.5), one easily checks that all solutions $z$ of (8.3) satisfy

$$
\left\|e^{-\gamma / t} z(t)\right\|_{L^{2}((0, T) \times \Omega)} \leq C T\|z\|_{L^{2}((0, T) \times \omega)},
$$

so that for all $\delta>\gamma$, all solutions $z$ of (8.3) satisfy

$$
\begin{equation*}
\int_{0}^{\infty} \int_{\Omega} e^{-2 \delta / t}|z(t, x)|^{2} d t d x \leq C \int_{0}^{\infty} \int_{\omega}|z(t, x)|^{2} d t d x \tag{8.13}
\end{equation*}
$$

Estimate (8.13) gives a description of the reachable set for the heat equation (8.1). Indeed, if (8.13) holds for some $\delta>0$, the reachable set $\mathscr{R}$ of the heat equation (8.1) contains $e^{-2 \sqrt{\delta} \sqrt{-\Delta_{D}}} L^{2}(\Omega)$, where $-\Delta_{D}$ is the Laplace operator with Dirichlet homogeneous boundary conditions with domain $H^{2} \cap H_{0}^{1}(\Omega)$ on $L^{2}(\Omega)$, see Corollary 8.2 and [EZ11b] for further details.

We are thus interested in the best $\delta$ in (8.13), that is

$$
\begin{equation*}
\delta_{*}=\inf \{\delta, \text { such that (8.13) holds }\} \tag{8.14}
\end{equation*}
$$

According to the above remark, we immediately have:

$$
\begin{equation*}
\delta_{*} \leq \limsup _{T \rightarrow 0} T \log (C(T)) \tag{8.15}
\end{equation*}
$$

Therefore, the estimate (8.8) in [TT07] already provides a bound from above on $\delta_{*}$.
Besides, the lower bound stated in (8.6) (due to [FCZ00a]), based on the function

$$
\begin{equation*}
z_{r}(t, x)=\frac{1}{(4 \pi t)^{d / 2}} \sin \left(\frac{r|x|}{2 t}\right) \exp \left(\frac{r^{2}-|x|^{2}}{4 t}\right), \tag{8.16}
\end{equation*}
$$

also applies to estimate $\delta_{*}$ from below:

$$
\begin{equation*}
\sup _{B_{r} \subset \Omega \backslash \bar{\omega}} \frac{r^{2}}{4} \leq \delta_{*} . \tag{8.17}
\end{equation*}
$$

In the following, we will show that we can improve the estimates from above on $\delta_{*}$ obtained as a consequence of (8.8) and (8.15) by using an integral transform mapping solutions of the heat equation (8.3) to trajectories of the wave equation.

### 8.2 Main results

### 8.2.1 Statement

As our method will rely on an integral transform on the evolution variable, it is convenient to introduce an abstract operator $A_{0}$, defined on some Hilbert $X$ with dense domain $\mathscr{D}\left(A_{0}\right)$ and compact resolvent. We further assume that $A_{0}$ is self-adjoint and positive definite.

We shall thus consider the following abstract heat equation instead of (8.3):

$$
\begin{equation*}
\partial_{t} z+A_{0} z=0, \quad t \geq 0, \quad z(0)=z_{0} \in X \tag{8.18}
\end{equation*}
$$

The observation is done through an operator ${ }^{2} B^{*} \in \mathscr{L}\left(\mathscr{D}\left(A_{0}\right), U\right)$, where $U$ is a Hilbert space.
We also introduce the corresponding wave equation

$$
\begin{equation*}
\partial_{s s} w+A_{0} w=0, \quad s \in \mathbb{R}, \quad\left(w(0), \partial_{s} w(0)\right)=\left(w_{0}, w_{1}\right) \in \mathscr{D}\left(A_{0}^{1 / 2}\right) \times X \tag{8.19}
\end{equation*}
$$

Note that the time in (8.19) is denoted by the variable $s$. This helps distinguishing it from the time evolution parameter $t$ for (8.18).

Our main assumption is the following one, corresponding to the observability of the wave equation in time $2 S_{*}$ : there exists a constant $C_{w}$ such that all solutions $w$ of (8.19) with initial data $\left(w_{0}, w_{1}\right) \in \mathscr{D}\left(A_{0}\right) \times \mathscr{D}\left(A_{0}^{1 / 2}\right)$ satisfy

$$
\begin{equation*}
\left\|\left(w_{0}, w_{1}\right)\right\|_{\mathscr{D}\left(A_{0}^{1 / 2}\right) \times X} \leq C_{w}\left\|B^{*} w(s)\right\|_{L^{2}\left(-S_{*}, S_{*} ; U\right)} . \tag{8.20}
\end{equation*}
$$

Remark that under Assumption (8.20) it is well known [Rus73] that the abstract heat equation (8.18) is observable through $B^{*}$ in any time $T>0$ : for all solutions $z$ of (8.18),

$$
\begin{equation*}
\|z(T)\|_{X} \leq C(T)\left\|B^{*} z\right\|_{L^{2}(0, T ; U)} \tag{8.21}
\end{equation*}
$$

We can therefore focus on the abstract version of (8.13). With E. Zuazua we obtained:
Theorem 8.1 ([EZ11b]). Let us assume that the abstract wave equation (8.19) is observable in time $2 S_{*}$ in the sense of (8.20). Then there exists a constant $C>0$ such that any solution $z$ of (8.18) with initial data $z_{0} \in \mathscr{D}\left(A_{0}\right)$ satisfies

$$
\begin{equation*}
\int_{0}^{\infty} \exp \left(-\frac{S_{*}^{2}}{2 t}\right)\|z(t)\|_{X}^{2} d t \leq C \int_{0}^{\infty}\left\|B^{*} z(t)\right\|_{U}^{2} d t \tag{8.22}
\end{equation*}
$$

First remark that since the operator $A_{0}$ is strictly positive, the solution $z$ of (8.18) is exponentially decaying and the integrals in (8.22) are finite.

Theorem 8.1 implies that $\delta_{*}$ in (8.14) satisfies

$$
\begin{equation*}
\delta_{*} \leq \frac{S_{*}^{2}}{4} \tag{8.23}
\end{equation*}
$$

This estimate on $\delta_{*}$ is better than the one obtained by combining the remark (8.15) and the estimate from below for $C(T)$ in (8.8) obtained in [TT07].

Let us emphasize that there are some cases in which the above estimate (8.23) is sharp, in particular when

$$
S_{*}=\sup _{B_{r} \subset \Omega \backslash \bar{\omega}} r .
$$

[^6]This occurs in particular when the set $\Omega \backslash \bar{\omega}$ is a ball. In 1 d , this yields another proof of the results obtained by H. Fattorini and D. Russell in [FR71] derived using careful estimates on bi-orthogonals. Besides, using a symmetrization argument, one easily gets that solutions $z$ of the 1d heat equation

$$
\begin{cases}\partial_{t} z-\partial_{x x} z=0, & (t, x) \in(0, \infty) \times(0, L)  \tag{8.24}\\ z(t, 0)=z(t, L)=0, & t \in(0, \infty), \\ z(0, x)=z_{0}(x), & x \in(0, L),\end{cases}
$$

with initial data $z_{0} \in H^{2} \cap H_{0}^{1}(0, L)$ satisfy

$$
\begin{equation*}
\int_{0}^{\infty} \exp \left(-\frac{L^{2}}{2 t}\right)\|z(t)\|_{L^{2}(0, L)}^{2} d t \leq C_{\mathscr{R}} \int_{0}^{\infty}\left|\partial_{x} z(t, L)\right|^{2} d t \tag{8.25}
\end{equation*}
$$

We finally mention the following corollary, whose proof is classical:
Corollary 8.2 ([EZ11b]). Under the assumptions of Theorem 8.1, the reachable set $\mathscr{R}$ for the heat type equation (8.18) satisfies:

$$
\begin{equation*}
A_{0}^{-1 / 4} \exp \left(-S_{*} \sqrt{A_{0}}\right) X \subset \mathscr{R} \tag{8.26}
\end{equation*}
$$

Remark that Corollary 8.2 is much more precise than the usual exact controllability to the trajectories for (8.18) in any arbitrary time $T>0$, which only provides $\cup_{T>0} \exp \left(-T A_{0}\right) X \subset \mathscr{R}$.

### 8.2.2 An integral transform

The main idea of the proof of Theorem 8.1 is to derive an integral transform linking solutions of (8.18) to solutions of (8.19), namely:

Theorem 8.3 ([EZ11b]). Let $S>0$. If $z$ denotes a solution of (8.18), then the function $w$ defined by

$$
\begin{equation*}
w(s)=\int_{0}^{\infty} \frac{1}{\sqrt{4 \pi t}} \sin \left(\frac{s S}{2 t}\right) \exp \left(\frac{s^{2}-S^{2}}{4 t}\right) z(t) d t \tag{8.27}
\end{equation*}
$$

solves the abstract wave equation (8.19) in $(-S, S)$.
The idea underlying Theorem 8.3 is the following one. If $z$ denotes a solution of (8.18), we look for $w$ which can be written as

$$
\begin{equation*}
w(s)=\int_{0}^{\infty} k(t, s) z(t) d t \tag{8.28}
\end{equation*}
$$

such that $w$ solves the abstract wave equation (8.19).
It is not difficult to check that $w$ in (8.28) will be a solution of the wave equation (8.19) for $s \in(-S, S)$ provided that the kernel $k$ satisfies:

$$
\begin{cases}\partial_{t} k+\partial_{s s} k=0, & (t, s) \in(0, \infty) \times(-S, S)  \tag{8.29}\\ k(0, s)=0, & s \in(-S, S) \\ \lim _{t \rightarrow \infty} k(t, s)=0, & \text { for all } s \in(-S, S)\end{cases}
$$

But it turns out that we explicitly know such a solution: namely we can take

$$
\begin{equation*}
k_{S}(t, s)=\frac{1}{\sqrt{4 \pi t}} \sin \left(\frac{s S}{2 t}\right) \exp \left(\frac{s^{2}-S^{2}}{4 t}\right) \tag{8.30}
\end{equation*}
$$

To show that it is indeed a solution of (8.29), remark that $\exp \left(s^{2} / 4 t\right) / \sqrt{4 \pi t}$ is a solution of the backward heat equation in $(8.29)_{1}$. The kernel $k_{S}$ simply is the imaginary part of the translation of that function in the complex plane $s \mapsto s+i S$.

Note also that this is precisely the same function as the one in (8.16) used in [FCZ00a, Zua01] to derive the lower bound on $\delta_{*}$.

Using the kernel $k_{S}, w$ in (8.28) solves the wave equation (8.19) on $(-S, S)$, with initial data

$$
\begin{equation*}
w(0)=0, \quad \partial_{s} w(0)=\int_{0}^{\infty} \frac{S}{4 \sqrt{\pi} t^{3 / 2}} \exp \left(-\frac{S^{2}}{4 t}\right) z(t) d t \tag{8.31}
\end{equation*}
$$

The proof of Theorem 8.1 then comes naturally. For $z$ solution of (8.18), we choose $w$ as in (8.27) with $S=S_{*}$ and we apply the observability estimate (8.20) to it. We then simply perform estimates from below on $\left\|\partial_{s} w(0)\right\|_{X}$ and from above for $\left\|B^{*} w\right\|_{L^{2}\left(-S_{*}, S_{*} ; U\right)}$, from which we derive (8.22). In this step, we strongly use the explicit form of the kernel $k_{S_{*}}$.

### 8.3 Comments

### 8.3.1 Links with the vanishing viscosity transport equation

Starting from the observability inequality (8.25) for the 1 d heat equation (8.24), one can deduce by compactness that for any $T>0$, there exists $C_{\mathscr{R}}(T)>0$ such that any solution $z$ of (8.24) with initial data $z_{0} \in H^{2} \cap H_{0}^{1}(0, L)$ satisfies

$$
\begin{equation*}
\int_{0}^{\infty} \exp \left(-\frac{L^{2}}{2 t}\right)\|z(t)\|_{L^{2}(0, L)}^{2} d t \leq C_{\mathscr{R}}(T) \int_{0}^{T}\left|\partial_{x} z(t, L)\right|^{2} d t \tag{8.32}
\end{equation*}
$$

However this does not provide any hint on the dependence of $C_{\mathscr{R}}(T)$ as a function of $T>0$.
Actually, it was observed by P. Lissy in [Lis] that if $C_{\mathscr{R}}(T)$ is smaller than $\exp (\alpha / T)$ for any $\alpha>0$ as $T \rightarrow 0$, this would imply that, for any $T>L$, the systems

$$
\begin{cases}\partial_{t} y+\partial_{x} y-\varepsilon \partial_{x x} y=0, & (t, x) \in(0, T) \times(0, L)  \tag{8.33}\\ y(t, 0)=v(t), \quad y(t, L)=0, & t \in(0, T) \\ y(0, x)=y_{0}(x), & x \in(0, L)\end{cases}
$$

are null controllable with a cost of controllability bounded uniformly with respect to $\varepsilon \in(0,1)$.
The controllability properties of the vanishing viscosity transport equation (8.33) were first studied in [CG05]. It turns out that, though a reasonable conjecture is that the systems (8.33) are uniformly null-controllable in time $T>L$, this is still an open problem. In [CG05], systems (8.33) were proved to be uniformly controllable provided that the time $T$ satisfies $T>4.3 L$. It was improved to $T>4.2 L$ in [Gla10]. Recently, doing the link with the cost of controllability in small time (8.4) for the 1d heat equation and using the results in [TT07], P. Lissy in [Lis12] managed to show the uniform controllability of (8.33) in any time $T>2 \sqrt{3} L$. But still, getting uniform controllability results for (8.33) with respect to $\varepsilon$ in any time $T>L$ is an open problem.

### 8.3.2 Finite time observability

Our approach can also be applied to study the cost of finite time observability $C(T)$ in (8.21), by introducing a kernel $k_{T, S}$ satisfying

$$
\begin{cases}\partial_{t} k_{T, S}+\partial_{s s} k_{T, S}=0, & (t, s) \in(0, T) \times(-S, S)  \tag{8.34}\\ k_{T, S}(0, s)=0, & s \in(-S, S) \\ k_{T, S}(T, s)=0, & s \in(-S, S)\end{cases}
$$

However, though we can construct solutions $k_{T, S}$ of this system using a power series expansion, following for instance [Joh82, p.211], we were not able to construct a solution of (8.34) with suitable bounds to improve the results in [TT07].

### 8.3.3 Robustness of the method

Among the advantages of our approach with respect to the existing control transmutation method is that it also applies in contexts in which the wave equation (8.19) observed through $B^{*}$ during a time $2 S_{*}>0$ only enjoys the following unique continuation property: if $w$ is a solution of the wave equation (8.19),

$$
\begin{equation*}
B^{*} w(s)=0 \quad \forall s \in\left(-S_{*}, S_{*}\right) \Rightarrow w \equiv 0 \tag{8.35}
\end{equation*}
$$

Indeed, in that case, $\left\|B^{*} w(s)\right\|_{L^{2}\left(-S_{*}, S_{*} ; U\right)}$ is a norm on the trajectories of the wave equation. Therefore, there exists a norm $\|\cdot\|_{*}$ and a constant $C>0$ such that any solution $w$ of the wave equation (8.19) with initial data $\left(0, w_{1}\right)$ satisfies

$$
\left\|w_{1}\right\|_{*} \leq C\left\|B^{*} w\right\|_{L^{2}\left(-S_{*}, S_{*}\right)}
$$

Arguing as in the proof of Theorem 8.1, we can derive

$$
\begin{equation*}
\left\|\int_{0}^{\infty} \frac{1}{t^{3 / 2}} \exp \left(-\frac{S_{*}^{2}}{4 t}\right) z(t) d t\right\|_{*}^{2} \leq C \int_{0}^{\infty} \log (t+2)^{2}\left\|B^{*} z(t)\right\|_{U}^{2} d t \tag{8.36}
\end{equation*}
$$

Of course, for this result to be relevant, one should be able to give a precise description of the norm $\|\cdot\|_{*}$. Note that this can be done in a certain number of situations, among which the 1 d wave equation observed from one point which is not a node of any eigenfunctions, or a square with an observation from one side.

Actually, in the most general geometric settings, the unique continuation property (8.35) for the wave equation

$$
\begin{cases}\partial_{s s} w-\Delta w=0, & (s, x) \in(-\infty, \infty) \times \Omega  \tag{8.37}\\ w(s, x)=0, & (s, x) \in(-\infty, \infty) \times \partial \Omega \\ \left(w(0, x), \partial_{s} w(0, x)\right)=\left(w_{0}(x), w_{1}(x)\right), & x \in \Omega\end{cases}
$$

is difficult to quantify. However, some quantifications of the unique continuation property of the wave equation (8.37) exist provided that the time $2 S_{*}>0$ is (possibly much) larger than the time given by Holmgren's uniqueness theorem. In that case, one gets the following result: given any $\beta>1$, there exist $S_{*}>0$ large enough and $C>0$ such that any solution $w$ of (8.37) with initial data $\left(w_{0}, w_{1}\right) \in\left(H^{2} \cap H_{0}^{1}(\Omega)\right) \times H_{0}^{1}(\Omega)$ satisfies

$$
\begin{array}{r}
\left\|\left(w_{0}, w_{1}\right)\right\|_{H_{0}^{1}(\Omega) \times L^{2}(\Omega)} \leq C \exp \left(C \Lambda^{\beta}\right)\left\|\partial_{s} w\right\|_{L^{2}\left(-S_{*}, S_{*} ; L^{2}(\omega)\right)} \\
\text { with } \Lambda=\frac{\left\|\left(w_{0}, w_{1}\right)\right\|_{\left(H^{2} \cap H_{0}^{1}(\Omega)\right) \times H_{0}^{1}(\Omega)}}{\left\|\left(w_{0}, w_{1}\right)\right\|_{H_{0}^{1}(\Omega) \times L^{2}(\Omega)}} . \tag{8.38}
\end{array}
$$

With $\beta=2$, this result was proved in [Rob95] using the Fourier-Bros-Iagoniltzer (FBI) transform. It was later improved to any $\beta>1$ in [Phu10] using a more singular kernel in the FBI transform first used in [LR97], see Section 6.4.2 for more details on the FBI transform.

For $\beta \in(1,2)$, estimate (8.38) actually is sufficient to prove the observability estimate (8.4) using our transmutation technique, as we explained in the article [EZ11a]. In order to show that (8.38) implies the observability estimate (8.4) for the heat equation (8.3), we use the observability
estimate (8.38), a transmutation kernel solving (8.34), and an iterative argument to involve more and more frequencies with the help of the dissipation of the heat semigroup based on the argument in [Mil10]. This latter argument is a counterpart, from the observability point of view, of the iterative argument produced in the original article [LR95] by G. Lebeau and L. Robbiano. Though, our approach does not give any improvement on the best constant $\delta_{*}$ in (8.14) in these general configurations.

More than the result, it is interesting to notice that the article [LR95] proving the observability inequality (8.4) was obtained through an analysis of the quantification of a unique continuation problem for an elliptic equation:

$$
\begin{cases}-\partial_{s s} w-\Delta w=f, & (s, x) \in(-\infty, \infty) \times \Omega  \tag{8.39}\\ w(s, x)=0, & (s, x) \in(-\infty, \infty) \times \partial \Omega\end{cases}
$$

Similarly, as explained in Section 6.4.2, the FBI transform used in [Rob95, Phu10] links the wave equation to an elliptic equation of the form (8.39). On the other hand, the control transmutation method developed in [Mil04] expresses solutions of the heat equation (8.1) in terms of solutions of the wave equation (8.9), while our approach writes solutions of the wave equation (8.19) in terms of solutions of the heat equations (8.18). All these results and remarks point out the interest of relating semigroups of different types, and in particular with the help of integral transforms.

### 8.3.4 A Carleman type estimate

Together with J. Dardé, we recently realized that estimate (8.22) can be proved for the 1d heat equation observed from one side directly using a Carleman type approach in the spirit of the work [FI96] by A. Fursikov and O. Imanuvilov. Indeed, we can prove the following:

Proposition 8.4 (Joint work with J. Dardé). There exists a constant $C>0$ such that for any smooth solution $z$ of (8.24), we have the observability inequality:

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{L}|z(t, x)|^{2} \exp \left(\frac{x^{2}-L^{2}}{2 t}\right) d t d x \leq C \int_{0}^{\infty} t\left|\partial_{x} z(t, L)\right|^{2} d t \tag{8.40}
\end{equation*}
$$

Let us emphasize here that Proposition 8.4 states a more precise result than the one obtained in (8.25) due to the presence of the weight function in $x$ in (8.40). Besides, see below, the proof of Proposition 8.4 is more direct than the proof of (8.25) and closely follows the one of the classical Carleman estimates for the heat equation derived for instance in [FI96]. In that context, the corresponding weight function $\left(x^{2}-L^{2}\right) / 4 t$ corresponds to the exponential envelop of the kernel $k_{L}$ in (8.30). It also has the particularity to be scale invariant for the parabolic scaling $(t, x) \mapsto\left(\lambda^{2} t, \lambda x\right)$ (with $L$ scaled as $L \mapsto \lambda L$ ).

Proof. We introduce the new unknown (the conjugated variable)

$$
\begin{equation*}
\tilde{z}(t, x)=z(t, x) t \exp \left(\frac{x^{2}-L^{2}}{4 t}\right), \quad(t, x) \in(0, \infty) \times(0, L) . \tag{8.41}
\end{equation*}
$$

It satisfies the equations

$$
\begin{cases}\partial_{t} \tilde{z}+\frac{x}{t} \partial_{x} \tilde{z}-\frac{1}{2 t} \tilde{z}-\partial_{x x} \tilde{z}-\frac{L^{2}}{4 t^{2}} \tilde{z}=0, & (t, x) \in(0, \infty) \times(0, L)  \tag{8.42}\\ \tilde{z}(t, 0)=\tilde{z}(t, L)=0, & t \in(0, \infty) \\ \tilde{z}(0, x)=0, & x \in(0, L)\end{cases}
$$

We then introduce the energy $E(t)$ and the dissipation $D(t)$ :

$$
\begin{align*}
E(t) & =\int_{0}^{L}|\tilde{z}(t, x)|^{2} d x  \tag{8.43}\\
D(t) & =\int_{0}^{L}\left|\partial_{x} \tilde{z}(t, x)\right|^{2} d x-\frac{L^{2}}{4 t^{2}} \int_{0}^{L}|\tilde{z}(t, x)|^{2} d x \tag{8.44}
\end{align*}
$$

Easy computations show that they satisfy the following ODE:

$$
\begin{align*}
& \frac{d E}{d t}(t)-\frac{2}{t} E(t)+2 D(t)=0  \tag{8.45}\\
& \frac{d D}{d t}(t)+2 \int_{0}^{L}\left|-\partial_{x x} \tilde{z}(t, x)-\frac{L^{2}}{4 t^{2}} \tilde{z}(t, x)\right|^{2} d x=\frac{L}{t}\left|\partial_{x} \tilde{z}(t, L)\right|^{2} \tag{8.46}
\end{align*}
$$

But, by Poincaré's inequality, $D(t)$ is non-negative for $t \geq L^{2} /(2 \pi)$. Therefore, for $T>L^{2} /(2 \pi)$, integrating (8.46) between 0 and $T$, we get

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{L}\left|-\partial_{x x} \tilde{z}(t, x)-\frac{L^{2}}{4 t^{2}} \tilde{z}(t, x)\right|^{2} d t d x \leq \int_{0}^{T} \frac{L}{2 t}\left|\partial_{x} \tilde{z}(t, L)\right|^{2} d t \tag{8.47}
\end{equation*}
$$

Using the boundary conditions on $\tilde{z}$ and the explicit parametrix for the operator $-\partial_{x x}-\frac{L^{2}}{4 t^{2}}$, we derive

$$
\int_{0}^{T} \int_{0}^{L} \frac{1}{t^{2}}|\tilde{z}(t, x)|^{2} d t d x \leq C \int_{0}^{T} \frac{1}{t}\left|\partial_{x} \tilde{z}(t, L)\right|^{2} d t
$$

for a constant independent of $T>L^{2} /(2 \pi)$. Besides, from (8.45), again using Poincaré estimate, for all $t \geq T>L^{2} / 2 \pi$,

$$
\frac{d}{d t}\left(\frac{E(t)}{t^{2}}\right)+\frac{L^{2}}{2 T^{2}}\left(\frac{4 \pi^{2} T^{2}}{L^{4}}-1\right) \frac{E(t)}{t^{2}} \leq 0
$$

while $t \mapsto E(t) / t^{2}$ is decreasing on $\left(L^{2} / 2 \pi, T\right)$ :

$$
\frac{E(T)}{T^{2}} \leq \frac{1}{T-L^{2} /(2 \pi)} \int_{L^{2} / 2 \pi}^{T} \frac{E(t)}{t^{2}} d t
$$

Therefore,

$$
\int_{0}^{\infty} \int_{0}^{L} \frac{1}{t^{2}}|\tilde{z}(t, x)|^{2} d t d x \leq C \int_{0}^{T} \frac{1}{t}\left|\partial_{x} \tilde{z}(t, L)\right|^{2} d t
$$

Using (8.41), we immediately obtain (8.40).
Proposition 8.4 can be easily generalized to higher dimension when $\Omega \backslash \bar{\omega}$ is a ball and $\omega$ is a neighborhood of the whole boundary $\partial \Omega$. It then yields a sharp result in that case due to the bound from below (8.17). If such direct approach could be developed in more general geometric setting, one could possibly address the problem of characterizing $\delta_{*}$ in situations in which the geometric control condition is not satisfied. But so far, this is still an open problem.

Proposition 8.4 also indicates that it is possible to derive Carleman type estimates with weights in time that do not blow up as $t \rightarrow T$. This is precisely what has been done in Theorem 11.1 to the price of convexifying close to $T$ (Theorem 11.1 is stated for the backward heat equation so that it corresponds to $t$ close to $t=0$ in Part IV).

## Chapter 9

## Observability of time-discrete conservative equations

### 9.1 Introduction

The goal of this chapter is to discuss the observability properties of time discrete approximations of abstract conservative equations.

To be more precise, let $A$ be a skew-adjoint operator defined on a Hilbert space $X$, with dense domain $\mathscr{D}(A)$ and compact resolvent. We consider the abstract conservative system given by

$$
\begin{equation*}
\partial_{t} z=A z, \quad t \in \mathbb{R}, \quad z(0)=z_{0} \in X \tag{9.1}
\end{equation*}
$$

Such abstract equation encompasses several models of interest, and among them the wave equation, Schrödinger equation or the plates equations. Note in particular that the system (9.1) is well-posed forward and backward in time, and we can therefore consider the solution on the whole time interval $t \in \mathbb{R}$. Besides, the energy $\|z(t)\|_{X}$ is preserved among time, thus justifying our terminology "abstract conservative equations".

Our goal is to discuss some properties of the time-discrete approximations of (9.1), with a particular focus on observability properties. We will only consider time discretization schemes preserving the energy of the solutions, as it is an important feature of the continuous model (9.1).

The time-discrete approximations we will consider are as follows. Let $\tau>0$ representing the time-discretization parameter, and define the time-discrete approximation schemes by

$$
\begin{equation*}
z_{\tau}^{k+1}=\mathbb{T}_{\tau} z_{\tau}^{k}, \quad k \in \mathbb{Z}, \quad z_{\tau}^{0}=z_{0} \tag{9.2}
\end{equation*}
$$

where $\mathbb{T}_{\tau}$ is an approximation of $\exp (\tau A)$ and $z_{\tau}^{k}$ approximates the solution $z$ of (9.1) at time $k \tau$.

To describe more accurately the time-discrete models (9.2), we shall specify the assumptions on $\mathbb{T}_{\tau}$. We will assume that $\mathbb{T}_{\tau}$ is given by

$$
\begin{equation*}
\mathbb{T}_{\tau}=\exp (i f(-i \tau A)) \tag{9.3}
\end{equation*}
$$

for some function $f$ satisfying the following properties:
(H1) $f:(-R, R) \rightarrow(-\pi, \pi)$ is smooth on some interval $(-R, R)$ for some $R \in \mathbb{R}_{+}^{*} \cup\{+\infty\}$,
(H2) $f(0)=0, f^{\prime}(0)=1$,
(H3) for all $\delta<R, \inf \left\{f^{\prime}(\alpha),|\alpha| \leq \delta\right\}>0$.
In Assumption (H1), $R$ stands for the range for the stability of the numerical scheme. We assume $f$ to be real valued to guarantee that the time discrete approximation schemes (9.2) are energy preserving. The fact that its image is in $(-\pi, \pi)$ comes from the fact that one cannot measure frequencies larger than $\pi / \tau$ in a mesh of mesh-size $\tau$. Assumption (H2) enforces the consistency of the scheme.

Assumption (H3) is the main assumption allowing to do our construction hereafter. In particular, it implies that we can define the inverse of $f$ as a function $g:(-f(R), f(R)) \rightarrow(-R, R)$.

For sake of simplicity, and because all the examples we encountered in the literature satisfy it, we also impose:
(H4) $f$ is odd.
Note that this abstract setting is satisfied for several time-discrete approximation schemes, among which the midpoint scheme, the Newmark method for discretizing second order systems $z^{\prime \prime}+A_{0} z=0$ with positive self-adjoint operator $A_{0}$, etc.

Let us also emphasize that due to assumption (H1), the time-discrete equations (9.2) are well-posed when $z_{0}$ is in some filtered class, that we now introduce. As $A$ is skew-adjoint with compact resolvent, its spectrum is given by a sequence of eigenvalues $\left(i \mu_{j}\right)_{j \in J}$, with $J=\mathbb{N}$ or $\mathbb{Z}$, and of eigenvectors $\left(\Phi_{j}\right)_{j \in J}$ which form an orthonormal basis of $X$. For all $\delta>0$, we introduce the filtered class

$$
\begin{equation*}
\mathscr{C}(\delta)=\operatorname{Span}\left\{\Phi_{j}, \text { with }\left|\mu_{j}\right| \leq \delta\right\} . \tag{9.4}
\end{equation*}
$$

It is then easy to check that (9.2) is well-posed for initial data $z_{0} \in \mathscr{C}(\delta / \tau)$ for any $\delta<R$.
In the following, our goal is to derive some uniform observability properties for the time discrete models (9.2) from the observability properties of the time continuous model (9.1), which usually are better understood.

We will proceed as in the previous chapter, i.e. to any given discrete solution $z_{\tau}$ of (9.2), we associate a continuous trajectory $z$ of (9.1).

### 9.2 Main results

### 9.2.1 A transmutation technique

With E. Zuazua, we proved the following transmutation formula:
Theorem 9.1 ([EZ]). Assume (H1)-(H4), and fix $\delta \in(0, R)$. Let $\chi$ be smooth function compactly supported in $(-f(R), f(R))$ and taking value 1 in $[-f(\delta), f(\delta)]$. For $\tau>0$, define the kernel

$$
\begin{equation*}
\rho_{\tau}(t, s)=\frac{1}{2 \pi \tau} \int_{-\pi}^{\pi} \exp \left(\frac{i}{\tau}(\alpha s-g(\alpha) t)\right) \chi(\alpha) d \alpha \tag{9.5}
\end{equation*}
$$

Then, if $z_{0} \in \mathscr{C}(\delta / \tau)$ and $z_{\tau}$ denotes the corresponding solution of (9.2), the function

$$
\begin{equation*}
z(t)=\tau \sum_{k \in \mathbb{Z}} \rho_{\tau}(t, k \tau) z_{\tau}^{k} \tag{9.6}
\end{equation*}
$$

solves (9.1) with initial data $z_{0}$.

Note that for all $t \in \mathbb{R}$ and $\tau>0$, the sum in (9.6) converges as

$$
\begin{equation*}
\rho_{\tau}(t, s)=\frac{1}{2 \pi} \int_{\mathbb{R}} e^{i \mu s} \exp \left(-\frac{i}{\tau} g(\mu \tau) t\right) \chi(\mu \tau) d \mu \tag{9.7}
\end{equation*}
$$

is the inverse Fourier transform of the smooth function $e^{-i g(\mu \tau) t / \tau} \chi(\mu \tau)$ and thus decays faster than any polynomial.

Let us give some insights on the construction of the kernel $\rho_{\tau}$. If we expand the initial data as

$$
\begin{equation*}
z_{0}=\sum_{J} a_{j} \Phi_{j} \tag{9.8}
\end{equation*}
$$

then the discrete solutions $z_{\tau}$ of (9.2) satisfies

$$
\begin{equation*}
z_{\tau}^{k}=\sum_{J} a_{j} \exp \left(i \frac{f\left(\mu_{j} \tau\right)}{\tau} k \tau\right) \Phi_{j} \tag{9.9}
\end{equation*}
$$

It is therefore natural to introduce the time continuous functions

$$
\begin{equation*}
z_{\tau}(s)=\sum_{J} a_{j} \exp \left(i \frac{f\left(\mu_{j} \tau\right)}{\tau} s\right) \Phi_{j} \tag{9.10}
\end{equation*}
$$

for which we have $z_{\tau}(k \tau)=z_{\tau}^{k}$ for all $k \in \mathbb{Z}$. If one wants to find a kernel $\rho_{\tau}$ such that

$$
\begin{equation*}
z(t)=\int_{\mathbb{R}} \rho_{\tau}(t, s) z_{\tau}(s) d s \tag{9.11}
\end{equation*}
$$

solves (9.1), we should have for all $\mu \in \mathbb{R}$ with $|\mu| \tau \leq f(\delta)$,

$$
\begin{equation*}
\exp \left(i \frac{g(\mu \tau)}{\tau} t\right)=\int_{\mathbb{R}} \rho_{\tau}(t, s) \exp (i \mu s) d s \tag{9.12}
\end{equation*}
$$

Multiplying by $\chi(\mu \tau)$, which equals 1 for $|\mu| \tau \leq f(\delta)$, and taking the inverse Fourier transform, formula (9.7) comes out naturally. The proof of Theorem 9.1 follows a similarly strategy, using discrete Fourier transforms instead of the continuous Fourier transform.

### 9.2.2 Estimates on the kernel

As we have already mentioned in the previous chapter, one of the main difficulties of the transmutation based techniques is to get suitable estimates on the kernel function $\rho_{\tau}$ in (9.5).

In order to give some insights on these estimates, note that the function $z_{\tau}$ in (9.10) satisfies the equation

$$
\begin{equation*}
\partial_{s}^{\tau} z_{\tau}=A z_{\tau}, \quad s \in \mathbb{R} \tag{9.13}
\end{equation*}
$$

where the operator $\partial_{s}^{\tau}$ is defined in Fourier as

$$
\begin{equation*}
\forall \mu \in \mathbb{R}, \quad \partial_{s}^{\tau}\left(e^{i \mu s}\right)=i \frac{g(\mu \tau)}{\tau} e^{i \mu s} \tag{9.14}
\end{equation*}
$$

Therefore, the kernel $\rho_{\tau}$ in (9.11) should satisfy the transport type equation

$$
\begin{cases}\partial_{t} \rho_{\tau}+\partial_{s}^{\tau} \rho_{\tau}=0, & (t, s) \in \mathbb{R} \times \mathbb{R}  \tag{9.15}\\ \rho_{\tau}(0, s)=\delta_{0}(s), & s \in \mathbb{R}\end{cases}
$$

$\delta_{0}$ being the Dirac function in the point $s=0$. If we think to (9.15) as a transport type equation, we should expect that $\rho_{\tau}$ should stay concentrated on the cone of light of the equations. This cone of light can actually be seen more efficiently on the formula (9.5) by an oscillatory phase argument: $\rho_{\tau}(t, s)$ is smaller than any polynomial rate in $\tau$ outside the set of critical points of the phase $\alpha \mapsto \alpha s-g(\alpha) t$. For instance, for any $\varepsilon>0$ and any $n \in \mathbb{N}$, there exists $C_{\varepsilon, n}>0$ independent of $\tau$ such that

$$
\left|\rho_{\tau}(t, s)\right| \leq C_{\varepsilon, n} \tau^{n}, \text { for all }(t, s) \in[0, T] \times \mathbb{R}, \text { with }\left\{\begin{array}{c}
s<\inf _{\alpha \in \operatorname{Supp} \chi}\left\{g^{\prime}(\alpha)\right\} t-\varepsilon  \tag{9.16}\\
\text { or } \sup ^{s>\operatorname{Supp} \chi}\left\{g^{\prime}(\alpha)\right\} t+\varepsilon
\end{array}\right.
$$

We refer to [EZ, Proposition 3.4] for precise statements.

### 9.2.3 Observability of the time-discrete models (9.2)

Theorem 9.1 can be used to derive observability properties for the time-discrete equations (9.2) from the observability of the time-continuous equation (9.1).

We consider the observation problem for (9.1) from an observation operator ${ }^{1} B^{*}$ being in $\mathscr{L}\left(\mathscr{D}\left(A^{p}\right), U\right)$ for some $p \geq 0$ and Hilbert space $U$. In particular, we assume that there exist $T_{*}>0$ and a constant $C_{*}>0$ such that any solution $z$ of (9.1) with initial data $z_{0} \in \mathscr{D}\left(A^{p}\right)$ satisfies

$$
\begin{equation*}
\left\|z_{0}\right\|_{X} \leq C_{*}\left\|B^{*} z\right\|_{L^{2}\left(0, T_{*} * U\right)} \tag{9.17}
\end{equation*}
$$

As a byproduct of Theorem 9.1, we get the following result:
Theorem 9.2 ([EZ]). Assume that the equation (9.1) is observable through $B^{*} \in \mathscr{L}\left(\mathscr{D}\left(A^{p}\right), U\right)$ in time $T_{*}$ in the sense of (9.17), and consider time-discrete approximations schemes given by (9.2)-(9.3) satisfying assumptions (H1)-(H4).

For any $\delta<R$, for any $T_{\delta}$ satisfying

$$
\begin{equation*}
T_{\delta}>\frac{T_{*}}{\inf _{|\alpha| \leq \delta} f^{\prime}(\alpha)} \tag{9.18}
\end{equation*}
$$

there exist a constant $C>0$ and $\tau_{0}>0$ such that for all $\tau \in\left(0, \tau_{0}\right)$, any solution $z_{\tau}$ of (9.2) with initial data $z_{0} \in \mathscr{C}(\delta / \tau)$ satisfies the following time discrete observability inequalities:

$$
\begin{equation*}
\left\|z_{0}\right\|_{X}^{2} \leq C \tau \sum_{k \tau \in\left[0, T_{\delta}\right]}\left\|B^{*} z_{\tau}^{k}\right\|_{U}^{2} \tag{9.19}
\end{equation*}
$$

Theorem 9.2 states a uniform observability property for the time-discrete models (9.2) provided that the initial data is filtered at a scale $\delta / \tau$. This is the property which is needed to derive convergence results for the discrete controls (i.e. of what we called the discrete approach in Part I). For more comments on this fact, we refer to the discussion in Part I, see also [Zua05].

The proof of Theorem 9.2 is actually rather easy once we have Theorem 9.1. Indeed, given a discrete solution $z_{\tau}$ of (9.2), we can associate by (9.6) a solution of (9.1), for which we can use (9.17). It then simply remains to estimate the right hand side of (9.17), where we used the fact that the kernel is small outside the cone of light (9.16). We refer the reader to [EZ] for extensive details.

[^7]Let us also note that Theorem 9.2 is new only for the time estimate (9.18). Otherwise, the uniform observability for the time-discrete models (9.2) in filtered class was proved in [EZZ08], but with no control on the time of uniform observability. The idea in [EZZ08] was to use the characterization of the observability in terms of the resolvent estimate in the spirit of [BZ04, Mil05], but this strategy does not provide any explicit estimate on the time of observability.

### 9.2.4 Optimality of the time estimate in (9.18)

The time estimate (9.18) is sharp in general. To see that, we can simply invert the transmutation method as follows:

Theorem 9.3 ([EZ]). Assume (H1)-(H4), and fix $\left(\delta_{1}, \delta_{2}\right) \subset[0, R)$.
Let $\chi$ be smooth even function compactly supported in $(-R, R)$ and taking value 1 in $\left[\delta_{1}, \delta_{2}\right]$. For $\tau>0$, define the kernel

$$
\begin{equation*}
q_{\tau}(t, s)=\frac{1}{2 \pi} \int_{\mathbb{R}} \exp \left(\frac{i}{\tau}(f(\mu \tau) s-\mu t)\right) \chi(\mu \tau) d \mu \tag{9.20}
\end{equation*}
$$

Then, if $z_{0} \in \mathscr{C}\left(\delta_{2} / \tau\right) \cap \mathscr{C}\left(\delta_{1} / \tau\right)^{\perp}$ and $z$ denotes the corresponding solution of (9.1), the discrete function $z_{\tau}$ defined by

$$
\begin{equation*}
z_{\tau}^{k}=\int_{\mathbb{R}} q_{\tau}(t, k \tau) z(t) d t \tag{9.21}
\end{equation*}
$$

solves (9.2) with initial data $z_{0}$.
The proof is of course very similar to the one of Theorem 9.1.
This result can be applied to derive uniform admissibility results for the time-discrete models (9.2) when the data belong to the filtered class $\mathscr{C}(\delta / \tau)$ for $\delta<R$, but this was already proved in [EZZ08]. The proof of admissibility in [EZZ08] was based on a spectral characterization of admissibility in terms of packets of eigenfunctions, in the spirit of the spectral characterization of observability obtained in [RTTT05].

Theorem 9.3 can also be used to show that the time condition (9.18) is sharp. Indeed, if for some time $T_{\delta}$, the time-discrete equations (9.2) are uniformly observable for data in the filtered class $\mathscr{C}(\delta / \tau)$, then for all $\left(\delta_{1}, \delta_{2}\right) \subset(0, R)$, we can proceed as before and show that the abstract continuous equation (9.1) are uniformly observable in the class $\mathscr{C}\left(\delta_{2} / \tau\right) \cap \mathscr{C}\left(\delta_{1} / \tau\right)^{\perp}$ in any time larger than $T_{\delta} \sup _{\alpha \in\left[\delta_{1}, \delta_{2}\right]} f^{\prime}(\alpha)$. It is then straightforward to construct some particular examples for which the time $T_{*}$ of observability of the time continuous model (9.1) should necessarily satisfy $T_{*} \leq T_{\delta} \inf _{|\alpha| \leq \delta} f^{\prime}(\alpha)$, thus proving the optimality of the time estimate (9.18).

### 9.3 Further comments

### 9.3.1 Fully discrete approximation schemes

When discretizing the equation (9.1), one should consider both space and time discrete approximations of the model under consideration.

While our study only focuses on the time-discretization process, it also gives some insights in the case of fully discrete equations. Indeed, as our method applies in an abstract setting, it depends on the space operator $A$ very weakly. For instance, consider a sequence of operators $A_{h}$ corresponding to space discrete approximations of the operator $A$ on a mesh of size $h>0$, such that:

- for all $h>0, A_{h}$ is skew-adjoint on an Hilbert space $X_{h}$, with dense domain $\mathscr{D}\left(A_{h}\right)$ and compact resolvent;
- there exist $p>0$ and $C_{p}>0$ such that for all $h>0, B_{h}^{*} \in \mathscr{L}\left(\mathscr{D}\left(A_{h}^{p}\right), U_{h}\right)$ for some Hilbert spaces $U_{h}$, with $\left\|B_{h}^{*}\right\|_{\mathscr{L}\left(\mathscr{D}\left(A_{h}^{p}\right), U_{h}\right)} \leq C_{p}$;
- the (time-continuous) equations $\partial_{t} z_{h}=A_{h} z_{h}$ observed through $B_{h}^{*}$ are observable in the time $T_{*}$, uniformly with respect to $h>0$.

Under these assumptions, we choose a time discretization process given by a function $f$ as in (9.3) satisfying (H1)-(H4). Our result proves that the fully discrete models given by

$$
\begin{equation*}
z_{\tau, h}^{k+1}=\mathbb{T}_{\tau, h} z_{\tau, h}^{k} k \in \mathbb{Z}, \quad z_{\tau, h}(0)=z_{0}, \quad \text { with } \mathbb{T}_{\tau, h}=\exp \left(i f\left(-i \tau A_{h}\right)\right) \tag{9.22}
\end{equation*}
$$

are uniformly observable in the class $\mathscr{C}_{h}(\delta / \tau)$ for any $\delta<R$ in any time $T_{\delta}$ satisfying (9.18), where $\mathscr{C}_{h}(\delta / \tau)$ is the filtered class associated to the operator $A_{h}$.

Therefore, Theorem 9.2 implies that the problem of studying the observability properties of fully discrete approximations of an abstract conservative equation (9.1) can mainly be reduced to the study of the uniform observability properties of the space semi-discrete approximation schemes $\partial_{t} z_{h}=A_{h} z_{h}$ observed through $B_{h}^{*}$. But, as recalled in Section 3.6, this latter issue is a difficult question, and it has not yet received a full answer. We refer to [Mil12] for the most general result in that context, and to [EZ11c] for several references related to this topic.

Also note that the filtering class $\mathscr{C}_{h}(\delta / \tau)$ can be simply reduced to the whole space $X_{h}$ if $\left\|A_{h}\right\|_{\mathscr{L}\left(X_{h}\right)} \tau \leq \delta$. This condition can be interpreted as a kind of Courant-Friedrichs-Lax condition since the norm of the operator $A_{h}$ is usually of the order of $1 / h^{\alpha}$ for some $\alpha>0$, where $h$ is the size of the spatial mesh.

Very likely, this strategy could also be used to derive Carleman estimates for fully discrete approximations of the wave equation based on the Carleman estimates in Theorem 6.1 developed for the space semi-discrete wave equation, but due to the presence of weight functions depending on both time and space variables, this requires more work.

### 9.3.2 Dissipative schemes

Note that our approach applies only in the context of time-discrete approximation schemes preserving the energy. Though this is a natural assumption as the time-continuous equation (9.1) preserves the energy, it is sometimes useful to add some small dissipation to ensure the stability of the numerical schemes. But we were not able to derive a transmutation technique in that case. This is due to the fact that the discrete systems are no longer time-reversible, and the discrete models thus displays some properties of the classical heat equation. Therefore, in the spirit of the previous chapter, it might be possible to construct some more singular kernels to link the time-discrete models to their continuous counterpart. But so far, this is still an open problem.

## Part IV

## Controllability of non-homogeneous viscous fluids

## Chapter 10

## Introduction

In this part, we present some controllability results obtained for non-homogeneous viscous fluids.
In Chapter 11, we will focus on the local exact controllability to constant states for the compressible Navier-Stokes equations, mainly following the work [EGGP12]. As we will see, the main difficulty comes from the coupling of the parabolic equation satisfied by the fluid velocity and of the transport equation satisfied by the density. This requires to introduce new Carleman type estimates, with a weight function which is in particular constant along the flow of the target velocity.

In Chapter 12, we explain how these ideas can be adapted to obtain local exact controllability to trajectories for the non-homogeneous incompressible Navier-Stokes equations, following [BEG]. In that case, the coupling between the equations of the density and of the velocity is weaker. However, the pressure term, appearing as the Lagrange multiplier of the divergence free condition, introduces new difficulties.

## Chapter 11

## Controllability of compressible Navier-Stokes equations

### 11.1 Introduction

The goal of this chapter is to present some controllability results for compressible Navier-Stokes equations.

Let $T>0$ and $\Omega$ be a smooth bounded domain of $\mathbb{R}^{d}, d \in\{1,2,3\}$. The motion of a barotropic compressible viscous fluid is described by the following set of equations:

$$
\begin{cases}\partial_{t} \rho+\operatorname{div}(\rho \mathbf{u})=0, & \text { in }(0, T) \times \Omega  \tag{11.1}\\ \rho\left(\partial_{t} \mathbf{u}+\mathbf{u} \cdot \nabla \mathbf{u}\right)-\mu \Delta \mathbf{u}-(\lambda+\mu) \nabla \operatorname{div}(\mathbf{u})+\nabla p(\rho)=0, & \text { in }(0, T) \times \Omega\end{cases}
$$

Here $\rho$ is the density of the fluid, $\mathbf{u}$ its velocity and $p=p(\rho)$ is the pressure law. It is usually given by the standard polytropic law:

$$
\begin{equation*}
p(\rho)=\kappa \rho^{\gamma}, \quad \text { with } \gamma \geq 1 \text { and } \kappa>0 \tag{11.2}
\end{equation*}
$$

The parameters $\mu$ and $\lambda$ correspond to constant viscosity parameters and are assumed to satisfy $\mu>0$ and $d \lambda+2 \mu>0$.

To be well-posed, system (11.1) has to be completed with initial data

$$
\begin{equation*}
(\rho(0, \cdot), \mathbf{u}(0, \cdot))=\left(\rho_{0}, \mathbf{u}_{0}\right), \quad \text { in } \Omega \tag{11.3}
\end{equation*}
$$

and suitable boundary conditions in which the controls act. For (11.1), these boundary conditions are of the form

$$
\begin{cases}\mathbf{u}(t, x)=\mathbf{v}_{\mathbf{u}}(t, x), & \text { for }(t, x) \in(0, T) \times \partial \Omega  \tag{11.4}\\ \rho(t, x)=v_{\rho}(t, x), & \text { for }(t, x) \in(0, T) \times \partial \Omega, \text { with } \mathbf{u}(t, x) \cdot \mathbf{n}(x)<0\end{cases}
$$

where $\mathbf{v}_{\mathbf{u}}, v_{\rho}$ are the controls. Though, they will never explicitly in our construction.
In the following, we study local exact controllability of (11.1) to constant trajectories in time $T>0$. To be more precise, given $(\bar{\rho}, \overline{\mathbf{u}}) \in \mathbb{R}_{+}^{*} \times \mathbb{R}^{d}$ and $\left(\rho_{0}, \mathbf{u}_{0}\right)$ close to $(\bar{\rho}, \overline{\mathbf{u}})$, we ask whether it is possible or not to find controls such that the corresponding solution of (11.1)-(11.4) satisfies

$$
\begin{equation*}
(\rho(T, \cdot), \mathbf{u}(T, \cdot))=(\bar{\rho}, \overline{\mathbf{u}}), \quad \text { in } \Omega \tag{11.5}
\end{equation*}
$$

There were no result on the local exact controllability of the compressible Navier-Stokes equations before our works, except for [Amo11] which proved local exact controllability for compressible Navier-Stokes equations in 1d written in Lagrangian coordinates and when the initial density coincides with the target density. But local exact controllability for homogeneous incompressible Navier-Stokes equations has been widely studied starting from the pioneering work [FI96], in particular in the works [Ima01, FCGIP04]. It has even been shown that one can use controls with some vanishing components, see [FCGIP06, CG05, CL]. Let us also mention that there are some global controllability results when the control acts on the whole boundary, see the article [CF96] based on the return method developed in [Cor96] for global controllability of incompressible perfect fluids in 2d.

Before studying the compressible Navier-Stokes equations, we should also quote the results obtained for the 1d compressible Euler equations, namely the ones obtained in [LR03, CBdN08] concerning control and local stabilization results of classical solutions. Local exact controllability results were also obtained in the context of weak entropy solutions in [Gla07], later extended to the 1d non-isentropic Euler equation [Gla14].

Going back to the control problem (11.1)-(11.5), it is natural to follow the approach developed by A. Fursikov and O. Imanuvilov in [FI96] and try to adapt it to our case. The main idea in [FI96] is to develop Carleman estimates for the heat equation. These Carleman estimates are weighted observability estimates which degenerate close to the initial time (this is necessary due to the ill-posedness of the heat equation when solving it backward in time), and which are parametrized by some parameter allowing to handle lower order terms easily (recall for instance the Carleman estimate developed in Theorem 5.3 for the wave equation). We refer for instance to [FCZ00b] for the study of the global controllability of semi-linear heat equations, where it is shown that the critical blow up rate of the semi-linearity allowing global controllability is intimately linked to the power of the parameter in the Carleman estimates.

We shall therefore begin by revisiting and generalizing slightly the Carleman estimates in [FI96] for the heat equation. As we will see, this will be one of the elements needed in the proofs of controllability results for non-homogeneous viscous fluids.

### 11.2 Carleman estimates for the heat equation

Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^{d}$, and consider the time-backward heat equation

$$
\begin{cases}-\partial_{t} z-\Delta z=g, & (t, x) \in(0, T) \times \Omega  \tag{11.6}\\ z(t, x)=0, & (t, x) \in(0, T) \times \partial \Omega\end{cases}
$$

We consider the case of a distributed observation through an non-empty open subset $Q_{\text {obs }} \subset$ $[0, T] \times \Omega$.

We assume that the observation set $Q_{o b s}$ is such that there exists a function $\tilde{\psi}=\tilde{\psi}(t, x) \in$ $C^{2}([0, T] \times \bar{\Omega})$ satisfying

$$
\left\{\begin{array}{l}
\forall(t, x) \in[0, T] \times \bar{\Omega}, \quad \tilde{\psi}(t, x) \in[0,1]  \tag{11.7}\\
\forall(t, x) \in[0, T] \times \partial \Omega, \quad \partial_{\mathbf{n}} \tilde{\psi}(t, x) \leq 0 \\
\inf _{[0, T] \times\left(\bar{\Omega} \backslash Q_{\text {obs }}\right)}\{|\nabla \tilde{\psi}|\}>0
\end{array}\right.
$$

For $m \geq 1$, we define

$$
\begin{equation*}
\psi(t, x)=\tilde{\psi}(t, x)+6 m \tag{11.8}
\end{equation*}
$$

For any $T_{0}>0$ and $T_{1}>0$ with $T_{0}+2 T_{1}<T$, we choose a weight function in time $\theta(t)$
depending on the parameters $m \geq 1$ and $\mu \geq 2$ as follows:

$$
\theta=\theta(t) \text { such that }\left\{\begin{array}{l}
\forall t \in\left[0, T_{0}\right], \theta(t)=1+\left(1-\frac{t}{T_{0}}\right)^{\mu}  \tag{11.9}\\
\forall t \in\left[T_{0}, T-2 T_{1}\right], \theta(t)=1, \\
\forall t \in\left[T-T_{1}, T\right), \theta(t)=\frac{1}{(T-t)^{m}} \\
\theta \text { is increasing on }\left[T-2 T_{1}, T-T_{1}\right] \\
\theta \in C^{2}([0, T))
\end{array}\right.
$$

We finally introduce the following weight functions $\varphi=\varphi(t, x)$ and $\xi=\xi(t, x)$ :

$$
\begin{equation*}
\varphi(t, x)=\theta(t)\left(\lambda e^{6 \lambda(m+1)}-e^{\lambda \psi(t, x)}\right), \quad \xi(t, x)=\theta(t) e^{\lambda \psi(t, x)} \tag{11.10}
\end{equation*}
$$

where $\mu$ is chosen as

$$
\begin{equation*}
\mu=s \lambda^{2} e^{\lambda(6 m-4)} \tag{11.11}
\end{equation*}
$$

and $s, \lambda$ are positive parameters with $s \geq 1, \lambda \geq 1$ (Hence $\mu \geq 2$, thus being compatible with the condition $\theta \in C^{2}([0, T))$.) The weight functions $\varphi, \xi, \theta$ depend on $s, \lambda, m$, and should rather be denoted by $\varphi_{s, \lambda, m}$, resp. $\xi_{s, \lambda, m}, \theta_{s, \lambda, m}$, but we drop these indexes for simplicity of notations.

We derive the following $L^{2}$-Carleman estimate for the heat equation (11.6):
Theorem 11.1 (Theorem 2.5 in [BEG]). Let $m \geq 1, T_{0}>0$ and $T_{1}>0$ with $T_{0}+2 T_{1}<T$, and consider the weights functions $\varphi, \xi, \theta$ introduced in (11.7)-(11.11). Then there exist constants $C_{0}>0, s_{0} \geq 1$ and $\lambda_{0} \geq 1$ such that for all smooth functions $z$ on $[0, T] \times \Omega$ satisfying $z=0$ on $(0, T) \times \partial \Omega$, for all $s \geq s_{0}, \lambda \geq \lambda_{0}$, we have ${ }^{1}$

$$
\begin{align*}
\int_{\Omega}|\nabla z(0)|^{2} e^{-2 s \varphi(0)} & +s^{2} \lambda^{3} e^{2 \lambda(6 m+1)} \int_{\Omega}|z(0)|^{2} e^{-2 s \varphi(0)} \\
+ & s \lambda^{2} \iint_{(0, T) \times \Omega} \xi|\nabla z|^{2} e^{-2 s \varphi}+s^{3} \lambda^{4} \iint_{(0, T) \times \Omega} \xi^{3}|z|^{2} e^{-2 s \varphi} \\
& \leq C_{0} \iint_{(0, T) \times \Omega}\left|\left(-\partial_{t}-\Delta\right) z\right|^{2} e^{-2 s \varphi}+C_{0} s^{3} \lambda^{4} \iint_{Q_{o b s}} \xi^{3}|z|^{2} e^{-2 s \varphi} . \tag{11.12}
\end{align*}
$$

This $L^{2}$-Carleman estimate for (11.6) is very close to the one in [FI96]. The powers of the parameters $s$ and of the functions $\xi$ are the same as in [FI96]. However, this result differs from [FI96] on some points.

First, the weight function in time $\theta$ in (11.9) does not blow up as $t \rightarrow 0$, while the work [FI96] considered a weight function of the form $1 /(t(T-t))^{m}$ for $m \geq 1$. This is achieved to the price of strongly convexifying the weight function $\theta$ close to $t=0$ at some rate depending on the parameters $s$ and $\lambda$, see (11.9), (11.11). This will be particularly helpful to handle more easily the dual controllability problem, see Corollary 11.2 below.

Second, the weight function in time $\theta$ in (11.9) is constant on a (possibly large) interval of time. This is not critical for Theorem 11.1, but it will be helpful when considering the coupling with the transport phenomena appearing in non-homogeneous fluids.

Third, the weight function $\tilde{\psi}$ in (11.7) depends on both time and space variables. As we will see in the following, in order to handle the equation of the density, we will need to consider

[^8]weight functions $\tilde{\psi}$ which are constant along the flow of the target trajectory. We shall therefore pay a particular attention to the possibility of considering a function $\tilde{\psi}$ depending on both time and space variables. Recent results were developed in the same spirit in the recent work [CSRZ] for the control of a visco-elasticity model with moving controls.

The proof of Theorem 11.1 can be done similarly as in [FI96], except for the terms involving time-derivatives of the weight function $\theta$ which have to be considered very cautiously, as each derivative in $\theta$ close to $t=0$ increases the power of $s$. But it turns out that the most singular terms have good signs. For instance, we could add in the left hand-side of (11.12) the term

$$
s^{2} \lambda^{2} \iint_{\left(0, T_{0}\right) \times \Omega}\left|\partial_{t} \theta\right| \xi \varphi|z|^{2} e^{-2 s \varphi}
$$

Also note that, similarly as for the Carleman estimate in [FI96], the Carleman estimate in Theorem 11.1 applies to more general operators of the form:

$$
\begin{cases}-\sigma \partial_{t} z-\operatorname{div}(A \nabla z)=g, & (t, x) \in(0, T) \times \Omega  \tag{11.13}\\ z(t, x)=0, & (t, x) \in(0, T) \times \partial \Omega\end{cases}
$$

for $\sigma \in W^{1, \infty}((0, T) \times \Omega)$ and $A \in W^{1, \infty}\left((0, T) \times \Omega ; M_{d \times d}(\mathbb{R})\right)$ such that there exists $\alpha>0$ with

$$
\forall(t, x) \in(0, T) \times \Omega, \forall \xi \in \mathbb{R}^{d}, \quad\left\{\begin{array}{l}
\sigma(t, x) \geq \alpha \\
\langle\xi, A(t, x) \xi\rangle_{\mathbb{R}^{d}} \geq \alpha\|\xi\|_{\mathbb{R}^{d}}^{2}
\end{array}\right.
$$

which are the natural conditions for the well-posedness of (11.13).
Under the above assumption, using duality and the Carleman estimate in Theorem 11.1, we can study the following null-controllability problem: For $f \in L^{2}((0, T) \times \Omega)$ and $y_{0} \in H_{0}^{1}(\Omega)$, find a function $v \in L^{2}\left(Q_{o b s}\right)$ such that the solution $y$ of

$$
\begin{cases}\sigma \partial_{t} y-\operatorname{div}(A(t, x) \nabla y)=f+v \chi_{o b s}, & (t, x) \in(0, T) \times \Omega  \tag{11.14}\\ y(t, x)=0, & (t, x) \in(0, T) \times \partial \Omega \\ y(0, x)=y_{0}(x), & x \in \Omega\end{cases}
$$

where $\chi_{o b s}$ is the indicator function of $Q_{o b s}$, satisfies

$$
\begin{equation*}
y(T)=0 \quad \text { in } \Omega \tag{11.15}
\end{equation*}
$$

Indeed, we get:
Corollary 11.2 (Theorem 2.6 in [BEG]). Let $y_{0} \in H_{0}^{1}(\Omega)$ and assume that $f \in L^{2}((0, T) \times \Omega)$ satisfies, for some parameters $s \geq s_{0}$ and $\lambda \geq \lambda_{0}, \xi^{-3 / 2} f e^{s \varphi} \in L^{2}((0, T) \times \Omega)$. Then there exists a control function $v \in L^{2}\left(Q_{\text {obs }}\right)$ such that the controlled trajectory $y$ solution of (11.14) satisfies (11.15). Besides, we can construct $v$ and $y$ in such a way that $\left(y_{0}, f\right) \mapsto(y, v)$ is linear and satisfies

$$
\begin{align*}
s^{3 / 2} \lambda^{2}\left\|y e^{s \varphi}\right\|_{L^{2}\left(L^{2}\right)}+s^{1 / 2} \lambda\left\|\xi^{-1} \nabla y e^{s \varphi}\right\|_{L^{2}\left(L^{2}\right)}+s^{-1 / 2}\left\|\xi^{-2} \partial_{t} y e^{s \varphi}\right\|_{L^{2}\left(L^{2}\right)} \\
+s^{-1 / 2}\left\|\xi^{-2} D^{2} y e^{s \varphi}\right\|_{L^{2}\left(L^{2}\right)}+\left\|\xi^{-3 / 2} v e^{s \varphi}\right\|_{L^{2}\left(Q_{o b s}\right)} \\
\leq C\left\|\xi^{-3 / 2} f e^{s \varphi}\right\|_{L^{2}\left(L^{2}\right)}+C\left\|y_{0} e^{2 s \varphi(0)}\right\|_{H_{0}^{1}(\Omega)} \tag{11.16}
\end{align*}
$$

where $\|\cdot\|_{L^{2}\left(L^{2}\right)}=\|\cdot\|_{L^{2}((0, T) \times \Omega)}$.

We can be more precise on the dependence of the controlled trajectory with respect to the initial data and get in the right-hand side of (11.16) the term

$$
C s^{1 / 2} \lambda\left\|\xi(0, \cdot)^{-1} y_{0} e^{s \varphi(0)}\right\|_{L^{2}(\Omega)}+C s^{-1 / 2}\left\|\xi(0, \cdot)^{-2} \nabla y_{0} e^{s \varphi(0)}\right\|_{L^{2}(\Omega)}
$$

instead of $C\left\|y_{0} e^{2 s \varphi(0)}\right\|_{H_{0}^{1}(\Omega)}$, but this better estimate is of little interest in practice.
Below, we present the applications of these results to fluids.

### 11.3 The 1-dimensional case

### 11.3.1 Main result

In [EGGP12], we focused on the compressible Navier-Stokes equations (11.1) in the 1-dimensional case corresponding to $\Omega=(0, L)$. Setting $\nu=\lambda+2 \mu(\nu>0)$, (11.1) simply reduces to

$$
\begin{cases}\partial_{t} \rho+\partial_{x}(\rho u)=0, & \text { in }(0, T) \times(0, L),  \tag{11.17}\\ \rho\left(\partial_{t} u+u \partial_{x} u\right)-\nu \partial_{x x} u+\partial_{x}(p(\rho))=0, & \text { in }(0, T) \times(0, L),\end{cases}
$$

still considered with controls on the boundary as in (11.4). The constant trajectories $(\bar{\rho}, \bar{u}) \in$ $\mathbb{R}_{+}^{*} \times \mathbb{R}$ are stationary solutions of (11.17). It is therefore natural to ask if one can drive solutions of (11.17) to ( $\bar{\rho}, \bar{u}$ ) exactly in some time $T$.

To better understand this problem, we start by linearizing equations (11.17) around ( $\bar{\rho}, \bar{u}$ ):

$$
\begin{cases}\partial_{t} \rho+\bar{u} \partial_{x} \rho+\bar{\rho} \partial_{x} u=0, & \text { in }(0, T) \times(0, L)  \tag{11.18}\\ \bar{\rho}\left(\partial_{t} u+\bar{u} \partial_{x} u\right)-\nu \partial_{x x} u+p^{\prime}(\bar{\rho}) \partial_{x} \rho=0, & \text { in }(0, T) \times(0, L) .\end{cases}
$$

For $\bar{u}=0$, this system reduces to the equation

$$
\begin{equation*}
\bar{\rho} \partial_{t t} u-\nu \partial_{x x} \partial_{t} u-p^{\prime}(\bar{\rho}) \bar{\rho} \partial_{x x} u=0, \text { in }(0, T) \times(0, L), \tag{11.19}
\end{equation*}
$$

with controls on the boundary. Up to a normalization, this corresponds to the wave equation with structural damping studied in [RR07]. According to [RR07], (11.19) is not spectrally controllable in any time $T>0$ due to the presence of an accumulation point in the spectrum. We also refer to [CRR12] for another aspect of this phenomenon in the context of the stabilization of linearized compressible Navier-Sokes equations (11.18) around the velocity $\bar{u}=0$.

Another way to understand this lack of controllability is to construct solutions of the adjoint equations which violates the observability estimate. This can be done using a Gaussian beam approach in the spirit of the work of J. Ralston [Ral69] for the construction of solutions of the wave equations localized around the rays of Geometric Optics, see [Deb]. Indeed, this approach constructs solutions to the adjoint of (11.18) in the case $\bar{u}=0$ - equivalently of (11.19) - which do not travel and therefore cannot be observed from the boundary. This can be done by considering the adjoint of (11.18) in the extended domain $x \in \mathbb{R}$ and taking the Fourier transform in space. For each frequency $\xi \in \mathbb{R}$, the adjoint equation of (11.18) (still with $\bar{u}=0$, and stated in $(\sigma, z)$ ), after the change of variable $t \mapsto T-t$, writes

$$
\frac{d}{d t}\binom{\hat{\sigma}(t, \xi)}{\hat{z}(t, \xi)}+A(\xi)^{*}\binom{\hat{\sigma}(t, \xi)}{\hat{z}(t, \xi)}=0, \text { where } A(\xi)=\left(\begin{array}{cc}
0 & \bar{\rho} i \xi \\
\frac{p^{\prime}(\bar{\rho})}{\bar{\rho}} i \xi & \frac{\nu}{\bar{\rho}}|\xi|^{2}
\end{array}\right) .
$$

For large $\xi$, the matrix $A(\xi)$ has two real eigenvalues $X_{+}(\xi)$ and $X_{-}(\xi)$. The largest branch $X_{+}(\xi)$ goes to infinity as $|\xi| \rightarrow \infty$ in a quadratic way, and corresponds to parabolic effects, while the
smallest branch $X_{-}(\xi)$ converges to a fixed real number as $|\xi| \rightarrow \infty$. Therefore, constructing data localized in space and whose Fourier transform has a vanishing projection on the eigenfunction corresponding to $X_{+}(\xi)$, one can construct solutions of (11.18) which have small traces on the boundary, with a size of order 1 , so that these solutions contradict the observability property.

At this point, it is interesting to remark that the eigenvectors corresponding to $X_{ \pm}(\xi)$, to the main order in $\xi$, are related to the data (in the physical space)

$$
\begin{equation*}
p^{\prime}(\bar{\rho}) \rho-\nu \partial_{x} u, \quad \text { and } \quad u+\frac{\nu}{\bar{\rho}^{2}} \partial_{x} \rho \tag{11.20}
\end{equation*}
$$

which are the 1d linear counterparts of the effective viscous flux $p(\rho)-\nu \operatorname{div} \mathbf{u}$ introduced in [Lio98] (see also [FNP01]) and of the effective velocity $\mathbf{u}+\nu \nabla \rho / \rho^{2}$, see [BDL03, BD03]. Both quantities were proved to be important to get some compactness results needed to prove global existence results for several models of compressible fluids.

When $\bar{u} \neq 0$, the change of variable $x \mapsto x+\bar{u} t$ allows to apply immediately the above analysis as well. Therefore, the time of controllability for (11.17) necessarily is larger than $L /|\bar{u}|$. This is also consistent with the works [MRR13] studying the linear equation (11.19) with a control set moving during the evolution: roughly speaking, it is then proved that if the control set covers the whole domain, the linear equation (11.19) is null-controllable.

In this context, with O. Glass, S. Guerrero and J.-P. Puel, we obtained the following result:
Theorem 11.3 ([EGGP12]). Let $(\bar{\rho}, \bar{u}) \in \mathbb{R}_{+}^{*} \times \mathbb{R}_{*}, \Omega=(0, L)$ and let $T>L /|\bar{u}|$. There exists $\varepsilon>0$ such that for all $\left(\rho_{0}, u_{0}\right) \in H^{1}(0, L) \times H^{1}(0, L)$ with

$$
\begin{equation*}
\left\|\left(\rho_{0}-\bar{\rho}, u_{0}-\bar{u}\right)\right\|_{H_{0}^{1}(0, L) \times H_{0}^{1}(0, L)} \leq \varepsilon, \tag{11.21}
\end{equation*}
$$

there exists a controlled trajectory $(\rho, u)$ of (11.17) with initial condition ( $\rho_{0}, u_{0}$ ) satisfying

$$
\begin{equation*}
(\rho(T), u(T))=(\bar{\rho}, \bar{u}) \text { in }(0, L) \tag{11.22}
\end{equation*}
$$

Besides, $(\rho, u)$ enjoys the following regularity:

$$
\begin{equation*}
\rho \in C^{0}\left([0, T] ; H^{1}(0, L)\right), u \in L^{2}\left(0, T ; H^{2}(0, L)\right) \cap H^{1}\left(0, T ; L^{2}(0, L)\right) \tag{11.23}
\end{equation*}
$$

Theorem 11.3 holds in any time $T>L /|\bar{u}|$. According to [Deb], this is the sharp time when considering strategies based on the linearization of the constant trajectory ( $\bar{\rho}, \bar{u}$ ). But the use of the non-linear effects of (11.17) could possibly remove this assumption on the time, as it is the case for instance for the Euler equation [Cor96].

Theorem 11.3 was first proved in [EGGP12] under the assumption that $\left(\rho_{0}, u_{0}\right)$ is close to $(\bar{\rho}, \bar{u})$ in $H^{3}(0, L) \times H^{3}(0, L)$. This was due to the fact that we were working with the original weight function $(\theta(t) \simeq 1 / t$ close to $t=0)$ of [FI96]. In particular, we needed to consider initial data $\left(\rho_{0}, u_{0}\right)$ corresponding to rather smooth solutions of (11.17), so that it could be subtract to (11.17) and the newly created source term could be handled. As we did not find any reference for this precise problem, we used the work [MN80] considering a far more general problem (compressible heat conductive Navier-Stokes equations in 3d), but to the price of adding stronger regularity assumptions on the initial data.

Let us also point out that the 1d linearized compressible Navier-Stokes equations have later been analyzed on the torus when the control acts only in the equation of the velocity. Using a spectral approach as in [MRR13], it was proved in [CDRR] that this system is exactly controllable to the trajectories in any time $T>L /|\bar{u}|$ provided that the initial and target densities have the same mass - this is a natural assumption as in the torus, when the control acts only on the velocity equation, this quantity is preserved.

Let us also remark that, following the proof carefully, one can impose that the controlled velocity $u$ given by Theorem 11.3 satisfies $u(t, x)=\bar{u}$ at $x=L$ if $\bar{u}>0$ and at $x=0$ if $\bar{u}<0$. In other words, the controls can all be taken in the incoming (upwind) side, i.e. the side in which the fluid enters the domain.

### 11.3.2 Ideas of the proof

To prove Theorem 11.3, we use a fixed point argument. By symmetry, we can choose $\bar{u}>0$ without loss of generality.

Doing the change of unknown $(\rho, u) \mapsto(\rho-\bar{\rho}, u-\bar{u})$, solving the problem (11.17) with initial data $\left(\rho_{0}, u_{0}\right)$ satisfying (11.21), (11.22) is equivalent to solve the null-controllability problem

$$
\begin{equation*}
(\rho(T, \cdot), u(T, \cdot))=(0,0) \text { in }(0, L) \tag{11.24}
\end{equation*}
$$

for the system

$$
\begin{cases}\partial_{t} \rho+(\bar{u}+u) \partial_{x} \rho+\bar{\rho} \partial_{x} u=f_{\rho}, & \text { in }(0, T) \times(0, L),  \tag{11.25}\\ \bar{\rho}\left(\partial_{t} u+\bar{u} \partial_{x} u\right)-\nu \partial_{x x} u=-p^{\prime}(\bar{\rho}) \partial_{x} \rho+f_{u}, & \text { in }(0, T) \times(0, L), \\ (\rho(0, \cdot), u(0, \cdot))=\left(\rho_{0}, u_{0}\right) \text { small in } H_{0}^{1}(0, L)^{2}, & \end{cases}
$$

where $f_{\rho}=f_{\rho}(\rho, u)$ and $f_{u}=f_{u}(\rho, u)$ are quadratic terms in $(\rho, u)$.
Given $(\hat{\rho}, \hat{u})$ in a suitable class, we are thus led to solve the null-controllability problem (11.24) for the equation

$$
\begin{cases}\partial_{t} \rho+(\bar{u}+u) \partial_{x} \rho+\bar{\rho} \partial_{x} u=f_{\rho}(\hat{\rho}, \hat{u}), & \text { in }(0, T) \times(0, L),  \tag{11.26}\\ \bar{\rho}\left(\partial_{t} u+\bar{u} \partial_{x} u\right)-\nu \partial_{x x} u=-p^{\prime}(\bar{\rho}) \partial_{x} \hat{\rho}+f_{u}(\hat{\rho}, \hat{u}), & \text { in }(0, T) \times(0, L), \\ (\rho(0, \cdot), u(0, \cdot))=\left(\rho_{0}, u_{0}\right) \text { small in } H_{0}^{1}(0, L)^{2} & \end{cases}
$$

Given $(\hat{\rho}, \hat{u})$, the null-controllability problem for the velocity $u$ is a classical problem for the heat equation and fits into the setting of Corollary 11.2. To be more precise, we first extend the domain to $(0, T) \times(-5 \bar{u} T, L)$, on which we extend the source term and the initial datum by 0 , and we consider a weight function $\tilde{\psi}$ such that all its critical points are in $(0, T) \times(-4 \bar{u} T,-2 \bar{u} T)$. We then apply Corollary $11.2^{2}$ with this weight function and simply truncate the controlled solution on $(0, L)$ to get the control $u(t, 0)$ and the controlled trajectory $u$.

Once $u$ is constructed, the equation of the density $\rho$ is a simple transport equation with a given source term, with a velocity $\bar{u}+u$. As $u$ is supposed to be small (in $L^{2}\left(0, T ; H^{2}(\Omega)\right)$ and thus in $\left.L^{1}\left(0, T ; L^{\infty}(\Omega)\right)\right)$, the flow corresponding to $\bar{u}+u$ is close to the one corresponding to $\bar{u}$. It is then easy to check that one can construct a suitable controlled density $\rho$ simply by gluing the solutions $\rho_{f}$ and $\rho_{b}$ of the forward transport equation

$$
\begin{cases}\partial_{t} \rho_{f}+(\bar{u}+u) \partial_{x} \rho_{f}=f_{\rho}(\hat{\rho}, \hat{u})-\bar{\rho} \partial_{x} u, & \text { in }(0, T) \times(0, L),  \tag{11.27}\\ \rho_{f}(0, \cdot)=\rho_{0}, & \text { in }(0, L), \\ \rho_{f}(t, 0)=0, & \text { in }(0, T),\end{cases}
$$

and the backward transport equation

$$
\begin{cases}\partial_{t} \rho_{b}+(\bar{u}+u) \partial_{x} \rho_{b}=f_{\rho}(\hat{\rho}, \hat{u})-\bar{\rho} \partial_{x} u, & \text { in }(0, T) \times(0, L)  \tag{11.28}\\ \rho_{b}(T, \cdot)=0, & \text { in }(0, L), \\ \rho_{b}(t, L)=0, & \text { in }(0, T)\end{cases}
$$

[^9]Indeed, one can then simply set

$$
\begin{equation*}
\rho=\eta \rho_{f}+(1-\eta) \rho_{b} \tag{11.29}
\end{equation*}
$$

where $\eta$ solves

$$
\begin{cases}\partial_{t} \eta+(\bar{u}+u) \partial_{x} \eta=0, & \text { in }(0, T) \times(0, L),  \tag{11.30}\\ \eta(0, \cdot)=1, & \text { in }(0, L), \\ \eta(t, 0)=\eta_{0}(t), & \text { in }(0, T),\end{cases}
$$

$\eta_{0}(t)$ being a smooth cut-off function taking value 1 in a neighborhood of $t=0$ and vanishing after some time small enough.

Now, the problem is the following. To perform the fixed point argument, we need to work within suitable weighted Sobolev spaces, with the weights given by the Carleman estimate (11.16), both for $u$ and $\rho$. We shall then be able to derive weighted estimates on the density $\rho$. It is then natural to impose that the weight function $\tilde{\psi}$ in (11.7) solves the transport equation

$$
\begin{equation*}
\partial_{t} \tilde{\psi}+\bar{u} \partial_{x} \tilde{\psi}=0, \text { in }(0, T) \times(0, L) \tag{11.31}
\end{equation*}
$$

i.e. $\tilde{\psi}(t, x)=\tilde{\psi}_{0}(x-\bar{u} t), \tilde{\psi}_{0}$ being the initial data of the transport equation in (11.31). To be compatible with the assumptions required for the control of the equation of the velocity, we extend $\tilde{\sim}_{0}$ to $(-6 \bar{\sim} T, L)$ and choose it such that its critical points are in $(-4 \bar{u} T,-3 \bar{u} T)$. Setting then $\tilde{\psi}(t, x)=\tilde{\psi}_{0}(x-\bar{u} t)$ in the whole set $(0, T) \times(-5 \bar{u} T, L)$, we easily check that all the critical points of $\tilde{\psi}$ belong to the set $(0, T) \times(-4 \bar{u} T,-2 \bar{u} T)$.

But this is not enough. Indeed, deriving weighted energy estimates on $\rho_{f}$ (namely estimate on $\rho_{f} e^{s \varphi}$ for instance) requires

$$
\partial_{t} \varphi+\bar{u} \partial_{x} \varphi \leq 0
$$

while, for $\rho_{b}$, it requires

$$
\partial_{t} \varphi+\bar{u} \partial_{x} \varphi \geq 0
$$

With (11.31), one can then estimate $\rho_{f}$ on sets $\left(0, T_{f}\right) \times(0, L)$ for which $\partial_{t} \theta \leq 0$ on $\left(0, T_{f}\right)$, and $\rho_{b}$ on sets $\left(T_{b}, T\right) \times(0, L)$ for which $\partial_{t} \theta \geq 0$.

We are therefore led to choose $T_{0}$ and $T_{1}$ in (11.9) in such a way that $T-2 T_{0}-2 T_{1}>L /|\bar{u}|$, $\theta(t)=1$ on $\left(T_{0}, T-2 T_{1}\right)$ as in (11.9), and we choose $\eta_{0}$ in (11.30) so that $\eta_{0}(t)=1$ for $t \in\left(0, T_{0}\right)$ and $\eta_{0}(t)=0$ for $t \geq 2 T_{0}$. From (11.29), this guarantees, for $u$ small enough, that $\rho=\rho_{f}$ for $t \in\left(0, T_{0}\right)$ and $\rho=\rho_{b}$ for $t \in\left(T-2 T_{1}, T\right)$.

Another difficulty then occurs when trying to perform the fixed point argument, due to the strength of the coupling. Indeed, equation (11.27) implies that $\rho_{f}$ has the same regularity as $\partial_{x} u$, so that at first glance, $\partial_{x} \rho$ will have the same strength as $\partial_{x x} u$. But $\partial_{x} \rho$ appears as a source term in the controllability problem for $u$. It will therefore be too singular to be handled directly.

This is why we introduce the so-called effective velocities (recall (11.20)):

$$
\begin{equation*}
\tilde{u}_{f}=u+\frac{\nu}{\bar{\rho}^{2}} \partial_{x} \rho_{f}, \quad \tilde{u}_{b}=u+\frac{\nu}{\bar{\rho}^{2}} \partial_{x} \rho_{b} . \tag{11.32}
\end{equation*}
$$

The equation on $\tilde{u}_{f}$ then becomes

$$
\begin{equation*}
\bar{\rho}\left(\partial_{t}+(\bar{u}+u) \partial_{x}+\partial_{x} u\right) \tilde{u}_{f}+p^{\prime}(\bar{\rho}) \partial_{x} \hat{\rho}=2 \bar{\rho} u \partial_{x} u+\frac{\nu}{\bar{\rho}} \partial_{x}\left(f_{\rho}(\hat{\rho}, \hat{u})\right)+f_{u}(\hat{\rho}, \hat{u}) \tag{11.33}
\end{equation*}
$$

To gain some better decoupling, we therefore replace the controllability problem for $\rho$ in $(11.26)_{(1)}$ by

$$
\begin{equation*}
\partial_{t} \rho+(\bar{u}+u) \partial_{x} \rho+\frac{p^{\prime}(\bar{\rho}) \bar{\rho}}{\nu} \rho+\bar{\rho} \partial_{x} u=f_{\rho}(\hat{\rho}, \hat{u})+\frac{p^{\prime}(\bar{\rho}) \bar{\rho}}{\nu} \hat{\rho} \text { in }(0, T) \times(0, L) \tag{11.34}
\end{equation*}
$$

Solving this controllability problem in the same way as before, we obtain for $\tilde{u}_{f}$ the equation

$$
\begin{align*}
\bar{\rho}\left(\partial_{t}+(\bar{u}+u) \partial_{x}+\partial_{x} u\right) \tilde{u}_{f}+\frac{p^{\prime}(\bar{\rho}) \bar{\rho}^{2}}{\nu} & \tilde{u}_{f} \\
& =\frac{p^{\prime}(\bar{\rho}) \bar{\rho}^{2}}{\nu} u+2 \bar{\rho} u \partial_{x} u+\frac{\nu}{\bar{\rho}} \partial_{x}\left(f_{\rho}(\hat{\rho}, \hat{u})\right)+f_{u}(\hat{\rho}, \hat{u}) \tag{11.35}
\end{align*}
$$

The coupling between $\tilde{u}_{f}$ and $u$ is now much better: $\tilde{u}_{f}$ has the same regularity as $u$, so does $\partial_{x} \rho_{f}$. Using this effective velocity $\tilde{u}_{f}$, we are then able to derive suitable estimates on $\partial_{x} \rho_{f}$ (and similarly for $\partial_{x} \rho_{b}$ by using $\tilde{u}_{b}$ ) allowing to perform Schauder's fixed point theorem.

### 11.4 Extensions

### 11.4.1 Extension to the multi-dimensional setting

With O. Glass and S. Guerrero, we are presently trying to extend this result to the multidimensional setting. We already have some promising result, and in particular the following one:

Theorem 11.4. Let $\bar{\rho}>0, \overline{\mathbf{u}} \in \mathbb{R}^{d} \backslash\{0\}(d \leq 3)$ and let $L_{0}>0$ be larger than the thickness of $\Omega$ in the direction $\bar{u} /|\bar{u}|$, and assume

$$
\begin{equation*}
T>L_{0} /|\bar{u}| \tag{11.36}
\end{equation*}
$$

Then there exists $\varepsilon>0$ such that for all $\left(\rho_{0}, \mathbf{u}_{0}\right) \in H^{2}(\Omega) \times H^{2}(\Omega)$ satisfying

$$
\begin{equation*}
\left\|\left(\rho_{0}, \mathbf{u}_{0}\right)-(\bar{\rho}, \overline{\mathbf{u}})\right\|_{H^{2}(\Omega) \times H^{2}(\Omega)} \leq \varepsilon, \tag{11.37}
\end{equation*}
$$

there exists a solution $(\rho, u)$ of (11.1) with initial data $\left(\rho_{0}, \mathbf{u}_{0}\right)$ and satisfying the control requirement

$$
\begin{equation*}
\rho(T, x)=\bar{\rho}, \quad \mathbf{u}(T, x)=\overline{\mathbf{u}} \quad \text { in } \Omega . \tag{11.38}
\end{equation*}
$$

Besides, the controlled trajectory $(\rho, \mathbf{u})$ has the following regularity:

$$
(\rho, \mathbf{u}) \in C\left([0, T] ; H^{2}(\Omega)\right) \times\left(L^{2}\left(0, T ; H^{3}(\Omega)\right) \cap H^{1}\left(0, T ; H^{1}(\Omega)\right)\right)
$$

Theorem 11.4 requires a strong smoothness assumption on $(\rho, \mathbf{u})$. Actually, the regularity of the velocity field $\mathbf{u}$ is important, as $\mathbf{u} \in L^{2}\left(0, T ; H^{3}(\Omega)\right)$ implies (in dimension $\leq 3$ ) that $\mathbf{u} \in L^{1}\left(0, T ; W^{1, \infty}(\Omega)\right)$, and therefore the corresponding flow is well-defined by Cauchy-Lipschitz.

To prove Theorem 11.4, we first extend the domain $\Omega$ into a big torus $\mathbb{T}_{L}$ and, for $\hat{\mathbf{u}}$ small enough in $L^{2}\left(0, T ; H^{3}(\Omega)\right) \cap H^{1}\left(0, T ; H^{1}(\Omega)\right)$, we consider the null controllability problem for the linear system

$$
\begin{cases}\partial_{t} \rho+(\overline{\mathbf{u}}+\hat{\mathbf{u}}) \cdot \nabla \rho+\bar{\rho} \operatorname{div} \mathbf{u}=f_{\rho}+v_{\rho} \chi, & \text { in }(0, T) \times \mathbb{T}_{L}  \tag{11.39}\\ \bar{\rho}\left(\partial_{t} \mathbf{u}+\overline{\mathbf{u}} \cdot \nabla \mathbf{u}\right)-\mu \Delta \mathbf{u}-(\lambda+\mu) \nabla \operatorname{div} \mathbf{u}+p^{\prime}(\bar{\rho}) \nabla \rho=\mathbf{f}_{\mathbf{u}}+\mathbf{v}_{\mathbf{u}} \chi, & \text { in }(0, T) \times \mathbb{T}_{L}\end{cases}
$$

where $\chi$ is the indicator function of $\mathbb{T}_{L} \backslash \bar{\Omega}$. Indeed, after the change of unknown $(\rho, \mathbf{u}) \mapsto$ ( $\rho-\bar{\rho}, \mathbf{u}-\overline{\mathbf{u}})$, this system corresponds to the linearization of the non-linear system (11.1) (except for the term $\hat{\mathbf{u}} \cdot \nabla \rho$ in $(11.39)_{(1)}$ which is quadratic, but cannot be handled as a source term due to regularity issues, similarly as in the 1d setting).

To be more precise, for $\left(\rho_{0}, \mathbf{u}_{0}\right)$ small in $H^{2}\left(\mathbb{T}_{L}\right) \times H^{2}\left(\mathbb{T}_{L}\right), f_{\rho} \in L^{2}\left(0, T ; H^{2}\left(\mathbb{T}_{L}\right)\right)$ and $\mathbf{f}_{\mathbf{u}} \in L^{2}\left(0, T ; H^{1}\left(\mathbb{T}_{L}\right)\right)$, we want to find controls $v_{\rho}, \mathbf{v}_{\mathbf{u}}$ such that the solution of (11.39) with
initial data $\left(\rho_{0}, \mathbf{u}_{0}\right)$ satisfies $(\rho(T), \mathbf{u}(T))=(0,0)$ in $\mathbb{T}_{L}$ and $(\rho, \mathbf{u})$ enjoys the following regularity: $\rho \in C^{0}\left([0, T] ; H^{2}\left(\mathbb{T}_{L}\right)\right)$ and $\mathbf{u} \in L^{2}\left(0, T ; H^{3}(\Omega)\right) \cap H^{1}\left(0, T ; H^{1}(\Omega)\right)$.

By duality, we focus on the observability of the adjoint problem

$$
\begin{cases}-\partial_{t} \sigma-\operatorname{div}((\overline{\mathbf{u}}+\hat{\mathbf{u}}) \sigma)-p^{\prime}(\bar{\rho}) \operatorname{div} \mathbf{z}=g_{\sigma}, & \text { in }(0, T) \times \mathbb{T}_{L}  \tag{11.40}\\ -\bar{\rho}\left(\partial_{t} \mathbf{z}+\overline{\mathbf{u}} \cdot \nabla \mathbf{z}\right)-\mu \Delta \mathbf{z}-(\lambda+\mu) \nabla \operatorname{div} \mathbf{z}-\bar{\rho} \nabla \sigma=\mathbf{g}_{\mathbf{z}}, & \text { in }(0, T) \times \mathbb{T}_{L}\end{cases}
$$

for $g_{\sigma} \in L^{2}\left(0, T ; H^{-2}\left(\mathbb{T}_{L}\right)\right)$ and $\mathbf{g}_{\mathbf{z}} \in L^{2}\left(0, T ; H^{-3}\left(\mathbb{T}_{L}\right)\right)$, observed through $(0, T) \times\left(\mathbb{T}_{L} \backslash \bar{\Omega}\right)$.
Similarly as in the 1 d case, we set $\nu=\lambda+2 \mu$. It is then interesting to introduce the quantity

$$
\begin{equation*}
q=\nu \operatorname{div} \mathbf{z}+\bar{\rho} \sigma \tag{11.41}
\end{equation*}
$$

which is the counterpart of the effective viscous flux $p(\rho)-\nu \operatorname{div} \mathbf{u}$ for the adjoint equation (11.40) (recall (11.20)). Indeed, if ( $\sigma, \mathbf{z}$ ) solves (11.40), the variables $(\sigma, q)$ solve a closed subsystem

$$
\left\{\begin{align*}
-\partial_{t} \sigma-\operatorname{div}((\overline{\mathbf{u}}+\hat{\mathbf{u}}) \sigma)+\frac{p^{\prime}(\bar{\rho}) \bar{\rho}}{\nu} \sigma=g_{\sigma}+\frac{p^{\prime}(\bar{\rho})}{\nu} q, & \text { in }(0, T) \times \mathbb{T}_{L}  \tag{11.42}\\
-\frac{\bar{\rho}}{\nu}\left(\partial_{t} q+\overline{\mathbf{u}} \cdot \nabla q\right)-\Delta q-\frac{p^{\prime}(\bar{\rho}) \bar{\rho}^{2}}{\nu^{2}} q & \\
=\operatorname{div} \mathbf{g}_{\mathbf{z}}+\frac{\bar{\rho}^{2}}{\nu} g_{\sigma}+\frac{\bar{\rho}^{2}}{\nu} \operatorname{div}(\hat{\mathbf{u}} \sigma)-\frac{p^{\prime}(\bar{\rho}) \bar{\rho}^{3}}{\nu^{2}} \sigma, & \text { in }(0, T) \times \mathbb{T}_{L}
\end{align*}\right.
$$

As in the 1d case, we see that this subsystem decreases the strength of the coupling of both equations.

We then deduce the observability of (11.42) from the study of the null controllability problem for the adjoint equation

$$
\begin{cases}\partial_{t} r+(\overline{\mathbf{u}}+\hat{\mathbf{u}}) \cdot \nabla r+\frac{p^{\prime}(\bar{\rho}) \bar{\rho}}{\nu} r=f_{r}-\frac{\bar{\rho}^{2}}{\nu} \hat{\mathbf{u}} \cdot \nabla y-\frac{p^{\prime}(\bar{\rho}) \bar{\rho}^{3}}{\nu^{2}} y+v_{r} \chi, & \text { in }(0, T) \times \mathbb{T}_{L}  \tag{11.43}\\ \bar{\rho} \\ \frac{p^{\prime}}{\nu}\left(\partial_{t} y+\overline{\mathbf{u}} \cdot \nabla y\right)-\Delta y-\frac{p^{2}}{\nu^{2}} y=f_{y}+\frac{p^{\prime}(\bar{\rho})}{\nu} r+v_{y} \chi, & \text { in }(0, T) \times \mathbb{T}_{L} \\ (r(0, \cdot), y(0, \cdot))=\left(r_{0}, y_{0}\right),(r(T, \cdot), y(T, \cdot))=(0,0), & \text { in } \mathbb{T}_{L}\end{cases}
$$

where $\left(r_{0}, y_{0}\right) \in H^{2}\left(\mathbb{T}_{L}\right) \times H^{3}\left(\mathbb{T}_{L}\right)$ and $f_{r}, f_{y} \in L^{2}\left(0, T ; H^{2}\left(\mathbb{T}_{L}\right)\right)$. As the coupling between the equations in (11.43) is rather weak, the null-controllability problem (11.43) can be solved by a fixed point argument and the good understanding of the null-controllability problem

$$
\begin{cases}\partial_{t} r+(\overline{\mathbf{u}}+\hat{\mathbf{u}}) \cdot \nabla r+\frac{p^{\prime}(\bar{\rho}) \bar{\rho}}{\nu} r=\hat{f}_{r}+v_{r} \chi, & \text { in }(0, T) \times \mathbb{T}_{L}  \tag{11.44}\\ \bar{\rho} & \text { in }(0, T) \times \mathbb{T}_{L} \\ \nu & \partial_{t} y-\Delta y=\hat{f}_{y}+v_{y} \chi, \\ (r(0, \cdot), y(0, \cdot))=\left(r_{0}, y_{0}\right), & \text { in } \mathbb{T}_{L} \\ (r(T, \cdot), y(T, \cdot))=(0,0), & \text { in } \mathbb{T}_{L},\end{cases}
$$

which completely decouples the controllability problem for both equations.
Based on Corollary 11.2 and the construction in 1d, one can easily get a solution $(r, y)$ of the controllability problem (11.43) with the regularity $(r, y) \in L^{2}\left(0, T ; L^{2}\left(\mathbb{T}_{L}\right)\right) \times L^{2}\left(0, T ; H^{2}\left(\mathbb{T}_{L}\right)\right) \cap$ $H^{1}\left(0, T ; L^{2}\left(\mathbb{T}_{L}\right)\right)$. However, one needs to get suitable regularity results for the controllability problem (11.39). We shall then prove that for $\left(r_{0}, y_{0}\right) \in H^{2}\left(\mathbb{T}_{L}\right) \times H^{3}\left(\mathbb{T}_{L}\right)$ and $f_{r}, f_{y} \in$ $L^{2}\left(0, T ; H^{2}\left(\mathbb{T}_{L}\right)\right)$, one can find a trajectory $(r, y)$ solving (11.43) with $r \in L^{2}\left(0, T ; H^{2}\left(\mathbb{T}_{L}\right)\right)$ and $y \in L^{2}\left(0, T ; H^{4}\left(\mathbb{T}_{L}\right)\right) \cap H^{1}\left(0, T ; H^{2}\left(\mathbb{T}_{L}\right)\right)$. This is done by a bootstrap argument and the analysis of the regularity of the control maps $\left(r_{0}, \hat{f}_{r}\right) \mapsto\left(r, v_{r}\right)$ and $\left(y_{0}, \hat{f}_{y}\right) \mapsto\left(y, v_{y}\right)$ in (11.44).

Once this is done, we get an observability estimate for the system $(\sigma, q)$ in (11.42), and then on $\mathbf{z}$ from $(11.40)_{(2)}$. By duality, we obtain a controllability result for system (11.39). We can then perform a Schauder's fixed point argument to show Theorem 11.4.

Note that for this method to apply, it is very helpful to assume that the controls act on the whole boundary $(0, T) \times \partial \Omega$. Otherwise, $q$ does not satisfy homogeneous boundary conditions and extra work is required to handle the newly created terms.

### 11.4.2 Extension to more general target trajectories

Of course, another natural question concerns the local exact controllability to target trajectories of (11.17). In other words, given a trajectory $(\bar{\rho}, \bar{u})$ of (11.17), and an initial data ( $\rho_{0}, u_{0}$ ) close to $(\bar{\rho}(0, \cdot), \bar{u}(0, \cdot))$ in a suitable functional setting, find a controlled trajectory $(\rho, u)$ solution of (11.17) such that at time $T>0$,

$$
\begin{equation*}
(\rho(T, \cdot), u(T, \cdot))=(\bar{\rho}(T, \cdot), \bar{u}(T, \cdot)) \quad \text { in }(0, L) . \tag{11.45}
\end{equation*}
$$

This issue is currently analyzed by M. Savel, J.-P. Raymond and myself. The difficulty is twofold. First, several new terms are created involving derivatives of the target trajectory, and this requires several additional technicalities. Second, the condition for controlling the density should be modified. We should at least assume that the flow $\bar{X}$ corresponding to the velocity field $\bar{u}$ should push away all the points of the domain between the times $t=0$ and $t=T$. To be more precise, introducing the flow ${ }^{3}$

$$
\frac{d \bar{X}}{d t}(t, x)=\bar{u}(t, \bar{X}(t, x)), \quad t \geq 0, \quad \bar{X}(0, x)=x \in \mathbb{R}
$$

we should assume that

$$
\begin{equation*}
\forall x \in[0, L], \exists t_{x} \in(0, T), \text { s.t. } \bar{X}\left(t_{x}, x\right) \notin[0, L] \tag{11.46}
\end{equation*}
$$

In the construction of the controlled density, one should then be particularly cautious about possible oscillations of the trajectories around the boundary. Note that this difficulty is solved in the case of incompressible fluids, see next chapter, but the controlled density in that case is not smooth. It is therefore not fully adequate for the case of compressible fluids, and the construction should be adapted to smooth up the controlled density adequately.

[^10]
## Chapter 12

## Controllability of the incompressible non-homogeneous Navier-Stokes equations

### 12.1 Main result

In this section, we consider the incompressible non-homogeneous Navier-Stokes equation. Let $T>0$ and $\Omega$ be a smooth bounded domain of $\mathbb{R}^{2}$. The motion of an incompressible viscous fluid is then described by the following set of equations:

$$
\begin{cases}\partial_{t} \rho+\operatorname{div}(\rho \mathbf{u})=0, & \text { in }(0, T) \times \Omega  \tag{12.1}\\ \rho\left(\partial_{t} \mathbf{u}+\mathbf{u} \cdot \nabla \mathbf{u}\right)-\nu \Delta \mathbf{u}+\nabla p=0, & \text { in }(0, T) \times \Omega \\ \operatorname{div} \mathbf{u}=0, & \text { in }(0, T) \times \Omega\end{cases}
$$

Here $\rho$ is the density of the fluid, $\mathbf{u}$ its velocity and $p$ its pressure. Note that in the case of incompressible flows, the pressure is not given in terms of the density as in (11.2) in the compressible case. Actually, in the context of incompressible fluids, the pressure is the Lagrange multiplier of the divergence free condition $\operatorname{div} \mathbf{u}=0$.

As it is classically done in the context of incompressible fluid (see e.g. [BF13]), we introduce the space $V^{1}(\Omega)$ of vector fields in $H^{1}(\Omega)$ satisfying the divergence free condition, and $V_{0}^{1}(\Omega)$ for elements of $V^{1}(\Omega)$ vanishing on the boundary $\partial \Omega$.

Our goal is to study the local exact controllability problem to trajectories. Again, we consider controls acting on the boundary, as in (11.4). We then introduce a trajectory ( $\bar{\rho}, \overline{\mathbf{u}}$ ) solving (12.1) in $(0, T) \times \Omega$. Extending $\overline{\mathbf{u}}$ to $[0, T] \times \mathbb{R}^{2}$, we introduce the corresponding flow

$$
\begin{equation*}
\frac{d \bar{X}}{d t}\left(t, t_{0}, x\right)=\overline{\mathbf{u}}\left(t, \bar{X}\left(t, t_{0}, x\right)\right), \quad t \geq 0, \quad \bar{X}\left(t_{0}, t_{0}, x\right)=x \in \mathbb{R}^{2} \tag{12.2}
\end{equation*}
$$

and, for $T>0$, the set

$$
\begin{equation*}
\Omega_{o u t}^{T}=\left\{x \in \bar{\Omega} \mid \exists t_{x} \in(0, T), \text { s.t. } \bar{X}\left(t_{x}, 0, x\right) \notin \bar{\Omega}\right\} \tag{12.3}
\end{equation*}
$$

This set corresponds to all the points that are transported outside $\bar{\Omega}$ before the time $T>0$. Note that it does not depend on the extension chosen for $\overline{\mathbf{u}}$. Our main geometric assumption, coming from the transport equation satisfied by the density, is the following one:

$$
\begin{equation*}
\Omega_{o u t}^{T}=\bar{\Omega} \tag{12.4}
\end{equation*}
$$

As we would like to control on the smallest possible set of the boundary and to describe what our approach gives at best, we assume that there exists an open subset $\Gamma_{0}$ of the boundary $\partial \Omega$ satisfying the following assumptions:

$$
\begin{align*}
& \text { (i). } \Gamma_{0} \text { has a finite number of connected components, } \\
& \text { (ii). } \inf _{[0, T] \times \overline{\Gamma_{0}}}^{\overline{\mathbf{u}} \cdot \mathbf{n}>0 .} \tag{12.5}
\end{align*}
$$

Under these conditions, we get the following result:
Theorem 12.1 ([BEG]). Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^{2}$. Assume that $(\bar{\rho}, \overline{\mathbf{u}})$ solves (12.1) and satisfies

$$
\begin{equation*}
(\bar{\rho}, \overline{\mathbf{u}}) \in C^{2}([0, T] \times \bar{\Omega}) \times C^{2}([0, T] \times \bar{\Omega}) \quad \text { and } \quad \inf _{[0, T] \times \bar{\Omega}} \bar{\rho}>0 \tag{12.6}
\end{equation*}
$$

Assume that the condition (12.4) is satisfied for the time $T$ and that there exists $\Gamma_{0}$ (possibly empty) satisfying (12.5).

Then there exists $\varepsilon>0$ such that for all $\left(\rho_{0}, \mathbf{u}_{0}\right) \in L^{\infty}(\Omega) \times V^{1}(\Omega)$ satisfying

$$
\begin{equation*}
\left\|\rho_{0}-\bar{\rho}(0, \cdot)\right\|_{L^{\infty}(\Omega)}+\left\|\mathbf{u}_{0}-\overline{\mathbf{u}}(0, \cdot)\right\|_{H_{0}^{1}(\Omega)} \leq \varepsilon \tag{12.7}
\end{equation*}
$$

there exists a controlled trajectory $(\rho, \mathbf{u})$ solving (12.1) with initial data

$$
\begin{equation*}
(\rho(0, \cdot), \mathbf{u}(0, \cdot))=\left(\rho_{0}, \mathbf{u}_{0}\right) \text { in } \Omega \tag{12.8}
\end{equation*}
$$

with the boundary condition $\mathbf{u}(t, x)=\overline{\mathbf{u}}(t, x)$ for all $(t, x) \in(0, T) \times \Gamma_{0}$, and satisfying the controllability property

$$
\begin{equation*}
(\rho(T, \cdot), \mathbf{u}(T, \cdot))=(\bar{\rho}(T, \cdot), \overline{\mathbf{u}}(T, \cdot)) \text { in } \Omega \tag{12.9}
\end{equation*}
$$

Besides, one can construct $(\rho, \mathbf{u})$ with the following regularity property:

$$
\begin{equation*}
(\rho, \mathbf{u}) \in L^{\infty}((0, T) \times \Omega) \times\left(H^{1}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{2}(\Omega)\right)\right) \tag{12.10}
\end{equation*}
$$

Note that Condition (ii) in (12.5) implies that for all $t>0$, the velocity field $\overline{\mathbf{u}}(t, \cdot)$ is directed to the exterior of $\Omega$ on $\Gamma_{0}$. Actually, it even implies that there exists $\gamma>0$ such that $\inf _{[0, T] \times \overline{\Gamma_{0}}} \overline{\mathbf{u}} \cdot \mathbf{n} \geq \gamma$. In this case, choosing $\varepsilon>0$ in (12.7) smaller if necessary, we can impose that the controlled velocity $\mathbf{u}$ of Theorem 12.1 stays in a neighborhood of $\overline{\mathbf{u}}$ in $C^{0}\left([0, T] ; V^{1}(\Omega)\right)$ small enough to guarantee $\mathbf{u}(t, x) \cdot \mathbf{n}>0$ for all $(t, x) \in(0, T) \times \Gamma_{0}$. Therefore, there is no control on the density $\rho$ on the set $\Gamma_{0}$ either, as $\Gamma_{0}$ corresponds to an outflow part of the boundary for $\mathbf{u}$ as well.

To our knowledge, the study of the control properties of (12.1) has only been done in [FC12], mainly from the point of view of optimal control. In the context of controllability, however, there was to our knowledge no previous result.

### 12.2 Sketch of the proof

As before, our proof is based on a suitable fixed point argument.
Working on the unknown $(\rho-\bar{\rho}, \mathbf{u}-\overline{\mathbf{u}})$, still denoted $(\rho, \mathbf{u})$ for simplicity, we are back to study the boundary null-controllability property of the system

$$
\begin{cases}\partial_{t} \rho+(\overline{\mathbf{u}}+\mathbf{u}) \cdot \nabla \rho=-\mathbf{u} \cdot \nabla \bar{\rho}, & \text { in }(0, T) \times \Omega  \tag{12.11}\\ \bar{\rho} \partial_{t} \mathbf{u}+\bar{\rho}(\overline{\mathbf{u}} \cdot \nabla) \mathbf{u}+\bar{\rho}(\mathbf{u} \cdot \nabla) \overline{\mathbf{u}}-\nu \Delta \mathbf{u}+\nabla p=\mathbf{f}(\rho, \mathbf{u}), & \text { in }(0, T) \times \Omega \\ \operatorname{div} \mathbf{u}=0, & \text { in }(0, T) \times \Omega \\ (\rho(0), \mathbf{u}(0))=\left(\rho_{0}, \mathbf{u}_{0}\right), \text { small in } L^{\infty}(\Omega) \times V_{0}^{1}(\Omega), & \end{cases}
$$

where $\mathbf{f}(\rho, \mathbf{u})$ contains quadratic terms in $(\rho, \mathbf{u})$ and the linear term $-\rho\left(\partial_{t} \overline{\mathbf{u}}+(\overline{\mathbf{u}} \cdot \nabla) \overline{\mathbf{u}}\right)$.
The coupling between the transport equation $(12.11)_{(1)}$ and the Stokes problem $(12.11)_{(2)}$ is thus rather weak. Indeed, $(12.11)_{(1)}$ implies that the density has the same strength (in terms of powers of the Carleman parameter $s$ ) as the velocity field $\mathbf{u}$, while the density appears linearly in the source term of $(12.11)_{(2)}$.

One could therefore think that the local null-controllability problem for (12.11) is easy. This would be the case if the Stokes operator in $(12.11)_{(2)}$ was replaced by the heat operator. Unfortunately, the situation for the Stokes operator $(12.11)_{(2)}$ is much more intricate, and this is the main difficulty of our work.

Note that the situation drastically simplifies when either $\nabla \bar{\rho}$ or $\left(\partial_{t} \overline{\mathbf{u}}+(\overline{\mathbf{u}} \cdot \nabla) \overline{\mathbf{u}}\right)$ vanishes. In this case indeed, one of the two linear couplings between the equation is cancelled. In particular, in this case the problem reduces to the study of the null-controllability of the Stokes operator, which can be found in the literature in several works, among which [Ima01, FCGIP04, IPY09]. But still, the non-constant coefficient $\bar{\rho}$ in front of $\partial_{t} \mathbf{u}$ in $(12.11)_{(2)}$ creates some difficulty as it introduces a new term in the Laplacian of the pressure $\Delta p$ of the form $\nabla \bar{\rho} \cdot \partial_{t} \mathbf{u}$.

We shall therefore focus our study on the null-controllability of the Stokes operator. We begin by considering an extension $\mathcal{O}$ of $\Omega, \mathcal{O}$ being a smooth bounded domain of $\mathbb{R}^{2}$ such that $\mathcal{O} \backslash \bar{\Omega}$ is non-empty and $\Gamma_{0} \subset \partial \mathcal{O} \cap \partial \Omega$. We also extend $(\bar{\rho}, \overline{\mathbf{u}})$ to $[0, T] \times \mathcal{O}$ such that it satisfies (12.6) on $[0, T] \times \overline{\mathcal{O}}$ and $\mathbf{u}_{0}$ and the source term to be controlled by 0 outside $\Omega$.

We then consider the null-controllability problem for the system

$$
\begin{cases}\bar{\rho}\left(\partial_{t} \mathbf{u}+(\overline{\mathbf{u}} \cdot \nabla) \mathbf{u}+(\mathbf{u} \cdot \nabla) \overline{\mathbf{u}}\right)-\nu \Delta \mathbf{u}+\nabla p=\mathbf{f}+\mathbf{v} 1_{\mathcal{O} \backslash \bar{\Omega}}, & \text { in }(0, T) \times \mathcal{O}  \tag{12.12}\\ \operatorname{div} \mathbf{u}=0, & \text { in }(0, T) \times \mathcal{O} \\ \mathbf{u}=\mathbf{0}, & \text { on }(0, T) \times \partial \mathcal{O} \\ \mathbf{u}(0)=\mathbf{u}_{0}, & \text { in } \mathcal{O}\end{cases}
$$

where $\mathbf{v} \in L^{2}((0, T) \times(\mathcal{O} \backslash \bar{\Omega}))$ is the control function.
As for the heat equation (recall Section 11.2), this null-controllability property is linked to the observability of the adjoint system:

$$
\begin{cases}-\partial_{t}(\bar{\rho} \mathbf{z})-2 D(\bar{\rho} \mathbf{z}) \overline{\mathbf{u}}-\bar{\rho} \mathbf{z} \operatorname{div} \overline{\mathbf{u}}-\nu \Delta \mathbf{z}+\nabla p=\mathbf{g}, & \text { in }(0, T) \times \mathcal{O}  \tag{12.13}\\ \operatorname{div} \mathbf{z}=0, & \text { in }(0, T) \times \mathcal{O} \\ \mathbf{z}=\mathbf{0}, & \text { on }(0, T) \times \partial \mathcal{O}\end{cases}
$$

where $D \mathbf{z}=\left(\nabla \mathbf{z}+{ }^{t} \nabla \mathbf{z}\right) / 2$ is the symmetrized gradient. In a first approximation, we can consider, instead of (12.13), the equations

$$
\begin{cases}-\bar{\rho} \partial_{t} \mathbf{z}-\nu \Delta \mathbf{z}+\nabla p=\mathbf{g}, & \text { in }(0, T) \times \mathcal{O}  \tag{12.14}\\ \operatorname{div} \mathbf{z}=0, & \text { in }(0, T) \times \mathcal{O} \\ \mathbf{z}=0, & \text { on }(0, T) \times \partial \mathcal{O}\end{cases}
$$

Taking the curl of the equation (12.14), $w=\operatorname{curl} \mathbf{z}$ satisfies:

$$
\begin{equation*}
-\bar{\sigma} \partial_{t} w-\nu \Delta w=\operatorname{curl} \mathbf{g}+\partial_{t} \mathbf{z} \cdot \nabla^{\perp} \bar{\rho}, \quad \text { in }(0, T) \times \mathcal{O} \tag{12.15}
\end{equation*}
$$

but $w$ does not satisfy homogeneous boundary conditions.
Still, as $w$ solves a backward heat equation, by duality with the null controllability problem
dealt with in Corollary 11.2, in the spirit of [IY03a], one can derive

$$
\begin{align*}
& \iint_{(0, T) \times \mathcal{O}} \xi^{3}|w|^{2} e^{-2 s \varphi} \leq C\left(\iint_{(0, T) \times(\mathcal{O} \backslash \bar{\Omega})} \xi^{3}|w|^{2} e^{-2 s \varphi}+s \iint_{(0, T) \times \mathcal{O}} \xi^{4}|\mathbf{z}|^{2} e^{-2 s \varphi}\right. \\
&\left.+\lambda^{-1} \iint_{(0, T) \times \partial \mathcal{O}} \xi^{3}|w|^{2} e^{-2 s \varphi}+s^{-1} \lambda^{-2} \iint_{(0, T) \times \mathcal{O}} \xi^{2}|\mathbf{g}|^{2} e^{-2 s \varphi}\right) \tag{12.16}
\end{align*}
$$

where the weights functions $\varphi, \xi, \theta$ are defined as in (11.7)-(11.11) with $\Omega$ replaced by $\mathcal{O}$ and $Q_{o b s}=(0, T) \times(\mathcal{O} \backslash \bar{\Omega})$.

Using then the fact that $-\Delta \mathbf{z}(t, \cdot)=\operatorname{curl} w(t, \cdot)$ in $\mathcal{O}$ and $\mathbf{z}(t, \cdot)=0$ on $\partial \mathcal{O}$, one can use elliptic Carleman estimates as in [IP03] to deduce estimates on $\mathbf{z}$ from $w$ : for all $t \in(0, T)$,

$$
\begin{equation*}
s \lambda^{2} \int_{\mathcal{O}} \xi^{4}|\mathbf{z}|^{2} e^{-2 s \varphi} \leq C \int_{\mathcal{O}} \xi^{3}|w|^{2} e^{-2 s \varphi}+C s \lambda^{2} \int_{\mathcal{O} \backslash \bar{\Omega}} \xi^{4}|\mathbf{z}|^{2} e^{-2 s \varphi} \tag{12.17}
\end{equation*}
$$

We can then absorb the term in $\mathbf{z}$ in (12.16) by taking $\lambda$ large enough, up to the addition of a new observation term in $\mathbf{z}$.

But one still needs to absorb the boundary term in (12.16). In order to do that, we first remark that $w$ on the boundary $\partial \mathcal{O}$ is bounded by $\partial_{\mathbf{n}} \mathbf{z}$ on $\partial \mathcal{O}$. The goal therefore is to estimate $\xi^{3 / 2} \partial_{\mathbf{n}} \mathbf{z} e^{-s \varphi}$ from the source term $\mathbf{g}$ in (12.14) and observation terms.

In order to do that, we introduce the stream function $\zeta$ associated to $\mathbf{z}$, which satisfies $\Delta \zeta(t, \cdot)=w(t, \cdot)$ in $\mathcal{O}$ and $\zeta(t, \cdot)$ is constant on each connected component of the boundary of $\partial \mathcal{O}$ (at this step, we strongly use the fact that we are in 2d). Elliptic Carleman estimates then also apply to $\zeta$, provided that $\partial \mathcal{O}$ is a level set of $\psi(t, \cdot)$ for all $t \in(0, T)$. We then get, for all $t \in(0, T)$,

$$
\begin{equation*}
s^{3} \lambda^{4} \int_{\mathcal{O}} \xi^{6}|\zeta|^{2} e^{-2 s \varphi} \leq C \int_{\mathcal{O}} \xi^{3}|w|^{2} e^{-2 s \varphi}+s^{3} \lambda^{4} \int_{\mathcal{O} \backslash \bar{\Omega}} \xi^{4}|\zeta|^{2} e^{-2 s \varphi} \tag{12.18}
\end{equation*}
$$

Remark that here, we use that the elliptic Carleman estimate applies to $\zeta$ without introducing new boundary terms as $\zeta$ and $\psi(t, \cdot)$ both are constant on each connected component of the boundary of $\partial \mathcal{O}$.

Now, to absorb the boundary term in (12.16), the idea is to do energy estimates on (12.14) with a weight function independent of the space variable. As it has to coincide with $\varphi$ on the boundary to estimate the boundary term in (12.16), we assume

$$
\begin{equation*}
\forall t \in[0, T], \tilde{\psi}(t)_{\mid \partial \mathcal{O}} \text { is constant, and } \forall t \in[0, T], \inf _{\mathcal{O}} \tilde{\psi}(t, \cdot)=\tilde{\psi}(t)_{\mid \partial \mathcal{O}} \tag{12.19}
\end{equation*}
$$

so that

$$
\varphi_{*}(t)=\max _{x \in \mathcal{O}} \varphi(t, x)=\left.\varphi(t)\right|_{\partial \mathcal{O}}, \quad \xi_{*}(t)=\min _{x \in \mathcal{O}} \xi(t, x)=\left.\xi(t)\right|_{\partial \mathcal{O}} .
$$

One can then derive $L^{2}\left(0, T ; H^{2}(\mathcal{O})\right)$ estimates on $\xi_{*}^{3 / 2} \mathbf{z} e^{-s \varphi_{*}}$ by energy estimates for (12.12), using the estimate on $s^{3 / 2} \lambda^{2} \xi_{*}^{3} \zeta e^{-s \varphi_{*}}$ in (12.18). In this step, we need the parameter $m$ in (11.8)-(11.9) to be greater than 5. This allows to estimate $\xi^{3 / 2} \partial_{\mathbf{n}} \mathbf{z} e^{-s \varphi_{*}}$ in $L^{2}((0, T) \times \partial \mathcal{O})$ from the source term $\mathbf{g}$ of (12.14) and the right-hand side of (12.18). This yields an observability estimate for $\mathbf{z}$ in (12.14), and by duality a controllability result for $\mathbf{u}$ in (12.12).

Summing up, in order to get a null-controllability result for (12.12), we need to choose
$\tilde{\psi}=\tilde{\psi}(t, x) \in C^{2}([0, T] \times \overline{\mathcal{O}})$ satisfying

$$
\left\{\begin{array}{l}
\forall(t, x) \in[0, T] \times \overline{\mathcal{O}}, \quad \tilde{\psi}(t, x) \in[0,1]  \tag{12.20}\\
\forall(t, x) \in[0, T] \times \partial \mathcal{O}, \quad \partial_{\mathbf{n}} \tilde{\psi}(t, x) \leq 0 \\
\forall t \in[0, T], \tilde{\psi}(t)_{\mid \partial \mathcal{O}} \text { is constant } \\
\forall t \in[0, T], \inf _{\mathcal{O}} \tilde{\psi}(t, \cdot)=\tilde{\psi}(t)_{\mid \partial \mathcal{O}} \\
\inf _{[0, T] \times \bar{\Omega}}\{|\nabla \tilde{\psi}|\}>0
\end{array}\right.
$$

We choose $m \geq 5$ and let $\psi$ as in (11.8). For $T_{0}>0$ and $T_{1}>0$ with $T_{0}+2 T_{1}<T$, we choose a weight function in time $\theta(t)$ as in (11.9) with $\mu$ as in (11.11). We finally introduce the weight functions $\varphi=\varphi(t, x)$ and $\xi=\xi(t, x)$ as in (11.10).

Using these weight functions, we then obtain the following result for the controllability problem (12.12):

Theorem 12.2 (Theorem 2.2 in [BEG]). Under the above assumptions, there exists a constant $C>0$ such that for all $s \geq s_{0}$ and $\lambda \geq \lambda_{0}$, if $\mathbf{u}_{0} \in V_{0}^{1}(\mathcal{O})$ and $\mathbf{f} \in L^{2}((0, T) \times \mathcal{O})$ satisfies

$$
\begin{equation*}
\iint_{(0, T) \times \mathcal{O}} \xi^{-4}|\mathbf{f}|^{2} e^{2 s \varphi}<\infty \tag{12.21}
\end{equation*}
$$

then there exists a control function $\mathbf{v} \in L^{2}((0, T) \times(\mathcal{O} \backslash \bar{\Omega}))$ and a controlled trajectory $\mathbf{u} \in$ $L^{2}((0, T) \times \mathcal{O})$ such that $\mathbf{u}$ solves the control problem (12.12) and $\mathbf{u}$ satisfies the estimate

$$
\begin{align*}
&\left\|\mathbf{u} e^{\frac{3}{4} s \varphi^{*}}\right\|_{L^{2}\left(0, T ; H^{2}(\Omega)\right) \cap H^{1}\left(0, T ; L^{2}(\Omega)\right)}^{2}+s^{1 / 2} \lambda^{5 / 2} \iint_{(0, T) \times \mathcal{O}} \xi^{2 / m-4}|\mathbf{u}|^{2} e^{2 s \varphi} \\
& \leq C\left(\iint_{(0, T) \times \mathcal{O}} \xi^{-4}|\mathbf{f}|^{2} e^{2 s \varphi}+\left\|\mathbf{u}_{0} e^{\frac{5}{4} s \varphi(0, \cdot)}\right\|_{V_{0}^{1}(\mathcal{O})}^{2}\right) \tag{12.22}
\end{align*}
$$

The important point in Theorem 12.2 is the fact that we derive an estimate on $\xi^{-2+1 / m} \mathbf{u} e^{s \varphi}$ in $L^{2}((0, T) \times \mathcal{O})$ (hence on $\xi^{-2} \mathbf{u} e^{s \varphi}$ ) in terms of an estimate on $\xi^{-2} \mathbf{f} e^{s \varphi}$, while most of the literature only produces estimates on $\mathbf{u} e^{(1-\varepsilon) s \varphi}$ in $L^{2}((0, T) \times \mathcal{O})$ for some $\varepsilon>0$ in terms of $\mathbf{f} e^{s \varphi}$ in $L^{2}((0, T) \times \mathcal{O})$. Though such a difference in the exponential is harmless when $\mathbf{f}$ only involves quadratic terms, it cannot be sufficient in our case as the source terms in (12.11) contain linear coupling terms. Nevertheless, let us mention that Theorem 12.2 can be derived from [IPY09] when $\bar{\rho}$ is constant and the weight function $\psi$ does not depend on the time variable.

Let us also remark that performing weighted energy estimates starting from (12.17) instead of (12.18) does not allow to absorb the boundary term in (12.16), thus limiting Theorem 12.2 to the 2 d case when there is a part of the boundary on which no control is active. However, when the control is active on the whole boundary, the situation is much better, see Section 12.3.1 below.

Once Theorem 12.2 is proved, we have to control the density. This can be done as in the compressible case by gluing forward and backward solutions with the correct initial, respectively final, conditions (in dimension 2, this can be done in the context of classical solutions by [Zua02] as the velocity field belongs to $L^{2}\left(0, T ; H^{2}(\mathcal{O})\right)$ ). Indeed, from assumption (12.4), we can choose $T_{0}$ and $T_{1}>0$ small enough so that for all $x \in \bar{\Omega}$, there exists $t_{x} \in\left(T_{0}, T-2 T_{1}\right)$ such that $\bar{X}\left(t_{x}, T_{0}, x\right) \notin \bar{\Omega}$. Using the cut-off function $\eta$ solving

$$
\begin{cases}\partial_{t} \eta+(\overline{\mathbf{u}}+\mathbf{u}) \cdot \nabla \eta=0, & \text { in }(0, T) \times \Omega  \tag{12.23}\\ \eta(0, \cdot)=1, & \text { in } \Omega, \\ \eta(t, x)=1_{t \leq T_{0}}, & \text { in }(0, T) \times \partial \Omega, \text { with }(\overline{\mathbf{u}}+\mathbf{u}) \cdot \mathbf{n}<0\end{cases}
$$

the construction in (11.27)-(11.30) easily adapts.
Of course, to get estimates on the density constructed that way, one should also assume that the weight function $\tilde{\psi}$ satisfies

$$
\begin{equation*}
\partial_{t} \tilde{\psi}+\overline{\mathbf{u}} \cdot \nabla \tilde{\psi}=0, \text { in }(0, T) \times \Omega \tag{12.24}
\end{equation*}
$$

as in (11.31).
The construction of $\tilde{\psi}$ satisfying the conditions (12.20) and (12.24) can be done when the controls act in the complementary of $\Gamma_{0}$ satisfying (12.5), see [BEG, Lemma 4.1].

The last difficulty left is in the application of Schauder's fixed point theorem, as the density we constructed is not smooth. Therefore, getting compactness of the fixed point map we consider is not straightforward. Fortunately, using the concept of renormalized solutions introduced in [DL89] and adapting it to the case of transport equations with non-tangential velocity fields, the results in [Boy05] (see also [BF07, Theorem 4]) proved that our construction of the density enjoys some compactness properties. We can therefore use Schauder's fixed point theorem to conclude the proof of Theorem 12.1.

### 12.3 Comments

### 12.3.1 The 3d case

Our approach is limited to the 2 d case as we used the stream function to absorb the boundary term in (12.16). Therefore, it would be better to be able to estimate the boundary term in (12.16) by avoiding the use of the stream function. It turns out that this is precisely what is done in [IPY09] for a function $\psi$ independent of $t$ (and a constant coefficient $\bar{\rho}$, but this is not an important issue). But [IPY09] requires the use of a precise Carleman estimate for the heat equation with non-homogeneous boundary conditions with optimal powers of the Carleman parameters $s$. Whether this can be done or not with a weight function $\psi$ depending on time satisfying (12.20)-(12.24) is an open problem.

However, when the control acts on the whole boundary, similarly as in Section 11.4.1, we can put the domain $\Omega$ into a large torus $\mathcal{O}=\mathbb{T}_{L}$, extending the vector field $\overline{\mathbf{u}}$ to $\mathbb{T}_{L}$ smoothly such that it vanishes away from $\bar{\Omega}$ (this extended vector field will not necessarily be divergence free in $\mathbb{T}_{L}$, but it will be divergence free in $\Omega$, which is the only thing that matters for our purpose). The same proof as the one presented above then becomes simpler as there is no more boundary conditions.

In this case, we can therefore omit the difficulties coming from the boundary and generalize Theorem 12.1 to the 3d case:

Theorem 12.3 ([BEG]). Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^{3}$. Assume that $(\bar{\rho}, \overline{\mathbf{u}})$ solves (12.1) and satisfies (12.6). Assume that the condition (12.4) is satisfied for the time $T$.

There exists $\varepsilon>0$ such that for all $\left(\rho_{0}, \mathbf{u}_{0}\right) \in L^{\infty}(\Omega) \times V^{1}(\Omega)$ satisfying (12.7), there exists a controlled trajectory $(\rho, \mathbf{u})$ solving (12.1) with initial data $\left(\rho_{0}, \mathbf{u}_{0}\right)$, satisfying the controllability property (12.9), and enjoying the regularity (12.10).

The only difference in the proof comes from the fact that the transport equations in the construction of the controlled density have to be solved using renormalized solutions, see [Boy05], as now the velocity fields are not regular enough to produce classical flows.

### 12.3.2 On the return method

Our results also allow the use of non-trivial trajectories. For instance, if we control from the whole boundary locally around the trajectory $(\bar{\rho}, \overline{\mathbf{u}})=(1, \mathbf{0})$, it would be inefficient to consider the constant trajectory $(\bar{\rho}(t), \overline{\mathbf{u}}(t))=(1, \mathbf{0})$, as condition (12.4) could not be satisfied in any time $T>0$. But instead, given $T>0$, one can consider the trajectory $(\bar{\rho}(t), \overline{\mathbf{u}}(t))=(1, \eta(t) \mathbf{U})$ with $\eta=\eta(t)$ being a non-negative smooth cut-off function in time taking value 1 on an interval of size $T / 2$ and $\mathbf{U} \in \mathbb{R}^{d}$. For $\mathbf{U}$ large enough, this produces a trajectory satisfying Assumption (12.4). Theorem 12.1 or 12.3 applies and yields local exact controllability to the constant state $(\bar{\rho}, \overline{\mathbf{u}})=(1, \mathbf{0})$ in any time $T>0$.

This example follows the spirit of the return method introduced by J.-M. Coron in [Cor96] in the context of Euler equations, extended in [Cor96, CF96] in the context of Navier-Stokes equations on a bounded domain with Navier boundary conditions and on a manifold without boundary. The main idea is to construct suitable trajectories of the system around which the system is locally exactly controllable. Our above results, Theorem 12.1 and Theorem 12.3, only provide local exact controllability of (12.1) to trajectories satisfying the regularity and geometric conditions (12.6), (12.4).

Following this idea, this yields the following application of [Cor96, CF96] when the control acts on the whole boundary in dimension 2. First, extend the domain $\Omega$ into a large torus. Arguing as above, we can rewrite the problem as a controllability problem in the torus with distributed controls supported outside $\Omega$. Now, if $\overline{\mathbf{u}}$ is a smooth trajectory of (12.1) corresponding to a constant positive density $\bar{\rho}$, using [CF96], starting from any smooth initial data $\mathbf{u}_{0}$, we can construct controls such that the controlled trajectory reaches exactly $\overline{\mathbf{u}}(T)$ at time $T$, while $\rho$ stays constant $\rho(t, x)=\bar{\rho}$. Besides, we can impose that this controlled trajectory equals ( $\bar{\rho}, \mathbf{U}$ ) for large constant vector fields $\mathbf{U} \in \mathbb{R}^{2}$ during the time interval $(T / 3,2 T / 3)$ so that (12.4) is satisfied. That way, we construct trajectories of (12.1) linking $\left(\bar{\rho}, \mathbf{u}_{0}\right)$ to $(\bar{\rho}, \overline{\mathbf{u}}(T))$ satisfying (12.4) for any smooth function $\mathbf{u}_{0}$ with div $\mathbf{u}_{0}=0$ and smooth solutions $(\bar{\rho}, \overline{\mathbf{u}})$ of (12.1) for which the density stays constant (in that case, $\overline{\mathbf{u}}$ simply is a smooth solution of the incompressible Navier-Stokes equation for a fluid of constant density $\bar{\rho}$ ). Note however that this construction is limited to trajectories for which $\bar{\rho}$ is constant. In that case, as mentioned earlier, the linear coupling in $(12.11)_{1}$ disappears and the controllability result in Theorem 12.1 becomes much simpler.

Whether this type of strategy can be extended to other trajectories and to other geometric settings is an open problem.
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[^0]:    ${ }^{1}$ For sake a simplicity, we restrict ourselves from now to the case of real Hilbert spaces $X$ and $U$, but our strategy can be applied with minor changes to complex Hilbert spaces as well.

[^1]:    ${ }^{1}$ If we were looking for the control of minimal $L^{2}(0, T ; U)$-norm for $y^{\prime}=A y+\eta B v$, this could be obtained via formula (2.16) by minimizing $J^{\eta^{2}}\left(z_{0}\right)=\frac{1}{2} \int_{0}^{T} \eta(t)^{2}\left\|B^{*} z(t)\right\|_{U}^{2} d t+\left\langle z_{0}, y_{0}\right\rangle_{X}$.

[^2]:    ${ }^{1}$ For simplifying the discussion, we focus on the case of a space semi-discretization, but the same phenomena appear for the fully-discrete case.

[^3]:    ${ }^{2}$ Though this result would have been classical in the context of distributed controls, this did not seem to be known for boundary controls. We therefore derived a detailed proof of this rate of convergence in [EZ13, Chap.2-4].

[^4]:    ${ }^{1}$ The discrete sets are $\Omega_{h}=\{(i h, j h), i \in\{1, \cdots, N\}, j \in\{1, \cdots, N\}\}, \Omega_{h, 1}^{-}=\{(i h, j h), i \in\{0, \cdots, N\}, j \in$ $\{1, \cdots, N\}\}, \Omega_{h, 2}^{-}=\{(i h, j h), i \in\{1, \cdots, N\}, j \in\{0, \cdots, N\}\}, \omega_{h}=\omega \cap \Omega_{h}, \partial \Omega_{h}=\{(i h, j h),(i, j) \in\{0, N+$ $1\} \times\{1, \cdots, N\}$ or $(i, j) \in\{1, \cdots, N\} \times\{0, N+1\}\}, \Gamma_{h}=\Gamma \cap \partial \Omega_{h}$. The discrete derivation operators are $\partial_{h, k}^{+} y_{h}\left(x_{h}\right)=\left(y_{h}\left(x_{h}+h \vec{e}_{k}\right)-y_{h}\left(x_{h}\right)\right) / h, k=1,2$. The discrete spaces $L^{2}\left(\Omega_{h}\right), L^{\infty}\left(\Omega_{h}\right)$ and $H^{1}\left(\Omega_{h}\right)$ are discrete versions of $L^{2}(\Omega), L^{\infty}(\Omega)$ and $H^{1}(\Omega)$. We refer to [BEO] for precise definitions.

[^5]:    ${ }^{1}$ We do the change of variable $t \mapsto T-t$ in order to consider the forward in time heat equation.

[^6]:    ${ }^{2}$ This operator comes from the control problem $\partial_{t} y+A_{0} y=B v$, where $B \in \mathscr{L}\left(U, \mathscr{D}\left(A_{0}\right)^{\prime}\right)$ is the control operator, thus justifying the notation $B^{*}$ for the observation operator.

[^7]:    ${ }^{1}$ Here again, the observation operator is denoted by $B^{*}$ as our study is motivated by the control problem $y^{\prime}=A y+B v$.

[^8]:    ${ }^{1}$ In this part, we deliberately omit the terms $d x d t, d x$ in the integrals to simplify the notations.

[^9]:    ${ }^{2}$ Here, the parameter $m$ in the weight functions is of no use and we simply take $m=1$.

[^10]:    ${ }^{3}$ For sake of simplicity, we extend $\bar{u}$ to $[0, T] \times \mathbb{R}$.

