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Abstract

Since its invention, Electricity has played a vitalle in our everyday life. The appearance of
the first power production facilities in the lateneteenth century paved the way for the
electrical power system and its subsystems. Consuafeslectric power demand dependable
service in terms of power grid stability and safedynce the liberalization of the markets,
producers of electric power, utilities and equipmenppliers, as principal players, are
following an emerging trend to satisfy consumermsmends. This trend involves improving
technologies, innovating and respecting standaggirements and governments’ regulations.
All these efforts termed as the concept of the $r@aid that is evolving to meet future
demands.

Modern and future digital substations shape esslentides in the grid, where stability of
electric power flow, converting of voltage levelsdaprotecting switchyard equipment are
among the primary roles of these nodes. The prognsiandard IEC 61850 and its parts, bring
new features to the substation automation systéhesuse of Ethernet based communication
within these systems reduces the amount of hardwioainections that results in lowering
footprint of substation equipment, devices andrtbabling.

Integration of the new IEC 61850 features at thiestation levels requires multidiscipline
competences. For instance, consider power proteetiml control tasks from one side and
information and communication technologies from thtber side. Dependency between
substation automation functions and communicatiemvarks inside a substation brings new
kinds of challenges to designers, integrators astets. Thus, investigating the dependability
of the system functionalities, e.g. the protectsmmemes, requires new methods of testing
where conventional methods are not applicable.éve techniques should provide means to
evaluate performance of designed systems and cigetheir conformance to the standards

requirements.

In order to improve the designed system dependgltitis work aims to develop methods for
testing the IEC 61850 enabled substation automatistems, especially on the process and the
bay levels, in a platform dedicated for researckdaThis platform incorporates state-of-art
devices and test-set cards that will help to siamdbusly observe dynamic interactions of the
power transients and communication network perticha. Data obtained during the
experimental tests will be used for diagnosingaiiufes and classifying their causes in order

to remove them and enhance dependability of thigoed system.






Résumé

Depuis son invention, |'électricité joue un roleasiel dans notre vie quotidienne. L'apparition
des premiéres installations de production d'életéra la fin du XIX™esiécle a ouvert la voie
au systeme électrique et a ses sous-systemesohssnemateurs d'énergie électrique exigent
un service fiable en termes de stabilité et de r#écualu réseau électrique. Depuis la
libéralisation des marchés, les producteurs d'émeigctrique, les fournisseurs de services
publics et d'équipements, en tant qu'acteurs @i, suivent une tendance émergente pour
satisfaire les demandes des consommateurs. Cettlaniee implique l'amélioration des
technologies, l'innovation et le respect des noretedes réglementations gouvernementales.
Tous ces efforts ont été qualifies de concept sleadx intelligents (Smart Grid en anglais) qui
évolue pour répondre aux demandes futures.

Les sous-stations numériques modernes et futugesri@nt des nceuds essentiels dans le réseau
électrique, ou la stabilité du flux d'énergie dlegte, la conversion des niveaux de tension et
la protection de I'équipement du poste de comnautdigurent parmi les principaux réles de
ces nceuds. La norme prometteuse CEI 61850 et seposants apportent de nouvelles
fonctionnalités aux systemes d'automatisation aes$ep. L'utilisation de la communication
Ethernet dans ces systéemes réduit la quantitémeegmns cablées qui réduit I'encombrement
de I'équipement de la sous-station, des dispositifte leur cablage.

L'intégration des nouvelles fonctionnalités CEI BA&u niveau des sous-stations requiert des
compétences multidisciplinaires. Par exemple, c#mens les taches de protection et de
contrdle de la puissance d'un cété et les techiesate I'information et de la communication
de l'autre. La dépendance entre les fonctionsatizatisation des sous-stations et les réseaux
de communication a l'intérieur d'une sous-statioeepde nouveaux défis aux concepteurs,
intégrateurs et testeurs. Ainsi, étudier la fiaditles fonctionnalités du systéme, par exemple,
les schémas de protection, exige de nouvelles méshad'essai ou les méthodes
conventionnelles ne sont pas applicables. Les niesvéechniques devraient fournir des
moyens d'évaluer les performances des systemesic@igle vérifier leur conformité aux
exigences des normes.

Afin d'améliorer la fiabilité du systeme concu,tcavail vise & développer des méthodes pour
tester les systémes d'automatisation de souststakd 61850, en particulier sur les processus
et les niveaux de la baie, dans une plate-forméédéalix taches de recherche. Cette plate-
forme incorpore des dispositifs de pointe et dedesade test qui aideront a observer

simultanément les interactions dynamiques desitaares de puissance et les perturbations du
réseau de communication. Les données obtenueddertests expérimentaux seront utilisées
pour diagnostiquer les défaillances et classesleauses afin de les supprimer et d'améliorer
la fiabilité du systeme concu.
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chapter 1: Introduction

Since its invention, electricity has played a vitale in our everyday life. The appearance of
the first power production facilities in the lateneteenth century paved the way for the
electrical power system and its subsystems; geaoeratransmission and distribution.

Consumers of electrical power demand dependabl&ssiin terms of power grid stability and

safety. Since the liberalization of the marketxdpicers of electrical power, utilities and
equipment suppliers, as principal players, ar@withg an emerging trend to satisfy consumers’
demands. This trend involves improving technologiesovating and respecting evolved

standards requirements and governments’ regulations

Standardization bodies and governmental agencsst &mnerging technologies by proposing
standards and regulations. Hence, several effaxte hesulted in proposing standards that are
attempting to cover all these emerging technologe€onsidering demands of consumers,
utilities and power suppliers. These efforts haaeenl the way for involving information
technology, power engineering, communication ergging, and related disciplines. All these
efforts termed as the concept of the Smart Grid ¢xasts to meet future demands. Power
transmission and distribution substations are wewlin the efforts of new standardization
trends.

Modern and future digital substations shape esslentides in the grid, where stability of
electric power flow, converting of voltage levelsdaprotecting switchyard equipment are
among the primary roles of these nodes. The prognsiandard IEC 61850 and its parts, bring
new features to the substation automation systé&mwong these features are the use of
Ethernet-based communications within these systiaisreduce the number of hardwired
connections, the attempts to achieve interopetglalinong devices from different vendors,
exploiting of data from devices with the integratiof SCADA functionalities, as well as the
flexibility of protection and control schemes, etc.

The standard and its parts provide flexibility ofeasurements, fault events recording,
supervision, protection and control functionalitfiesd other interconnected functions inside
the substations. The editions of this standard learedved to achieve interoperability among
protection relays, intelligent electronic devicesl &quipment manufactured and provided by
different suppliers of substation automation system

Modern and future digital substations will incluideC 61850 enabled features. Integration of

these features at many levels within the substatiequires experience that covers



multidiscipline tasks. For instance, consider popmtection and control skills from one side
and information and communication technology sKriken the other side.

Once more, the raising of new technologies andisti@s’ evolvement will increase complexity
because new competencies and knowledge are reguimddrstanding the IEC 61850 standard
and related systems requirements is an essent#il tta face these challenges. The
communication network involved in these systemadmew tasks in which designers and
integrators should inspect conformity of devicepéoformance requirements of the standards
that generally insist on reliability and safetyprbtection and control messages. Hence, the
network state and behavior, e.g., service quatiyy influence the performance.

Designers, integrators and testers should conidee issues. When a service performance no
longer agrees with the specifications requiredn thdailure could occur. One of the purposes
of diagnosis is to mitigate and prevent this caoditoy identifying the root causes of this
failure, during testing or operation.

Dependency between substation automation funcaodscommunication networks inside a
substation brings new kinds of challenges to desgynintegrators and testers. Thus,
investigating the dependability of the system fiordlities, e.g., the protection schemes,
requires new methods of testing where conventiomethods are not applicable. The new
technigues should provide means to evaluate tHerpsnce of designed systems, that include
communication networks, and to check their conforoeato the standards requirements.
Analyses of quality of service (QoS) of a commutnaranetwork are essential to evaluate the

impact on the dependability of the system.

This work aims to develop methods for dynamic testf the IEC 61850 based protection
schemes to assist design and validation of pratedtinctions and data networks inside future
substation systems. This study also provides a ocemepsive understanding of using of
relevant subsystems especially the Ethernet nessforkmeasurements, protection and control
communications at process and bay levels. The thatawere obtained during performance
evaluation and tests were used for evidence-basgdakis of causes in case malfunctions or
failures take place, especially on the quality erfvice of the communication network. Some
issues arise from the specific aims: 1) How devic#sractions, i.e. measurement and
protection devices, can influence the Ethernet agkvand what will be consequences on the
protection schemes? 2) Will tests involve, evaluate observe dynamics of both power
transients and perturbations, e.g., high traffic,data networks? Moreover, 3) How data
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obtained during these tests can be used for diggrafsfailure causes and predicting
dependability of devices, protections schemes whale system?. This approach examines

whether dependability techniques are suitable andoe applied to Smart Grid technologies.

The QoS is defined and covered network throughipaimes delay, delay variation (jitter),
alteration and loss of frames for the device unést. To take into account the complexity of
the system and to perform a realistic evaluatior, decided to work on a platform that
incorporates several state-of-the-art industri@iais and equipment. This platform includes,
but is not limited to; network equipment, computased engineering workstations, HMI
(Human-Machine Interface) screens, protection amohtrol devices such as PLCs
(Programmable Logic Controllers), IEDs (digital factive relays named intelligent electronic
devices). Power protection and control IEDs includensformer differential, overcurrent
protection, feeder protection, and bay controlfesen different suppliers.

We developed real power protection schemes. Wepsdormed some experimentations on
the platform to 1) evaluate the performance ofgh@ection messages (IEC 61850 GOOSE
frames), 2) to check the limits considering thelabte bandwidth and several traffic scenarios,
and 3) to check if the network perturbations watddse the GOOSE exchanging service to no
longer meet the performance requirements. Duriegdlexperiments, we adjusted a dynamic
scenario where both power transients and netwogk hiaffic profiles were performed
simultaneously.

At the end of this work, we proposed evaluationsreiability, inherent availability, and
functional safety. In addition, The IEC 61850 GOO&imes were investigated according to
safety requirements. Diagnosing causes of malfonstand failures were performed using the
data obtained from all experiments. The diagnosis twilt into a Bayesian model that was

developed according to a proposed architecture.

This PhD thesis is divided into eight chapters.sTheneral introduction introduces the
manuscript and presents the problem. The main andgjuestions are provided. To contribute
to the field of dependability of smart digital stdigon systems, the work organization and the

proposed approach are highlighted.

The second chapter provides background informatimout the electrical power system and its
components, including Smart Grids and the substatia its automation system. Substation
communication protocols are provided with detaifddrmation about the IEC 61850 standard

and its parts. This chapter ends with motivatidnthis research work.



The third chapter provides a state-of-the-artaitere review of performance evaluation of the
IEC 61850 based substation automation systems edatéd technologies. The reader finds
fundamental information about terminologies such pasformance levels and standards
requirements. From the relevant literature, a campa of the existing approaches and four
categories are identified; analytical, simulation;simulation and experimental. Significant
work of all categories is comprehensively compaged] we finally conclude to provide a

global synthesis. Based on this synthesis, we tieeglatform to perform experiments.

The fourth chapter introduces the experimentalfqiat and explains purposes of protection
schemes, time coordination and safety requiremeisfiguration steps are provided for
setting the experimental environment. We conclintechapter by defining the metrics of the

communication network inside substations within¢batext of IEC-61850.

The fifth chapter illustrates the procedure of ekxpental works. Beginning with validating the
measurement setup. In the first experimentationcamepared the feasibility of Ethernet-based
signaling to conventional hardwired connectionsdbely, we evaluated the effect of emulated
substation traffic scenarios on the functional @ctbn and control messages (GOOSE frames).
Then, we evaluated the time precision using anlavai SNTP server, by achieving
acknowledgment of GOOSE reception at the subschier The fourth experiment is similar
to the second one, but it proposes dynamics optveer system by injecting current faults
during several traffic profiles. Finally, we progasa solution to overcome the effects of the
traffic profiles by using VLAN-based priority. Ol discussions of the results obtained are

discussed at end of this chapter.

The sixth chapter introduces the definition of defsbility, dependability attributes,
dependability impairments and dependability meahe. chapter then presents implementing
functional safety to evaluate the SIL level of #hneroposed architectures. Another aspect
related to the second purpose is to check GOOSBebkaconformity to functional safety
requirements by investigating their contents adogrdto the safety communication

requirements.

In the seventh chapter, a Bayesian Network (BN)ehmsddeveloped depending on the system
structure proposed in chapter six, which is relédetie platform architecture. In order to reduce
the complexity of the model, we use a canonicaleh@doisy MAX gate). The BN model uses

the data obtained from experiments that are exgiain chapter five. This model is used to



diagnose causes of failures and malfunctions offdinetions of the substation automation
system. The model is flexibly adapted to prediobgposis, system dependability. Finally, the
model is validated by evaluating several diagnasises, generating synthetic data and

analyzing the sensitivity.

The last chapter concludes this thesis with rebdardings, contributions, and the significance
of this research. Reliant on the practical expeesrgained through this research, this chapter
suggests some recommendations and highlights ¢ustedy limitations. Finally, potential

future research topics are given.
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chapter 2: From Electrical Power Systems, Through Substatios,
Toward Smart Grids

2.1. Introduction

This chapter provides a global overview about teetacal power system, where main
components that build this system are stated irs¢lotion 2.2, and their roles are given. It is
advisable that the reader should begin readinghisy ¢hapter, regarding it as inevitable
prerequisite to understand the following chapt@wsprovide good example of power grid, a
system from Libyan grid is illustrated that demaoatds the power system and its subsystems.
The term of smart grid is elucidated in section @3mphasis its necessity for achieving
sustainable and reliable power grid goals in theeligped and developing countries.
Meanwhile, the section 2.3 also highlights the intgnace of the substation systems and their
automation and communication protocols, ranginghfpsoprietary protocols until reaching the
promising standard (IEC 61850). Section 2.4 empleastandard communication services and
object modeling that promote comprehensive solstion the interoperability issues. Section
2.5 discusses main parts of this chapter and peawidtivation for the research work, whereas
section 2.6 concludes this chapter with challenges meet adoption of new standardized
technologies.

2.2. Electrical power system

The power system is an electrical grid that formsstrmajor and critical national
infrastructure. Considering its importance for ptey and public sectors the system has
significant importance for daily life economic asakcial activities. In most countries, political
authorities have interest in the system planniegetbpment and follow-up. The system covers
large areas that reach both urban, suburban aabtlamds. Maintaining this system requires
protection and control of its subsystems assetseafmcing use of reliable components and
safe measures.

Power generation plants produce electricity tosas/main stable sources for the power
grid. These plants produce electrical energy deipgnoin availability of different resources.
The ordinary plants typically use fossil fuel indinig coal, oil and gas, while nuclear plants use
uranium [Karady & Short, 2006]. Current trends aegied generation of electrical power from
renewable resources such as wind energy, photawvatills energy and hydro energy.
According to the nature of the power system, gdieraglants are first components of the
system. Usually large companies, either publicrimape, are involved in the power generation
process. The transmission lines transmit power fgemeration plants to the rest of the power
system network (Fig 2.1). Transmission substatemesimportant nodes that are technically
used to transmit electricity from generation planotsglistribution substations, and ultimately to



final consumers. These substations are connectibrbat build a network of networks giving
the existence of the power grid.
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Figure 2.1 : The components of the Electrical Power System Grid

Since 1900s, the power system has followed theasgd demand of electricity caused
by the population growth and large industrial ilateons have raised the demand since the era
of industrial revolution [Merrill, 2001]. Many innvations are directly targeting the system
components: generation plants, transmission artdlidison substations and control centers.
Development of new technologies, such as poweysetontribute directly to the improvement
of the system reliability, but adding complexity ttee power grid. Since power demand is
increasing constantly, as a result new plants ahstations have installed and operated causing
enlargement of the topology of the power networke3e novel issues impose dividing the
power system supervision among generation plantsieos, electric utilities and electricity
distributors. Hence, maintaining the power systefmability is the responsibility of many
players. The free market regulations launch cortipetibetween the key players in the
electricity market; this competition enforces mareentions and innovations in the field of
electrical power. The main objective of new teclogds is to guarantee a higher reliability and
safety during supplying electricity, which requirasnitoring and control of transmission from
generation plants until distribution to the finansumers. One of these technologies is the
communication network that extends the protectioth @ontrol system from communications
existing within (intra) a substation, among (intsdbstations, and up to remote tele-control
centers.

Recently, information and communication technolegigrovide new means for
managing the electric power system by enablingstrassion of tele-protection data and control
messages. These technologies enable sending commimamdhe enterprise (control) side, and
gathering data from the electric system componé&@angi, 2010]. At the consumption side,
industrial and public consumers (residential) mag whis information for planning. The
collected data is useful for utilities to performawer system planning and development. In
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further, intelligent devices are developed to eagd@drforming many required functions such
as monitoring, fault recording, protection and cohiBrand et al, 2003]. Microprocessor based
devices provide intelligence for the power systamg paved the way for the smart gfidhe
smart grid (see section 2.3.1) involves power ndtywanformation technology, and
communication capabilities to enable new operdigatures such as demand/supply analysis,
integration of renewable distributed resources, etc

Concerning the new operation features and the mepeint of the smart grid, the
transmission and distribution substations have rguoee intensive modernization. Distribution
substations are core nodes for delivering eletyritd industrial, commercial and housing
facilities. These substations follow specific requients to make electricity affordable for
different types of customers. Power utilities adsjaindardized steps, driven by international
norms, to meet operation availability and scalaprequirements [Brand et al, 2003].

2.2.1.Electric Generation plants

Historically, electric power generation for commalase started with central power
plants in 1882 in Manhattan (The United States)s¢phson, 1959]. Consumption is
continuously increasing following a high demandfed world industry and commerce. Most
of the electrical energy is generated by conveatipower plants, which remain the only cost-
effective method for generating large quantitiesreérgy [Karady, 2006]. Power plants convert
energy stored into the earth to an electrical gnekgound the turn of the 19century, the first
fossil power plants used steam engines as the priover. These plants have 8- to 10-MW
capacity, but increasing power demands resultéaein replacement by a more efficient steam
boiler-turbine arrangement. The first commerciabst turbine was introduced by DelLaval in
1882 [Karady, 2006]. The boilers were developedfieating furnaces. Oil was the preferred
and most widely used fuel in the beginning. Thesbibrtage promoted coal-fired plants, but
the adverse environmental effects curtailed theg in the late 1970s. Presently the most
acceptable fuel is natural gas, which minimizedupioin and increase efficiency due to its
availability in large quantities. The increasin@kéoad demand led to the development of gas
turbine power plants that can be started and stbpithin few minutes. The last development
is the combined-cycle power plant, which combingms turbine and a thermal unit [Karady,
2006].

Nuclear power plants appeared after the Secondd¥gdr. In the sixties, these plants
were gradually developed to increase electricakrggnsupply [Karady, 2006]. Developed
countries such as the United States, France, Jeganhave a large deployment of nuclear
reactors alongside other generation plants to mp®@dlectrical energy. For environmental
reasons, some countries choose to use alternaiiverpgeneration plants instead of nuclear
energy. Briefly, generation of electrical energyuiees availability of primary natural
resources such as fossil fuel and gas, or renewabtairces such as wind, hydro and solar
energy.

Recently, power utilities in many countries encgerausing distributed power
generation, which harnesses renewable and nonréfewaergy sources. Distributed power
technologies depend on process and concepts ifwhall to medium, i.e. a few kW up to 50
MW or more, power generation facilities, energyage facilities, i.e. thermal, flywheel, hydro,
flow, and regular batteries, and other strategiedacated at or near the customers’ loads and
premises. These technologies operate as grid-ctathecislanded resources at the distribution
or sub-transmission levels [Enslin et al, 2006[] &mture trends promise using small power
generation facilities that shall depend on the imeet renewable resources. In the other hand,
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electrical power storage will form main issues sashrechargeable batteries in the electrical
vehicles and compressed air energy storage (CAtEScontribute to Greenhouse gas (GHG)
reduction, stabilization of transmission and dttion that result in optimization of energy
supply [Mahlia et al., 2014].

2.2.2. Transmission and distribution

Electrical energy shall be transmitted, via powed ¢jines from electrical generation
plants up to planned destinations, through trarmomsand distribution networks. This
transmission process requires step-up and step-gokgystems. Transmission and distribution
substations represent these subsystems [Bran&0d]. Utilities connect ultimate costumers
to distribution substations via electrical powenel, or directly to nearest transmission
substations, i.e. industrial facilities, where digition substations exist in large consumer site,
e.g. heavy factory, very large commercial centiepoats, etc.

At the continental level, planning of transmissiand distribution is under the
responsibility of agreement between governmentaligsowith cooperation of utilities and
power generation companies. At the regional leadéstrical companies maintain the stability
of the transmission and distribution grid. While the national level, the state authority
supervises coordination and cooperation betweeronmag companies. For example, EDF
(Electricité De France) is the largest producer angplier of electricity in France and
worldwide, while Enedis, the former ERDF (ElectiéciRéseau Distribution France), i.e.
subsidiary of EDF, manages and operates the puobtwork of high voltage HV and Extra
High Voltage EHV transmission in France. In the tddi States alone, the power network
encompasses both transmission and distributiotitfesi It includes some 15000 generators
that send power through over 450000 miles of highage (greater than 100KV) transmission
network lines, and additionally, there are abou(®@istribution facilities [Amin, 2011].

Generally, power grids consist of transmission didribution networks, in many
countries extra-high voltage networks, owned by laléctrical utilities, transmit power from
power plants to large load centers and distributietworks. The distribution networks, also
known as mid/high voltage networks, are used t@lsypower to ultimate customers [Brand et
al, 2003].

Transmission and distribution substations constsugtching components in the topology
of the power grid, these substations with powezdinould be altered during faults or network
upgrades causing change of electrical grid, helmaie the electrical power system depends on
these components to deliver a reliable service.el&cbmmunication network is used to
exchange important status and information betweewep stations, transmission and
distribution substations and tele-control cent&teljagheghi et al, 2009]. Another subsystem
is the protection and control system that monipmaer equipment in substations by gathering
configuration and operation data to protect eleatrswitchgear equipment during the external
faults or electrical power system failures. Theglesystems are distributed between network
control centers and inside the substations, tavalb@al and remote management of electrical
power system components [Mohagheghi et al, 2009].

2.2.3.Consumption

In general, the public housing (residential) conesiharge amount of electrical power
for many purposes and utilization such as heatirgconditioning, lightening, cooking etc.
hence that, electric consumption rate depends qulagton growth rate and living style.
Industrial usage of electricity requires direct gection to the EHV network through a
dedicated small distribution substation installetha industrial facilities. Large manufacturing
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and industrial plants could have their own powearggation units to guarantee the continuity
of electrical service operation. Electrical powenthnd increases as a natural response for
raised industrial consumption. Responding to grgvdemands requires expanding capacity of
the electrical power system either via increashegamount of the generated electricity or the
served area to cover new consumption areas. Acgpra statistical information in 2009,
global energy utilization faced a slight decline floe first time since 1981 on any significant
scale — because of the financial and economicscfiEA 2009]. Globally, energy storage
becomes a key part in accomplishing goals in ensugtainability that lead to energy and cost
savings. Many efforts have been done to identify iamplement the most suitable technology
to rectify these issues (Mahlia et al., 2014).

2.2.4.Control centers

To manage the electric grid dependability, contesiters monitor the power grid health
such as load peaks, faults, etc. These centest asities for keeping balance between power
demand and electric load (response) availabilityilevtracking hourly utilization of electric
power in covered areas. Usually these centersigtecork control centers (NCCs), have remote
connection to supervisory control and data acqarsiiSCADA) systems in the transmission
and distribution substations via a wide area nektwther provided by telecommunication
operators or proprietary communication networkgheother hand, NCCs exchange data with
power utilities and electric planning departmenitsiag to deliver up-to-date reports for the
grid planning at the corporation level [Brand et24103].

Modern NCCs send protection and control data reipdte the transmission and
distribution substations through network gateway$muters. These substations communicate
with NCCs either via connected cables or by wirelesmmunication means such as mobile
networks [Stanton et al, 2001NCCs operators can change substation configuratowis
process parameters remotely. For instance, theyopan a motor-enabled disconnector or
circuit breakers during maintenance or upgrade ddbes. Furthermore, NCCs receive
updatable information about power process equipn@nitchgear) such as disconnectors’
status and circuit breakers positions, e.g. opatosed. Nowadays, human machine interfaces
(HMIs), with touch screens, provide user-friendhtteractive access that improves work
environment in control rooms [Brand et al, 2003].

2.2.5.Example of a power grid in Libya

GECOL (General Electricity Company of Libya) is tekectric utility of the State of
Libya. The company alone controls domestic productiransmission and distribution of the
electrical power. The grid is accessible for 99%h&f population. For 15 years, GECOL has
more than doubled its electric power generatiosatisfy the faster growth of electric energy
demand. All generated power is produced at largaaepower plants, which are usually built
in the coastal areas [Ekhlat et al, 2007]. The ammgperates more than 30 electric production
plants, which use conventional energy resourceslitiddally, it implements pilot projects to
benefit from renewable energy resources [Ekhlat,2007]. The company planned to run the
power grid, from the 400 kV level down to the distition network, in a highly reliable and
efficient way, a state of the art utility commurtioas connected to many local area network
(LAN) services were planned and began implementati007. This power grid is connected
with neighbored coastal countries (Egypt and TapigiVadi et al, 2009].
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The entire transmission power system contains ppedely 75 substations on 220 kV
(13,677 km) and 132 kV (1,208km) voltage levelshwdonnections to sub-transmission
networks of 66 kV (13,973 km) and distribution €yss of 30 kV (8,583 km) and 11 kV.

Connections in the transmission network of Libyaraalized as overhead lines (14,747
km) and cables (138 km) [Veleba & Buhawa, 2011fué 2.2 illustrates a geographical
location of the existing 400 kV and 220kV systerhd\&est Libyan power grid [Wadi et al,
2009].
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Figure 2.2 : Libya, existing 220kV and 400kV electric network and main transmission substation are shown

In 2011, power plants produced electric power witimated amount, i.e. about 30962
ktoe (kiloton of oil equivalent), equals almost 3BWh (Giga Watt hour) [IEA, 2011]. Most
of this power is produced from fuel and natural igadities, because that Libyan reserve of oil
and natural gas is huge. Hence that, the eleabtricep production in Libya depends on crude
oil, which makes up almost 79% of the energy pradadBindra & Salih, 2014].

2.3. The substations, active elements of the smart grid

2.3.1.The smart Grid

The smart grid can be considered as a new emetging toward a modern electric
power grid infrastructure for enhanced efficienay aeliability through automated control,
high-power converters, modern communications ibfuature, sensing and metering
technologies, and modern energy management teasigased on the optimization of demand,
energy and network availability [Gungor et al, 2PIThis term refers to the utilization of
computer, communication, sensing and control teldgyothat operates in parallel with an
electric power grid, aiming to facilitate the intennection of new generating sources in
addition to aforementioned objectives [Amin, 2011].

[Li et al, 2010] presented the features and fumstiof new vision for the smart
transmission grids, in their vision; a smart trarssion grid is regarded as an integrated system
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that functionally consists of three interactive sim@mponents, i.e., smart control centers,
smart transmission networks, and smart substatiims.smart transmission and distribution
substations are designed based on existing andgglgesubstation automation technologies.
These technologies should provide efficient momtproperation, maintenance, protection and
control of installed equipment in the substatidfrem the operation aspect, a smart substation
must rapidly respond and provide increased opesatfaty. For achieving these goals, smart
substations shall propose these functionalitie®flal, 2010]:

a) Digitalization platforms that enable reliable tasks

b) Autonomous operation and fast responses under emgrgonditions,

c) Coordination with other substations and controkeen(see § 2.2.4) to improve

the security of the whole power grid, and
d) Self-healing to recover from network componentuiias, attacks and disasters

The European Commission mentioned that distribugioch management would focus,
among eight priorities, on maximizing performance feeders, transformers, and other
components of networked distribution systems atefnation with transmission systems and
customer operations, which requires intra-substatmmmunication technologies [European
Commission, 2006]. The issue of interoperabilitgiigical to the achievement of smart grid
priorities at the system and components levels.Gt@Wise architecture council, i.e. industry
leader council, addressed this issue by identifystandardization areas of intelligent and
interactive electric systems. The council proposeghns to achieve interoperability through
covering these areas [GridWise, 2005]:

* Exchange of meaningful information between two arencomponents of the system,
* A shared understanding of the exchanged information

« A consistent behavior of the system components ¢pntpwith system rules, and

* A mandatory quality of service: reliability, timegormance, privacy, and security.

2.3.2.Substations

The substations play an important role in the elsdt power network, representing
connection nodes connecting power lines and cablpswer sources in order to transmit and
distribute the electric power [Brand et al, 200@}e transmission substations used to: connect
extra high voltage (EHV) lines, controlling the eension of extra high voltage to specific high
voltage (HV) via transformers, as well as delivgrivarious voltage levels to distribution
substations [Brand et al, 2003].

From what mentioned earlier, the substations anmalty categorized into transmission
and distribution substations. Recently, speciflzssations are used for collecting electric power
from distributed energy resources, i.e. conventiguaver plants and renewable resources
based generation plants, in order to achieve higklability, lower carbon emissions and
comparable economic cost/benefit return on investme

High voltage substations are normally located tieatoad centers, e.g. outside a large
city. These substations connect electrical transonsnetworks to the distribution networks
aiming to permit load sharing among power plant tanensure a high level of reliability. In
this case, the failure of a line or power plant wot interrupt the energy supply [Karady &
Short, 2006].

According to insulation technology, the substatioas be classified into two types: gas
insulated substations (GIS) and air insulated stiosis (AlIS). The former requires small space
for installations and operation control (normaiigdoor). GIS was first developed in various
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countries between 1968 and 1972. After about 5syebexperience, the use rate increased to
about 20% of new substations in countries whereesgalimited [Bolin, 2001]. In the other
hand, AIS substations have large footprint that w@yer several hectares. From engineering
perspectives, several factors affect the religbidif a substation or switchyard (electrical
process): one of these factors is the arrangertapul0gy) of the buses and switching devices.
In addition to reliability, arrangement of the bsissvitching devices will affect maintenance,
protection, initial substation development costo[B2001]. According to common industrial
practices, six types of arrangement topologiesamnemonly used in air-insulated substations,
for more details see Fig. 2.3 [Bio, 2001]:
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Figure 2.3 : Single Line Diagrams: a) single bus, b) double bus double breaker, c) double bus single breaker

In power engineering, single-line diagrams (SLpresent the substation topology and
illustrate allocation of electrical process equiptén (fig 2.3 a) a single-bus substation, with
their single line diagram, is shown. From this figuthe reader can notice the existence of a
single bus (main bus) connected to a main trangdotimt converts 66 kV into 33 kV. The
single bus topology less reliable than the other tvpologies, which are shown in parts b and
c in Fig 2.3. Later topologies are more reliablaeckihrepresent double bus bar with double and
half breaker respectively. In addition, circuit &kers (CBs) are located near the transformer,
these equipment and related switchgear are usedl&te the line as protection requirements,
l.e. to interrupt the power flow (trip) into theatrsformer bay. In this structure, disconnectors
(switches) are associated with the circuit bregkard installed to guarantee the disconnection
of electric power during maintenance procedureserdfiore, these disconnectors should
operate accompanying the circuit breakers in omesitipn. Moreover, to provide a sufficient
level of safety during the maintenance operatitmsground switches, i.e. connected to earth,
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are used to keep the required area disconnectadh wieans without power [Brand et al,
2003].

In early designed substations, voltage and cumaasurements were obtained through
conventional instrumentation, and control of swgger was performed through operators’
commands. The two main functions were performedllpat the substation (not from control
centers). These functions were: a) the data atiguidrom the power process via instrument
transformers, i.e. sensing of volt and ampere walaled b) issue of commands to change switch
positions. The need for automated operations aseddo protect the most costly switchgear
equipment such as transformers, buses, feedershetefore, protection and control require
monitoring of equipment and automatic calculatihgnany electric power parameters such as
frequency, active and reactive power values [McDayr2001].

2.3.3. The substation automation system

The substation automation system (SAS) can be etkfiny its functions that replace
operators’ effort by automated actions as its negfiects. In this manner, performed automatic
functions are necessary for maintaining safe adidbite service of the electric power
transmission and distribution. These functions wWoatlude, but are not limited to, monitoring,
data acquisitions, protection, control, and renamigess communications.

In the past, for distant surveillance functionsymi®eée Terminal Units (RTUS) were
available only as interfaces between the elecwiwgy switchgear at the process level in the
substations, and utilities’ network managementesystfig 2.4). These units have many inputs
and outputs as communication interfaces to the temetwork control centers (NCCSs). In this
structure, both RTUs and NCC formed the Supervi§€ogtrol and Data Acquisition System
(SCADA) as depicted in Fig 2.4 [Brand et al, 2003].
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Figure 2.4 : The substation Automation System, an architecture of classical SCADA systems
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For instance, the Power Systems Engineering Rds€auoter at Arizona State University
[PSERC, 2010] states the following functions of sidstation automation system:

Control of voltage transformation (Load Tape Char@entrol)

Protection of buses, lines, feeders, transforngaserators, and other equipment.
Automate interlocks and switchgear switching medras,

Sending monitoring data to control center,

Clearing power system faults locally or remotely,

Communications with other substations (intra) aaglanal control centers.

"0 o0 Ty

Obviously, the substation automation system pravidgortant information for the central
system at the utility level (enterprise). On thieesthand, the SAS receives updated control data
from the control centers to keep normal operatibthe power system [Stanton, 2001]. For
example, many functions in SAS are coordinatedsédi-healing in case of equipment failure
or short-circuit faults. These functions employeeesal devices and their tasks are distributed
at either the primary (i.e. circuit breakers, tfansers, instrument transformers, etc.) or the
secondary equipment (i.e. protective relays, merginits, intelligent electronic devices).
Hence that, cabling and wire connections, betwéesed devices and equipment, become
complex and in consequence cost huge efforts andefotime as long as conducting
maintenance, repair, extension or modification apens [McDonald, 2001]. Many efforts
aimed to decrease the amount of cabling and wiresylts in adopting and using serial
communication networks in deferent levels of suimtahierarchy. These efforts suggested
proprietary solutions that are developed by suilgstaquipment providers. Large companies,
non-profit consortium of substation equipment sigrpl and utility users such as Ultility
Communication Architecture (UCA) international usgroup (UCAiug), continue to improve
substation communications by contributing to in&ional standards to increase the functional
interoperability and to propose architectures thiadvide higher throughput, i.e. network
bandwidth, aiming to increase inter and intra satiigts communications reliability [Brand et
al, 2003].

Today, protective relays become intelligent eleutralevices (IEDs), i.e. programmable
electronic based protection and control deviceh @aitleast one communication interface. An
IED is a microprocessor based electronic devictittdudes input, output, memory, storage
media, and communication network interface. Thidaieis capable of doing many functions
in the same time benefiting from the processing ggoMEDs embed logic programs that
perform the electric power functions such as cakid) reactive power, monitoring primary
equipment, sending protection trip, etc.

Generally, IEDs exchange information that can ibéegad and saved locally or remotely
for detailed processing and log registration. TimBrmation helps utilities to enhance
reliability, and to enable asset management progriaciuding predictive maintenance, life
extensions and advanced planning [McDonald, 2007].

2.3.4. Communication architecture of Substation AutomationSystems

SAS Technological implementations categorize thesttion automation hierarchical
architecture. The three levels of the substatidoraation system are the station, the bay and
the process levels (Fig 2.5) that can be implengeftedifferent functionalities. Technically,
the size of an SAS will be larger in the extra higittage transmission substations than high
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voltage distribution substations. Thereafter, tlag kevel will exist in most installations of
modern substations, while in early days of SAS aplbvel can be recognized [Alstom, 2011].
Briefly, the substation automation system followasios of control system design,
where sensors, control logic and actuators areamiad to keep the system or equipment under
control (EUC) in stable conditions as predefinedsbiting parameters. Typically, the sensors
measure very high current and voltage quantitrestrdmentations such as current and voltage
transformers (CTs/VTs) convert very high quantiésurrent and voltage into rated values
that are delivered to relays inputs. These scaltgeg are normally equals to 5A (1A in Europe)
for the current, and 120 Volts for the voltage.tBection relays or modern intelligent electronic
devices perform the protective logic. These devisesse electrical current and voltage
quantities in order to calculate certain valueg #ra monitored by the protective logic, e.g.
electrical current value in two different sides EflV/HV transformer. When a parameter
overpasses a setting value (pickup setting), tbeeptive logic will react according to a logic
sequence or programmed control algorithm. In geénerarip signal will be sent to the
associated circuit breaker to disconnect a lineusrwhile a fault exists [Brand et al, 2003].
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Figure 2.5 : The structure of a Substation Automation System representing station, bay and process levels

A battery or direct current (DC) source will supplgwer to these devices. Practically,
a modern substation architecture includes threeldewhich are developed in the following
subsections.

2.3.4.1. The station level

The purpose of the station level is to incorpomatpervision, monitoring and related
tasks. The station level is often located in a e necessary shielded room providing an
overview across the whole station [Brand et al 30Authorized power engineers, technicians
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and operators to perform engineering and supervisisks occupy this room. Operators can
use engineering workstations (computers) to unkiertiaily tasks or to perform (remotely)
monthly or annually inspections for the primary pagoent health and state. For upgrading and
retrofitting of existed substations, the early stafjimplementation requires configuration and
setting of different devices and equipment throeggineering software. These applications
are installed in station level computers that mayehaccess for corporate data via a wide area
connection. The substation system exchanges intf@mmaith regional control centers through
communication gateway existing at the station leVéle station staff uses human machine
interfaces (HMI) to monitor and/or to send commatadhie substation devices and equipment.
They use computers to access log databases thaircanchival records for daily sequential
event records happened at all substation levels.

2.3.4.2. The bay level

The bay level is located near the power procesgqlsgear). At this level, protection
and control devices are allocated for specific fioms as planned by the substation
requirements and specifications. These devicepratective relays and intelligent electronic
devices that are connected to local area networkee such as Ethernet switches [McDonald,
2007]. At this level, devices can perform autonostppower protection and control functions
to clear faults in the process level as well agik@eg data from the station level. Additionally
many bays may exist in one substation, hence decmeperate with other devices in near bays
or other substations, e.g. to clear a fault ima ér to coordinate load shedding from generation
plants. Usually, these devices have local humanhmacinterfaces for direct access by
substation technicians. For modularity and simyliof the maintenance tasks, substations are
organized into bays, e.g. transformer or generbéy;, to allow disconnection of one bay,
without affecting other bays, or process equipnaeming repair or maintenance schedules.

2.3.4.3. The process level

This level represents the primary equipment (swgieln) level; technically, the word
switchyard is another nomenclature for the prodessl. At this level EHV/HV power
equipment, such as transformer and bus bars, sti@léd and connected to provide existence
of principal operations of a substation. This lemeludes connection of feeders, lines, buses,
transformers, instrumentation, etc. In fact, theesand the functionality of the substation
automation system depends on topology, architecsize, function and technology of the
process level [IEC 61850-3, 2003].

2.3.5.Types of SA systems

SAS systems can be classified into several typesrding to the technology and
implemented levels inside the substations. Intemrabf protection, control, and data
acquisition functions into minimum number of dewdads required to reduce capital, operation
and maintenance costs. Intelligent electronic deviare key components in substation
integration and automation technology. Using IERsdul schemes reduce control room and
panel space via minimizing wires and number of devi[Brand et al, 2003]. This design
increases the system efficiency by adopting assateagement based on available information
from digital devices at different substation levéisthis approach, integration, enhancement
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of operation and maintenance can be achieved witinral human intervention [McDonald,

2007]. Therefore, substation automation dependsewvaral distributed functions implemented
in many IEDs, and major operational information ttoee SCADA will come from these IEDs.

The IED incorporates network communication integfazence that there are no conventional
remote terminal units (RTUS), in modern digital stations. RTU functionalities are addressed
by using IEDs, PLCs and a local network based atesif-art technologies for data exchanging
and reporting of substation state and events. Two sp, SAS type depends on automation
integration and communication technology. In th#ofeing sections, differences between

types of SAS are illustrated.

2.3.5.1. Conventional cabling SAS

In this substation automation system, the deviceb equipment are interconnected
within hardwired connections; hence, adding newpagant will increase efforts when cabling
between protective relays and power equipment de\adds complexity to the SAS structure.
In this classical architecture, cabling adds certaists during installation and maintenance. In
addition, repair time will be longer when a coniats’ failure happened. This structure
requires more space for connection of primary egeimt to secondary devices, and of
secondary devices to the control room at the stibstgard. Notably, in this type of SAS analog
devices such as electromechanical protective retmyd@or solid-state relays use copper
hardwires [Alstom, 2011].
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Figure 2.6 : Conventional cabling: inter-relay cabling and process hardwired connection
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2.3.5.2. Station Bus within SAS

When computer manufacturers start producing miccgssor-based systems for
industrial applications, the small microprocessasdil devices become an emerging solution
in the power system industry. In 1970s, advancesardware technology and software
techniques led to the first microprocessor baskysen 1984 [IEEE PSRC, 2005].
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Figure 2.7 : Station bus implementation: station-level LAN to monitor and supervise connected devices

Microprocessor based relays with many features weveloped for the protection and
control functions. These protective relays incogbera communication network interface to
enable exchanging of data and commands with engngeeomputers at the station level, i.e.
supervisory side. In this architecture, protectalays send reports about substation events and
equipment status to the top level as well as exgihgrof events and status with other relays at
the same level. These devices become smarter #ad raelligent electronic devices (IEDs).

In this type of SAS, digital relays with communioat capabilities allow interfacing with the

station level-devices, but still conventional instrentation used in the switchyard. Modern
protective relays embed software logic to enabbkceation of multi tasks functions within the

same device [IEC 61850-3, 2003].

2.3.5.3. Station and Process Buses within SAS

The future trend in substation automation consisemabling digitalization of the whole
substation automation system. In other words, ineetlevels of substation will adopt digital
enabled technologies. For example, in the procegsl Inon-conventional instrumentation
transducers (NCIT) will transduce and send diggatameters to merging units (MUSs),
standalone MU or embedded NCIT, which in accordacakect and send these digital
parameters via frames of sampled measured valldg)(8rough an Ethernet network [IEC
61850-3, 2010].

These SV frames require precise synchronizatioantapsulate accurate timestamp
data as well as three phase current and voltagemneaers. Fig 2.8 helps to distinguish this
architecture from other former SAS types (withorgdgess bus). This type of SAS is equipped
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with: a) IEDs supporting process-bus connectioasBthernet network interfaces, b) devices
sending timestamped SV frames which are synchrdmathin microsecond precision, and 3)
Merging Unit (MU) interfacing with process levelr{mary equipment), to collect physical

parameters, with either conventional instrumemtdfarmers or NCIT equipment. [Gungor et
al, 2011].

Data frames allow transfer of control and data fid@C to primary equipment at a
substation switchyard under the assumption that ghecess level is connected to a
communication network. In this approach softwarsedahuman-machine interface (HMI)
devices can send commands via local area networlerootely from the regional control
centers, as well as operators can access and gonfpwer process locally by using the
embedded HMI within the IEDs [Alstom, 2011].
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Figure 2.8 : Process and station buss: horizontal from process and vertical inter-IEDs communications

2.3.6.Communications of Power Substation Automation Systa

As it was reminded previously, in early days of substation automation systems,
substation devices such as protective relays, RAnds SCADA panels were connected via
hardwired cables to power process equipment,restguiment transformers and circuit breakers.
Communication network interfaces, such as EIA 28@ BIA 485, were introduced only as
developers’ debug tools [Alstom, 2011]. Modern camioation technology enables
replacement of hardwired connections by Ethernetspdhereupon, polling of physical
parameters will be via the network message framastitilize communication protocols as a
method to encapsulate these parameters and tdreando SCADA equipment, also tripping
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commands can be transferred in the same way [S&utebashov, 2011]. The implementation
of network protocols, in the industrial control fées, opens the door for the development and
use of many protocols in the substation automatifims development helps substation
manufacturers to integrate several functions imgls IED. As a result, the integration process
of protection and control become technically acaide [PSERC, 2010].

2.3.6.1. SAS legacy protocols

The communication protocol identifies how devicas exchange data and understand
engagement rules [Tanenbaum & Wetherall, 2011]. @@omcation protocols achieve and
manage data exchanging in a formal way. In otheds;alevices share common language and
specific procedure to determine messages syntag, sic. Industrial control systems adopt
network protocols that enable communication betvgagsors, controllers and actuators within
predefined operation mechanisms. Networked corstystems appeared since that in many
manufactory automation lines, and their protocatsendifferent and proprietary [Mohagheghi
et al, 2009].

Installing several communication protocols withiffetent substation levels requires
conversion gateways, i.e. translation between @svprotocols, to allow connection among
different devices and equipment. This operationsadtkt and efforts during installation and
configuration of the substation automation systdime need for plug-and-play connection
between devices from different suppliers risesdi@mand for common standards.

Among the substation communication protocols arelidis and DNP (fig 2.9) which
are well-known protocols in the power industry. Ndad is developed by Modicon (becomes
Schneider electric) in 1979. This protocol was ioadly utilized as a control network protocol
for PLC to allow process control communicationse ™riginal edition forms a Master/slave
environment between control devices. The Masterm#iate a request with this protocol, and
corresponding slave or slaves will send responfie niequired action/data. The Master station
can initiate a broadcast message or address oreestition [Gungor et al, 2011; Mohagheghi

et al, 2009].
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Figure 2.9 : substation Automation system with legacy communication protocols

Schneider makes this protocol open by transfemgfgs to Modbus organization. The
physical layer of this protocol is not defined, athiallow manufactures to develop their choice
of physical interface. This freedom opens the doormany versions of the protocol, e.g.
Modbus RTU, ASCIl and TCP. Modbus RTU and ASCIl eeenmonly used with RS 232, RS
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422 and RS 485 with maximum baud rate between 18p8Gand 100 Kbps. While Modbus
TCP supports client/server communications withedéht physical layers such as Ethernet
unshielded twisted pair (UTP) cables.
The protocol DNP 3.0 was developed by Harris in3L8® enable communications
between Master station level devices, RTUs andeptive relays. This protocol has been
openly standardized according to the IEC 60870res&hen it was under development. It is
widely used in power, water and gas process cofardbCADA connections to RTUs. DNP
3.0 uses RS232 or RS485 as serial physical layehfigheghi et al, 2009].
Table 2.1 provides a comparison between dominatgalkly protocols that are used in
the substation communications.

Table 2.1 : Comparison between legacy communication protocols of substation automation

Protocol Modbus IEC 60870-5-103 DNP 3.0
Release date 1979 1997 (former VDEWS, in lat¢ 1993
1980s)
Developed by Modicon IEC standards (TC 57 WG | Harris
03)
Standards Modbus organization IEC 60870 IEEE 1815-2012, op
support specification

D
>

Substation use

SCADA Master to RTUs
slaves.

Also as client/server with
IEDs network

Interoperable connection
between protection and
control devices (RTUs and
relays)

SCADA, RTUs and
Protective relays

Physical
interface

- EIA (RS) 232,422 and 485
for Modbus RTU and
ASCII

- Exist also Ethernet for
Modbus TCP

EIA 485, and optic-fiber

- EIA (RS) 232, 485
- Exist also for
Ethernet

Communication

Master/Slave, peer-to-peer

Master/Slave

Master/Slave, Peer-tor

type and client/server Peer and Client/Server

Support OSI Application layer Application Layer 2" Layer and somehow

layer and 3 EPA layers (Enhanced 4" and 7" layers

Performance Architecture) | supporting TCP/IP

Baud rate 19200 up to 100 Kbps (EIA),| 6900 or 19200 bps 38400 bps (some
and Ethernet bandwidth for versions up to 112.5
Modbus TCP (up to 10Mbps) Kbps) depends on

hardware

Dominant worldwide Europe North America

market

2.3.6.2. SAS modern protocols

Aforementioned sections about the communicatiosglénsubstations explained the
existence and use of different communication artdork protocols for data exchanging and
management. Therefore, many proprietary protocal& lappeared in the field of substation
automation systems. Protocol converters and gatewag required to maintain data
interoperability when a substation project mix poais of devices and equipment from
different suppliers. Additional tasks are requitedinstall these gateways, which results in
increasing of cost, effort and configuration comye[Dolezilek, 2006].
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Since 1986, Electric Power Research Institute (AR addressed the issue of
different protocols in substation installations.RERook efforts that resulted in release of the
Utility Communication Architecture (UCA 1.0) projeloy the end of 1991.

In 1990s, the deregulation of power energy markdtglobal competition enforced the
need for common efforts to increase integratiosutistation automation systems. Pilot projects
involved experimental technologies were attemptmglevelop a standardized approach to
cover all communications from an IED up to the cointenter or SCADA master [Apostolov
et al, 2003]. These projects resulted in the relea UCA that specifies the use of
Manufacturing Message Specification standard (MMsl®) Integrated Utility Communication
(IUC). Therefore, EPRI established a forum with thern States Power Company (NSP), about
the implementation of MMS across multiple commutiaza media. Demonstrations from the
MMS forum projects have resulted in detailed spe&iions. These specifications addressed
interoperable communications in the utility indystcovering communication profiles,
application services and object models for IEDEHPSRC, 2005].

In 1999, these works, i.e. substation implementatiocuments, were released as UCA
2.0, published in the IEEE 1550 technical repant &urther used as foundation for the IEC
61850 standard [Skendzic & Guzma, 2004].

A working group worked in the harmonization of eémt parts from the UCA that
resulted in extension of UCA modeling, data deioms, data types and services. The IEC
61850 adopted these results in respective starmddi@h parts. The IEC 61850 standardization
parts are intended to be a superset of UCA.

2.4. The IEC 61850 standard

The International Electrotechnical Committee (IE€)hnical committee (TC) 57 was
established in 1964 to publish and elaborate iateonal standards in the field of
communications between the equipment and systentedalectric power process, including
tele-control, tele-protection and all other teleconmications in the electric power systems
[Dolezilek, 2006]. The TC 57 developed the inteioral standard IEC 61850: Communication
Networks and Systems in Substations. Utilities,ptieps and users noted that the industry
should end up with a single standard for substatmmmunication and all of technical issues
based on the application of UCA 2.0 are to be xegbln the appropriate parts of IEC 61850
[Apostolov et al, 2003]. The meeting between IEC ST members, in 1997 at Edinburgh,
concluded with an agreement that only one standard substation automation and
communication should be developed, and to mergeNbegh American and European
approaches [IEEE PSRC, 2005].

TC57 aims to enable interoperability, seamless datamunications and standardized
information exchange between the overall distrtnuietworks. The standard enables systems
integration by allowing interfacing among substatdaevices and subsystems to improve data
collection and real-time situational awareness.sTihiegration empowered by the use of
microprocessor based relays (IEDs) and communitaigtworks. For these purposes, i.e.
integration and interoperability, the standard safes application data, data transfer services
and communication protocols in such a way thatrenig data and services abstraction. TC57
extended the scope of this standard to the contpletectric network, and provided its
compatibility with Common Information Model (CIMpf monitoring, control and protection
applications [Sauter & Lobashov, 2011]. The fiedease of the standard includes at least 10
parts published in edition series since its appesaThe standard covers not only the

26



communication protocols, but also standardizesdtheces abstraction, their communication
service interfaces. It opens a direction for bemgfifrom information technology capabilities
such as object oriented modeling and XML (extenahedkup language) based configuration
language.

2.4.1 The parts of IEC 61850 standard

One of the efforts for integration has undertaketh ihe framework issued by the
Electric Power Research Institute (EPRI) resultedelease of the Utility Communication
Architecture 2.0 (UCA 2.0). In 2001, the technicainmittee 57, responsible of development
of IEC 61850 standard, and the UCA group agreaddme their efforts in one international
standard. Since this agreement, UCA2/MMS have bbkesen for IEC 61850, in the same time
other efforts were taken to release the distributetivork protocol (DNP 3.0) in order to
achieve open standards based interoperability eetweabstation computers, RTUs, IEDs and
other devices. The TC 57 released the first ediotme standard around 2003 with core parts
including technical reports (TR), technical speeifions (TS) and international standards (1S).
These parts cover definitions, general requiremegtem and project management in the first
four parts. The fifth part explains communicatie@quirements for devices and functions
models [IEC 61850-5]. In the sixth part, detade@mples are given to illustrate the description
languages such as substation configuration lang(@@é) and IED capability description
(ICD) with related XML based files. The basic commuation structures, abstract
communication services, data classes and logicdésare explained in the subparts of the
seventh part. The eighth part introduces the mgppfiMMS communication service to the
ISO/IEC layers interface, i.e. ISO/IEC 9506-1, I&® 9506-2 and ISO/IEC 8802-3
(Ethernet), while the ninth part emphasizes then@ping to serial unidirectional multi-drop
point to point link and ISO/IEC 8802-3.

Table 2.2 : The IEC 61850 standard parts and their aim

Part Short Title Type Aims to status
IEC 61850-1: Introduction and TR Give overview about communications | Ed. 2.0
2003 overview between IEDs and related requirements| (2013)
IEC 61850-2: Glossary TS Define terminologies and give Ed. 2.0
2003 comprehensive glossary est. 2018
IEC 61850-3: General requirements IS | Identify general requirements and quality Ed. 2.0
2002 of communication network (2013)
IEC 61850-4: System and project IS Describe the system life cycle and relatgded. 2.0
2002 management engineering processes (2011)
IEC 61850-5: Requirements for IS Specify communication requirements of | Ed. 2.0
2003 functions and device functions performed in substation (2013)
models automation system
IEC 61850-6: Configuration IS Specify file format for describing Ed. 2.0
2004 description language communication related IED configurations(2009) &
and parameters est. 2018
IEC 61850-7-1: | Basic communication | IS Provide modeling concepts and methods Ed. 2.0
2003 structure- principles for specific information, device functions| (2011)
and models and communication service to achieve
interoperability
IEC 61850-7-2: | Basic communication | IS Provide specific communication interface Ed. 2.0
2003 structure- ASCI for applications to describe (2010)
communication.
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IEC 61850-7-3: | Basic communication | IS Specify common attribute types and Ed. 2.0
2003 structure- CDC common data classes for substation (2010)
applications
IEC 61850-7-4: | Basic communication | IS Specify compatible logical node names | Ed. 2.0
2003 structure- compatible and data names for communications (2010)
LN and data classes between IEDs including relationship
between data and LNs
IEC 61850-8-1; | SCSM to MMS IS Specify a method for exchanging time anded. 2.0
2004 non-time-critical data (2011)
IEC 61850-9-1: | SCSM- SV over serial | IS Specify mapping of communications Withdrawn,
2003 unidirectional link between process and bay levels replaced by
9-2
IEC 61850-9-2; | SCSM-SV over IS Specify SV communication mapping to | Ed. 2.0
2004 ISO/IEC 8802-3 direct Ethernet layers (2011)
IEC 61850-10: | Conformance testing IS Specify standard techniques for Ed. 2.0
2005 implementation conformance testing (2012)

For conformance testing, i.e. related to the suilostgroject life cycle, a dedicated
procedure in the tenth part provides the testeiigpseam with invaluable procedure for
conformance testing by starting from IEDs, protattand control functions and ending with
full substation automation system.

The first edition of the standard includes theyearentioned parts. Since the release of
the standard, the TC 57 publishes many solved enoblas improvement for detailed raised
technical issues (TISSUES). The TC 57 made hugetefto improve, add and benefit from
new features between 2009 and 2010 resulting irotheal release of the second edition
entitted communication networks and systems for groutility automation in 2012. The
cooperation between IEEE and IEC TC 57 helps thease of documented standards for
substation communication technologies particultohtime synchronization mechanism with
the precision time protocol profile in 2016 [IECHE 61850-9-3, 2016].

2.4.2 The IEC 61850 edition 2

The second edition of the standard is releasecenwove inconsistences and solve
technical issues (TISSUES). Since 2010, many paatgee withessed modifications with
extensions to other power system applications, siscbommunications between substations
and network control centers, distributed energpueses (DER) and recommendations for
redundant architectures. In addition, some padgsnthdrawn such as the part 9-1. The IEC
61850 edition 2, clearly states the communicatiedundancy recommendations for the
GOOSE and SV messages services. The redundancypmbsimp-less (zero-recovery time).
Hence, mission-critical applications in SAS comnaations can benefit from the standardized
redundancy technologies [Khavnekar et al, 2015 Tédundancy with zero-recovery time
such as parallel redundancy protocol (PRP) and-aigtilability seamless redundancy (HSR)
are mentioned among the other protocols. The seeditidn of the standard recommends these
technologies as means to achieve higher reliabditg avoiding single-point-of-failure.
Khavnekar et al make a comparative analysis betweefirst and second editions of the IEC
61850 standard. They conclude that edition 2 pesiideamless redundancy to boost the level
of communication reliability, and extends data nede expand the scope of the standard to
other power and smart grid domains [Khavnekar,e2@l5].

For testing procedures, the second edition offegsability to use new features such as
test mode and simulation flag within GOOSE and S¥ssages frames during testing or
maintenance procedures. In this approach, softbased testing is feasible for both factory
acceptance testing and on-site testing [Carvalh&i@oronel, 2014]. Based on the second
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edition, Schossig proposes a systematic approaatofobining the new possibilities with the
existing testing procedures considering both coneeal process-level hardwiring and SV
based solutions [Schossig, 2014].

2.4.3 The features of IEC 61850

The standard has several parts that cover many idenma the field of power utility
communications. In the SAS applications, the stechdans to enforce interoperability among
devices and to integrate subsystems to build teeathSAS system [IEC 61850-1, 2003]. IEC
61850 based SAS shall incorporate several devizghaive certain features such as:

Data models with logical nodes (LN) and common dtdases (CDC)
Communication service interfaces

Reporting, GOOSE and SV communication services

Interoperable protection, control, measurementraaditoring functions
Support of XML based IED capability description D¥files
Substation devices could be configured through #&@guage

oahwnE

The standard evolves, but it considers backwardpeditlity, to afford and improve
interoperability in mixed substations, i.e. whdre standard edition 1 and 2 devices are used.
The standard enables use of emerging technologigseifield of communication networks,
smart protective devices and smart instrumentatr@hmetric equipment.

Abstraction of devices and representing real dewdaéh the virtual model based logical nodes
enable independency. This approach allows the dprednt of physical devices without
changing the communication interfaces.

The aforementioned features provide many benefiteiiintenance and operation. For
example, operators and technicians can upload emshldad self-diagnostic data and self-
description data from IEDs that use the IEC 61850 @is.

2.4.4 The IEC 61850 data models

The IEC 61850 data model incorporates the resilfdosth America UCA project
specification and modeling approach. As it was &ixygld before, the standard parts extend and
adopt the UCA 2.0 data definition, models, typed services [[EEE PSRC, 2005] (see § 2.4.1).
Parts 7-1 to 7-4 of the standard present objeenhted and data modeling principles. Therefore,
the standard defines not only data exchange anancmication, but provides data models
approach that represents substation devices angnegpt, and extends these definitions to
cover other power system devices. The data mo@ellEC 61850 based modeling concept,
follows a hierarchical structure where physical ides (PHD), e.g. IEDs, contain logical
devices (LD) that encapsulate predefined logicdiesqLN). A logical node is the smallest part
of a function that exchanges data. A LN is an dbjefined by its data (i.e. attributes) and
methods (i.e. functions) [IEC 61850-7-1, 2003].

The general approach of IEC 61850 is to decompppécation functions into small
entities. The logical nodes are entities that compaie to exchange power process
information, protection status, and control dataing this approach, protection and control
devices are made of several logical nodes. Obwoposle or more logical nodes embedded in
different logical devices that are located in diet physical devices can cooperate and perform
distributed functions. In the case of either losofgone logical node LN or one included
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communication link, the result can be losing fuowtlity because of completely blocked
function, or showing graceful degradations as apple [IEC 61850-2, 2003].

The standard defines these data elements provagigen unique name. Hence that,
the core of IEC 61850 series is the information et@hd modelling methods. The information
represented by the data models and their attribatesexchanged by the communication
services according to the well-defined rules amdrédguested performance as described in IEC

61850-5.

2.4.4.1 The concept of Logical Node

The logical nodes normally represent power prabectasks and related functions
according to ANSI/IEEE formal device function numbgIEEE std. C37.2, 2008). The
standard uses the object-oriented methodology fmede¢he logical nodes and their data
regarding both content structure (syntax) and ednteeaning (semantic). IEDs manufacturers
should follow these concepts to guarantee devigesaperability.

The IEC 61850 standard part 7-4 aggregates anggrthe logical nodes into high-
level LN groups according to their functions. Faestance, MMXU logical node starts with M
that represents measurements group [IEC 6185@088]. The standard defines 92 different
logical nodes classified into 13 groups in whicpiers can develop a new LN under G group
(Generic functions). Table 2.3 provides comprehanskamples about common used logical
nodes that exist in most modern IEC 61850 enaldectds.

Table 2.3 : Logical Nodes Groups and number of corresponding LNs

)

Fi

Cc

N

or

Group Number Examples
LN Groups Indicator of LNs
System LNs L 3 LPHD for _phyS|caI _deV|ce _and LLNO fa
common logical node information
Protection Eunctions p o8 PDIF for d|ﬁeren_t|al and PTOC for tim
overcurrent protection
Protection Related Eunctions R 10 RBRF_for breaker failure and RREC for reclq
recording
. CALH for alarm handling, CILO for
Supervisory Control C 5 interlocking, and CSWI for switch controller
Generic Function References G 3 GGIO. for generic process VO, GSAL for gene
security application
. o ITCI for tele-control and IHMI for humar
Interfacing and Archiving I 4 S
machine interfaces
Automatic Control A 4 ATCC fqr automatic tap changer and AVCO f{
automatic voltage control
Metering and Measurement M 8 MMXL.J for measurement and MMTR fg
metering
. XCBR for circuit breaker and XSWI fo
Switchgear X 2 . .
disconnector switch
Instrument Transformer T 5 TCTR for current and TVTR for voltag
transformers
Power Transformer and related functiorjs 4 YLTC for tap changer and YPTR for pow
transformer
Further power system equipment 4 15 ZBAT for bateerd ZMOT for motor
- . SCBR for circuit breaker and SLTC for tap
Supervision and Monitoring S 4

changer supervisions

Total number of LNs is 92
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The IED as a physical device encloses a connecdhterface connected to the
communication network. It has at least one netwamtlress that identifies its data set. The
standard modeling starts with a physical device ehtitat incorporates one or more logical
devices. In this manner, the standard allows alesipgysical device to act as a proxy or a
gateway for multiple devices (virtual devices) tlusviding standard representation of a data
concentrator [Mackiewicz, 2006]. Each logical devoontains one or more logical nodes.

These logical nodes contain data objects (DO) dhsd include data attributes (DA).
Figures 2.10 through 2.12 show an example of thta thodel. The logical node contains one
or more data elements based on their functiondiy.instance, data elements that represent a
power equipment status or position with dedicatath éttributes. These data objects have a
structure and a defined semantic, i.e. meaningarcontext of substation automation systems.

The average number of specific data provided bicédgnodes is approximately 20 data
objects [IEC 61850-7-4]. Each data, e.g. circugider position, comprises several details (data
attributes). For instance, the circuit breaker fpasi(called ‘POS’) is defined in the logical
nodeXCBR, and the position dat®QS) is made up of many data attributes. The datdoate
ctlVal represents controllable information, i.e. can eets OFF or ON. The data attribute
Pos.stValrepresents the position of the real breaker (cbalth intermediate-state, off, on, or
bad state). Fig 2.10 ilustrates a protection IEDagshysical device that contain a physical
device, i.e. PIED 1, which incorporates two logicatles, PDIS and XCBR. The PDIS logical
node has a data object representing operation n@lethat has two data attributes, similarly
the XCBR logical node has a data object represgpinsition of a circuit breaker that has two
data attributes representing control and quality.

Data attribute

Data Object

PDIS XCBR = - Logical Node

PIED1 Logical Device
Logical Device

Protection IED Physical Device
Physical Device

PHD.LD.LN.DO.DA

Figure 2.10 : Object modelling, of the IEC 61850 data, illustrates physical device and logical device

Fig 2.11 shows the hierarchy of the IEC 61850 datalel with a given example
showing the physical device PIED1. The data attelshall have a value that is important for
exchanging the status of an equipment and proteetients.
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PHD | LDILN DO | DA

PIED1. CB. XCBR. POS. Ctlval

Figure 2.11 : The concept of physical device with path to data attributes of logical nodes

Some data that refer to a physical device itselfir@eded such as results of device self-
supervision. Therefore, the standard introducegfault logical node called as LLNO [IEC
61850-5]. The logical node LLNO contains informatielated to the physical device (IED)
data (fig 2.12), independent from all included tajinodes, such as device identification or
nameplate, device self-supervision, etc. IEC 618%fauses 9, 11 and 12 provide names and
classification of logical nodes according to tHeinctions and logical location at station, bay
and process levels.

LPHDO.LLNO

Figure 2.12 : The default Logical node LLNO within default logical device LPHDO

The part 7-3 of the standard defines common datsek (CDC), which group LNs data
object elements into specific data classes. EaclkdriNhave a few or up to 30 data objects that
belong to CDC class. These data object in turngtias or more than 20 data attributes. Each
CDC describes the type and structure of data wittnlogical node, and each CDC has a
defined name and set of CDC attributes with definaahe, defined type and specific purpose
[Mackiewicz, 2006; Mohagheghi et al, 2009].

2.4.4.2 Piece of Information for COMmunication (PICOM)

Information exchanged via logical connections betwéogical nodes are organized
according to functional requirements. PICOM is aadigtion for information transfer (logical
connection) with communication attributes betwewm tlogical nodes. It also contains
associated attributes such as performance dataq1B60-2].

The standard adopted this approach from the woriiogp 34.3 of Conseil International des
Grands Réseaux Electriqgues [CIGRE, 2001]. The PIC@dds not represent the actual
structure and format for the exchanged data, bGt 8£850-8 and IEC 61850-9 include this
information. The components or attributes of a PMC@s given by the standard, are:
1. Data that contains functions identification as reeelly the devices (semantics).
2. Type that describes structures of the data, i.anaitog or a binary value, a single value
or a set of data, etc.
3. Performance that means permissible transmissioestiperformance class), data
integrity and methods or transmission causes permpdic, event driven or on request.
4. Logical connection that contains logical sourcen¢iieg logical node) and logical sink
(destination logical node).

With these attributes, PICOM information describ&shange data between logical nodes
that share status, values or changes (events)gGIB50-5]. Thousands of individual PICOMs

32



may describe communications between LNs, and tAES®Ms have common similarities that
are useful for classifying purpose, e.g. commurocatequirements. Classification allows
obtaining of comprehensive requirements and suppstrong modelling of the requested
communication performance. These requirementsrditfeording to the performance class that
depends on the application criticality such as fdtest and important messages in the
substation, i.e. trip and block messages.

By knowing required functions, designers can idgmtdbmposed logical nodes and their
associated communication requirements. In this Wesy can statically estimate performance
of substation networks depending on transmissioe of logical nodes data (PICOMSs). For
performance evaluation, TC57 studied different gatlzms and network topologies by using
calculations database containing about 100 logicdes and 1400 PICOMs. The standard uses
this approach to calculate the data flow, witharnsidering both message structure and frames
overhead data. [Annex | of IEC 61850-5, 2003].

2.4.5 The IEC 61850 communication services

Communications inside substations exist in horiabrand vertical schemes. The
horizontal communication inside modern substatiakes place between IEDs. These devices
exchange data in real-time. The vertical commuraoatexist between operation, engineering
and database archives at the station level and |BDise bay level. Other communications
messages may carry power values such as currdtaige@nd frequency data from the process
level to protection and control IEDs in the baydev
Therefore, the standard defines data transmissiles i standardized methods of describing
power system devices to enable all IEDs exchangeudang identical structures related to their
functions [Mackiewicz, 2006]. The Abstract Commuation Service Interface (ACSI) models,
described in the part IEC 61850-7-2, enable IEDsdioave according to specific rules in the
network behavior perspectives. These models nedibnefit from state-of-art networking
technology such as communication protocols. The lAC&network independent interface that
defines the semantic of service models with thiiitbaites, and identifies what these services
provide. Abstraction is necessary to separate $&8Eifsc data models from the communication
technology, in other words ACSI makes SAS deviaampatible with the fast advances in
communication technology [Mohagheghi et al, 2008pecific Communication Service
Mapping (SCSM) defines messages encoding and sy&a@gpeer-to-peer services for SV and
GOOSE messages transmission.

Network communications between substation devedes the form of either a real-time
multicast, i.e. publisher/subscriber without ackiemgment, such as SV and GOOSE, or
client/server networking with connection-orienteg@ciation such as Manufacturing Message
Specification, MMS, over Transmission Control Poutid Internet Protocol, TCP/IP (Fig 2.13).
Power protection and control applications in suista automation systems require
connectionless real-time performance due to timecality, hence that, Ethernet frames
encapsulate these data directly without middlesay®/erhead data. While TCP/IP based
communication, i.e. client /server MMS data excle@ngses additional layers for reliable
delivery of messages.
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Figure 2.13 : Communication services: Direct mapping of real-time messages to Ethernet layers

2.4.5.1 Mapping to Manufacturing Message Specification (MM$

The international standard organization (ISO) migd the 1ISO 9506 standard that
covers all aspects of MMS protocol, which is a puptotocol that has a proven implementation
track report in the field of process control. UCRose MMS protocol in 1991 and that is lastly
kept for IEC 61850, because of its rich libraryobfects and services [IEEE PSRC, 2005].

The IEC 61850 uses MMS objects for mapping of ltieats, and MMS protocol easily
supports the complex naming and service modelE©@f81850 [Mackiewicz, 2006]. Services
mapping can become tedious and complex when chgasich protocols that support limited
read/write/report services with simple variablesessed by register or index numbers.

IEC 61850-8-1 is a Specific Communication Servicapping (SCSM) for mapping of
client/server services into MMS protocol suits thas full TCP/IP stack above Ethernet layer,
i.e. two bottom layers of the ISO Open System Cotioe (OSI) [Sidhu & Yin, 2007;
Mohagheghi et al, 2009]. Non-critical data uses MM8ssage services embedded through
reliable upper layers protocols starting from tipplecation layer. TCP/IP based MMS data
makes Ethernet frames longer with an overhead dat@result messages transfer passes longer
period. The MMS is suitable for communication begwebay level IEDs and station level
engineering workstations and HMI screens for mangppses such as sending commands,
reporting, status polling, etc.

The mapping of ACSI services into MMS is straightfard, e.g. the MMS Service
(Write) is used for the ACSI Service (Operate) épet Data Values), the MMS Service (Read)
is used for the ACSI Service (Get Data Values) @wadect, i.e. the first step in a Select-Before-
Operate control sequence). Many applications cenMiglS services inside a substation, for
example HMI, SCADA, control, and IEDs configuratsoffeEE PSRC, 2005].

2.4.5.2 Generic Substation Events GSE

In addition to MMS, IEC 61850-8-1 defines peer-Bep communication services
named Generic Substation Events (GSE) for exchgndmta between protection and control
applications. These applications transfer definath dbjects when their attributes change
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[Liang & Campbell, 2008]. The information containgdthe hierarchical model of the IEC
61850 models can be communicated using servicasedefvithin the standard mapping
services [IEC 61850-7-2]. These services haveatioal to the IED input from (or output to)
the process information. The information models, llogical nodes and data classes, and the
service models, e.g. reporting and logging, provideans to retrieve comprehensive
information about the data model and the servicatsdperate on the information models (self-
description) [IEC 61850-7-1].

GSE includes two kinds of message services, Ger@pject Oriented Substation
Events (GOOSE), i.e. IEC 61850 GOOSE, and Geneistation State Events (GSSE) that is
backward compatibility for UCA GOOSE. The GSE- GE#hd GSSE-provides the peer-to-
peer information exchange between the input ddteesaf one IED to the output data of many
other IEDs via multicast communication pattern [IET850-7-1, 2003].

IEC 61850 GOOSE flexibly carries long datasets,|evSSE is used to carry binary
data representing state changes (bit pairs). TBeclieates a data set that contains many data
with associated attributes, e.g. analogue, binaipteger values. The IEDs publish GOOSE
messages containing data values grouped into deta@ther IEDs subscribe to and receive
interested published GOOSE and GSSE messagesintonthanage decisions or compute data
for internal use such as local interlocking comlitprocessing via comparing received switches
positions. Therefore, the IED can play a role dblfginer and subscriber at the same time.

IEC 61850 transmission profiles for time-criticappdications require real-time
performance class such as GOOSE messages (seerc®agthis constraint enforces directly
embedding of GOOSE dataset into an Ethernet frarstead of using TCP or UDP as transport
protocols, thereby avoiding processing of any nadayers, and making shorter frames without
overhead data [Mackiewicz, 2006]. The protectiod aontrol IEDs can exchange input and
output status via multicast GOOSE messages inutb&tation bay-level. A new connected IED
can publish initialized data about its status. €aéer, the IED receives subscribed data, via a
serial communication, from other IEDs to act onghbstation according to their programmable
logic algorithm. In this approach, IEDs can cooperavithout input/output hardwired

connections.

In the following page, table 2.4 compares betwe@Al2.0 GOOSE, i.e. IEC 61850
GSSE, and IEC 61850 GOOSE [Schwarz, 2004; IEEE R2BO5]:

Table 2.4 : A comparison between UCA GOOSE and IEC 61850 GOOSE

UCA GOOSE

IEC 61850 GOOSE

Standardization

IEEE TR 1550-UCA 2.0 (technical repor

t) IEC TC fmérnational standard)

Issue date 1999 2003

Mapping to ISO Ethernet 8802-3 IEEE Ether-type with Ethermhet |
Priority support Not supported Supports priority tagging (IEEE 8@32.1
VLAN support Not supported Supports VLAN (IEEE 802.1q)

Frame content

Fixed size binary data

flexible dataset from anyadabject embedde
into Ethernet data frame

Data types

Binary bit pairs

Supports any type of informatiologfc bits,
characters, bytes, integers, float numbers etc.)

Maximum length

259 bytes / 24 bytes for overhead confrdl518 bytes up to 1522 with priority and VLA

data

tagging / 22 bytes for frame overhead control d

N
ata

Reliability

Basic feature depends on a cyG

redundancy check field

liEnhanced with retransmission mechanism carry

ing

reliability related fields: sequential counter,teta

change counter, quality, time to live and timestamp
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2.4.5.3 Measured Sampled Values SV

The IEC 61850 extends its scope to include digitmhmunications to: 1) the process
switchgear with integrated electronics and to 2nh-ononventional current and voltage
transformers (acting as sensors) with a digitalmomication interface [IEC 61850-9-2, 2010].
With these communication interfaces, the standaables transmission of sampled values
representing current, voltage, frequency and gihecess values.

The transmission of sampled values requires spedttahtion regarding the time
constraints [IEC 61850-7-2]. To avoid processiniggef the middle layers, the standard maps
the SV application data directly into Ethernet isyé&wo lower layers of the ISO OSI). The
transmission of SV messages uses unidirectionaicast or unicast communication scheme.
These messages contain measured values alreadyedaamal digitized at the source, and
directly encapsulated into Ethernet frames (FigdR.1IEC 61850-9-1 defines mapping of
measured sampled value to Unidirectional Multi-dRignt-to-Point link carrying fixed data.
While 61850-9-2 identifies the transmission meckiamof SV frames with configurable dataset
embedded into multicast Ethernet frames. Neversselsoth parts do not provide details about
the data, sampling rate and size that can defimerhany frames will be sent during a power
cycle, e.g. 20 milliseconds for 50 Hertz. Devidesttsend streams of sampled values, such as
merging units, require high synchronization premstlass.

Time Synchronlzatlon Master clock ”

L GPS
[ ” Antenna
nalog VT
( § § ):_ - :: 0110110
Il B
Cr Vi=— R Dlgltal

Analog CT Ethernet/NIC

Merging Unit

Figure 2.14 : Time source enables synchronization of Merging Unit SV streams

IEC 61850-5 mentioned messages performance regeiteamong these messages the
time synchronization message that requires timeigion expressed in microseconds. This part
of the standard also mentioned the raw data pedoce class [see chapter 2 table 2.2] as
transfer time requirement. This time counts from time the sender puts the data content on
top of its transmission stack up to the time theeneer extracts the data from its transmission
stack [IEC 61850-5, 2003].

Regarding the transfer time, the standard classg@mmunication between message
types into messages and performance classes. Then&gages are classified into raw
messages type with three performance classes n&theB2 and P3 that have sampling rate of
480, 960 and 1920 samples per second consequé&htge messages require sampling rate
accuracy down to one microsecond time precision.
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2.4.5.4 Time Synchronization

Timing functions support data objects and servibes contain timestamp attributes.
The standard proposes a time synchronization mtiagl shall use simple network time
protocol (SNTP) via LAN communications [IEC 6185@8 2003]. This type of
communication service carries timing messagesttolspnize devices such as MUs and other
IEDs internal clock in the SAS.

Ingram et al, find that Precision Time Protocolsien 2 (PTPv2) is a credible option
for synchronizing IEC 61850-9-2 based devices asherging units (MU). They followed a
guideline, published by UCA in 2004, about the 3Shplementation, which is commonly
referred to as IEC 61850-9-2 Light Edition (LE).v8eml suppliers of non-conventional
instrument transformers follow the 9-2LE guidelthat specifies the data set, sampling rates,
time synchronization requirements and physicakfates [Ingram et al, 2011].

The precision time protocol profile for power uglautomation supports highly precise
synchronization with IEEE 1588-2008 standard [IEB®0-9-3, 2016]. Understandably, MUs
and related devices that send and receive measanggled values require high precision time
for SV frames synchronization and timestamp databates (Fig 2.14). In this case, the
protection system may benefit from master time ware devices such as GPS based timers
that use universal time system UTS as a referaraeddck synchronization.

2.4.6 The Substation Configuration Language (SCL)

In March 2004, TC 57 committee released the IE(GG61® This part specifies the SCL
language that is used to describe IED configuratismbstation system and communication
system according to IEC 61850-5 and all parts & BE.850-7. This language identifies file
formats based on eXtensible Markup Language XMLIEQ 61850-6].

Within this part, the standard intends to faciét#ie engineering process at the early
stages of any substation project. First tasks wimdldide setting project specifications such as
documenting SAS design requirements. In other ngarbCL files must be capable of
describing: a) functional specifications, b) IEDyameering data, and c) SAS engineering data.
This concept helps to describe and automate camafigms of the system design that begins
with single-line diagrams, protection and controhdtional units represented by LNs and
communication engineering including LNs interaciorand description of these
communications.

SCL specifies a hierarchy of configuration fileattenable multiple levels of a target system
to be described in unambiguous and standardized XM$. The standard proposes various
SCL files including system specification descripti®SD), |IED capability description (ICD),
substation configuration description (SCD), andfigoumed IED description (CID) files. These
files contain different scopes, but follow same moels and formats [Mackiewicz, 2006]. The
philosophy behind using SCL is to ease reusingbf tonfiguration by sharing and importing
preconfigured files. SCL enables configuration wfidtions and related applications without
network connection to a client software, i.e. o#li This offline system configuration enables
development of software-based tools, to automatergéion of required files from power
process designs, which reduce the efforts anddbeby avoiding manual configuration tasks
in large projects. The resulted files help docunmgntll the project phases because all
configured devices and their role in the SAS cagditbered automatically. The configuration
files contribute to the substation design file yporting and exporting these files among
several projects. Four types of SCL files providedsfic tasks [Mohagheghi et al, 2009] (Fig.
2.15):
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Figure 2.15 : SCL based tools enable creation of several XML based substation-engineering files

1. ICD describes an IED capability, and includes setifor IED data attributes, data type
templates, logical node type definition, optionabmenunication and optional
substation.

2. SSD describes specifications of related systenutiiran SLD diagram, and includes
substation description section, data type templatesdefinitions of logical node types.

3. SCD describes a detailed power substation systedninaludes description section for
each IED with data type templates, full IEDs commations configuration section and
substation description section.

4. CID describes a configuration of a particular IHiatthas a unigue communication
section, containing a current address for an IE@xchange data and settings with
configuration tools.

With these files types, a complete configuratiosadigtion of a substation project,
automation system and all IEDs is available in XfMtmats instead of traditional documents.
With this approach, standardized third party engjimg tools, i.e. supplier independent, can
support configuration and documentation throughstitestation-engineering project.

2.5. Discussions and motivations

The emerging economics lead to new challenges derisg several technologies.
These challenges require comprehensive soluti@sded to sustain for short and long terms.
The development of Smart Grid opens new dimendmniesearch in academia and industry.
One of these dimensions is scalability, dependgbdnd feasibility of transmission and
distribution substations in the electrical powesteyn. These substations play a major role in
the grid stability and dependability where emerdedctionalities such as protection and
control are evolved. The IEC 61850 standard bratysantages such as flexibility of protection
schemes, Ethernet based communications, and exelofisgbstation events.

This research shall investigate various componaritse substation automation system
based on the IEC 61850 standard and develop mefbodssting to assist the design and
validation of Ethernet networks inside the bay anotcess levels. Besides, during these tests
evaluation of the standard communication perforreasitall be performed. The evaluation
shall cover the standard protocols regarding tieicse quality. Dynamics of the protection
schemes also shall be observed to identify malfonstand failures. These works will provide
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helpful understanding, which is essential for acinig FAT (Factory Acceptance Testing), and
SAT (Site Acceptance Testing) procedures.

The gathered data during the dynamic tests andiawaihs will be exploited in order to
classify root causes of malfunctions and failu@sefrors). The aim here is to investigate the
dependability of the proposed techniques, by thé B850 standard, for the substation
automation and communication in terms of dynamltaveor of the protection schemes.

To undertake these tasks, relevant literature lvéilfeviewed considering the standard
several parts and their releases. This reviewimaglude searching and studying research works
involve performance evaluation and fundamentath@fiIEC 61850 communication protocols
by focusing on the GOOSE and the related prote@rmahcontrol functionalities.

2.6. Conclusion

The transmission and distribution substations pit roles in the electrical power grid.

In this chapter, background information about thegestations and automation systems and
functions are provided. The reader can understhedcommunication architectures inside
substations. Legacy and modern communication potg@se briefly illustrated and compared.

In conjunction with its engineering series, the IEL350 is a core standard that offers
promising technical solutions. The standard britmgpower utilities adopted communication
services that utilize Ethernet based protection @rdrol communications, object modeling
concepts and digital substation automation systdinese communications exist in modern
digital substations at many levels to provide madyantages such as reducing costs, efforts
and space of wired connections. Tangible advanaipe avoiding of possible voltage contact
at the control rooms.

The standards press on compulsory specificatiomh €15 performance and time
requirements concerning exchange of substationieasal switchyard related status. Dynamic
testing is required in a real-time environment valeate and assess the performance of the
protection and control functions in this circum&@nPerformance evaluation, functional
testing and dependability studies of IEC 61850-8asechitectures require detailed
understanding of dynamics (interactions) betweenpiotection and control functions from
one side, and the communication services and ttaeaiigects from the other side.
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chapter 3: The Evaluation and Testing of IEC 61850 Based
Protection and Communication Services

3.1. Introduction

Substation communications that involve IEC 61858béed devices become part of the
utilities retrofit and renovating plans. In spiteits novelty, many trials were endeavored to
evaluate the interoperability among different sigipl devices. For instance, the UCA
international users’ grodprganizes interoperability tests every two years.

Due to the critical role of substations in the powsd, design of substation automation
systems must guarantee dependable operation andro@amce to the standards. This
conformance requires specific procedures to tedtvahdate the protection and control IEDs.
Alternative approaches are proposed to tackle tteedes because testing of in-service high
voltage substation is not possible during operatiwdes. The part IEC 61850-10 suggests
testing techniques for implementations conformanae, well as specific measurement
techniques to be followed during evaluation of perfance parameters. The industry and
academia witnessed numerous efforts to tackle thaseerns.

This chapter presents a review of past and cugkatts that cover topics related to the
testing, assessment and performance evaluationhef IEC 61850 standard based
communication services, and protection functiors fleview focuses on the process and bay
level communication services where devices intetacaccomplish certain missions. The
referred sources arrange among international stdedacademic resources, professional
magazines, suppliers’ product specifications widhjonction of industrial reports.

Sections from 3.2 until 3.3 afford fundamental mate related to the IEC 61850
communication services. Section 3.4 provides difimiof time requirements and several
constraints about transfer time obligations. Sec8cb reviews related studies and helps to
distinguish between several approaches of testidgegaluation of the standard services, while
section 3.6 compares between these approachesorS8ct concludes this chapter showing
some challenged issues.

3.2. The Data Communication Networks inside IEC 61850 Shstations

Communication networks in substations are necesaargany project phases, i.e.
installation and configuration as well as operafitrase. Data networks allow exchanging of
operation data such as protection response messagesontrol commands to clear fault
events. While the control system typically actsadyo perhaps on the scale of seconds, the
protection system acts at a much higher speedanesfourth of a cycle (~ 4 to 16ms for 60 Hz)
[IEEE PSRC, 2015]. Therefore, digital networks euatly exist in hierarchical architectures to
support high-speed protection and control applbceti Sending commands from control room
devices to switchyard equipment in early days desggjuire physical hardwired connections.
In contrast, these days’ vertical communicationisteas MMS client/server (fig. 3.1, interface
1 and 6) network connections [Mohagheghi et al 9200

Data networks also take a horizontally place betwsetective relays (IEDs) at bay and
process levels. With this hierarchy operators auhricians can operate commands either
locally at a substation control room or remotelgaitrol centers that are connected via wide
area networks (see § 2.3.4)

1. http://iec61850.ucaiug.org/201710P-NOrleans/defasfix
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Figure 3.2 : Representation of logical communications in IEC 61850 based SAS

Fig. 3.1 shows several communication interfacesallsaircle with numbers inside), for
instance interface 1 represents exchanging of giiotedata between station and bay level,
interface 2 represents protection data exchangeeket bay level and remote protection
system, i.e. in another substation, which is bey&@61850 scope. Interface 3 represents data
exchange within bay level, while interface 4 représ data transfer, e.g. current measurements,
from process to bay level. Interface 5 and 6 represxchanging of control data from bay to
process and from station to bay respectively. fater 8 represents data exchange between
several bays within a substation, while interfacesd 10 represent data exchange between a
substation and remote engineering and remote dar@nter respectively, i.e. both are beyond
the standard scope. Time-critical distributed prtote functions use horizontal GOOSE (Fig
3.1, interface 8). The peer-to-peer publisher/stibsc GOOSE communication pattern uses
Ethernet multicasting without acknowledgement hehce behavior is analogous to applying
a voltage on wire , i.e. hardwired signals betwpsstection relays to exchange status and
events[Ali, 2012]. The communication using GOOSEotpcol allows high-speed
communication over Ethernet technology [Fernantle§ 2014]. An IED can publish GOOSE
messages to a nearby subscriber (IED), or manycgebbss simultaneously. Another
communication service is a unidirectional multioagt(interfaces 4 Fig. 3.1) from process
switchgear to bay level devices, e.g. multicastachvalue (SV) frames used to transfer
digital power parameters. The logical nodes (reqéar shapes in fig 3.1) can be incorporated
into a single device, e.g. trip conditioning (PTR@)otection through differential and time
overcurrent (see table 2.3 for logical nodes ilsjia
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3.3. The Ethernet based SAS Communications

The DIX (Digital Equipment Corporation, Intel ancex) consortium introduced the
Ethernet technology in the late 197@oth IEEE and ECMA (European Computer
Manufactures Association) made efforts to standarthis technology. In 1983, The IEEE 802
committee (formed in February 1980) released tis¢ diraft of the standard 802.3 that includes
CSMA/CD (carrier sense multiple access/collisiotedon) mechanism. Commercial use of
Ethernet technologies became popular in the latfP8¢blle, 2008].

In the early days of Ethernet LANSs, bus topologyhwioax cables were widespread
implementations, and data rate was around one M¥gtvork nodes shared the same bus
segment to transmit and receive Ethernet framesa@ broadcasting domain. The sharing of
physical media limits the data rate and networkgtlen To extend the length of network
segments a device called repeater retransmits atitatty all received data signals, which in
return causes broadcasting of noise into the engteork. Hence, number of segments and
repeaters are limited in an Ethernet network. Inti@ast, to connect two segments a device
called bridge passes data frames within the samee, via knowing their addresses, to
extend the network length and to decrease the bastidg domains.

Ethernet originally is a LAN (Local Area Networlgahnology for computer networks,
which has evolved since its appearance to offezrséimprovements for data rate performance
and network applications. These improvements eerthunsanufactures to adopt the Ethernet
technology for industrial applications.

3.3.1. Shared vs switched Ethernet

A hub is a device with many ports, which conne@swvork terminals and establishes a
star topology. It acts like a repeater broadcastiggess frames to all egress ports. An Ethernet
switch is an intelligent device that inspects dedanes to determine destination addresses that
help delivering frames to their exact destinatibarjenbaum & Wetherall, 2011].

Shared Ethernet

Switched Ethernet

. Broadcast |
Domain

Figure 3.2: Shared vs. Switched Ethernet: switches eliminate broadcast domains

Bus and hub-centric networks have a common physitaiface for a group of terminals.
These networks support shared access to a physexium. Therefore, data transmission at
nodes should be controlled to avoid frames coliisietwork nodes use CSMA/CD to control
frames transmission. Collisions happen when twoescsend frames at the same time. A
network node listens to the shared communicati@mecél before transmission. When a shared
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channel is busy, a network node will enable badlalgforithm that identifies delay period for
retransmission, then the node will transmit whendhannel become free [Pujolle, 2008].

Ethernet devices work in two bottom layers, i.eygatal and data link layers, of the ISO
OSI (Open System Interconnection) model. Thesecdevhave MAC (Media Access Control)
addresses that are unique identifiers for eachar&timterface. This address has six bytes long
representing manufacturer and serial numbers.

In 1990s, switched Ethernet is introduced, whenadswcalled switches are used to connect
personal computers, printers and other Etherndiledalevices. It is important to note that,
while they are both referred to as Ethernet, theyauite different. Classic Ethernet is the
original form and ran at rates from three to tenpsliSwitched Ethernet is what Ethernet has
become and runs at 100, 1000, and 10,000 Mbpgatnmsfcalled fast Ethernet, gigabit Ethernet,
and 10 gigabit Ethernet respectively. In practgwitched Ethernet is mostly used nowadays
[Tanenbaum & Wetherall, 2011].

The switch is an intelligent device that learn aade MAC addresses in order to determine
destinations of Ethernet frames. This mechanisndawmllisions between transmitted frames,
especially when full-duplex technology enablessraission and receiving of frames between
nodes and switches at the same instances. Dataawdancreased with the introduction of
network switches that have additional features sashfull-duplex transmission, auto
negotiation of transmission speed, and fast switghl'he switching mechanisms could be one
of the following methods [Pujolle, 2008]:

a) Store-and-forward: switches save all ingress fraaa into the switch memory, and

check error before retransmission

b) Cut-through: retransmission begin toward egress ptren destination address is

known from frame header fields.

c) Adaptive error free: adoption of both above mech@usi, which means a switch starts

retransmission using cut-through and changes itsharésm into store-and-forward
when errors happened.

3.3.2. Priority and Virtual LANs

When a network administrator wants to manage deyesntis and build separated LANS,
he can buy switches and assign each department a switchethaits in a large LAN consisting
of these separated switches. Nevertheless, in gti@tion, putting all computers on a single
LAN adds initial costs, increases network load amisens security. In addition, building a
physical topology to reflect the organizationalsture can add maintenance work and cost,
even with centralized wiring and switches. Thresies will face the network administrator in
this situation; the first issue is a security nalttecause all devices can access the network, the
second issue is increased network loads, and ih& i#sue is broadcast traffic domains
[Tanenbaum & Wetherall, 2011].

Switches broadcast (increased traffic) when detstingare unknown. Another problem
related to broadcasts: occasionally a network fater collapses and begins generating an
endless stream of frames leading to additionali¢taFhe result of this broadcast storm is that
(1) these frames occupy the entire LAN capacity, @) all the devices process and discard all
the frames being broadcast [Tanenbaum & Weth&@lll]. To overcome these issues a tag
field is added to each Ethernet frame that enatnleli-tree bridge. This tag is what is known
as the VLAN tag, i.e. in 2003 technically beconmeBE 802.1Q header [IEEE, 2003]. Network
suppliers began working on a way to rewire depamtmentirely in a software based LAN
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resulting in a concept of VLAN (Virtual LAN). Virtal network is a separated broadcast domain
[Pujolle, 2008].

VLAN trunk

Figure 3.3: Virtual LANs, two switches reduce broadcast domains via three VLANs

Managed switches with VLAN implementations helptsiply the Ethernet network into
virtual segments (Fig 3.3). The IEEE 802.1Q stashdi@roduces additional fields, into Ethernet
frames, to support this implementation. Three-éxist to implement priority for specific traffic
in order to provide better quality of service otathernet [Pujolle, 2008]. Additional benefit is
that VLANS increase security, e.g.: a) limiting &doasting domains, multicast or unicast
traffic with same VLANSs. b) Hosts at VLAN 1 will noeceive data frames not belonging to
their VLAN and they cannot see other VLAN trafficy,devices can be forced to communicate
with the same VLAN devices only.

The quality of service (QoS) for specific applicais data can be achieved via prioritizing
the data frames belonging to these applicatiorsnEs marked with high priority levels, in this
case, are always sent before any low priority fathat are buffered in the switches memory.
For example, priority scheduling is needed for-teak applications when network loads can
affect time-critical functions [Pujolle, 2008]. Ausly proposes a method to identify the relation
between traffic scheduling and regulating mechasiamd their effects on QoS values. This
method is based on fuzzy logic to dynamically coinoS [Bombardier et al, 2018].

3.4. Teleprotection and IEC 61850 communications perforrance
parameters

3.4.1. Definitions of propagation, transfer and transmisson time

As early mentioned in the previous chapter, pratactand control functions are
distributed among several IEDs (cf. section 2.3T8)ese devices cooperate through a LAN
network to perform real-time functionalities. Faxaenple, one of the functionalities that
requires coordination is the interlocking schemeemvhmodern network-enabled IEDs
intercommunicate by means of peer-to-peer netwasknection to exchange relevant
switchyard status. The IEC 61850 GOOSE messagesadgfor exchanging system status and
events. By nature, these messages are not commancisntrast they include datasets that
represent status of equipment such as circuit brgadsition, protection function pickup, etc.
These messages enable changing a position of tcimaakers via modifying a position field
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(data attribute) for a specific circuit breaker extj (XCBR) at the connected IED dataset
[Mackiewicz, 2006].
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Figure 3.4: Transfer, Transmission and Application time

Figure 3.4 shows propagation, transfer, and trasson time schemes. Additionally, an
End-To-End time also is shown as a communicatisio@detween two functions inside two
IEDs. Most important time in this figure is the pemation time of event messages, i.e. GOOSE
carrying events and status data.

3.4.2. Performance classes and time requirements

The standard classified time-critical messagesateption functions and other messages
into performance classes and types. There arengependent groups of performance classes,
one for control and protection (P class), and arotine for metering and power quality
applications (M class). Table 3.1 provides desinipof the performance classes. Process data
such as sampled values require accurate time tgg@imestamp) with high precision
constraints. Time synchronization needs two sultagk setting of absolute time in the
distributed nodes and 2) continuous synchronizaifdhe clocks in the distributed nodes [IEC
61850-5].

Table 3.1: description of the performance classes

Class Applies typically to

P1 Distribution bay or where low performance regents can be accepted

p2 Transmission bay or if the customer does netisp

P3 Transmission bay with top performance synchrogior differential requirements,
M1 Revenue metering with accuracy up to the Stmioaic.

M2 Revenue metering with accuracy up to the 13tmbaic

M2 Quality metering up to the 40th harmonic

Table 3.2 shows message types with the correlaggdrmance classes. It is clear that
synchronization at the process level requires peetiming and accurate synchronization,
because real-time protection depends on many eadtipower parameters and fast protection
response.
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Table 3.2: Messages types and performance classes according to IEC 61850-5

Type Application Performance class | Time requirement
1 | 1A | Time-critical, e.qg. trip. P1 T<=10ms
P2/P3 T<=3 ms
1B | Other fast message butnot | P1 T <=100 ms
critical
P2/P3 T<=20ms
2 Medium speed messages T <=100 ms
3 Low speed messages, e.g. T <= 500 ms
settings parameters
4 Raw data, e.g. synchronized | P1 T<=10ms
sampled values
P2/P3 T<=3 ms
5 File transfer T >= 1000 ms
6 Time synchronization for IED$ T1,T2,T3,T4,T5 High precision accuracy ()
and SV metric devices, e.qg. 1ms, 0.1ms, 25us, 4us, 1us
MUs
» T: total transmission time
e T1to T5: time performance classes
e T3to T5 are required for supporting type 4 message where process data transferred

Table 3.2 illustrates performance requirements rfssage communication. These
requirements set a constraint for delay time, transmission time, between publishers and
subscribers in case GOOSE messages are usedbltimis that station level communication
requires low speed where users perform slow taskde message transfer at the bay and
process levels requires fast speed for fast pioteahd automatic control. For instance, a P2/P3
class of performance is assigned to GOOSE trip agess[IEC 61850-5]. The transmission of
process measurement, i.e. SV, and timestampingilustation events needs a T4 class of
performance with four microseconds as precise symiration of time messages with P2/P3
as transmission class of performance (transfer itinterms of three milliseconds).

To summarize the requirements of IEC 61850: thesaddrd sets performance levels
P2/P3 for transmission substation (voltage mora thraequal to 100 kV), and assigns type 1A
for trip GOOSE and type 4 for SV measurement steeatmere transfer time must not exceed
3 ms [IEC 61850-5]. The standard allocates 20%isftime to network transmission and 80%
divided between publisher and subscriber nodessiwimeans 600 ps for the communication
channel and 1.2 ms for two communicated nodes el receiver IEDsS) according to [IEC
61850-10]. Ethernet communications should respeetstandards requirements, especially
time constraints and performance levels. The GOB&ed event exchanging normally faster
than hardwired based signaling [IEC 61850-8] dudraosfer of digital dataset within the
GOOSE frames instead of classical hardwired anadagals. Similarly, SV based
measurements according to [IEC 61850-9-2] reducmgvcomplexity and increase speed and
flexibility of installations compared to tradition@T/VT instrumentation.

3.4.3. Teleprotection schemes performance requirements
The IEC 61850 standard refers to other norms forfopmance requirements.

Nevertheless, it does not refer to methodologieassessment of security and dependability
of digital communications for the teleprotectiométions. The standard IEC 60834-1 identifies
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these issues, i.e. this standard terminology issmuilar to the dependability community
nomenclature. Section 3.3 of this standard defpeformance requirements (table 3.3) and
testing approaches for teleprotection communicat{for details about protection schemes see
chap 4 8§ 4.3.3). The standard states that a nortrem@mission delay is a transmission of
GOOSE message in a noise-free channel, while thealatransmission time gJ is the
transmission delay of a protection message (GOQO&E) noisy communication channel.
Furthermore, it defines the probability of unwantammmands () which is related to the
safety considering the dependability communityg(seap 6 8 6.2), i.e. the ability to prevent
interference from issuing a command state at tbeiver, which is given by:

Py = 11\;_1;: (3.1)

Where Nc is the number of unwanted commands,ifNthe bit error rate bursts, whereas
the dependability is the ability to issue a validnmand during interference and noisy
conditions, which is signified by low probability missing commands (@) [IEC 60834-1,
1999].

_ Nr—Ng _ Ng

Pnc = TNy 1- N (3.2)

Where N and M represent the number of transmitted and receivetintands
respectively. The test procedure shall use noipg-fault injections. These injections imply bit
error rates correlated to equivalent traffic impeents [Scheer & Woodward, 2001]. Table 3.3
represents the requirements for both missed andnted commands within varied channel
quality and noise duration if digital communicasoare used as means for teleprotection
signaling.

Table 3.3: Time constraints and performance requirements of digital teleprotection communications [IEC 60834-
1, 1999]

Protection Maximum actual Channel quality Noise duration Security | Dependability
scheme transmission time (BER) Ts (mMs) Puc Pmc
Tac (MS)

Blocking 10 106 continuous N/A <18
Blocking 10 Worst case 200 <10 N/A
Intertripping 10 < 108 Continuous or pulseq N/A < f0
Intertripping 10 Worst case 200 <10 N/A
N/A means not applicable

Noticeably, with blocking and intertripping schenf{ese § 4.3.3) Table 3.3 depicts that
actual transmission time, i.e. transmission whemngairments such as traffic load and noise do
exist, must be within a range of 10 ms with pulaed continuous noise. However, specific
requirements differ according to the protectionesoh: a) security that must be reported with
worst case during 200 ms of noise duration andepeddability that should be checked with
continuous and pulsed noise and®lte of bit errors. As | insist here that, the cduse
terminologies from this standard, i.e. security dagendability, are not similar to the academia
point of view in which security and dependabilitythis context shall be safety and reliability
with the academia terminology (see chap 6 § 6.2).

50



3.5. Testing and benchmarking Ethernet network services

As it was reminded in the previous parts, commumoanetworks have entered many
sectors, which are not limited to the informatieshnology field. Many electric utilities use
Ethernet based networks to deploy protection anttabapplications that evolved significantly
with the use of Ethernet in substation automati@tworks. In this section, available
benchmarking techniques are given. The commurufiese information and communication
technology have developed specific techniques ¢hatbe used for evaluating the Ethernet
based services.

3.5.1. The internet engineering task force (IETF) methods

Initially, the request for comments (RFCs) issugdHhe internet engineering task force
(IETF) and the internet society have been usedfés benchmarking methodologies that can
be used to evaluate Ethernet services perform&eeerally, the RFC 1242 (Benchmarking
Terminology for Network Interconnection Devicespyides benchmarking terminology and
definitions for interconnection devices, while REC 2544 (Benchmarking Methodology for
Network Interconnect Devices) was published paldityias a benchmarking methodology for
internetworking devices in the lab. RFC 2285 (Banaltking Terminology for LAN Switching
Devices) and 2889 (Benchmarking Methodology for LANitching Devices) are commonly
used for benchmarking of network switching devices.

RFC 2544 recommends generating traffic that oveddasetwork devices’ resources in
order to assess their capacity [Morton et al, 2018Hustry and academia introduced many
modifications to the RFC 2544 methodologies andigjines to describe specific issues in
production environments. Bonica and Bryant suggeate approved method adapted to the
production service activation [Bonica & Bryant, 2)1In result, these methodologies are not
appropriate for inclusion in wider specificationghich limit testing of telecommunication
service due to some artifacts such as:

1. Validation of service configuration, e.g. the cortted information rate (CIR).

2. Validation of performance metrics in a service leagreement (SLA), e.g. frame

loss and latency.

3. Service activation testing, where traffic that glsanetwork resources with the test

could be adversely affected [RFC 6815].

3.5.2. The international telecommunication union (ITU) apgoach

To overcome limitations of the RFC 2544 methodasgiwhich are mentioned
previously, in 2011 a leading standardized body, ittternational telecommunication union
(ITU), released systematic methods that develdmtgand benchmarking metrics for Ethernet
services. The ITU-T Y.1564 specifies a standardmethodology to measure the performance
parameters, which covers assessment of informadien service level agreement and service
activation test. In fact, ITU-T Y.1564 is more comipensive and applicable than RFC 2544,
e.g. inter frame delay variation is not part of RES44 legacy test standards. The ITU-T Y.1563
and ITU-T Y.1564 standards involve extra definigofor vital metrics covering Ethernet
service such as throughput, bandwidth, frame ldslgy and frame delay variation [ITU-T
Y.1564, 2011 & 2016]. The recommendation of ITU-TLY¥64 fills the methodological gap for
measurement of operational Ethernet network sesvitecovers new benchmarking metrics
applicable to Ethernet service activation thatudel:

1. Multiple time durations for tests, as often perfednn operational networks with
time-varying impairments.
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2. Measuring committed information rate (CIR) and esscmformation rate (EIR) with
several frame rates and several type of loads.

3. ldentifies bandwidth components profile with caoloode representing CIR and EIR.

4. Measuring latency and frame delay variation witkeweral traffic load profiles.

The bandwidth profile is a concept, related to ¢éxpected frame service rate, which
defines four traffic parameters: a) committed infation rate (CIR), b) committed burst size
(CBS), c¢) excess information rate (EIR) and d) ezgdaurst size (EBS) [ITU-T G.8011, 2015].
The CIR can be defined as the maximum sustaineatnrgdtion rate (IR) the network is
committed to transfer while meeting the performaleel guaranteed in the service level
agreement (SLA).

a»
»

100% Link rate

Bandwidth

Non-conform to CIR - Conform to EIR Conform to CIR

Figure 3.5: classify frames according to bandwidth profile

Performance metrics in terms of frame delay, fralakay variation and frame loss are
applicable only to those frames that are transthdteor below the CIR [ITU-T Y.1564, 2016].
EIR can be interpreted as the maximum sustaindayli®hich a user can exceed its CIR with
some expectations that the excess traffic mightdreed though the network. Figure 3.5
explains the relation between CIR, EIR and colatheg of the traffic. In addition, the
recommendation defines two tests namely servicdigugation test that aims to validate
service configurations, and service performandeoeglidate the quality of service over time.
During these tests, the frame size can be constaatdistribution of multiple frame sizes. Also
user-defined frame sizes can be used during thiggooation and performance tests. The test
duration should be 15 minutes, 2 hours or 24 hdtosdetailed procedures of these two tests,
refer to ITU-T Y.1564, released in early 2016.
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3.6. Approaches of performance evaluation and testing dEC 61850
based communication services

Many studies were done to evaluate the performahcemmunication networks inside
IEC 61850-based substation architectures. Sevexsdarch works, that follow different
approaches, assess communication functions anduaals inside the IEDs. Some researches
evaluate interactions of station-bay or processfbagtions related to services offered by the
standard based communication network. Further relsea focus on modeling and simulation
to analyze and evaluate proposed devices and tpaisi

Botza et al, at The University of North Carolinaadlbtte, applied the IEC 61850 standard
to a substation integration project that was firstlesigned using traditional serial
communications methods. They compared betweenl| sssramunications and hardwired
contacts based protective relays from one sididmther side, results compared to IEC 61850
protection schemes using GOOSE messages commugie&i Ethernet LAN. In this research
project, ten IEDs were implemented, configured aretworked to provide protection,
monitoring, metering and control of two 138 kV lme 138 kV ring bus, a 12.47 kV feeder,
and a transformer. They found that hardwired irquiput are the slowest of the three schemes
connections at a data transfer rate of 38400 bpse werial peer-to-peer communication and
GOOSE IEC 61850 protocol have about the same tigssm time [Botza et al, 2008]. The
authors said that, in these tests IEC 61850 piotesthemes never lost command messages
that were transferred via the network. They regbtteat the switch is still a single point of
failure, and Ethernet based IEC 61850 GOOSE do¢spravide any acknowledgement
mechanism because a relay will multicast fast GO@SHst, and then gradually slowing to
reach a heartbeat update time. The repetition aftanges will invoke new messages. They
concluded that “In low-voltage distribution subgias, it may be feasible to only use a single,
individual IEC 61850 system. However, in high-vgka transmission systems, the
nondeterministic nature of IEC 61850 protocols ssdgt may still be prudent to use two
parallel forms of protection communications” [Botaal, 2008].
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Figure 3.6: IEDs interconnection: a) Hardwired 1/0 and b) Ethernet communications [Botza et al, 2008]

Ali and Thomas studied the availability of sevenakwork topologies such as star,
redundant star, ring and double ring. They spetifiat double ring topology is the best choice
for reliable communication in IEC 61850 implemeitas. They simulated performance of a
double ring containing eight protection bays. Th#hars followed two scenarios: a) changing
network bit rate (i.e. 10 Mbps, 100 Mbps and 1 Gkl b) augmenting the flow rate of
transmitted data. The results obtained statedhlegterformance in 10 Mbps network does not
comply with the requirements when the sampling satenounted 4800 samples/second, i.e.
80 samples per 60 Hz nominal frequency. Neverteelbe authors reported that double ring
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topology needs redundant network equipment and ldooktwork interfaces at end nodes
which in result costs more than other topologiels §AThomas, 2008].

Choi et al implemented a test-set to simulate IE850 communications between two
connected personal computers where the first PE€ives sampled values, processes and
measures the delay time, while the second PC iaslteh logic nodes to simulate switchgear
measurements. They used two logic nodes, LPHD &ahfD| and four current transformers and
four logical nodes representing voltage transfoefi€hoi et al, 2012]. Results obtained in their
work reported delay from 1.9 ms to 2.9 ms distedoubver thirty messages that conforms to
performance requirements as depicted by table 3.2.

Generally, the previously mentioned studies caorganized into four categories that
include analytical approach, simulation approadisicnulation approach and experimental
approach. The following sections cover these ambres

3.6.1. Analytical Approach

This approach intends to analyze communicationegyst and networks through
mathematical models such as using probability, gueutheory or analytical algebra. In one
of efforts in the analytical technique, mathematicamulas with stochastic (probabilistic)
expressions were proposed to evaluate modern St®rkeperformance [Falahati et al, 2012].
The authors calculated the stochastic network ¢aerbetween bay control units and a remote
substation switch in anti-islanding case study. yThenclude that a failure in the
communications network can compromise the requpertbrmance of the protection function
due to loss of messages, i.e. network frames Hray equipment state or power fault event.

The classical queuing concept relies on stochaptiocesses and probabilistic
distributions, and does not model well the perioglaffic such as sampled values in the
substation automation communications [Georges 808R; Skeie et al, 2006]. Cruz introduced
a calculus for network delay to analyze the delayruls and obtain buffer requirements using
the maximum traffic burst size and the long-ternerage traffic rate [Cruz, 1991a; 1991b].
George et al conducted an analytical approach sis bdNetwork Calculus to identify worst-
case boundaries for intra-substation communicatidhs basic idea of Network Calculus is to
determine upper and lower traffic output bound$®oth node and network level [George et al,
2013]. In addition, they built a model for two beeyel network scenarios. They developed an
IEC 61850-based SAS model with OPNET modeler évent based simulation software) to
examine generation of sampled raw values and ewessages. In this work a hybrid approach
iIs done aiming to compare results from simulatind analytical modelling, and to evaluate
overall real-time performance of the bay LAN.

[Zhang et al, 2015] developed a traffic-flow modeatcluding sub-models: port
connections, a traffic-flow source, and a traffiwaf service of a substation communication
network. They designed a traffic-flow calculatiolgaithm based on Network Calculus to
obtain the stochastic distribution of traffic loagd maximum message delay. Calculated results
were compared to laboratory based substation nktgsults measured by a network analyzer.

The mentioned studies proposed different assumptiegarding the traffic type and
pattern. Nodes and network switches were modeledrding to service, traffic arrival and
departure rate. Table 3.4 depicts a comparisondsgtwhese analytical studies. The table shows
that analytical studies do not capture the inflgeatthe network traffic rates on the operation
of the protection schemes. In the other side thegles are supported by additional techniques
such as simulations and laboratory setups to répemessages delay.
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Table 3.4: Comparison between analytical studies of performance assessment

Comparison aspect

George et al, 2013

Zhang et a)15

Falahati et al, 2012

Used technique

Network Calculus

Network Calculus

tocBastic expressions

Additional technique

simulation

laboratory setup

nido

The system Two bay level networks  Substation nétwor Bay control unit and
remote substation switch
Aim Identify worst-case Determine amount of traffic| Evaluate performance of

boundaries flow and message delay SAS network
Node models Yes Yes No
Traffic flow model SV and events Yes No
Frame size and rate Assumed Assumed Assumed

Additional Traffic | SV and GOOSE without| Per port background traffic | Switches background
type background traffic is assumed traffic

Protection scheme No No No

behavior

These analytical studies provide fundamental barserfderstanding the IEC 61850 based
communication LANs, but in a real-world scenariddiéional delays will occur due to protocol
stack processing, network throughput and topololggnges, frames loss and processing
capability of hardware devices. Even real-time camitation interactions and behavior of
substation protection and control events durindtfauents differ from human oriented
application interactions.

Skeie et al focused on simulation technique and tioeed challenges regarding
application of the analytical methods Network Chalsutheorem and worst-case scheduling
analysis for Ethernet based SAS networks. They stdvantages of simulation regarding the
limitations of the analytical approach as a systemrotocol becomes larger or more complex.
They therefore used the simulation as full-scajgeexnents to analyze a substation automation
system in steady state delay and during transetmadors [Skeie et al, 2006].

3.6.2. Simulation Approach

Simulation techniques are largely used for evahggpierformance of computer networks,
which also approved by studies involved in the gidal automation fields of research [Lee &
Lee, 2002]. Many studies employed well-known sofenaased simulation packages, e.g. event
based systems simulators, to study and evaluajeettiemance of IEC 61850 communication
services and protection and control devices belhaRelevant simulation approaches had been
performed that could be grouped into two categories

a) Event based simulation tools such as OPNET [Xin@aD, 2005; Sidhu & Yin, 2007;

Thomas and Ali, 2010; Haffar et al, 2010], and OMMe [Juarez et al, 2012], and

b) Simulation and programming language packages ssichsim [Liang & Campbell,

2008] and Matlab with Simulink [Peirelinck et aQ15].

3.6.2.1. Event based simulation

Many research platforms combine both event basedlation approach and programming
applications. A number of these studies concentoatdEC 61850-9-2 sampled value at
process-level networks, while others studied theroanication networks of intra-bay, inter-
bay or station-to-bay, i.e. protection and conimtgractions.

Firstly, Xin and Duan designed and applied staology with one central 100 Mbps
Ethernet switch in a real time simulation enviromtéuring this study, they simulate a file
transfer, substation events and sampled valuesagefsmmes, with implementation of OPNET

55



software libraries [Xin & Duan, 2005]. They classif the data flow into four categories
according to the standard constraints (see TaBlea®d the IEEE 802.1p. In addition, they
proposed a priority-based mechanism at end-nodatsvénk interfaces) based on the IEC
61850 information model. The authors validated Itesand analyzed a case study by
implementing a thin software layer with VxWorks iieal-time operating system (RTOS)
platform. In this work, the authors aim to classifigta messages and to detect the effect of
different data transmissions at the process-lea@igtheless, they omitted full implementation
of the standard based message frames and modélimg rotection and control IEDs.

Skeie et al performed a full-scale detailed simofaanalysis of switched Ethernet enabled
substation automation system. They showed via sition experiments almost 90% of the
message latency happens within the end nodes.prbpgsed a priority algorithm to overcome
this issue, which is implemented in a protocol Istaicend station nodes [Skeie et al, 2006].

In another study, Ozansoy et al identified desigmstraints of a suitable real-time
publisher/subscriber middleware, i.e. a layer t@ matworking protocols to applications in the
network interface, for SAS communications [Ozansiogl, 2007]. They added a detailed model
of CORBA middleware with architectural componemsd discussed the processes of message
registering, subscription, binding and filteringn their paper they evaluates the proposed
publisher/subscriber priority model with severahsiation results using OPNET simulator,
although no details are given about how the sirarlahas been performed or how object
models have been implemented.

Sidhu and Yin [Sidhu & Yin, 2007] proposed a sirfipti modeling technique of several
IEDs such as models of merging unit (MU), circuidker (CB), protection and control IEDs.
They used OPNET software package to implement timegkels aiming to prove that Ethernet
is sufficient for critical-time applications regamg SAS priority requirements. The study
compares between Ethernet with and without pridatyging in a simulation environment. A
case study is given in order to evaluate performamud behavior of an IEC 61850-based
protection and control communications. In this warko topologies (Star and Ring) were
simulated with two bandwidth scenarios (10 Mbps Hd@ Mbps). However, in their simulation
platform they simplified the standard message fame. type two and four messages,
providing simple implementation in order to detamiEnd-To-End delays via estimating
frame lengths and number of exchanged messages.

Thomas and Ali [Thomas and Ali, 2010] modeled netwaodes with OPNET modeler
according to [Sidhu & Yin, 2007], and proposed ahdtnet based topology for IEC 61850
protection and control communication networks. Thegcluded that Ethernet based SAS can
fit time-critical performance requirement and das reliability measures with fast and
deterministic features.

Kanabar and Sidhu used OPNET modeler tool to coetitmeir performance study to
evaluate IEC 61850-9-2 process bus for distribusigistation with a 345/230 kV transformer
bay [Kanabar & Sidhu, 2011]. In this work, the aarthdeveloped algorithm to predict and
compensate sampled values loss as a correctioruredas delayed or missed stream of data.
They simulated the substation power parameters tiéh help of PSCAD/EMTDC and
developed MATLAB tools embedding scenarios of dethgtreams obtained from OPNET
simulations.

Combining both real and virtual devices is a felas#pproach when some devices are not
available. [Haffar et al, 2010] built a hardwaretire loop (HITL) platform with OPNET
Modeler. To pursue their simulation approach, tbeynect real network devices to simulated
devices. They connect IEDScout analyzer systerhedBED models using real and simulated
devices with several scenarios to undertake taslisconformance test. In their methodology,
they aim to verify conformity of an IED object mdde the IEC 61850 standard object oriented
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models. Hence, they tested the connection betwedB[a device and the simulated device’s
frames without reporting the metrics of the IEDfpanance.

[Chen et al, 2013] and [Ali et al, 2014] used OPNM®deler to simulate protection and
control network backups, and process-to-bay comeations correspondingly. In [Chen et al,
2013], a real-time performance is studied basettheoretical analysis and OPNET simulation.
In this study, IEC 61850 based node models werk fonisending SV and GOOSE messages
without providing details about the frames struesurTheir objective was to simulate Ethernet
performance with and without VLAN implementatioriBhey reported that the real-time
performance without VLAN could satisfy the commuation demand. Further, they studied
the effects of VLAN technology implementation ahdy found that the total time-delay would
drop dramatically due to the decrease of the da¢aigg delay.

[Ali et al, 2014], used the same concept of OPNEdeter, their study is distinguished by
adding a wireless LAN (WLAN) scenario with IEEE 802b peer-to-peer performance for the
process-to-bay level network, which is based o\Bn(access point) device. In their paper,
they suggested several frame sizes, and reporsdst#timpling rate or GOOSE messages
generation from the instruments or IEDs must notvéaeed which is not the case in real
protection and control applications. Furthermorggyt did not consider electromagnetic
interference (EMI), which is a normal case in thapr systems, in their simulation scenarios.

As aforementioned, it is obvious that OPNET isdbeninant simulator that has been used
by many research platforms. It has the largestopodtmodel library among the existing
simulation tools [Juarez et al, 2012]. However eottesearchers developed other simulation
platform based on OMNET++ being completely openrseu

Table 3.5: Comparison between some of previous studies created by event based simulation tools

Comparison aspect Haffar et al, 2010 Juérez et a2012 Kanabar & Sidhu,

2011
Used tool OPNET Modeler OMNeT++ package OPNET Medel
Additional technique | HITL HITL Matlab and power
simulation
The application IED devices Distribution substation Transmission substatior

Aim

Conformance testing of
IED object models

Evaluate algorithms
before implementation
and performance

Performance evaluation
of process bus, and
algorithm for SV

evaluation estimation
Node models Protection IED MU and Protection andMU, protection, control
Control IED and transformer IEDs

Traffic flow model

Simulated network

SV and GOOSE

V &hd process bus

Frame size and rate

No

Small frames (16 to 9

80nly bit rate of SV

bytes)
Additional  Traffic | No No Process background
type traffic from 250 to 350
KB/s
Protection ~ scheme No No No
behavior

Finally, [Juarez et al, 2012] performed a HITL slation accompanied by OMNeT++
modeling technique. The overall aim was to evalaigerithms before implementing them into
a real device. They purposed a simulation coreubkas two processes working in a parallel
manner, i.e. consisting of two elements: an evistt Where the events are stored; and a
scheduler that selects the next event in the digeiid be executed. Their implementation also
covers a real IEC 61850-communication protocol kstategrated into the simulation tool
libraries.
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Table 3.5 represents a comparison among some &¢ #nent based simulation efforts.
These simulations did not incorporate any detdlsuathe behavior protection schemes and
related functions. Kanabar and Sidhu only repousel of process level periodic traffic with
rates from 250 to 350 Kbps, which is optimistic garing with high traffic rates in modern
digital process level measurements [Kanabar & Sia@bai1]

3.6.2.2. Simulations with programming packages

Liang and Campbell present their understandinghef EEC 61850 standard through
programming of a simulation tool, and they provatdggestions on the implementation of the
IEC 61850 standard based on the J-Sim as develdmimemator. In their research, the goal is
to inspect possible security vulnerabilities in lerpentation of the standard protocol, and they
only set related ACSI services and reporting sesviwithout strict implementation of the
standard functional constraints and object models.

[Peirelinck et al, 2016] presented an SITL co-seioh platform with MATLAB/Simulink
models representing two renewable sources in ictierawith a communication network.
Communicated devices are modeled according toBB8e6l1850 GOOSE protocol. Simevents
blocks and Sim Power Systems blocks are used rigglgc They analyzed the effect of data
communication perturbation on the decentralizedtrea power control functions. Three test
cases are performed in their study; starting ast@nf communications without disturbances.
After that, disturbed power reference transfer, anthe end, high disturbances on the whole
network and their effects on the electrical grithisTimplementation omitted some GOOSE
transmission details aiming to simplify the simidat in which additional modeling effort is
required to enrich the results.

Table 3.6 provides a comparison between these gmmoging based simulation studies.
Same as previous simulation studies, there areetailsiabout behavior of protection schemes
and background traffic data.

Table 3.6: Comparison between some simulation studies created by programming language packages

Comparison aspect

Liang & Campbell, 2008

Peirelinclet al, 2016

Used tool

J-Sim based on Java

Matlab

Additional tool

None

Simulink and Simevents

The application

Network topology and
logical nodes

Renewable generation
station

Aim

Inspect possible security
vulnerabilities

Analysis the effect of data
network perturbations

Node models

MMS services

Switch

Traffic flow model

No

Simple client/server

Frame size and rate No Not reported
Additional Traffic | No Assumed packet loss
type

Protection scheme No Reactive power control
behavior

The traffic load of real SAS applications is noinstant because of non-deterministic
substation events, but in contrast to synchronaretifixed sampling value streams. Generally,
the simulation approach supports substation designesting phases. When some equipment
and components are not available, this approackl ceplace these components by developing
simulation platforms. Combining real physical dedcwith simulated ones would add
advantages such as avoiding risks, of high volegepment, by simulating input and output
signals and additionally the communication network.
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The programming and event based simulation apprdepbnds on the level of modelling
and related assumptions. Some of these models hagkcted many constraints and
standardized details. For this reason, many reSeercombine simulation and real hardware
devices to understand the nature of protectioncantrol events while evaluating performance
of SAS communication networks.

3.6.3. Co-simulation Approach

The co-simulation approach could represent harcivatiee-loop (HITL) or software-in-
the-loop (SITL) platforms where some devices oitvgafe applications do not exist. This
approach also can be adopted to test devices imtlated signals where safety of personnel
could face risks of potential high voltage equipiiempower process switchyard. From another
point of view, it is not feasible to test devicesfactory or assembly workshop without
simulating real signals or communication messa@g®n-source Discrete Event Simulators
(DES), such as OMNET++, can be adapted for thigagmt, not only to enable analysis
scenario of network performance, but also to deaighhandle HITL simulations [Juarez et al,
2012].

3.6.3.1. Hardware and software in the loop simulations

Many simulation platforms used a HITL techniquerder to understand the IEC 61850
protocols and related communication services [Hadtaal, 2010; Juarez et al, 2012; Sichwart
et al, 2013; Jamborsalamati et al, 2016]. In specrangements, SITL/HITL based platforms
use real hardware with simulated network to expbmitverful experimental setup with the
ability to handle different simulation scenarios.this approach, design of experiments and
parameters setting could be achieved with limitedilability of hardware equipment and
devices. [Haffar et al, 2010] designed a test setdpding a real protection IED as publisher.
In this setup, they simulate a subscriber IED (culer) to receive substation events via a
virtual network model designed by OPNET simulatiool.

Ingram et al. arranged a test and evaluation sydtehincorporates process level

Current and VWolase

o .

Figure 3.7: Hardware in the Loop implementation with test set (CMC 365) [adapted from Sichwart et al, 2013]
interactions with live protection relays in an HI€hvironment. In this work, they proposed a
testbed used to validate new designs of precisioe protocol (PTPv2) based protection
schemes. The system application integrates a cokaiion of power transients via real time
digital simulator (RTDS) and master/slave time kkbAccording to the authors, accurate tests
were performed to evaluate effect of SV data steeamPTP performance [Ingram et al, 2011].

In HITL setup, [Sichwart et al, 2013] implementadqess level platform via adjusting
a load tap changer (LTC) to control a transfornsgr tising the IEC 61850 standard in a
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laboratory environment. They used one IED devi@ma LTC controller, second device as
Merging Unit, and other test set (see Fig. 3.7, @om CMC) to supply three-phase voltage.

Two experiments were achieved, one to test tap &gl one for tap-lower in order to
change the voltage level by controlling the LTC ampt.e. located on the high voltage side.
Results showed acceptable operation delays anductetcthat IEC 61850 GOOSE is reliable
for LTC operation.

Finally, a study incorporated real time digital siator (RTDS), i.e. real-time hardware
based simulation equipment dedicated for electowgy simulations, is implemented to
simulate real-time power system fault scenariomplarsalamati et al, 2016]. A complete setup
of the HITL platform is given. The protection scheimplements a Distributed Fault Location
Isolation and Service Restoration (D-FLISR). Bot@W@SE and MMS are used in this
implementation. Fault such one and three phaseewngl are simulated, and related breakers
are tripped to isolate the fault based on GOOSEsages. In this research, the authors do not
report any performance results considering timeeniey for the implementation that
incorporates GOOSE-enabled algorithm.

To compare between these co-simulation works thairporate HITL or/and SITL,
table 3.7 list some of their features. The tablewshthat protection schemes were evaluated,
but without mentioning the dynamics of current fawul

Table 3.7: Comparison between some of previous studies that incorporate co-simulation works

Comparison aspect

Ingram et al, 2011

Sichwart et a22013

Jamborsalamati et al,
2016

Power simulator

RTDS

Omicron CMC 256-6

RTDS

Communication Network

Real network

Real network

Real network

The application

Process level

Transformer controlle

Distributed fault location
isolation and service
restoration

Aim Evaluate PTP time Evaluate GOOSE based| Evaluate GOOSE enablgd
precision and frame LTC control fault isolation and service
delays restoration

Devices Real devices Real MU and IEDs Real IEDGards to

emulate GOOSE

Traffic flow model

Real devices and

Real devices

8 GOOSE messages

emulated bit error rates

Frame size and rate Not reported Not reported Blexi

Additional Traffic type High traffic No No

Protection scheme Not reported Load tap changer delay| Phase-to-gréauid
behavior (breaker tripping )
3.6.3.2. Emulation to enrich co-simulations

Emulation of substation communication protocolsmfes with computers, such as
emulating GOOSE or SV frames by using softwarestosl a useful approach to test devices
response or to monitor traffic load effects. Backgrd traffic and impairments can be handled
by using the emulation technique, e.g. generatigh load network traffic while testing time
delay protection and control schemes. Baranov deatloped an emulation tool to generate
and transmit SV messages at 80 or 256 samplesgpeinal power cycle, and they used a
feasible approach through employing LabVIEW graphipicogramming environment [Baranov
et al, 2013]. The authors used the commercial soé&v$sVScout to verify conformity of the
generated SV frames, while Lopes et al. developeehaulation package to generate GOOSE
messages. They developed this software tool (c&lksgse) with the open source tool (Scapy).
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The authors intended to use this tool for evaluedioperformance and reliability of IEC 61850
networks [Lopes et al, 2015]. In this testbed, tsend parallel GOOSE frames with three
virtual machines, each machine with one virtual CR024 MB of memory, and running

Ubuntu 11.10 operating system. In addition, thesearch studied different communication
topologies by using software-defined networks (SDAttompanied by different design
scenarios, i.e. different number of devices andraamication switches [Lopes et al, 2015].

3.6.4. Experimental Approach

In the research and development environmentsatipsoach often incorporates SITL and
HITL platforms and testbeds. To distinguish thispaach from the other mentioned
approaches, real communication network or realagsvconstruct the experimental setup. In
this manner, previous works vary between using ceaimunication network and modeled
devices and equipment, simulated communication or&tvand real devices, and both real
communication network and real devices. In factshwd these experiments target interaction
between substation process and bay level deviotsasuprotective relays (IEDs) and merging
units. The previous and current works can be omgahinto: a) LAN based protection when
intra-substation communication inside the procesis/ar the bay levels and b) inter-substation
where WAN means used to connect devices and equidméveen two substations to achieve
the protection scheme such as coordination ofstand differential protection functions.

3.6.4.1. Experiments on local area network (LAN) settings

Choi et al. used two personal computers to simulaelEC 61850 communication
process and controller response. In their reseatatiorm, the intention is to measure
application-to-application delivery delay requirathethat should not exceed three
milliseconds. This delay encounters processingi@tef communicating devices, including
not only delays on wire but also protocol stackcpssing at the application layer. Hence, they
simulate a substation behavior by sending simuttanéEC 61850-message frames from the
first computer representing transformers statuge Tlontroller on other computer receives
these frames. This computer uses the C-language\ilVinPcap to capture data coming from
the other computer. They reported that time detagigtermined for thirty messages, which
conforms to the standard with varied latency valfiresn 1.9 ms to 2.9 ms) [Choi et al, 2012].

Ali published an article about testing a protectsmheme in a laboratory setup, in his
work he configured three real protection IEDs. Eheevices are Siemens SIPROTEC 4
devices that are used in an experimental platfdine. platform also incorporates the test set
CMC 256from OMICRON. The purposes are implementation agsting of IEC 61850
GOOSE based substation automation schemes. The B 61850 enabled devices, i.e.
having GOOSE capability and Ethernet communicagpian, are multifunction protection relay
with synchronization, differential protection relagd distance protection relay [Ali, 2012]. He
concludes that observations prove that the GOO&dafflexible and reliable means for the
reporting of substation events among protectivayefor interlocking and protection schemes.

Blair et al. proposes an open source platform fotqbyping objective. This platform
produces the data model required for an IED to@mant GOOSE and SV messaging services.
The open source Eclipse Modeling Framework was tsatinage the complexity of the IEC
61850 standard. The authors validated substatiofigtoation description (SCD) files and
automatically generated the required code for comeation implementations. Their
implementation demonstrated a case study of protagyof a real-time, fast-acting load-
shedding scheme for a low-voltage micro grid nekw8itair et al, 2013].
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Table 3.8: Comparison between certain previous experimental studies incorporating LAN settings

Comparison aspect | Choi et al, 2012 Ali, 2012 Blaet al, 2013

Power simulator No 256 + NET-1 RTDS

Communication Small switched Ethernet Small switched Ethernet  tcwed Ethernet

Network

The application Bay controller Distance protection Low voltage Micro-grid
system

Aim Evaluate end-to-end delay  Evaluate end-to-ezldyd | Automatic generation of
data models

Devices 2 controllers 3 IEDs Embedded microcorgroll

Protection = scheme Not reported Not reported Load shedding

behavior

Table 3.8 underlines particulars facts about tlstséies that do not inform any details
about frames rates of protection messages. Herwdraffic flow pattern or additional
background load are given, and delay times wetdigesaccording to steady state condition
of the protection system and the related commuiasit Although these experiments provide
a good details about the design of a test-setupwilVese several protection schemes within
our experimental platform with real traffic and kgwound traffic loads to evaluate
performance of these schemes and to test and ebdgnamics of a substation automation
system (see chap 4 § 4.3).

3.6.4.2. Towards wide area network (WAN) implementations

Recently, IEC 61850 WAN applications attract reskars. These implementations
concern protection schemes and interacted comntioncaetworks such as inter-substation
communications to transfer GOOSE and SV message§dBlair et al, 2014Celebk et al,
2016].

Blair et al, demonstrates the use of commerciattadfshelf IP/MPLS and protection
IEDs to support protection functions of a powertsgsusing multiple protocols--IEEE C37.94,
IEC 61850-9-2 SV, and IEC 61850-8-1 GOOSE. In #xperiment, IP/MPLS routers were
connected in chain topology, i.e. topology implebedrwithout redundancy of communication,
or ring topology, i.e. assuming redundant ringiradeoff design for the WAN communication
system. The results, about delay of SV and GOOSE&sages in this implementation, reported
that trip times take between 23.4 ms and 24.9 nis bandwidth utilization equals 5.4 Mbps
[Blair et al, 2014].

In addition, Celebk et al, 2016] used alternative solutions for WANmounications
(inter-substation) such as E12 channel, TDM (Timeidibn Multiplexing) and focused on
synchronous digital hierarchy (SDH) network, hetteey conclude that SDH network is the
best solutionCelebi et al implemented these WAN technologies to c&tlyernet based
frames for protection, e.g. GOOSE. Moreover, theported in their conclusion that satisfied
security and dependability results are achieveitheir tests. Specifically, they found that the
transmission of the tele-protection commands wagsifstantly below the limit of 10 ms
constraint, and that the probability of 5 ms traission time was less than 1fbr dedicated
messages, and less thar® 1y GOOSE messageSelebk et al. do not use any power faults
or protection schemes during testing of their setup

To summarize and understand differences betwese tin® studies table 3.9 illustrates
main facts where traffic of power data into a netwis not detailed; in addition, no details
about protection schemes are given. Advantagdsesétstudies that use of real communication
equipment provide tangible results about propagatalays of GOOSE messages, furthermore
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Blair et al determine SV delay and IEEE C37.94ed&ection over optical fibers additionally

[Blair et al, 2014].

Table 3.9: Comparison between certain previous experimental studies incorporate WAN settings

Comparison aspect

Blair et al, 2014

Celebi et al, 2016

Power simulator

RTDS

None

WAN technology

IP/IMPLS

El

2 and SDH

Protection application

Differential protection ovgedistance

Only redundant path for GOOSE and
other messages

Aim

Evaluate propagation delay of SV an
GOOSE frames

dAssess redundant path delay for substa
WAN communications

Protocols of protection
communication

SV, GOOSE and IEEE C37.94

GOOSE and dedicatedqtimrte
messages

Devices

2 differential protection IEDs

2 Computensulating IEDs

Behavior of protection
scheme

Not reported

No

t reported

3.7. Discussions

ion

Several studies have followed the mentioned appesa¢see 8§ 3.6) that were used to
investigate and to evaluate the performance of €850-enabled protection and control
functionalities. Many of these approaches have nmasleimptions about networks traffic,
communication protocols behavior and messages faime and contents.

Table 3.10: A comparison between the approaches of testing and performance evaluation of IEC 61850

Technique

Simulation and
laboratory setup

SITL and HITL
co-simulation

Real network
and devices

Comparison aspects Analytical Simulation Co-simulabn Experimental
Analysis . . SITL and HITL Real devices,
. Simulation tools. . . network and
Used and additional formulas. co-simulation.

equipment. SITL
and HITL co-
simulation

Evaluating developed
modules, e.g. IEDs

Non applicable

Partly applicablé

> Partly applicable

Applicable with
feal devices

Observing traffic flows and
inspecting message frames
and added background
traffic

Assumed traffic
flows and
message frames

Simulated traffic
flow and limited
representation of
SV and GOOSE
contents and size

If real devices
exist. Flexible
for SV and
GOOSE
contents, and
traffic flow

Real network
traffic, detailed
contents of SV,
GOOSE and
other protocols

Applicability to

Observing behavior of Assumed If real devices or .
rotection schemes none modules modules exist report behawor
b " | with details
Learning efforts Less effort More effort More and most Most effort
Dynamic testing within , . \ . Applicable with
performance evaluation Not applicable Partly applicable  Partly appllc:ablereal devices

Network behavior

Not applicable

Partly applicablg

if real network
2 exist it is

applicable

Applicable with
real devices

These approaches provide helpful understandingh®iEC 61850 standard parts and
related technologies. However, for testing devicesrder to validate a design of protection
schemes and communication network in substatiosgjers and testers shall use real or at
least co-simulated equipment and devices in omehéck conformity of the developed design
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to the standards requirements (see 8 3.4). The (&dile 3.10) provide a comparison between
the mentioned approaches considering the dynastingeand performance evaluation.
3.8. Summary of operation technology requirements

IEC 61850 and teleprotection standards (early rapatl 8 3.4) set constraints on

protection schemes that use GOOSE messages forctiimal applications. Performance
requirements are covered in the following table.

Table 3.11: A summary of performance classes according to IEC 61850

Requirements Specification Comments
Messages type & Performance| 1A - P2/P3 time-critical (e.g. GOOSE for
class tripping & intertripping)
Time constraints Transfer time T<=3 ms ETE delay consists transfer time and
End-To-End delay <= 4 ms fault sensing function at source relgy
and output acting at destination relay
ETE delay shares Processing at source 40%, transfeFrom source relay, through GOOSE
message 20%, at destination 40% | transfer, then destination relay
Time synchronization SV T4 class Synchronizatiocuaacy is 4us
Ethernet Bandwidth Fast Ethernet 10/100 Mbps ($wit} due to
relays network interfaces
Dependability Rc< 108 Probability of missed commands
Security R. < 104 Probability of unwanted commands

3.9. Conclusion

The IEC 61850 standard combines between emergiag gmd engineering disciplines
namely power protection and communication netwofkese disciplines cover the substation
project life cycle from requirement identificationtil conformance and site acceptance testing.
The modern digital process and bay levels incotedrdigital interfaces where Ethernet based
communication networks are suggested for exchangihngeasurement, status and event
messages. As the standard become an industridlitrehe field of substation automation with
Ethernet communications, traditional testing prared such as point-to-point testing and
electromagnetic noise injection are not applicabknce new methodologies for exhaustive
testing are required. These tests shall inspecardies of distributed protection functions in
IEC 61850-based substation protection schemes v#teernet based GOOSE messages are
used for coordination between functions and collatsal devices.

The process and bay level communications have meelelled using simulation tools;
although these models endeavored to include tHebedevior of protection communication
protocols that shall exist in the substation auttonasystems. Some assumptions were made
in the previous studies suggesting fixed sizeafis, limited traffic load scenarios and steady-
state protection schemes. Dynamic testing is reduin order to evaluate the effect of
communication interaction on the coordination bemvgical nodes. The later are distributed
among cooperated devices.

An empirical study, that uses an experimental ptatf to test dynamically, and to
evaluate the performance of protection and conbegt-level communication network, is
appreciated. This platform architecture shall cetnisieally of protection IEDs from different
suppliers, programmable logic devices, Ethernetchws and simulated secondary power
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process interfaces with flexibly adoptable paramsetdn addition, the platform shall
incorporate features that shall enable fault cusransertions, real protection messages,
protection and control interactions, fault recogdioapturing the network traffic, and analyzing
it for detailed investigation of data.

To sum up, evaluating the performance of IEC 6188Mmunication services shall
employ using designed equipment to simulate pows&tem dynamics, and network analyzers
that can capture and save the functional data ithvavfiles for specific periods, i.e. in normal
and during fault transients. This approach helpsaloulate the transmission delay and other
metrics. Furthermore, to verify conformity of desscand transmitted data to the IEC 61850
data services and communication protocols. In additnspecting time synchronization shall
be used to verify precision of devices’ time coonedion. Moreover, assessing and using of
network time protocol such as the simple netwametprotocol (SNTP) is important to allow
precise timestamping of log events (inside theaklog files) from one side and to timestamp
events within protection message (frames) fronother side.
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chapter 4: An Experimental Platform for an IEC 61850-Based
Protection and Control: Safety Oriented Design

4.1. Introduction

The previous chapter highlights many research stuttiiat evaluate the performance of
the IEC 61850 based communications. Most of thas#ies are simulation-based that make
many assumptions to determine certain performarataas. From the behavioral viewpoint of
the protection and control devices, we considdrttiese devices behave differently in the real
substation applications regarding many predefirssdimptions.

In this chapter, an experimental platform is iltagtd to evaluate the process and bay
levels communication interactions aiming to deterthe network quality of service, and its
effects on the protection and control. This platfoshall satisfy time constraints and
coordination to achieve safety requirements. Thaptdr is organized with introductory
sections; section 4.2 emphasizes the work envirohsweh as the GICS platform, and section
4.3 proposes an industrial substation (under stwily) its automation system functionalities,
I.e. protection schemes. Further, section 4.3 ihates the main research tasks and objectives
that incorporate analyzing the risk and proposiriggrated solutions, as an overall mitigation
measure, through coordination of protection schemes

Section 4.4 presents the communication network@substation (under study), while
section 4.5 identifies the network performance rogtvia describing Ethernet performance
metrics and effecting factors, e.g. sources ofyddtmally, section 4.6 concludes this chapter
by highlighting some parts of this chapter to hedp reader identify main aims within the
designed experimental work.

4.2. The GICS platform

The GICS (GreEn-ER Industrial Control Systems)fplat is a part of the teaching and
research activities at the GreEnER campus (Greriehézgie Enseignement Et Recherche),
I.e. academic campus belongs to the Grenoble uhstdf Technology (Grenoble-INP). This
industrial platform was installed in the late ofl20for research and experimental purposes. A
large part of this platform is allocated for resdaactivities covering: substation automation,
interoperability, functional safety and cyberseguriThis platform facilitates studying wide
range of industrial communication protocols andwoeks such as PROFINET, Modbus, DNP
3.0 and IEC 61850 based communications and systemgower utility automation. The
platform consists of several industrial devices egdipment (fig 4.1) including but not limited
to: network equipment, computer based engineermgstations, HMI screens, protection and
control devices such as PLCs, IEDs, etc. This @tatfinvolves power protection and control
IEDs including transformer differential, overcurtgorotection, feeder protection, and bay
controllers from different suppliers, e.g. WAGOe@iens, ABB and Schneider (fig 4.1). These
devices are connected to an Ethernet LAN througtwaor& interfaces existing within
embedded modules. Monitoring and configuring ofsthelevices shall be performed via
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networked applications (engineering tools). Engimgeworkstations are used to configure
IEDs within specific tools supplied by the suppdier
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Figure 4.1: The substation automation systems: a) front panel view for IEDs and HMls from specific supplier, b) same
supplier rear view of IEDs and c) front view for IEDs from another supplier

Aiming to design a flexible research oriented settwith hardware-in-the-loop (HITL)
capabilities, a developed card (see § 4.5) simaithie electrical power process current, voltage
and switchyard equipment. This card feeds powersorements as secondary current
transformers at the process level (switchyard) hwhts approach, the electrical power grid is
simulated as HITL apparatus that incorporates adjaadvantages such as real-time reaction
and safely alteration of power parameters. An STMB&bedded card developed with
collaboration of the GIPSA-lab reproduces the gratameters and other related signals.
Indeed, this card gives real-time measurementsimtedacts with the corresponding IED.
Additionally, software based tool developed to cointhis signals from networked computers,
i.e. via UDP packets, to allow remote, flexible andomatic experimenting and testing.

In this research, we used the GICS platform toueatal the effects of communication
services quality on protection and control funcsi@aman industrial substation setup. In details,
our experimental setup consists in a 10/100 Mbgserget LAN deployed with COTS
(Component on the Shelf) switches. Engineering iRG@wxrporates Intel® networked interfaces
that are connected to the network with twisted papper cables.

4.3. The Industrial Substation and the Protection Scheng

We aim to empirically evaluate several protectiohesnes using the IEC 61850 based
communications instead of the hardwired protecsohemes, as well as understanding the
interactions between these communications in therBet (LAN) based protection network. A
research platform conveniently allows us to impletreeveral protection schemes with IEC
61850 enabled devices. Hence that, our work shadlysthe device behavior under normal
traffic and perturbation, i.e. under heavy netwtrd{fic. The transfer time of the protection
messages, i.e. GOOSE messages, requires low latamtyow probability of loss in the
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transmission and distribution substations. In aoldjtthe standards imply specific constraints
including low probability of unwanted commands swsh spurious trip signals that could
interrupt the supply of electrical power to desigfeeders.

In modern substation communications, testing ofdEi@eds careful considerations of
the Ethernet LAN and the exchange of protectionsagss based on this LAN. In this context,
the network traffic such as station-level file s, configuration commands and process-
level/bay-level interactions would shape differeatfic loads. Certain percentage of this traffic
is periodic and depends on the substation evehtyelore, we aim also to analyze this traffic
by adopting several scenarios imitating the reabtation communication where GOOSE and
SV messages exist. Moreover, to go a step forwamsl,inject background traffic with
incremental percentage to observe the protectionations from one side and to evaluate the
interaction among the network traffic from the otlsede. Within these scenarios, we shall
measure the processing, transfer and transmissies aiccording to the IEC 61850 framework.
These experimental scenarios are used to identify:

a) Pre and post processing time (delay) at IEDs inotugrocessing time of logic
solver and network stacking,

b) Transmission time between two IEDs (see Fig 3.4}t ttommunicate using
publisher/subscriber relationship and

c) Effects of periodic measurements stream, in cortéxeC 61850-9-2 (SV), and
other background traffic load.

To summarize, the platform performance must beuawtatl according to the standard
time requirements.

4.3.1. The Industrial Substation

To augment safety and dependability inside thestrél substation (under study), three
protection schemes were implemented specificallpt@ylocking, b) Reverse Blocking and c)
Inter-Trip. The substation has a main 50MVA transfer that convert 220 KV incoming
electricity to 66 KV to supply several downstreamads at the industrial plant (Fig.4.2). A
transformer (differential) IED protects the transfier bay. This IED incorporates
multifunctional capabilities including: the measment functions as depicted by the red arrow
in the figure, differential protection relay, i.,ANSI function 87 (see appendix B), in other
words PDIF as per IEC 61850 LN naming conventiostantaneous and time delayed (inverse)
overcurrent protection relays, i.e. ANSI 50/51, eenperature protection and inrush detection
functions.

The feeders (Bay-2 to Bay-8) are protected with feexler (overcurrent protection)
IEDs that has two main functions (ANSI 50 and Frthermore, the transformer and feeders
IEDs control the connected circuit breakers andafisectors as shown in the fig. 4.2 with
black arrows.

The following figure (Fig 4.2) shows four bays,. iteansformer bay; Bay-1, feeders’
bays; Bay-2 and Bay-8, installed to cover protectiones. Seven feeders adjacent to Bay-1
exist in this substation, but for the following expnents, three IEDs were installed and
configured (Transformer, Feederl and Feeder2 IHBeylated MUs send SV message frames
representing traffic of the feeders’ measurememness.
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The substation system encounters safety issuesnii@te some challenges that are
explained in the following points:

i- Interlocking coordination is necessary when upgsaoie maintenance take place.
Regarding disconnectors at the feeders, i.e. Dis elery feeder bay, interlocking
should prohibit disconnectors of opening (interimp) of live circuits---due to
technical constraints, circuit breakers can disechlive circuits while disconnectors
cannot interrupt high-voltage, because a discoondatks mechanism to suppress
electric arcs. Thus disconnectors are used to beeamponly in case of power has
been interrupted by circuit breakers or other chpalevice [Megger, 2012]. In
addition, disconnectors need maintenance everyeaos whereas circuit breakers
need 15 years. Furthermore, similar issue will beedl, which is related to
coordinating of automatic opening/closing of thatskyard equipment, or through
an IED operation panel, i.e. HMI.

il-  The overcurrent protection function senses faudts the secondary side of the main
transformer or downstream side causing protectimctfon pickup, e.g. protection
first stage, and resulting in a spurious trip tha@ns the second circuit breaker (CB2)
leading to disruption of electricity supply to dibwnstream feeders. In this concern,
speed and selectivity are needed to eliminate wosdination of protection
operation between main transformer IED and feelDs.

iii- At the downstream feeders, fail to clear a fawip)tor circuit breaker failure (fail to
trip) shall result in continuity of fault causing@fardous consequences including
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harmful arc flash (see 8§ 4.3.2) against the facifiersonnel and also causing
equipment damage at the feeders (process-level) taedfacility units, e.g.
manufactory units. In this case inter-tripping $hal planed.

iv-  Delayed overcurrent functions yield on slow clearaof faults (tripping) that results
on long time of fault current, the consequenceagdh Incident energy caused by arc-
flash events.

4.3.2. The arc flash incident, at the process level (sukaion switchyard), is the main
risk to be protected against

The industrial substation employs protective devitteat function to de-energize the
power system in the event of malfunction. The stiyst protection and control system
operates to clear fault currents, mitigate resudtedflash, and blast hazards associated with
fault currents, i.e. short-circuits and phase-tagghfaults. An arc-flash hazard is a dangerous
condition associated with the possible releasenefgy caused by an electric arc [NFPA E70,
2015]. Thus, electric arc flash and shock can tesuserious injury that require rapid fault
clearance and isolation depending upon the faedtrahce speed. This hazard threatens safety
of personnel and causes equipment damage in ishaboutdoor substation systems including
that one equipped with enclosed guarded instatiatid herefore, the protection system shall
guarantee short clearance time to avoid damagéodueident energy. The major risk here is
a combination of the likelihood of occurrence amel $everity of injury or damage to personnel
health resulting from exposure to an arc-flash tthZ&lIFPA E70, 2015]. The protection
schemes should be designed to compromise betwegpneent damage and availability of
power service.

To increase service availability and to avoid eqmept damage, an assessment is
therefore required to identify the risk and to deti@e required protective measures. Selectivity
and speed should be planned and implemented,ledkilgy and intertripping. The economic
consequences of the systems outage can be limytesthliiting down only fault zones. The
protection schemes should incorporate differentratection function and zone-selectivity
interlocking (see 8 4.3.1) to reduce arc-flashdeat energy resulted from faults such as short-
circuits or phase-to-phase fault currents [IEEESE2@02; NFPA E70, 2015].

The risk category is proportional to resulted iecidenergy from arc flash events (see
table 4.1), which depends on the tripping time (#.ig8) of the protection device and related
settings. The energy increases rapidly within stBeds, i.e. proportional to duration of arc
flash incident and fault current [IEEE 1548-200Phe choice of protection devices with fast
tripping times reduces the incident energy and eguently the relevant costs of protection
layers such as personnel protection equipment (PPE)
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Figure 4.3: 30 kA fault current, tripping time vs arc-flash incident energy [Fuhr & Tran, 2015]

The risk of arc flash incidents is classified ifit@ categories, starting with acceptable
risk named category zero that has energy equalsssrthan 1.2 Cal/cm2 , whereas other
categories that have an amount of arc-flash energre than 1.2 Cal/cm2 leads to second

degree burns and even worse consequences due dm@aued flash, blast and melted
materials.

Table 4.1: Risk category according to arc flash incident energy [NFPA 70E, 2015]

Category | Incident energy
E in (Cal/cnm?)

0 <E<=1.2
12<E<=4

4 < E<=8

8 < E <=25
25< E <=40
40<E<=100

QA |W|IN|F|O

4.3.3. The Protection Schemes

Fig 4.4 represents a subset of figure 4.2 in whaikit currents, depicted at three
positions, rise the previous mentioned safety s%463.1 & 4.3.2). For instance, a three-
phase short circuit at the feederl line may leathwdt currents (fault A). Feeder_1-IED
will clear fault A by tripping the relevant circuitreaker (CB1 at feederl), while both the
transformer and the feeder_IEDs will sense faulfdilt at Busbar 1), e.g. same phase
ground fault current, and little impedance exisingen these two IEDs. The traditional
overcurrent protection practice is to have maindfarmer IED delayed to afford feeder
IED an opportunity to clear faults, though this huet has its weakness as well considering
faults B and C in the figure. The transformer_I|EDtpction function becomes slower to
clear faults since it is delayed in order to alltwe feeder_IED to trip before. Normally
delay of upstream IEDs is 200 ms referring to IEEBordinating time delay
recommendations [IEEE 242, 2001], faults will bearkd in around 300 ms including
maximum estimated time of 83 ms for breaker openiigrefore, delaying the secondary
side overcurrent protection at the transformer_Igtall fulfill the required protection
behavior against fault A and B by allowing feed&DIto clear the faults. Nevertheless,
this setting causes a delay around 300 ms, whidotisuitable for fault C in the figure.
Ground overcurrent faults will escalate into thpeases resulting in more danger and
allowing arcing to continue during this delay, dagshigh energy that exceeds 100
calories/cmi due to long period of arc-flash incident for 66K&nd above) enclosed
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equipment with kA rated fault currents [Hill et a2014]. Otherwise, setting the
Transformer_IED trip without intention delay limifise damage but the entire 66kV feeder
will be tripped offline the consequence is lospaiver supply to all feeders that may result
in safety issue against the factory personnel. Yerabme this issue a second stage
instantaneous overcurrent protection is enabldtealransformer_IED to trip immediately.
Thus, faults at zone such as the fault at C longtio near, see Fig 4.4) shall be cleared by
the second stage of the overcurrent protectiontimmci.e. ANSI/IEEE 50 Instantaneous
overcurrent relay function. This practice allowsimum time clearance and lower energy
of arc-flash incidents.

Our purpose is to implement GOOSE based protesithemes. These schemes shall
be planned with the intention of solving the raisatéty issues (as described in the previous
paragraphs). Thus, three main protection schengedemigned namely reverse blocking,
inter-tripping and interlocking. The inter-trippirsgheme is closely related to the reverse
blocking scheme. The following sections draw attentto these schemes with brief
explanation of their roles.

CB_Main
Transformer_|IED
3Phl1
220/66 KV &
S0MVA ===
cault© 3phi2 T f
!
I
U
CB_Main2 ! &
IS
Busbarl [/ &
?a\)\tg FeederBay-1 lll
Dis_FB1 1
A Eh I Jv- 4 Feeder_1 IED
gault [’ |z
CB_FB | A
<+— |

Figure 4.4: Two protective relays (IEDs) cooperate to achieve the protection scheme

4.3.3.1.The reverse blocking

This protection scheme is implemented at each fedel® with the purpose of sending
block messages via GOOSE to the incomer zone @gmstrTransformer_IED). This
message blocks the overcurrent protection funatiothe Transformer IED when faults
exist between the CB2 at the Bay-1 and Dis_1 aBte?2, i.e. fault A and B (Busbar) at
Fig 4.4. Further, the Feeder_1-IED senses the owemt fault and pickup besides
publishing GOOSE messages carrying the overcurpcitup status to block the
Transformer_IED secondary side overcurrent functidme Transformer_IED subscribes
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to this GOOSE, which blocks the overcurrent fitage, and waits for clearing the fault by
the corresponding feeder_IED. For increasing thetgaa second stage overcurrent
protection is configured. This protection functiips at very high overcurrent faults in
order to clear faults in case that the feeder_IBBschot trip or a breaker failure exists. The
transformer_IED shall clear the fault by trippifgetiocal CB2 in case that the fault lasts.
Briefly, this scheme is used to clear faults s@lety with fast speed and higher sensitivity
to fault currents. IEDs at outgoing feeders (eegder_1-IED) are responsible for blocking
the incomer upstream IED (in this case Transforhid). A time delay therefore should
be configured to allow outgoing feeders clear &wlithout shutting down all the substation
services. In this approach, higher availabilitypofver service will be achieved. Fig. 4.5
illustrates sequential steps to achieve this scheme
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Figure 4.5: sequential diagram illustrates steps of reverse blocking scheme (Busbar failure clearing)
Fig. 4.5 shows three steps where fault current fantt sensing assumed to happen

simultaneously, after that protection functionskpig, and finally Feeder 1-IED sends
GOOSE messages that blocks the protection funcfanthe secondary side of
Transformer_IED. Obviously, Transformer_IED wai@r8s, although second stage of the
same protection function will operate (trip CB_Ma&jnf fault currents still exist to clear
near faults. In addition, Feeder_1-IED is configlte send trip messages (intertripping) in
case a breaker failure (CB_FB1) occurs.

4.3.3.2. The intertripping

The Feeder_1-IED shall clear local faults via tiygpthe local circuit breaker CB_FB1
and disconnecting the Dis_FBL1. If the circuit brexalailure takes place or the fault cannot
be cleared, Feeder_1-IED activates high-speediegsage (GOOSE inter-trip) to clear the
circuit fault. Hence, Transformer_IED subscribeghis message and shall immediately
clear this fault via tripping the local CB_Main2.

In the same manner, the Transformer_IED, aftepimigpthe local corresponding circuit
breaker, shall publish trip command to IEDs in otteeders in order to eliminate currents
feedback. The other feeders’ IEDs receive intgutng GOOSE messages and trip their
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local circuit breakers as a reaction. Figure 4fiads these steps as sequential actions where
circuit breaker failure (RBRF) logical node is iztd as trigger for sending trip signal to
near circuit breakers by IEDs in the related fegeder
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Figure 4.6: sequential diagram illustrates steps of intertripping scheme during breaker failure

4.3.3.3.The interlocking

The disconnectors (Dis_1) at the feeders’ bays,feegler Bay-2, must not open/close
while the electrical power flows (live circuit). lother words, circuit breakers can
trip/close/reclose live circuits, i.e. designedlwar high voltage levels, in very short periods
(between 20 and 83 ms) without damage for switahgsuipment. Thus, disconnectors
must freely open/close when no live contacts eXiserefore, IEDs should send status of
connected switchyard. In the substation under stDdy 1 can open/close freely when the
second circuit breaker (CB2), at the Bay-1, ispemstate or local circuit breaker at Bay-2
Is opened. This protection scheme is identicabfioieeders (every feeder bay from 2 to 8).
GOOSE message is configured to deliver the stat@B@ at the Transformer_IED that
publishes to all subscribed IEDs (each feeder_IHDyus, the interlocking scheme allows
only acceptable tripping and reclosing measures fthfill these conditions. Figure 4.7
illustrates how IEDs exchange status (positiongvafchyard equipment (circuit breakers
and disconnectors) in order to satisfy input ofusagial logic processing at each IED.
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Figure 4.7: sequential diagram illustrates exchanging of switchyard data for interlocking coordination

4.3.4. Total clearance time within GOOSE based signaling

The total clearance time in case of teleprotecti@n,existence of a communication
channel, is the time for a protection relay to ggure a fault current until clearing the fault
by the relevant circuit breaker associated withtlagorelay; in the case under study
intended protection relays are the transformerthadeeder IEDs. A fundamental diagram
that shows a timing analysis of fault clearancgiven in fig 4.8 according to IEC 60834-1
where teleprotection transmitter, telecommunicatiotk and teleprotection receiver
contribute to the transmission time of a GOOSE agss

Fault clearance

AFauIt initiation Total fault clearance time

<

v

Lo Total teleprotection operating time |
< i
Transmitter Communication network Receiver Circuit breaker
Fault Initiating order in Propagation Additional Selection, decision Relay Operating and
recognition GOOSE message 0~5ms delay and relay control decision arc
10~30 ms 1~5ms 0~20ms 1~40ms 0~10ms 30~ 80 ms

V\‘/’f”;/j>\ »

Nominal transmission time T0T <€——— Actual transmission time Tac

Figure 4.8: typical operating times of a protection system containing teleprotection [adopted from IEC 60834-1]

Fast clearance of switchyard faults requires iies tesponse in substation automation
applications. Protective relays collaborate in tina&ljusted constraints to achieve the required
protection and control functions. Total teleproi@ttime equals end-to-end delay between two
IEDs where modern protective relays embed netwatdrfiaces within the IED module. The
traffic load and network path are among factord thffect the transmission delay. The
consequence of higher traffic load may cause dafay loss rate that affect straightly the
transfer of GOOSE messages. Communication pertarisasuch as loss of GOOSE messages
or inappropriate delay could cause long clearaece@when power faults exist. The clearance
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time depends directly on the IEDs processing tipte &nd post), and the transmission time of
the Ethernet network.

4.3.5. The coordination time interval

The standard IEEE 242-2001 mentions the minimumrdination time between
protection relays, however it does not include thedern relays that are digital and
microprocessor based devices, e.g. an IED is tatliglay. According to this standard, 200
ms (5 cycles for each) is the minimum coordinatiome between two digital static relays.
During a configuration testing, the minimum coogtion time is chosen to be 20 ms to test
the interaction between two devices during the grpntation and to see the effect of
signaling delay or loss.

The aims of coordination for the electrical sysigmotection are [IEEE 242-2001]:

* To reduce the extent and duration of service outagéhe duration of equipment

failure, human error, or adverse natural hazard.

* To lessen damage to the system elements engatjesl falure.

4.3.6. Engineering the protection schemes

Engineering the protection schemes according tdE@: 61850 standard, needs full
configuration of the connected IEDs. The configwrastarts by adding and selecting the
IED functionality such as: a) control logic devi€dRL, b) disturbance recorder logical
device DR, c) measurement logical device MEAS, @nplrotection logical device PROT.
Implementing the protection schemes requires iategr of these functions among the
IEDs. The fundamental part of the integration psscdepends on the events and status
exchange through the GOOSE messages.

In our platform, we installed three IEDs namelyistrmer_IED, Feederl and Feeder2
IEDs. For purposes of configuration testing, therent threshold is set to 500A and the trip
delay to 20 milliseconds for the inverse delayed mstantaneous overcurrent protection
functions (i.e. ANSI/IEEE 50/51 functions) at bdEDs (Feeder 1 and Feeder 2) and the
instantaneous overcurrent protection at seconddeyas the Transformer_IED.

Practically, different engineering software toalsch as ABB PCM 600® and Siemens
scientific DIGSI 5®, are installed in the enginegrworkstation (Fig 4.11) to support the
management of the installed IEDs. These tools nattag IEDs by means of client/server
relationship, thus allowing setting network paraengte.g. IP addresses and NTP setting.
Furthermore, these tools are necessary for cornfigihe protection schemes (Fig 4.9 &
4.10), programming the logic and adjusting the getidon and control functions.

Fig 4.9 shows the characteristics of this configamafor the Transformer_IED, the
figure shows measurement points as 3 phase c\ir@pih) which is necessary for sensing
the threshold overcurrent protection at relevartuti breakers, i.e. circuit breaker 1 and 2
in the same figure.
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Figure 4.9: Configuring fundamental functionalities: at right side, green part represents current measurements,
while black part represents circuit breaker positions

Additionally, fig 4.10 illustrates the protectiomrfction 50/51 characteristics (protection
curves) for the Feeder_1-IED, which is configurethvthe same tools, that showing
threshold parameters for the instantaneous (5Xitumavercurrent is set to more than 500
A and a delayed trip time (20 ms) considering therdination between IEDs.
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Figure 4.10: Inverse and instantaneous characteristics of the feeder_1-1ED (50/51) overcurrent functions.

4.4. The Communications inside the experimental Substain

The protective relays (IEDs) communicate througioanected Ethernet switch (blue
boxes in the middle of Fig 4.11). The network eraldxchanging of GOOSE messages within
10/100 Mbps bandwidth limitations. The IEDs are ipgad with three interfaces: one for
management and configuration, the second and tteeititerfaces for protection and control
purposes. The GOOSE messages therefore normalgeaten this setup through the second
interface while the IEDs use the third interfaceridundancy purpose.

The network architecture illustrates the synchratman of the devices’ time through an
NTP server, i.e. using an intranet access. Morediierindustrial platform consists in more
workstations and industrial devices in accordanitk the real substations.
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Figure 4.11: The network architecture shows the NTP server access and the switched Ethernet components

The management and the configuration of all IEDs achieved remotely via the
network management interfaces that are accessedh&iangineering workstations. The
architecture similarly contains four computersgthof them use virtual machines to emulate
three MUs per PC (see later § 4.5.4), while thetfogenerates background traffic. In this
platform, implemented protection schemes incorgothtee devices that publish functional
GOOSE messages with a fixed frame size (table 4.2).

The main objective of this experimental study shalltesting the platform intensively
with dynamic presence of both power transients @rmmunication perturbations. Expected
results will show various performances of the ekpental platform which may have an impact
on the specific aforementioned safety concernsedisas certain economic consequences when
the system entering the operation service becomagailable, i.e. interruption of a delivered

power from the substation platform.
Table 4.2 publishers (IEDs) and their GOOSE messaging frames attributes

. . GOOSE .
Device name IED function IP address APPID Frame Size
Transformer |ED Transformer c_zllfferentlal 10.10.20.5 1 1272 bits

- protection
. 110.10.20.6 2 1248 bits
Feeder_1-IED Bay 1 overcurrent protection 3 1288 bits
Feeder_2-IED Bay 2 overcurrent protection 10.10.20.9 1 1269 bits
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The following figure illustrates the communicati@i IEDs with Ethernet based
GOOSE frames exchange. In the experimental platfarenimplement these communications
to achieve the time coordination between functaingng to increase safety through speed and
selectivity. The designated platform will contaimde IEDs, 2 from the same supplier and the
third from another supplier (IED with yellow coldig 4.12).
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Figure 4.12: the substation under study Single line diagram with illustrations of protection communications

45, The Merits of the substation LAN

The previous sections clarified the Ethernet LAMa@apts and helped to distinguish
between the protection, control, measurement aadrthnagement LANs, beyond that the
protection communications entail specific requirateesuch as low latency and higher
availability of service. In this setup, | focus thre protection functions considering the effect
of communication services on the substation funetities. The speed of the data in the
communication networks are limited by the networkdm such as fiber or cupper cables.
Normally bits travel in the Ethernet media in twardis of the light speed [Ruggedcom, 2008],
I.e. twisted pair cables slow down the data bitsalbee of the nature of media physics. Transfer
delay is proportional to cable length (eq.4.1):

5, = — 4.1)

2
=X
3C

Whered,,, is the media latency, L is the cable length ang e light speed (equals 3
x 10 m/s), e.g. in a 100 m cablém equals 0.5 ps. This delay is negligible in shistahces
(i.e. our experiment conditions) comparing to otthelay factors in the LAN communications.
Technically, the transfer time of the data bitsas constant in the switched Ethernet due to the
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non-deterministic nature of the switching procésshe following subsections, the reader shall
realize nearly all sources of delay that may affieettransfer time of the GOOSE frames inside
the substation LAN.

4.5.1. Pre and post processing

Preprocessing occur when IEDs prepare and publi@©O&E frame, while post
processing such as decoding happened at the dudascliEDs. Technically this time depends
on the processing power (cycle) and the networkriate stack at both publishers and
subscribers. Many suppliers reveal that averagegssing time approximately equivalent to
0.5 ms and this time shall be within 1.4 ms linjMeier et al, 2016]. Logically this time
depends on the frame size and the processing legicABB states that an IED’s processing
capabilities can decode a GOOSE message in lesd thes [Starck & Kunsman, 2010].

4.5.2. Middle network boxes

Communication equipment in the modern Ethernet agtsvinvolves network devices
that connect all communicated devices. That melhnERs can communicate through these
boxes such as Ethernet hubs and switches. The GQ@&#€tion messages transfer in the two-
bottom layers of the ISO OSI standard model acogrth the IEC 61850. Ethernet switches
are intelligent devices that forward messagesdo tlestination by learning the MAC address
from the Ethernet frame, while the hubs transnhitred messages causing high broadcast rate.
The concept of shared Ethernet means that thedanis® the carrier channel, to ensure it is not
busy, and transmit the Ethernet frames. To solamés conflict the hubs use the collision
detection algorithm. While in the Ethernet switahitransmit and receive (full duplex) intend
to function without collisions. The switch shoulddp a table of MAC addresses to speed up
delivery of frames to their destinations. As ddsedi in (cf. 8 3.3) switches store received
frames in queue buffers and then forward them ég targets. The store and forward latency
is proportional to frames size and rate. The temsffframe in idle situation (no traffic) depends
on the available Ethernet bandwidth, exactly onttineughput:

FS
BR

Whered; is the frame transfer time (propagation delay)isi8e frame size, and BR is
the bit rate. Theoretically, an Ethernet frame aonbhg 1500 bytes (12000 bits) can transfer in
120 ps within 100 Mbps LAN configuration. Howevéithernet switches incorporate other
latency artefacts.

4.5.2.1.The switching fabric latency

Switches are made of digital circuits (electromeegrated circuits) designed to
accomplish the ingress to egress switching, epyitioutput crossbar, and store and forward or
cut-through algorithms. These circuits exhibit @emtion latency termed the switching fabric
delay (around 5 ps) [Ruggedcom, 2008]. During tigeemental work, a Cisco 2960 switch
with 48 fast Ethernet ports and 2 Gbps ports islusdich means a capacity of 13.6 Gbps
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switching fabric. This switch has very short latgmé switching fabric due to its switching
crossbar capacity.

4.5.2.2.The queuing latency

Ethernet switches utilize memory as input bufferthwhe intention of lining up the
ingress traffic, which has the same destinatiomessy to avoid collisions of frames. If there is
no priority policy and the buffer operates as firsfirst out (FIFO), the oldest frame will be
forwarded firstly. When the input queue is overled@ phenomenon of blocking, i.e. head-of-
line blocking (HOL blocking), could cause highetelacy and drop of frames. Thus, the
blocking phenomenon causes a non-deterministicvbahaf the switched Ethernet. To solve
this problem use of output queues can overcomé&ahees dropping caused by HOL blocking
but still the behavior of non-deterministic resutisdelay of frames delivery [Tanenbaum &
Wetherall, 2011]. Buffered crossbar Ethernet svascdecouple input from output buffers to
handle variable length frames that enhance theegugyerformance up to certain throughput
level. The virtual output queues overcome the H@cking, nonetheless needs scheduled
switch fabric to overpower the limited bandwidthaqafeue memory. The scheduling enables
implementing of priority (class of service) to demse delay and increases opportunity of
frames delivery according to their importance (tiongical). The queuing latency in
truthfulness manner depends on the buffering mashmn.e. buffer memory size and speed,
and the percentage of the traffic load in the nétwdhe modern switches employee advanced
techniqgues to deal with the ingress-egress queuelivery. These techniques allow
coordinating the process of full-duplex switchihgan idle Ethernet network, we can neglect
the queuing latency, but with a loaded network, dieévery time depends on the speed of
gueuing buffer and allocated memory. An Ethernami enters a queue line to take its
sequence and waits until its delivery to a targe¢ss port, e.g. assume that a 100 bytes Ethernet
frame comes after 10 Ethernet frames with 100 Hgtesach as average size, then this Ethernet
frame will approximately wait a service time of igering 1000 bytes. Further, the last bit of
this frame leaves the egress port after time avelehg 1000 bytes and its 100 bytes in addition.
For simplification, we assume that the queuingylelREq. 4.3:

%=@+% (4.3)

Whered,, is the queuing latency, QL is the queue conte#d) and QS is the queue
service rate. If the queue already loaded with 1®@8s and the internal queue (FIFO) service
rate is 100 Mbps then a 100 bytes frame takes dr88ms without considering the arrival time
and the distribution of network load. Obviouslye tiueuing time is proportional to the traffic
load percentage, and packets size. With higherdreates the inter frame gap (IFG) must be
considered in the calculation. The IFG size is yi2b&that takes 0.96 pus to transfer in the 100-
Mbps-LAN bandwidth.
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4 .5.3. The influence of GOOSE traffic

The GOOSE based protection and control utilizeEtiernet LAN available capacity,
I.e. throughput, to multicast (publish) high-sp&&@OSE messages. The IEDs are responsible
for publishing/subscribing mechanism. In this apgig the IEDs multicast the GOOSE
messages without acknowledgment. The single teaknitp achieve reliability is the
retransmission mechanism that shall guaranteeatelty substation events. Accordingly, in
this manner devices share the same network segmdrgxchange the substation events, e.g.
switchgear status and protection events, via tleishanism assuming high probability of events
delivery.

The retransmission rate depends on the event pove. new events trigger
spontaneous transmission of GOOSE message withmmmi retransmission rate until
gradually reaching the maximum time (heartbeatjeAthat, The IED regularly repeats the
GOOSE message until occurring of new events or daaages. Notably GOOSE messages
share same LAN segments and compete to reach bsergers. IED suppliers are free to
implement their GOOSE retransmission algorithm withany restriction considering the
repetition mechanism [IEC 61850-8-1]. The standsets specific data fields within the
GOOSE message, such as the application ident&ieP(D), status number (STNO) and the
sequential number (SEQNO), that help the usersndigsh between the repeated message
frames. Ethernet switches multicast these GOOSEsages for all connected devices
according to the multicast destination address.

IEDs publish high-speed GOOSE messages with preztkfminimum (Min) and
maximum (Max) time between events. The retransonssate depends on these parameters.
The time allowed to live (TATL) also characterizbe retransmission rate while the repetition
can be distinguished with the same status no (Si©@)mpanied by a counter, i.e. sequential
number (SEQNO). Short time between retransmissyaids higher rates of GOOSE frames
that increase the network load. The following emumatlemonstrates the repetition algorithm
for specific supplier IEDs [Siemens AG, 2013]:

ts — {zn X tmin; tmin < tmax (4.4)

tmax; tmin = tmax

(n=0,1,2 3...until t i, = tmay )

Wheret, is the spontaneous time of GOOSE retransmissitaydg,;, andt,,,, are
the minimum and maximum repetition delay betweerOS@ frames. Thus, a new substation
event or data change triggers an IED logic, i.e Q&8 Control Block (GOCB), to publish
immediately a new GOOSE message with minimal retrassion (spontaneous) delay that
keeps incrementing until reaching the maximum piiedd retransmission interval (fig 4.13 in
the following page).
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Figure 4.13: GOOSE retransmission mechanism showing minimum and maximum stable retransmission time

Within this approach, the generated GOOSE framaeshpercentage of the substation
(bay-level) network traffic. New events will intrade an amount of traffic containing Ethernet
based GOOSE frames. This traffic utilizes the amd shared Ethernet bandwidth. Assume
thatt,,;, andt,,., have values of 5 ms and 1000 ms respectively tlamgroduced GOOSE
frame has a size of 200 bytes, then 9 frames pensewill be firstly generated (fig 4.14), i.e.
creating 14.4 kbps (neglecting inter frame gap Ir@}il reaching maximum transmission time
as a result decreasing traffic to 1.6 Kbps (one&@econd).

GOOSE retransmisson times/second
L3a s 6 7 8 9

Wweae O L[] (L] (L] »

0 100 200 300 400 500 600 700 800 900 1000

Milliseconds

Figure 4.14: GOOSE retransmission mechanism according to Eq. 4.4 when tmin=5ms and tmax=1000ms.

4.5.4. The influence of SV traffic

Implementation of the IEC 61850 process-level tepm involves use of SV
publishing/subscribing mechanism. The merging onitticasts synchronized high-speed SV
data streams creating noticeable percentage oSA&® network load. One of the principle
functions in the SAS is the measurement acquistiaron-conventional instrumentation
transformers (NCIT) exist in modern substation edcpss-level to empower the digital
sampling of the voltage and current measuremenigh&more, standalone merging units
(SAMU) and integrated MU deliver these measuremeant®rding to standardized sampling
rates [IEC 61850-9-2, 2003]. The protection systeampute metering quantities derived from
measurements, i.e. active and reactive power [IE€68-9, 2016]. The merging units embed
these measurements within the payload of Ethermtdsampled values (SV).

The UCA guideline [UCAIug 61850-9-2LE, 2004], knowas the light edition,
recommends two sampling profiles one for the ptadadunctions while the other one for the
measurements and metrics. These profiles are 802&6d samples per nominal cycle
respectively. Accordingly, MU publishes 4000 samsfdecond within 50 Hz nominal
frequency (in Europe) for the protection functioAssuming that a SV frame has 115 bytes
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then the produced traffic load from one MU will ckaan average rate about 3.68 Mbps (Eq.
4.5). This assumption shows how one MU can consanmend 3.7% of a 100 Mbps bandwidth
in an Ethernet LAN.

LSV == SR X FSSV (45)

WhereLSVsy, is the SV load, SR is the sampling rate &§gl, is the SV frame size, if
the sampling profile is 80 samples per nominaleybD Hz in Europe). Eq. 4.6 uses Eq. 4.5 to
provide the total generated SV traffic. PublishaigV frames by merging units will increase
the generated data stream proportionally as pedBighat demonstrates rates of SV streams
according to number of merging units.

i=1L (4.6)

SV_i
Where n denote the number of merging units senfivignessage, andy, ; is the SV
load of the ith MU.

4.6. Conclusion

In this chapter, an experimental testbed and pilatfis illustrated. This platform is a
part of the GICS platform that is used to test awdluate the process and bay levels
communication interactions. The main aims are terdane the throughput profiles, network
performance, quality of service, and their effettle protection and control. Therefore, testing
the real devices shall combine both implementing pihotection schemes and setting the
communication network.

The case study is an industrial substation witmgles main transformer bay. The risk
is evaluated preliminary in this chapter and pregiosolutions are made to mitigate arc-flash
hazard through coordinated time intervals. Somfecdlfies are encountered that are related to
the complexity of IED configurations according tfeetstandardized requirements such as
achieving interoperability among different supmiedevices and implementing the time
coordination between devices while observing GO@S&ta exchange. In fact every supplier
implements IEC 61850 requirements according ta tieehnical interpretation which enforce
using their software tools to configure many parmse The use of time synchronization needs
repeatable calibration of synchronization enquisriguds. Additionally, configuring the
Ethernet switches and related data needs tecleffoals where the whole network traffic shall
be observed through the switches.

Meanwhile, simulations will maintain the switchyargrrent, voltage measurements
and binary input/output signals that represent paméichyard status and events as real
production conditions. Mixing of simulation and ravices, for a certain level, will create a
co-simulation environment. This environment hetpshiange in a flexible way specific
parameters in order to test predefined scenartus.dpproach may assess the stakeholders to
perform functional and commissioning tests, ang lieém to achieve tasks of factory and
site acceptance tests. These tests can be perfanrtadzbratory setups within mentioned
features to reduce time and efforts of developraedtdesign validation.
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chapter 5: The Experimental Scenarios: Measurements Setup,
Observations and Results

5.1. Introduction

In this chapter, an illustrated experimental apphoaxplains how to test Ethernet
communication services for protection schemes and to evaluate the performance and
interactions of process/bay-levels functions. Aignia provide flexibility for dynamic testing
by means of hardware in the loop simulations, bio¢itest set and the background traffic shaper
afford repeatability of experimental conditionsdieeck specific events. Alongside Ethernet
enabled protection schemes, this approach faeiitdte following steps:

a) Validating configuration setup prior to experimdidas,

b) Evaluation of performance metrics during experiragans (explained in previous

chapters) and

c) Verifying and validating coordination timing forgdributed protection and control

functions.
Therefore, mixing of simulation and real devices,d certain level, will create a co-simulation
environment. The experimental environment supdtatsble changes for specific parameters
in order to achieve and test designed scenarios dpproach assesses the utilities and
designers to perform functional testing and comimissg tasks, and helps them to achieve
tasks of factory and site acceptance tests (FATSHID).
This chapter details the dedicated experimentadfgsla and explains in a detailed way the
required settings and measurements setups intiteeluictory parts of section 5.2. Section 5.3
provides significant results of an experiment thaderformed to compare hardwired signaling
with GOOSE based data exchange. Emulation of S3asts and GOOSE as substation traffic
loads are illustrated in section 5.4. An experimenwvork is used to determine the
communication performance metrics during normalragen of the power system in section
5.5, whereas section 5.6 is used to achieve GO@8&é&ption acknowledgement in order to
evaluate precisions of time synchronization serfacesubstation events. Section 5.7 evaluates
performance metrics during abnormal (transient€ragon of the power system. The effects
of traffic loads is mitigated through a proposetlison that uses quality of service policy and
scheduling (section 5.8).
Section 5.9 discusses in overall manner the resbitsined and the observation during the
experimental work, while section 5.10 concludes tapter.

5.2. An Experimental Framework
5.2.1. Preamble

The service level agreement for communication sesvin Ethernet based protection
and control, e.g. GOOSE service, shall respectreqeirements of the standards. For that,
experimental tasks must follow a specific framewaorkrder to measure performance metrics.
Table 5.1 illustrates the designed experimentahé&aork by presenting aims, methodology
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and final objectives. The targeted dependabilityitattes (4 column in table 5.1) are
correlated to requirements mentioned in the thivdpter (see section 3.4). Chapter 6 will
illustrate these attributes in line with well-edisibed terminologies that are issued by the
dependability community.

Table 5.1: The framework of the experimental scenarios

Measure How (method) Why (aim) Aimed dependability

attribute
Processin Round trip messages, To estimate the processing
time 9 timestamp in IED log files and time (response time including| Reliability
hardwired I/O signal time network stack) of an IED
Difference between frames To calculate the transfer time
Delay timestamp data at both (two (delay) of GOOSE frames Reliability and safety
IEDs) ends
Jitter ?j/;\lral?/nces of successive framesl_o calculate SV jitter Reliability
Loss rate Number of published and To determine the percentage pReliability, availability
received frames at both ends | missed commands and safety
. Number of altered frames . o
Altering (payload content) and correct To determine the percentage aRellalt_nIlty, safety and
rate f unwanted commands security
rames
Time drift Timestamp at IED log files and To determine the accuracy of Reliability

GOOSE events timestamp synchronization

Table 5.1 is presented regarding relevant stanzitidns (for more details see sections
3.4 & 3.5). The presented measured metrics (pedoom indicators) shall satisfy the time and
performance requirements, e.g. processing times @tframe loss and delay. Lost and delayed
data frames influence missed commands probabiitych have an effect on the service
reliability. The unavailability of GOOSE communigat service is interrelated to protection
schemes unreliability. Considering the safety, ddgd operation of protection schemes could
cut down the protection and control function in eaurrent faults exist. Altered frames
however represent unwanted messages that reducesettwity. In this chapter, the
measurements shall be achieved in accordance hétblgjectives of this framework.

5.2.2. Experimental settings and configurations

The proposed protection schemes (see section de3prapared as prerequisite to
evaluate the IEC 61850 GOOSE based protectionifimgin contrast to the hardwired 1/0O
based protection. Hence, for justification that GEEOs faster and a feasible technology,
firstly a comparison between delay of hardwired #i@naling and transfer delay of the
Ethernet based signaling (GOOSE) is achieved. Atfiter real protection schemes and their
related protection functions are configured to UWS®OSE dataset parameters for
exchanging the substation events. Therefore, @ifteiGOOSE application identifiers
(APPID) shall be carefully configured. For that tievice under test publishes the GOOSE
frames and the targeted subscriber (IED) recelveset frames for further processing.

Predefined experiments (sections 5.3 and 5.4)@eiated in order to evaluate: a) the
IED processing time, b) GOOSE transfer times, @ral transmission delay in several
traffic scenarios and d) related performance ngtiscich as frame loss rate, etc. These
metrics serve evaluating the dependability in sehatperimental scenarios performed later
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in this chapter (see table 5.10). The effect ofeHEtht network load on the protection and
control functions shall be observed. Functiondirngsn traditional hardwired relays shall
be accompanied by injection of noise signals teatethe probability of missed and
unwanted commands (section 3.4.3 explaips &d Rc according to IEC 60834-1).
Although in the following experiments, the EtherriEised signaling (GOOSE) will
encounter injection of background traffic, whichassuitable technique to observe the
communication performance.

5.2.3. Validating the measurement Setup

Two computers are used to save all the capturéfectdaring the experimentation (fig
5.1), one computer (2NIC) with two identical netwanterfaces that have been synchronized
to avoid drifts of timestamp data, while the secandchputer is a laptop used to capture the
whole Ethernet traffic in the LAN of the experimahplatform. The traffic load can be drawn
from a mirrored port of the Ethernet switch, i.g.donfiguring a switch port analyzer node
(SPAN), which forwards all network frames to a egafed analyzer (Fig 5.1) to measure the
average traffic load.

Two passive network test access points (TAP) ataliled to acquire the IEDs network
traffic (see TAPs in Fig 5.1). The first TAP isthe publisher side (side a) while the second
one is at the subscriber side (side b). In faet, 3RAN port is an active measurement port that
incorporates some latency to copy and forward femile a TAP is a passive pass-through
point.

Transformer_IED  Feeder_1-IED Feeder_2-IED

e : = : ' ,
-3 = é
- = = S

1l

Analysis LAN g L= g

- == ¢ === . === .
IF: interface 10'10.20.5I 10.10.206 ! 10.10.20.9 :
TAP: Tes.t Access TAP b TAP 3 I
Point R | 1
I I I
I i : I
1 [ I
1 (I I
| -G 1
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SPAN: Switch Port

V4
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I ~— Analysis Node

Figure 5.1: An experimental setup includes computer-based analyzers connected to TAPs and SPAN port

Transfer time (propagation time) of GOOSE messagas be calculated with this
measurement setup through frames timestamp datssarhe GOOSE frame (same APPID
and SNO) appears in the whole traffic and in botterfaces of the 2NIC computer.
Ordering the identical frames, captured at 2NICoulgh the same sequential numbers
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(SEQNO) facilitates extracting the timestamps tlwdate the transfer time of the same
GOOSE frame.

8coosE = Tp — Tq (5.1)

Whered;oose represents the transfer time (propagation deley)eoGOOSE framer,,
andt, are timestamps at the publisher IED and the sildesctED respectively. Eq. 5.2
calculates average transfer times for all captdracthes between the publisher and the
subscriber in different traffic scenarios.

1
AVG (500035_11) = ;2?:1 Tpi — Tai  (5:2)

Where AVG is the average delay, n is the numbeuublished frames anidis the "
frame. An algorithm uses Eq. 5.2 to compute theyddletween the publisher and the
subscriber for each scenario. This algorithm aeguitimestamp data from GOOSE
messages published by the device under test (CRSIh.interfaces (Fig 5.1) of the analyzer
(2NIC) receive GOOSE frames, first and second iatexs (IFO and IF1) capture publisher
and subscriber IEDs traffic respectively. Hencesigigated capture files should contain
duplicated frames. Each capture and analysis sedagis 120 seconds according to
predefined standardized scenarios (see sectiod)3g 5.2 shows a flowchart containing
pseudocodes that explain algorithmic steps:

t=0, n=0
Timer ON
SRC=00:09:8e:fa:b7:1a

Ethernet
frames at IFO
IF1

Next item
Alil, BIi]

t>120 S

Captures
GOOSE Calculate

seq.no dril= Blilt.-A[il.
Ali]=8[] [i]= BIi]t.-A[i].t

Filter by GOOSE APPID=1
And MAC=SRC

Count frames n=n+1
Order frames by ST.no &
Seg.no

Put IFO at A[i]

Put IF1 at B[i]

Calculate average,

max, min, deviation

Figure 5.2: The flowchart contains pseudocode that explains the algorithm steps
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5.2.4. Simulating switchyard status and process measuremen

The process-level typically contains the physicawer parameters and the
switchyard equipment status, i.e. circuit breakedy, open or closed. In this research steps,
we used embedded cards (Input/output test-setsghvdre developed in a cooperation
between GIPSA-LAB and GICS team, to simulate tleetelcal power measurements, i.e.
three phase and one neutral current signalsu( ic, in), as well as circuit breakers and
disconnectors status. The test-set (Fig 5.3a) peradjusting parameters of secondary
power signals, changing current measurements aitchévg of digital signals.

T

'_*l (| BT T R T (R ———

R

Output Signals = input signals CB1 Position (Open)
CB2 Trip 12 = Bl 1'?" CB1 Position (Close)
DIFF PROT operate )2 = BlL2
’ BIL3 CB1 Ready
CB2 Position (Open) Differential Protection C81Trip
T82 Fostton (close) D! 2-1 ¢I‘°‘I:> IED B0 11
— Bl 2.2 O
' +24V GND I = . ' +24V GND '
N .

73 : X N N
1a,lb, Ic,IN
Bl Transformer
Binary input Binary Out Side2

la.lb,lc.IN Bl
Transformer

Side 1 Binary input Binary Out

Voltage/Current Tansformer side 1

Converter —_—
lalblcIN Circuit Breaker 1 Voltage output

Tansformer side 2 — V'Jétﬁgeffturreﬂt
" ' - onverter
Circuit Breaker 2 :

lalblcIN

Figure 5.3: a) (top) the test set within the embedded card, STM32; top right digital output, top left digital
input, and middle buttons to adjust three-phase current signals, i.e. frequency, voltage and current. b) Two
test-set embedded cards simulate the switchyard I/0 and the current measurements

The switching signals represent circuit breakerd disconnector during several
experimental scenarios. This test-set embeds AnEI(4ET Microelectronics 32 bits) card
based on the ARM® Cortex®-M processor. It offersyvhigh performance, real-time
capabilities, while maintaining flexible integratioA software tool was developed to
control and interact with the card data to fadditenodifying the power current and digital
I/O signals. These cards feed also a neutral poatbee corresponding IEDs. For instance,
the transformer differential protection IED recesvtbe simulated measurements, i.e. three
phase and neutral current signals from two carip 8=3a &b) representing both sides of
the protected transformer.

For experimental testing, the test-set simulatestitchyard equipment status, e.g.
the circuit breaker 1 and 2 (Fig 5.3b) status avsitipns (ready, open or closed). The IEDs
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interact with the test-set card through analoglandry I/O. During experiments, adjusting
these signals would be automatically (or manualig)the remote (networked) testing and
simulation tool (communicated through UDP messages)

The remote manipulation of card signals enableslecimg and repeating several
experiments through a friendly graphical interfdoeaddition, script-programming enables
customizing signal period and repetition profiles.

A voltage to current converter (Fig 5.3b) thereforanges the output voltage into
three phase current signals. The three-phase twigmals are voltage driven signals
representing secondary values from OA (Ampere)Api.k. ratio to primary value (0 A to
1000 A). In the other hand, the test-set card mpatd corresponding LEDs probe the IEDs
output signals such as trip/close and protectioction status.

5.3. Comparison between Ethernet and hardwired based si@ling

This experiment is performed to justify feasibilby using Ethernet based signaling
(exchange of data by means of communication nefworkcomparison to traditional
hardwired input/output signaling where relay I/nected to other relays via conventional
cabling. The main comparison aspect is the relagaese time where 1/O and processing
logic are observed to measure this time.

5.3.1. Measuring the response time of the hardwired 1/O bsed signaling

An experimental setup is configured to measurehdrelwired input/output response
time for the device under test (DUT). This setupresents the traditional hardwired
protection scheme. The hardwired input/output dgyaae tested within the transformer
differential protection IED (Transformer_IED). Theardwired signaling time includes
scanning the change of a connected input, progessinnternal logical functions and
issuing relay contact signaling (output).

An 1/O test set card connects and controls bothadsg(see previous Fig 5.3). A logical
sequential diagram of the IED under test is prognaohto get digital input signal from the
output of the test set and to connect this sigmalugh a digital output to an input port of
the test set. Digital gates formulate the logithef continuous functional chart (CFC) inside
the IED that employs different performance levelghweustomized priorities. The IED
processing unit (microprocessor) executes CFC lagmording to three levels that are
normal trigger (low priority), interlocking (highegriority) and fast-trigger that has the
highest priority. We changed the CFC priority tesp up the logic processing time. A
digital oscilloscope is used to measure the resptinge, which traps the 1/0 signals and
displays delta times (difference between pulsas/ofchannels).

96



Input output

7 verage|/0delayiz114 <
15 { ms

. I . . ) Curseur 2
0 | @B Fréquence 7 1.718s

0 2 4 6 & 10 12 14 16 18 1| @D Fréquence 24V

a) milliseconds

Figure 5.4: The Response time of the hardwired I/0 a), Oscilloscope screenshot to measure /0 delay b)

The results obtained (Fig 5.4) indicate a delawben simulated fault current pulse-
input (blue line) and the IED reaction relay-contawtput (orange line). The oscilloscope
is configured to save timing data during real-timaping of these signals. These times are
saved in text files during repeated experimentgelEd measurements give an average
value of 11.4 ms as an overall response time. diklay is higher than GOOSE based
protection signaling (see 5.3.2) because of: a)rdog time of digital inputs, b) CFC logic
processing time, and ¢) output contact time ofdigéal relay, which is a fast trip contact
in this experiment setup. In addition, the harddimeput/output connections take large
footprint compared to GOOSE enabled event signalingre only one network cable can
carry several GOOSE messages (containing large euaild/O data) passing through an
Ethernet LAN.

5.3.2. Measuring the response time of the Ethernet basedgsaling

We used the Internet Control Message protocol (ICk&guests to get response
from the IED under-test (DUT). A computer equippeith an analyzer tool captures the
request and replay messages. The ICMP requesthsspimestamps and sequential
numbers were compared with the analyzer-enablegstammps. With this active technique,
several size ping-pong messages help to determthangime of packets processing, i.e.
encoding/decoding and transmit/receive (TX/RX) lstag, at the Transformer_IED.
Different ICMP request payloads are used to getdbed trip time (RTT), which is used
to estimate the time of packet stacking and pracgsd the Transformer_IED.

The experiment setup contains direct connectiothéotargeted IED, i.e. without
communication box in the middle. A computer useghhprecision ping utility (hrPing
version 5.00) that is configured to send ICMP mgssawith several payload size starting
by 100 B (bytes), incrementing by 100 B, until dfeiag 1000 B. Each ICMP message
stream (iteration) continues 100 times. In thisigetve assume that the IED response time,
neglecting the wire transfer time, would be halftloé round trip time, and we captured
every ICMP request and response for comparisondatailed analysis. Hence that, the
processing time includes further encapsulation atatking of frames that provide
approximate figure about the GOOSE based signdlitig response time):
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Sproc = Rzﬂ (5.3)

Whered,,,,. is the processing delay including stacking timelEésponse time)
and RTT is the round trip time. Fig. 5.5 illustststatistical representation for normal
standard deviation of 1000 response times, 100estqyer 10 different payload sizes, for
all ICMP request/response iterations. The blugnge and gray colored bars show average,
maximum and minimum response times respectivelygreds the black bar shows the
standard deviation. Obviously average processirlgydis less than 1.5 ms, although
maximum processing delay is just below 4.5 ms @08 bytes payload request.
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Figure 5.5: Statistical representation of the transformer IED response time with different payloads.

Clearly, the minimum response time is not less thadnms achieved by 100B
payload. The IEC 61850 standard requirements timeitED processing time to 40% of the
required delay, which means 1.2 ms of 3 ms allacdte total transfer time. The
measurement provide an average time more thanvdtise. Table 5.2 shows detailed
statistical figures about the response time consigeseveral payload messages. ICMP
request, with 900 bytes payload, reached a wospbrese time with a maximum delay just
above 4.42 ms (table 5.2). The results shows anmeanlrelation between payload size and
response where 300 bytes packets takes longemsspione than 400 bytes packets.

Table 5.2 statistical data about the IED response time in milliseconds

Payload size Average | Max Min Standard deviation
(Bytes)

100 1,254 2,172 1,101 0,184
200 1,326 2,905 1,154 0,293
300 1,588 3,459 1,14( 0,362
400 1,400 2,847 1,174 0,266
500 1,398 2,760, 1,177 0,322
600 1,389 2,870, 1,204 0,265
700 1,425 3,020, 1,213 0,294
800 1,398 2,739 1,259 0,212
900 1,495 4,421 1,304 0,393
1000 1,499 3,3020 1,299 0,318

Total data Average | Max Min Standard deviation

1,4 4,4 1,1 0,309
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In the following figure, the distribution frequency values representing the IED processing
latency is shown in the following histogram (fig).which obviously provides frequent values

of processing time.
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Figure 5.6: frequency of processing latency is illustrated by distribution histogram

Figure 5.7 shows all response time (one-way), edldry payload size. The average
response time is just above 1.4 ms regarding allopd requests. This value provides an
estimation for the IED processing time conside@QOSE frames where the average size of
GOOSE messages technically is about 300 bytest tteg@eader will observe that a generated
GOOSE based protection and control messages ambjorge 200 bytes. In addition, the figure
shows a maximum response time, about 4.4 ms, anebising response behavior around ICMP
requests within 600 bytes. In this experiment,|Ei@ response for the requests is not constant
which means that the processing time shall be ardbe average response time, but some
values are above as clearly shown by the figure.
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5.4. Emulation to generate SV streams and background tréic

The emulation in this context is the ability to @seapplication program to generate
data frames according to specific standardizectres. In this section, GOOSE and SV
data frames are generated with computers accotditige standard and related guidelines
[IEC 61850-8-1; IEC 61850-9-2LE]. The aim of thiaffic is to simulate a real substation
communication in a production environment whereesaivnetwork protocols and power
communication protocols exist. Frame sizes are rgée@ according to contemporary
standardized recommendations dedicated for Ethexcitation testing [ITU-Y 1564,
2016].

5.4.1. Generating traffic of SV streams

At the beginning, an MU emulator is used to geme(ptiblish) periodic sampled
values frames according to the light edition guitel[IEC 61850-9-2LE, 2004] that
recommends a sampling rate of 80 samples per nboyicle for the protection profile. The
Omicron SVScout® software tool (Fig 5.8) is usedatidate SV data.

File View Actions Help
X LBMPZ®OFER »

!; samples (7] Show cursors Elapsed Time: 245 sec.

Figure 5.8: Verifying power data inside the generated sampled values

The tool subscribes to SV stream to monitor anglaysSV measurements (digital
data), and used therefore to verify the SV streadetsy and delay variation (jitter) metrics
in a real-time with normal network traffic, thenttviadditional small background traffic.
The tool is used to verify three-phase (coloredefanm in fig 5.8) current values (i.e, i
ip and ¢ currents) and phase degree (angle) between thasep(phasor diagram at bottom
left of fig 5.8). After that, the emulators publiSlV streams in order to observe the effects
of generated traffic on the transfer of functioG®OSE messages, and to measure the SV
messages qualities such as delay, jitter and kiss Three DELL® PCs, equipped with
virtual machines software, are used consequentling®, 3, 6, 9 SV streams. Table 5.3
illustrates the SV publishing setup environment reghéhree PCs generate three
simultaneous streams of SV frames. The publishedt®ams shape a maximum traffic
with 33.12 Mbps as an average load. These publishedtreams should have attributes
(data fields) as depicted by the header row ofetdbB in which application identifier
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(APPID) and sampled value identifier (SV ID) follothe standardized guideline IEC
61850-9-2LE.

Table 5.3: The attributes of emulated MU with the generated SV data

Size: 920 bits, frame rate: 4000 frames/second,|BPP
0x4000, sample counter: 0 to...3999
Destination MAC address: 01:0c:cd:04:00:00
PC name IP address SV ID
GICSMUO0001
GICS11 10.10.3.5 GICSMUO0002
GICSMUO0003
GICSMU0004
GICS12 10.10.3.6 GICSMUO0005
GICSMUO0006
GICSMUO0007
GICS13 10.10.3.7 GICSMUO0008
GICSMUO0009

5.4.2. Shaping GOOSE messages as Background traffic

Ethernet frame generator, open source softwareK@PHd 1.8.1), is used to shape
a background traffic. This traffic is made of Ethetrbased GOOSE messages with a fixed
frame size equals 8000 bits. A changeable franeeadtls a certain percentage of traffic.
To increase the generated traffic the time betwleemes (frame time) decreases. The
generated traffic is validated by capturing the l&heetwork load to know the augmented
percentage (ramp) of GOOSE stream data. Tablehdwssthe attributes of the generated
background traffic. To insure consistency the GO®ame must include the mentioned
attributes (fields of data) in the header of tdbke (see appendix A for more explanations).

Table 5.4: The attributes of the generated GOOSE frames data as background traffic load

Size: 8000 bits, APPID: 1, Time Allowed To Live:@0) Test: false, Configuration Revision: {1,
Needs Commissioning: false.
Source MAC address: 00:09:8E:FA:B7:1D, DestinahC address: 01:0C:CD:01:00:05
Scenarios| Additional Mbps Frame rate Time between
% Frames/second frames (us)

1 10% 10 1250 800

2 20% 20 2500 400

3 30% 30 3750 266,6

4 40% 40 5000 200

5 50% 50 6250 160

6 60% 60 7500 133,3

7 70% 70 8750 114,3

8 80% 80 10000 100

We used Eq. 5.4 and Eq. 5.5 to deduce the frequginoy between frames).

BRtarge
FR =92 (5.4)
FS
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Where FR is the frame rate in bits/s,:B§:is the target bit rate per second (traffic
load) and FS is the frame size (bits). The timevbeh frames,.q., , is the reciprocal of

the FR.

trrame = 75 (5.5)

Through employing several frame rates, i.e. tintevben frames (table 5.4), several
scenarios augment network traffic rates until pagavailable Ethernet bandwidths, i.e. SV
frames and background traffic (emulated GOOSE fedraeceeds the theoretical 100Mbps
bandwidth. Table 5.5 and Fig. 5.8 compare betweercdlculated and the resulted observed
Ethernet traffic load. The normal scenario (intichgepresents the functional GOOSE
frames, i.e. generated by the substation IEDs ethiee, six and nine merging units (3MU,
6MU and 9MU) represent the added sampled valued,tlae additional percentage of
generated traffic to SV streams.

Table 5.5: The calculated vs the observed Ethernet traffic load

Scenarios Additional traffic type | Calculated traffic | Observed traffic
(average Mbps) | (average Mbps)
considering a non-| considering the
limited bandwidth actual limited
(no saturation) bandwidth
Normal (only GOOSE) 0,002 0,479
3MU Adding Sampled Value 11,040 11,604
6MU Adding Sampled Value 22,080 22,258
aMU Adding Sampled Value 33,120 33,777
additional 10% Adding GOOSE 43,120 43,805
additional 20% Adding GOOSE 53,120 53,472
additional 30% Adding GOOSE 63,120 63,497
additional 40% Adding GOOSE 73,120 73,432
additional 50% Adding GOOSE 83,120 82,621
additional 60% Adding GOOSE 93,120 91,949
additional 70% Adding GOOSE 103,120 93,576
additional 80% Adding GOOSE 113,120 93,777

These scenarios of additional traffic represents2l) 40, 60 and 80 Mbps of
background (fake GOOSE frames) that are used tdagenthe substation network
traffic. This traffic may influence the protecti@md control functions as well as the
IEDs behavior. In the other hand, Fig. 5.8 illussathat the Ethernet switch, which has
a maximum forwarding capacity of 6.8 Gbps and 3285 Mbits) shared buffer, starts
dropping frames of the network traffic when thedqaasses just above 82% of the
Ethernet bandwidth. Our objective in these circameses is to observe the real GOOSE
frames, i.e. functional messages, and their trarisfe to find the effect of the SV
traffic and the background imitated GOOSE messagethe delay of the functional
GOOSE messages.
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5.5. The observations

The duration of experiments scenarios lasts 120rskcfor each. Both analyzers
capture the data frames (see section 5.1.3). [edirt scenario, observations indicate
that the observed traffic is bigger than the catad load due to the existence of other
real industrial protocols in the GICS platformthe other hand, Fig. 5.9 illustrates that
the Ethernet switch started dropping frames ofitected traffic when the average
network load (observed) passes just above 80%edEthernet bandwidth.

ﬁg:ggg ==0==Calculated traffic
100,000 === Observed Traffic
90,000
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20,000
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Normal 3SV 6SV 9sv 10%  20% 0% ,,40% 50% 60% 70% 80%
scenarios ot additional loa

Figure 5.9: The calculated (with unlimited bandwidth) vs the observed (with the actual limited
bandwidth) Ethernet traffic load

5.5.1. Published GOOSE frames

The Ethernet service is observed; GOOSE framesghdu by the Transformer_IED
and their transfer time (Fig 5.10) to find the effef the SV traffic and the background fake
GOOSE messages on the delay of the functional mess&esults of all scenarios do not
show any frame loss of functional GOOSE messagegeftheless, the observed maximum
delay of the GOOSE propagation (transit) time insegl when the average Ethernet network
traffic passes just above 73% (73Mbps) with 3.3iseitonds value.
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Figure 5.10: Delay of the GOOSE frames with various Ethernet load profiles
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The delay dramatically reaches 20.4 millisecondsvasage value within the observed
93 Mbps network load (Fig 5.10 and 5.11). Figur&O5illustrates GOOSE transfer
(propagationd) times where 60 frames are transferred duringsE@nds per each traffic
load. From the figure, it is clear that the GOO&ihsfer delay passes 600 microseconds
with 30% of additional load (just above 60 Mbpshieh does not satisfy the standard
requirements that insist on allocated 20% of 3 orstdtal transfer (from an IED, tto
another IED,d time. We can learn from the figure that trafbatls with more than 60 Mbps
will cause higher GOOSE delays. This phenomenowrigeous an obvious thought about
the GOOSE propagation delay where a LAN networl wittraffic load up to 40 Mbps
(additional 10% to 9 MUs) can guarantee time reguents of P2/P3 performance classes
(see table 3.2).
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+60% I | 561139333
+50% I | 317716667
+40% I —— (), 755816667

+30% I 0,661 15

+20% I 0,302433333
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Figure 5.11: Background network traffic load vs. average delay of GOOSE propagation

The IEC 61850 time requirements are not satisfiglin these circumstances
(effects of background traffic), especially wherogagation delay of GOOSE messages
passes certain value of 3 ms assigned for trangmi@a which 20% is allocated for GOOSE
propagation) and even worse when it reaches mare4hms as depicted by the observed
network load.

5.5.2. Streams of SV frames

A merging unit shall publish 4000/s SV frames witlai profile of 80 samples per 50
Hz. These frames embed a sequential number (saogpieer) field starts by zero and ends
with 3999 that facilitates determining SV loss ratel inspecting of frames order at the
receiver node (subscriber). In addition, calculptilelay and delay variation (jitter) needs
capturing data frames at both ends. We observe8\tieames, published by one merging
unit (identifier GICSMUO0001) during all scenarids,determine the quality of service and
performance indications that include throughpufife®s, frame delay, frame loss ratio, out-
of-order frames and frame delay variation (jittdif)e average delay variation (jitter) for SV
streams is obviously variable that does not confartime IEC 61850-9-2 requirements, i.e.
9-2 light edition limits delay to 3 ms and jitterho more than 200 pus.
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Table 5.6: Ethernet performance metrics regarding SV published frames of a merging unit (GICSMU0001)

Traffic rate Average Maximum Average Loss Average
delay (us) delay (us) rate/s non-ordered/s
33,777 0.718 39 No loss -
43,805 0.970 69 No loss -
53,472 1.231 173 No loss -
63,497 1.790 130 No loss -
73,432 1.438 41 No loss -
82,621 2.188 87 5,00E-04 -
91,949 2.025 192 6,25E-03 -
93,576 168.0 1840 1,18E-01 472/4000
93,777 113.976 1630 3,05E-01 1220/400(

Table 5.6 depicts statistical information abow therging unit GICSMUO0O01 during
nine traffic scenarios. These statistics proviakdation about the SV service performance
where average delays are varied due to backgraafiit foads. The Ethernet switch drops
a significant amount of SV frames when traffic loadches just above 80 Mbps. This loss
rate is increased (from 5xf@Qip to more than 5x1¥) dramatically, which is not suitable for
measurements where critical protection schemesigt@precise real-time power quantities,
e.g. current value with accurate phase degree.oliv®f-order arrival of SV frames is
increased with higher traffic rates as depictedhsylast two values where 472 and 1220
frames arrive lately due to overloaded switch buffieueing memory).

5.6. Methodology to acknowledge GOOSE reception
5.6.1.The method

Apparent flexibility of the GOOSE based protectemhemes allows manipulating of
functional messages communication in a real-tinmegaortment. This real-time performance
respects the standardized constraints when the oaomation environment enable
delivering protection and control messages witl@ny\short latency. The only issue is that
GOOSE communication depends on the retransmissechamism to achieve reliability, i.e.
attempts increase delivery of GOOSE messages, wtitaoy kind of acknowledgement
means. Hence that, a method is proposed and exgdally tested to achieve
acknowledgement (announce receiving of substati@mts) in a real-time manner. The
concept suggested exchanging of GOOSE messagbkitvastatus acknowledgment at the
application level. In this approach, the applicatiogic inside IEDs shall indicate the status
of predefined protection functions or specific eigeat a bay-level. An algorithm is designed
for acknowledgement where two IEDs namely Trans@rED and Feeder 1-IED
exchange acknowledgment messages. The idea iswtwiace the status of the protection
functions and to indicate their status by mappitagus to light emitting diode indicators
(available for the user at the front panel of IED4¢nce, the reverse blocking scheme (see
chap 4 § 4.3.3.1) is chosen as an example of tbeegiion functions interaction and
coordination. Thus, the following sequential diagrallustrates steps (Fig 5.12) of
implementation:
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2)

3)
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6)
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Figure 5.12: Sequence diagram of GOOSE messages reception acknowledgement

The test-set triggers an overcurrent signal (fewdint), at the middle zone between the
two bays, with a value passes the threshold ob#eecurrent functions.
Transformer_IED and Feeder_1-IED sense a shortitifault or higher currents
(passing the predefined 500 A threshold) that pipktheir overcurrent protection
function (50/51). Feeder_1-IED publishes a GOOSEsage (BLK) to block the
Transformer_IED overcurrent function, exactly tkee@adary side overcurrent stage.
The Transformer_IED receives this GOOSE and acogrth that, the programmed
logic blocks the first stage of the overcurrenttpetion function and activates an
indicator on the front display panel, which is gt Emitting Diode LED 12.

The Transformer_IED publishes the blocking stateACK) of its secondary side
overcurrent function.

The Feeder_1-1ED receives the BLK ACK from the ®fanmer_IED and activates
LED 12 as an indicator.

After a predefined delay, i.e. in this setup andtésting purpose the trip delay is 300
milliseconds, the Feeder_ 1-IED trips (opens) thaigieed circuit breaker and
publishes the trip event (TRIP ACK). Then activai&P 13 while deactivates LED
12.

The Transformer_IED receives the published GOOSRIFT ACK) and then
deactivates LED 12 while activates LED 13.

During all GOOSE arrivals, a programmed logic ketss events timestamp in log
files at both IEDs. Log files are configured tai@ie events with precise synchronized
time. These files are used to inspect the GOOS& dange during this experiment
setup.

The three GOOSE messages contain application feat{APPID=3, APPID=4 and

APPID=5). The first one for the Feeder_1-IED’s awerent pickup that triggers block
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message (BLK), while the second message for blokk@avledgment message (BLK ACK)
and the last one to indicate a trip operation (TREK). The abovementioned algorithm
announces in real-time the protection and the obetrents with related acknowledgments.
The above diagram illustrates messages sequente asgiociated delay between the
Transformer_IED and the Feeder_1-IED. The tesissgrogrammed to trigger 12 times
overcurrent events (over protection threshold) egsevents were recorded in the IED log:
a) pickup, b) block, c) block acknowledgement apttip acknowledgement.

5.6.2.0bservations

The method achieved the designed goal where BLK BhH ACK messages
exchanged during observations. Table 5.7 illustrtite time between events where values
represent seconds during 12 transients in thisrexpat (only second and millisecond parts
of time). These values are derived from the IEDs fites. An operation delay between
pickup and trip is set to 300 ms, although log rdsshow varied time. The average trip
delay is around 298 ms indicating that an amourttnoé possibly kept for relay contact
(output time). The average end-to-end delay, betvRieK initiated at the Feeder 1-1ED
and the BLK ACK as response from the Transformeb, S about 5.75 ms, which is
enough for interval coordination between the IEDsctions in this setup. Table 5.7 shows
the observed delays between BLK and BLK ACK frone aide, and BLK and TRIP ACK
from the other side. The delay, between blockingklBmessages sent by Feeder_1-1ED
and replied acknowledgement (BLK ACK) sent by Tfanser_IED, is tabulated in this
table with a maximum transfer time just above 6tihag is enough for acknowledgment. In
addition, the time between blocking (BLK) and tiiipgp (TRIP ACK) is given that indicates
delay with values near the expected 300 ms operétite.

Table 5.7: The period between the GOOSE messages including reception acknowledgement

Event BLK BLK ACK ([TRIP ACK Delay between Delay between
no BLK & BLK ACK | BLK & TRIP ACK
(milliseconds) (milliseconds)
1 145,277 145,283 145,574 6,094 297,808
2 158,302 158,308 158,598 5,909 296,416
3 173,317 173,323 173,613 5,700 295,605
4 237,372 237,377 237,669 5,770 297,682
5 249,367 249,373 249,672 6,248 305,150
6 285,397 285,403 285,697 5,729 299,593
7 10,585 10,591 10,885 5,592 299,569
8 27,602 27,607 27,902 5,257 299,901
9 60,630 60,636 60,927 5,405 296,387
10 75,636 75,641 75,931 5,809 295,261
11 96,662 96,668 96,960 5,795 297,291
12 110,678 110,683 110,974 5,714 296,087

GOOSE messages, as explained, deliver event chamgesl-time. We observed the
LED indicators during the experiment that showeldillied timely coordination between
IEDs with perfect intervals. This method also epabVerifying the accuracy of time
synchronization at both devices. The operationydgiiae to trip) depends on the IED clock,
which drifts from the actual time when the IED dors not precisely synchronized.
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Remarkably, the NTP time precision is not reliafde interaction of bay/process level
functions because we noticed timestamp drifts duthe experimentation process. The
reason is that the IED enquiries the NTP serveoraoeg to the time setting, e.g. time
request every one second. This inquiry does nopemsate the network delay, which means
that SNTP is not an appropriate method where piiote@and control functions require
accurate time synchronization and compensations€prence of a time drift may cause an

early or late tripping of the designed circuit lkeraissued by the relay contact of the
Feeder_1-1ED protection function.

5.7. Dynamic testing of the protection schemes

Complexity of design and configuration open doansHuman errors which in result
require testing the protection schemes in dynamiaiions similar to that ones in real
substations, although interaction between commtinicaetwork, protection and control
systems take place. Additionally, intensive dynaiesting is a vital measure to verify
coordinated time interval (see section 4.3.5) ammglern digital IEDs during variant
network traffic loads and power transients. In gestion, a practical method is developed
that intends to test the dynamics of protectioresuds considering the coordination time
interval throughout numerous states of a loadednconication network. The aim is to
reveal failure events and to observe the behavidewces during power current transients
in normal and abnormal states of communication askts:

5.7.1. The dynamic test setup

Two devices are observed during this setup, nafepsformer_IED and Feeder_1-
IED. The chosen protection scheme therefore isdtierse blocking when Feeder_1-IED
blocks the 50/51 overcurrent protection (see appeB)function of Transformer_IED (in
the main bay) as soon as short-circuit or overcarfaults happen near their zone of
protection. Both devices 50/51 protection functs@mse the fault, considering the fault B
(Fig. 5.12), and pickup for preconfigured delay dvef tripping corresponding circuit
breakers. Hence, during the delay period FeeddfDlshould publish a blocking message
that disables (blocks) the secondary side 50/54tiom of Transformer_IED. The later IED
subscribes to this blocking message, and recdieestatus of the Feeder_1-IED protection
function. The received GOOSE shall block functiowsch as the Transformer IED
secondary side protection until clearance of faits acknowledgment, Transformer_IED
is programmed to publish a GOOSE message (se®rsec) to inform Feeder 1-IED
about the blocking of its protection function (sedary side 50/51). In a normal situation,
Feeder_1-1ED clears the fault and publishes itsist® Transformer_IED.
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For safety enhancement if there is still an oveenirfault near the secondary side of
the main transformer the second stage 50/51 fumctithe Transformer _IED shall pickup
and trip immediately. The coordinated time intesvaétween pickup and blocking from
one side and blocking and tripping from the othde sre critical for reliable operation of
the protection scheme.
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Figure 5.13: Overcurrent faults at Busbar 1, near protection zones of both IEDs
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Figure 5.13 illustrates GOOSE message exchangesbetboth IEDs, where events
and status exchange are necessary for time cotaofindhe IED in charge performs fault
clearance (trip) in short time depending on timerdmation of the protection scheme. The
upstream IED should be blocked when faults outsoprotection zone, such as Fault B,
occur (fig 5.13). The transfer time of blocking re&ge is vital for a perfect coordination
between both IEDs. The trip time of Feeder_1-IEpeatwls on the overcurrent fault
magnitude (inversely proportional), where it triggy fast and immediately within higher
overcurrent faults. For testing purpose, the oueeru protection function delay (operate
delay) of Transformer_IED is programmed to be 20amd the threshold is set to 300 A,
while Feeder_1-1ED is set to trip in 20 ms (opedgay) for a threshold less than 500 A
and instantaneously for else.
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The network traffic scenarios are similar to thestips in the previous experiment (see
section 5.4) but starting from scenario of nine gimeg units, then adding 10 Mbps
background traffic respectively, until reaching @rerloaded (over 100 Mbps) network
scenario. Throughout these scenarios, the testaget is programmed to insert fault
transients via analog current inputs, i.e. one @hasl 3-phase faults current, of both devices
(Fig 5.14) in a real-time. In this setup, both @eg can be tested in a hardware-in-the-loop
environment. The inserted overcurrent faults caristaepeated every 6 seconds, during
running of 10 scenarios of network traffic whereegvscenario lasts 60 seconds, which

means 100 times of transients are applied.

5.7.2. The observations and results

The whole network traffic and the two ends of IEG®OSE traffic were captured
during the experiment scenarios. Ten variant tagienarios were observed during 600
seconds. In every scenario, 10 transient fault® wgected resulting in overall 100 faults
during this setup. These scenarios were repeatetDfmstants, i.e. every 60 seconds, to
confirm that results obtained are consistent andfacn to the standardized testing

procedures.

Table 5.8: Time and quality metrics of GOOSE frames during dynamic testing

Scenarios Observed traffic| Average delay| Maximum delay | Minimum delay | Loss rate
(average Mbps) (ms) (ms) (ms) (%)
Normal 0.479 0.011 0.052 0.001 No loss
IMU 33.777 0.036 0.045 0.024 No loss
additional 10% 43.805 0.154 0.802 0.017 No loss
additional 20% 53.472 0.311 1.271 0.021 No loss
additional 30% 62.497 0.64 2.125 0.006 No loss
additional 40% 73.432 0.8 2.246 0.014 No loss
additional 50% 82.621 1.431 3.229 0.005 No loss
additional 60% 91.949 1.92 3.304 0.024 No loss
additional 70% 92.576 16.721 19.506 13.478 14%
additional 80% 93.777 20.549 22.542 16.489 20%

The delay of GOOSE-enabled blocking messagesnessages with GOOSE identifier
GOOSE ID=3, for the device under test (Feeder_1}N&&s determined by subtracting the
timestamp of frames (at publisher and subscridea) share same sequential and state
numbers (see Eq. 5.1yhere the number of lost frames identifies the lags. In addition,
the traffic is inspected to verify GOOSE framesuwsadial order. Statistical results are
tabulated in table 5.8, which shows that an avedatgy passes 600 microseconds (0.6 ms)
when the observed network traffic reaches a valsiegbove 60 Mbps. Maximum GOOSE
transfer (propagation) delays represent worst-catese values more than 0.6 ms do not
satisfy the standardized requirements.

The dropped frames were identified by their segaentumber in which we find that
first frame (with seq.no=0) is dropped, during sal/&affic scenarios, and the result is that
a second frame arrives after 22 ms due to queuidgswitching latency in heavy traffic
scenarios, i.e. just above 92% of theoretical thhput (bandwidth). Table 5.8 shows a
remarkable loss rate in the last two rows, althougleconsecutive drop of frames is happen
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which give an indication that probability of GOOS$Elivery is higher but within long
delays.

In other side, all network traffics between bothvides are captured to determine
predefined metrics about the network service of GBMased protection communications.
These metrics comprise average delay, percentalgstahessages and amount of out-of-
ordered message frames (table 5.8 and Fig 5.1¢)rd-5.15 illustrates average delays of
functional GOOSE messages during several trafenaigos. First value of GOOSE delay
shows 0.036 ms as an average delay where assumednerging units publish around
33.12 Mbps of SV measurements. Traffic is increadtat that by 10%, in which GOOSE
average delays pass a limit of 0.6 ms where théiadal traffic reaches 30% (just above
62 Mbps). Cumulative traffic loads therefore affpobpagation delays of GOOSE frames
in these circumstances.

+80% 20,549

+70%
+60%
5 +50%
2 +40%
§ +30%
80 120%

affic

16,721
1,92
1,431
0,8
0,64
0,311

& +10% 0,154
9MU 0,036

0,008 0,04 0,2 1 5 25
Delay (ms)

Figure 5.15: GOOSE messages average delay during dynamic testing

Figure 5.15 indicates results not so far from thatlained by figure 5.10, but the reader
should consider that frame rates is higher ineijgeriment due to intensive failure events
that yield new GOOSE messages. In this mannerbéhavior of the IED under test is
normal, though during high traffic loads the Tramsfer IED witnesses a failure. This
failure holds the IED in fallback state. Duringdlstate, the observed GOOSE messages
have bad quality, i.e. GOOSE quality field (GOOSHksdalse.

5.7.3. Discussion of results

Comparing results obtained with the previous reg#t5.5.1), we remarkably find that
testing should incorporate injecting fault transsem order to reveal critical situations.
Thus, behavior of protection schemes, for the damaidf fault currents, changes due to high
rate of GOOSE transmission. This dynamic behavepedds on both: magnitude and
duration of fault currents and status of the comigation network. These dynamics do not
exist during normal operation of the protectionesuls, and either when the Ethernet
network is loaded, due to the limited repetitioofpe of the functional GOOSE messages.
The delay and loss of GOOSE shall affect the tio@dination of protection scheme and
total clearance times.

SV frames that carry 3 phase measurement data alece observed during last
scenarios. Arrival times of these frames encountetable delay causes varied frame
arrivals (jitter). Furthermore, SV frames noticgablitness a significant loss rate as soon
as observed average network traffic passes 92 Miysloss rate varied from one merging
unit to another.
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Additionally, IEDs are programmed to save log filecording every fault event
(sequential events record SER). These files accomgay additional data that covers
protection responses (functional behavior) at BBfs. The collected facts from the log
files include timestamped data that is used to mieseming behavior of the protection
schemes. In the following subsections, the readdglt anderstand significant findings that
are categorized into GOOSE quality effects on fiamst of protection and total clearance
time.

5.7.3.1. Effects on the coordination of the protection schess functions

In higher traffic insertions, GOOSE messages olshostruggle to reach its subscriber
destination and encounter a long delay period. Bvenrse, when the Ethernet switch start
drooping some GOOSE frames. Published GOOSE, bgefree-IED, faces a delay that
reaches longer periods than the setting (operdég)def Transformer_IED, thus the later
senses a fault current in the course of transeaunitd (fault B Fig 5.12), then pickups and
starts delay before tripping. Transformer_IED wiiks blocking GOOSE (Fig 5.16) during
long waiting, to clear fault currents Transform&DI initiates a spurious trip, i.e. safe
failure status shall exist.

Test set Feeder 1 IED 29 -1 . Transformer IED
| 2
1 4 pi i =
.7 e FPickup  __ Pidwe | L5
»i7 Owercurren 'j 3 | =
- Mo | |
i fault 8‘*6‘0 Operate’ i
| 3 b =
|\ ¥ Dperate delay 20ms

— delay 20ms | -
| Trip/open' 4)

Trip/open, 5

Figure 5.16: Miscoordination between protection functions due to GOOSE

Furthermore, delayed GOOSE messages shall block 5@/®1 protection of
Transformer_IED that resulting in delayed clearamidaults if the relevant circuit breaker
recloses or encounters a failure. This situatiamiiscal because that Transformer_IED turn
into fallback state during the last two scenarios.

5.7.3.2. Effects on fault clearance time

Detailed time delay for ETE transmission is givgrabalyzing timing parameters. The
timing diagram of initiating and publishing a GOOS8tessage over the Ethernet network
is shown (Fig 5.17). The ETE delaye(E) is identified as time from published IED sends
a GOOSE until subscriber receives it. This delapiporates three parts (see section 4.5)
that are time delay at publisher IED, on the nekw@nd at the subscriber IED. An
assumption made that preprocessing time of an $Edguial to post processing time, which
is identified by measuring an IED response timECidP requests (see section 5.3.2).
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= Tpre + Thet + Tpost (5.6)

This time is not fixed due to traffic load effestatiable delay) and message lost. The
worst case when a transfer tinTg ;) of a GOOSE message reaches just above 20 ms and
an IED takes more than 4 ms to process this meskagesult, an overall delay equals more
than 24 ms, which is not suitable for time coortlora where operation reaction of an
upstream device is less than this time. The solutansists in either increasing operation
delay of upstream devices, which is not an appad@technique (considering arc flash), or
decreasing message delays through guarantyingrpeniee via best service configuration
and testing.

l Event/data

Change Sending
GOOSE Multicasting
GOOSE
pre
¢ g Receiving
6GOOSE GOOSE
Ta Tb Tpost
Publisher Network Subscriber
< > < » >

Figure 5.17: A timing analysis illustrating a delay of a GOOSE message from publisher to subscriber

5.8. Quality of service: priority to limit the GOOSE delay

5.8.1.Implementing the VLAN based priority

The IEEE 802.1.Q standard enables using tagged \A.ANis feature incorporates user
(IED side) priorities as an embedded class of seryield within the tagged frame. The
managed Ethernet switches isolate tagged VLAN feafn@m other broadcast traffics (see
section 3.3.2) according to their VLAN identifie/ (AN number and name). Switch ports
based VLANSs allow segregating the functional messgtEDs GOOSE frames) from the other
background traffic in the platform network. Usiigstmechanism, switches therefore guarantee
better policing and scheduling of the protectiod aantrol related messages.
The IEDs are reprogrammed to enable tagged VLANdasiority in order to enhance
the class of service for publishing/subscribing cmmication. The rewards shall be:
1. Isolating the functional GOOSE messages through N'lp&rts.
2. Improving security by limiting GOOSE multicast taladicated VLAN.
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3. Assigning priority levels to mission-critical GOOSBessages to boost and
guarantee their delivery, and low priority (besbg) for non-tagged traffic.

g 2 ‘ ‘ 2o

f“ '— IED - -
ransformer_| Feeder 1IED Feeder_2 IED

Figure 5.18: managed switch enables three IEDs communicating through VLAN 2

IEDs shall use the VLAN 2 as identifier and theuweafour as a priority class. In the
other side, reconfiguration of switches is perfadnte create a protection VLAN network
(protection_vlan) with a value 2 as the VLAN iddieti. Three ports in this design allocated
for the transformer, feeder 1 and feeder 2 (segdi§.18). IEDs publish/subscribe to GOOSE
messages only within this VLAN. Table 5.9 illusagatthe GOOSE assigned priority in the
Ethernet switch and devices where trip messagealshetve higher priority (level 4) than other
messages. Notice that switches have four priofligses while priority levels of Ethernet
frames are eight (from 0 to 7). where best efoidrity (0) and 3 are assigned (by default) to
priority class 2 (Table 5.9).

Table 5.9: Assigned priority for messages frames

Device Message priority
Transformer_IED switchgear status 3
Feeder_1-IED Trip (open) blocking 4
Feeder_1-IED switchgear status 3
Feeder_2 IED Trip (open) blocking 4
Feeder_2 IED switchgear status 3

Other devices Other network traffic Best effort
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5.8.2.0bservation of VLAN tagged GOOSE

In the platform network, traffic is observed toetetine the efficiency of VLAN based
priority. Noticeably, only VLAN tagged frames pabsough the designated VLAN ports (see
figure 5.16) or switching protocols such as thensyrag tree protocol (STP), not alike previous
scenarios when devices can receive all multicadtids. A configured SPAN port allows
trapping of these frames through non-strippingriatees at the analyzer beside network TAPs
that allow capturing VLAN circulated frames at bdHDs ends. The VLAN traffic almost has
a fixed average load during all background tragttenarios. Accordingly, the observed traffic
load keeps an average utilization of 0.005 MbpslL@d Mbps allocated for each port). Each
traffic scenario within this experiment lasts 6@a@®ds, and all scenarios prove no frame loss
of the functional GOOSE messages. Additionally, #@OSE transit (propagation) time keeps
almost a fixed delay with a maximum value equalsmM€roseconds, as depicted by Fig 5.19,
which satisfies the performance requirement anges the standards time constraints.
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" naad ié% ééiﬁmmmol%lﬁl‘ﬁlé @w&é
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GOOSE frame number
Figure 5.19: A suitable transfer time of GOOSE frames due to VLAN based priority scheduling

Figure 5.19 shows delays of captured GOOSE frarmesgi several traffic scenario
(illustrated above the figure). The Ethernet swigtlarantees short transfer time of GOOSE
frames that carry blocking messages via using pigbrity policy and isolating the traffic
through VLAN encapsulation. The average delay o8B messages in this setup is around
15 microseconds. Additionally the figure illustaitéhat the Ethernet switch can transfer
GOOSE frames within short latency even during lirgffic loads that saturate the network as
depicted by adding 80 Mbps to nine streams of sathphlue measurements. In other words,
the switch give precedence to GOOSE messages aungaodtheir priority. The figure shows
that maximum delay for a GOOSE message is belomi8bseconds for the maximum traffic
scenario (around 93 Mbps throughput).
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5.9. Overall discussion of results obtained
5.9.1. Timing analysis of the end-to-end delay

In this section, a timing analysis of GOOSE messatdgay is given. The timing
analysis illustrates initiating and publishing dfet GOOSE message over the Ethernet

network (Fig 5.17). An assumption made that prepsemg timecﬁproc) of an IED is equal

to post processing time, which is assumed by meagan average response time to internet
control message protocol (ICMP) requests (see ¥.918s time depends on the IEDs
hardware specification such as the memory size #ed processing capability. A
measurement setup already used to determine theomketelay of GOOSE messages
(6coosk ), i-€. propagation and message transmissionoWwilf equation (eq. 5.7) gives
similar result as equation 5.6.

tere = tsub — tpub
= (2 X 8proc) *+ 8goose  (5.7)

The worst-case end-to-end delay of a GOOSE fraawhes more than 22 milliseconds
when the traffic load passes 80% of the LAN thrqughTable 5.10 shows probabilities of
dependability and security according to IEC 60834idtailed in chap 3 § 3.4.3). These
performance metrics are determined, i.e. calculdteth results obtained during the
experiments, according to the standards requireggn@ete chap 3 § 3.4). In addition, the
table shows worst-case end-to-end delay.

Table 5.10: Results obtained, platform experiments, for IED processing time and metrics of the GOOSE
transmission

Without VLAN With VLAN
Measure symbol . o
and priority and priority
Processing time | Averagedproc 1.42 ms 1.42 ms
Delay ScoosE Worst case 22 mg ~ Worst case 0.04ins
Delayed frames No loss or
Loss rate Pine f t1>cl)étl significant delay

Altering rate Puc Not relevant Not relevant

ETE delay t 22.84 ms 2.88 ms
(worst-case) ETE ' '

IEDs that publish GOOSE frames without VLAN basedonity may cause
inappropriate circumstances due to missing timerdination between the distributed
functions in the protection scheme. The resultaiabtl show the worst-case delay in this
scenario that passes 22 milliseconds. This saeratises missing blocking messages due
to a large latency. Transformer_IED waits 20 mg @20) before issuing a trip assuming
no blocking message (GOOSE) causing a power odtagie industrial facility. Figure
5.20 shows time delay between the two IEDs pragadtinctions. This delay is used as time
coordination between upstream (main transformeteption) and downstream (feeder
protection) protection functions.

Even worse, a misconfigured switch shall causeydeddoss of sequences of GOOSE
messages. The blocking scheme between the feedED and the Transformer_IED in the
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industrial substation is a safe measure. Trippmgfthe transformer IED will cause full
power cut leading to cascade shutdown for the imdigacility. The delay would cause also
degradation of other functions in the protectionesue such as the inter-tripping that needs
special handling when coordinated tripping is imt@ot to avoid current feedback from the
industrial facility. The delay of GOOSE could caudestructives consequences for
interlocking if status of circuit breakers changeile not published in short time. In this
scenario, the protection functions should coor@inatthin a reliable and available
communication between the distributed functions eveh the centralized control. Delayed
blocking could cause in result a nuisance trip (@oautage), but delayed interlocking leads
to hazardous circumstance such as arc flash artddmehterials (see section 4.3.2).

5.9.2. Consequence of network perturbations on protectioschemes (bay-level)

Feeder Inverse 51

Feeder Instant 50
Transformer secondary Instant 50 Transformer secondary Inverse 51

100
80
60

40

operate delay in milliseconds

1 10 100 1000

current in Ampere

Figure 5.20: Short delay is mandatory for time coordination between protection functions

Higher traffic loads will influence transfer timgd GOOSE messages vyielding in
inappropriate delays and loss of these messagesnW#ults exist in external zone, the
protective IED near the fault pickups and blockeotfeDs. Missing or delayed blocking signal
such as GOOSE message may lead to degraded opevétioe protection and control, e.g.
malfunction of reverse blocking scheme (safe faljlwhere possible consequence is a power
outage. Even worse, critical schemes such as ripigirig and interlocking do not operate
efficiently when requested status change not det/en a timely manner, i.e. , are sensitive to
signaling delay and loss, as a result interlockiray not work properly (dangerous failure) due
to missed status of switchyard equipment. Thisydé&anot suitable for fast intertripping;
resulting in long duration of arc flash incidenthiem faults need clearance in a real-time
manner. The arc flash consequence, in high volradestations, is a hazardous situation,
especially in indoor substations, that causes anggrover 100 Calories/cm i.e. acceptable
energy is less than or equal to 1.2 Ca¥enith 100 ms or faster clearing time, for distance
between about 90 and 122 cm [IEEE 1584, 2002].

118



5.9.3. Consequence of network perturbations on measurememn{process-level)

As observed sample value streams face unstablg thelacause frame delay variation
(jitter) that is not suitable for precise measuretaeObviously, higher traffic loads affect
arrivals of SV streams that result in inaccurateasneements, and additionally related time
synchronization frames shall face same issues. &erethe IEC 61850-9-2 standard insists
on SV time synchronization with at least 4us piieaiswhich gives an acceptable phase error,
i.e. phase error of 7.2 %, hence that implememaifgrocess level technology obligates using
reliable and accurate technique of time synchraimmaawhich is important for precise phase
measurements when a time drift results in phasgin these experiments varied jitter of SV
frames does not satisfy the standard requirements.

5.9.4. The information rate and traffic profiles

Considering the standards requirements as semvet Agreement, i.e. delay and loss
constraints, the traffic profiles are observed mgirall experiments. Then, the committed and
excess information rates (see CIR and EIR in chg§83%.2) are identified when the GOOSE
message frames do not use any type of servicetyjsakh as policies of frames priority and
VLAN tagging techniques. Fig 5.21 shows the maximsustained information rate (CIR),
which is 50 Mbps, for the Ethernet network to tfan§&OOSE frames while meeting the 20%
constraint, 0.6 ms of 3 ms transfer time, as perémce level guaranteed in these tests. The
Ethernet network can exceed the CIR, up to 60 Miwpissome observations prove that the EIR
might not guarantee the required performance leweeliransfer time of GOOSE less or equal
to 0.6 ms as required by the standards ( see chgp33.2). The figure also shows the red
colored area where the performance level canngubeanteed. In experimental setup, VLAN
based priority is used to overcome this issueta.everpass EIR traffic profile.

100% Link rate

CIR 50 Mbps

Bandwidth 100 Mbps

Non-conform to CIR - Conform to EIR Conform to CIR

Figure 5.21: Traffic profiles and performance levels
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5.10. Conclusion

In this chapter, experiments, with real protecti®@Ds and Ethernet network, are
performed in order to test dynamically IEC 6185@dzhprotection schemes. The experimental
tests build a practical framework to evaluate pennce of Ethernet enabled GOOSE
communications. During these experiments, real tfanal GOOSE frames are observed.
These frames are accompanied by traffic scenanatibclude emulated SV streams and
GOOSE (fake) as background traffic with several amof loads. Furthermore, to determine
their effects on the protection and control coaatiom, we find that high network traffic causes
a long delay for protection and control messag€&3@SE) and loss of certain amount of these
messages during dynamic transients of the poweersysThe delay and loss are observed,
which support what expected during preparation refsé experiments. Additionally the
dynamic transients along the high rate of the netviaffic influence the IED behavior, i.e.
fallback is happened, that cause setting of batitgder generated GOOSE datasets.

Numerous measurements are used to calculate predefietrics mainly to inspect time
critical requirements in order to determine:

a. Processing time of publishing and subscribing &dkhcluding logic solver and
communication stacking,

b. End-to-End transmission time between two IEDs impublisher/subscriber
pattern and,

c. Effects of SV stream, functional GOOSE and othexkgeound traffic within
the context of IEC 61850.

Other metrics are calculated such as SV frame dedagtion (jitter), probabilities of
missed commands and unwanted commands. In addion,empirical method for
acknowledgment of event exchanges is proposed whemets can be logged into sequential
event records inside the devices. This method Hefpeheck accuracy of time synchronization
at the bay-level devices (IEDs) and to check setiplesrder of substation events.

To propose a solution for inappropriate GOOSE dgla&gsentially, a VLAN based
priority is implemented that gives satisfied resuld guarantee short transmission time of
GOOSE frames through applying suitable class adrppyi Alongside, the VLAN technique
has advantages that include enhanced securityotstirey functional GOOSE frames from
other traffic and passing only tagged frames tleorig to the same VLAN. Therefore, we
recommend appropriate configuration and intensegtinig of Ethernet technologies such as
VLANSs and priority class before putting a systenaiproduction mode.

To sum up, these experimentations are useful tqakeito evaluate performance of
industrial substation automation systems and relptatforms performance according to the
standards requirements. In this approach, dynaesits tcan be used to verify and validate
conformance of devices and related communicatotiset standards requirements, specifically
protection communications performance and related tequirements.
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chapter 6: The Dependability of the IEC 61850 Based
Process/Bay Levels

6.1. Introduction

Designing of large and complex products and systeopsires well-defined disciplines,
i.e. selecting reliable components, building depéatel architectures and satisfying customers’
requirements. Dependability studies are vitali@se phases. To answer whether dependability
methodologies (with regard to dependability andcfiomal safety) are well-suited/applicable
to smart grids or not [CEN/CENELEC/ETSI, 2011], ilastrated case study is provided to
evaluate protection functionalities in IEC 6185Géxh process/bay levels, where most of the
modern protection schemes involve electrical, eb®it and programmed functions.
Considering the application of these functionsthis study, functional safety is addressed,
besides; reliability and inherent availability @aealuated.

In this chapter, section 6.2 provides a historearview with a chronological evolution
of the term (dependability) and its related tertasxgnomy tree). Section 6.3 illustrates the
main dependability attributes. The well-known riliy block diagram (RBD) technique is
highlighted with a case study covering IEC 6185€eakarchitectures in section 6.4. Functional
safety concepts, related metrics and formulas @naged and implemented in section 6.5 with
the same case study. Conformity of GOOSE serviod, feames to safety communication
requirements, is analyzed in section 6.6. Secti@rcéncludes this chapter.

6.2. Preliminaries for Dependability

Dependability studies play a vital role for impnogi dependability of systems or
subsystems that operate for long periods or spenifssions. The dependability is a wide
multidiscipline term, so there are several defims for it [Al-Kuwaiti, 2009]. Therefore, the
well-established scientific community considers ttiependability as an umbrella that
incorporates many attributes. This section shaiVigle definitions and related terminology to
help the reader understand the dependability amdugen of associated attributes. The
dependability attributes, means and impairmentgralightened in order to clarify each part of
them.

6.2.1. Dependability nomenclature

In academia, [Laprie, 1985] adapted firstly a débn from [Carter, 1982] in which the
dependability was defined as “trustworthiness amttinuity of the delivered service such that
reliance can justifiably be placed on the service”.

In practice, dependability is defined, i.e. the rfete terminology (slreté de
fonctionnement) as a science of failures [Dhau802]. Measures are used to recognize and
to reduce the number of failures exposed to theesysiser. In such sense, the dependability
denotes the ability of a system to perform its esfunction or tasks faultlessly in a certain
environment on a planned period [Ahmed et al, 2@Vizienis, 2004].
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6.2.2. Evolution of dependability studies

In 50s, the reliability becomes an engineering @serin The United States [Saleh &
Marais, 2006] when electronics’ industry necessdat strict approach to evaluate the
electronic components and so the systems madeedfotiner [IRE, 1953]. Since 60s, the
availability and the maintainability grow to becomarts of the new trend to analyze the
reliability of systems. The reliability engineerifigther extends its studies by covering related
fields such as; maintainability and availabilitytire nuclear and the aeronautics domains where
safety issues apparently evolved [McLinn, 2010].

In 1967, Avizienis found the basis for fault-toleca techniques, as dependability
means, by incorporating fault detection, diagnasigd recovery [Avizienis, 1967]. At the end
of 70s and early 80s, major industrial playersofelithe new trend by taking into account the
dependability techniques. In parallel, academikaie 80s identified impairments, means and
attributes of the dependability [Laprie, 1992]. Tleading standardization body, the IEC
(International Electrotechnical Commission) defirseul classified attributes of dependability
as corresponding to delivered services or produntd.990, an agreement, between TC56
members, i.e. technical committee 56 that was bksied in 1965 to address reliability
standardization, was put on action to enlarge tope of IEC TC56 to address generic
dependability issues across all disciplines [Stoang, 1990; Van Hardeveld & Kiang, 2012;
Grover & Van Hardeveld, 2014].

6.2.3. The taxonomy tree of dependability: threats (impaiments), means and
attributes

Academia and standardization bodies associategpendability to a set of attributes,
which are evolving since its primary appearancenassures in a taxonomy tree drawn by
Laprie in 1985. In this context, the dependabititya system is described as a set of properties
or attributes (Fig 6.1) [Ahmed et al, 2017; Aviager2004; Laprie, 1992].

—— Faults
___Impairments

(Threats) Errors

L Failures
— Fault prevention

. —— Procurement—|___ Fault tolerance
Dependability Means

validation —] Fault removal

N — Fault forecasting
— Reliability

L Availability
— Attributes __1____ \aintainability

Safety

Security

Figure 6.1: Dependability taxonomy tree adapted from [Al-Kuwaiti, 2009; Avizienis et al, 2004]
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Van Hardeveld and Kiang state that dependabiligratteristics consist of availability,
reliability, maintainability, and supportability ah formerly referred to maintenance support
[Van Hardeveld & Kiang, 2012]. Fig 6.2 illustratdse relation between main attributes of
dependability emphasizing supportability assocrateomaintenance and logistic support. The
reader can distinguish the difference betweenwvoefigures where dependability attributes in
the first figure include safety and security, whitethe second figure supportability furtherly
expanded to maintenance and logistics support

Dependability
L Maintainability J [ Supportability ]

Maintenance Logistic
Support Support

Figure 6.2: Dependability attributes in the context of a product life cycle [Grover & Van Hardeveld, 2014]

6.2.3.1. Qualitative vs. quantitative attributes

The attributes of the dependability such as rditgbiavailability and maintainability
are quantifiable whilst some attributes are quilta e.g. safety and confidentiality [Al-
Kuwaiti et al, 2009]. The quantifiable attributesde used as variables to determine the quality
of service of the communication network [Kyriakopmu& Wilikens, 2000].

Considering the IEC 61850 based protection andralhnd good example is a
communication network that depends on the Ethgrhgsical and data link layers from one
side and the IED network interface and applicatagic from another side. In this example,
four quantifiable attributes do exist: availability Ethernet LAN (average connectivity per
time), integrity of Ethernet based GOOSE framesrdg@age of correct frames over
transmitted ones), utilization (amount of data $farred within GOOSE frames), and timelines
(percentage of non-delayed GOOSE frames). Thus,ddépendability of GOOSE based
protection: availability, integrity, utilization artimelines can be mapped into the dependability
attributes of the Ethernet LAN based protection emwtrol.

6.2.3.2. Threats (impairments) against dependability

The impairments to dependability are undesired—+mitin principle unexpected—
circumstances resulting or causing from undepetitdaliherefore when the delivered service
no longer agrees with the specification then stlare happened.

The dependability of services can be compromisedpbtential threats to their
subsystems or components. In network-based sentiwescategories of threats happen: a)
threats to the application and b) threats to tha dammunication service [Kyriakopoulos &
Wilikens, 2000]. These threats termed impairmentgeneral manner. An example, in the

125



context of the substation communications, is etestignetic distortions that cause interference
leading to transmission error rates that can leddilure of the protection and control system.
The failures can propagate, in this context, bysoay partial or full interruption of other
services such as the delivery of electric power.

6.2.3.3. Means for dependability

Dependable systems need systematic tools as medimodgechniques (means) to: a)
afford the ability to deliver a service on whicHiaace can be placed upon and b) reach a
confidence on this ability [Laprie, 1992]. The degability obligates many requirements, for
instance, avoiding single point of failure, antatipg faults and reducing their effect to an
acceptance level, and implementing fault-handlireghods [Avizienis et al, 2001; Melhart &
White 2000]. According to [Laprie, 1992], these meare classified into four categories (Fig
6.1):

i- Fault prevention: preventing fault occurrence,

ii- Fault tolerance: providing a service complying vefiecifications in spite of faults,

ii- Fault removal: reducing the presence (frequencysandrity) of faults and

iv- Fault forecasting: estimating the present numbee, future incidence, and the

consequences of faults.

6.3. Underlining dependability attributes

In the following sections, detailed definitionsant to illustrate main attributes of
dependability and to draw attention to their relaship. Some of these attributes shall be
detailed such as reliability and availability, tlgbuother attributes are defined but considering
them beyond of this research scope.

6.3.1. Reliability

The academia significantly contributes to formirge tprinciple definitions where
reliability is defined as the probability of a syist or a subsystem component functioning
correctly under certain conditions over a speciimgdrval of time [Villemeur, 1992]. A precise
definition is given as a conditional probabilitythithe system will perform its intended function
without failure at time interval [0 , t] providet was fully operational at time t=0 [Pradhan,
1996].

Reliability is a part of the whole concept of degability. Accordingly, reliability can
be defined as the “ability to perform as requiredhout failure, for a given time interval under
given conditions” [IEC 60050-191, 1990]. The preidic of a component reliability depends
on its failure rate. During early life of the conmamt, the failure rate is high, known as infant
mortality period. After this period, the componenters a useful life period where failure occur
at random times and due to chance. The failureb@temes nearly constant during the useful
life period when a component matures. This peridsevhen the component starts wearing-
out. The failure rate increases dramatically dutmg time. A bathtub formed curve shall be
viewed if the failure rate plotted against time.eThxponential reliability function is a
continuous density function with respect to timattis used to predict the component (or
system) reliability considering constant failurasridg a useful life period [Chowdhury &

126



Koval, 2011]. If we calculate survived componerftewerall used components during a period,
then we get the reliability of these componentawasber of survived components divided

by the original populatiolv, :
R(t) = 1’:;_2 (6.1)

Therefore, the original population can be calculditg summing survived with failed
componentsVy:
N, = Ng + N; (6.2)
The number of failures is varied and equals theirka rate times the number of

components in the existing population, hence:

dN¢ _
N 6.3)

Then to find R(t) for components with constantdeal rate, combining these equations
according to [Chowdhury & Koval, 2011]:
N, Ny
RO)=—=1--=
Q) N, N,
dR(t) _ —1dN;
dt N, dt
]
No

= —AR(t)

J-ldR— jAdt
ZdR =

InR(t) = —At
R(t) =e™ (6.4)

One related metric for the reliability is the timefailure TTF that is an expected time
until first failure of a non-repairable componente reliability as a function is actually a failure
density function, and the average time for the fiamcis the average time for a failure to occur
which is known as the mean time to failure MTTFtHis case, the MTTF is reciprocal of the
failure rate, and can be obtained by integratimgrétiability function over the entire period:

MTTF = [ R(t)dt (6.5)

During useful life, a component exhibits a consttailure rate. Thus exponential
reliability function supports determining MTTF adlbwing:

MTTF = [ e dt == (6.6)
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6.3.2. Availability

Another dependability attribute related closely rliability is availability. To
distinguish between them, availability refers tareot operation at a given time instance
[Pradhan, 1996]. Availability is a measure thatudes reliability and maintainability metrics,
I.e. failure and repair rate, in order to identifyeration (uptime) period and downtime.

In sight of dependability, quantifying alternatiaf failure and restoration permits
evaluating dependability via its attributes: reiigypand availability [Avizienis et al, 2004].

The most often applied and best-known availabiliheasure is the inherent

availability, A;,,; defined as [Pukite & Pukite, 1998]:
MTBF

MTBF+MTTR

Ainh = (6'7)

Where MTBF is mean time between failures that camxpressed as MTTF added to
the mean time to repair MTTR. For a simple compane#th constant failure rate,, and
constant repair rate, u, the equation 6.7 can beewfPukite & Pukite, 1998]:

Ap = (68)

A+p
Where W, repair rate, is reciprocal of MTTR. Irstbontext, availability at a given time
means probability of not failed at time t, A(t) f1Bt failed at time t].

6.3.3. Safety

Normally, when safety is mentioned risks are thaulghazardous lead to risky situations
when people or property face dangerous circumssargg&fety is the property that a system
does not fail in a manner that causes catastragdmtage during a specified period of time
[Nicol & Trivedi, 2004].

Safety S(t) of a system at time t is the probabiltat the system either performs its
function correctly or discontinues its operatioraifail-safe manner in the interval [0, t], given
that the system was operating correctly at timBuwbfova, 2013].

Safety in practice is application-specific. In powabstations, higher voltage levels are
safety concern considering protection of workers equipment. Furtherly, the protection and
control shall guarantee safety of property by dhgpfaults and enabling fail-safe measures
during hazardous situations, e.g. arc flash ind&le®afety is a measure of continuous safeness,
or equivalently, of the time to catastrophic fa@luHence, safety related systems need
availability of their means during demand.

For safety considerations, failures are partitiomgd fail-safe and fail-unsafe ones
[Dubrova, 2013]. For instance, a fail-safe failw@nsidering main bus (without secondary
backup) at power substation that experience a faluli short-circuit causing overcurrent
protection relay to tripping a corresponding citdueaker, and as consequence resulting into
power lines shutdown. Then, the power substatiolonger supplying electrical power.

6.3.4. Maintainability

As stated by [IEC 60050-191, 1990] maintainabitigfined as “ability to be retained,
or restored to a state to perform as required, mungleen conditions of use and
maintenance”. Clearly, it is related to maintenaasethis attribute depict the ability to be
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maintainable. A high degree of maintainability me#mat repairs consume on average a short
time and a little effort. This provides a probatilihat M(t) = P[repaired on [0,t]]. IEC TC56
and other stakeholders from industry and acadeanaider maintainability as an attribute for
dependability.

6.3.5. Security

Security as an attribute is defined with respet¢h&prevention of unauthorized access
and/or handling of information [Avizienis et al, @]. Security can compromise safety of
substation systems, although it is not in the sadfphis thesis. In terms of electrical power
community and for historical reasons, security tesmsed to indicate safety. However, in this
section, we refer to security as cyber securitygebnic/digital).

Most threats to security and related issues aeafitinally caused by malicious people
trying to gain some benefits, get attention, omhaomeone [Tanenbaum A. S., & Wetherall,
2011]. Security itself has three properties th ledefine it as combination of confidentiality,
the prevention of the unauthorized disclosure @rmation, integrity, the prevention of the
unauthorized amendment or deletion of informatiamd availability, the prevention of the
unauthorized withholding of information.

For detailed study, [Fries et al, 2010] reviewee thfferent aspects of security
standardizations necessary to build and operate gime systems.

6.3.6. Reliability databases and sources of data

The sources of components’ failures rate and filevents participate vitally in
determining reliability of systems and productse3& sources come into form of databases
containing failure rates of components. The acchihty must be sit on the end user to develop
the overall failure rate for the application wheregise knowledge about the system and its
components is mandatory [Macdonald, 2003]. Somékmeiwn sources of data are OREDA
(offshore reliability data) data book and MIL-21G&ndbook. For the electrical data, the IEEE
Gold Book presents failure rates of electricalrthsition components. [Cadwallader & Eide,
2010] give a detailed and useful comparison amangces of failure data. [Rausand &
Hoyland, 2004] classify hardware reliability databa into database of component failure
events, database of accident and incident and asgalf component reliability.

6.4.The dependability of the IEC 61850

IEC 61850 part 3 section 4 insists on reliabilgygaality obligation. In this requirement,
the standard concentrates on service of commuarcagtworks within substation automation
systems. From another dimension, regarding thetiumad requirement of the standard, a
backup protection function shall compensate a daflenction; same manner a device shall
replace other devices in case of failure.

The standard furtherly identifies the communicatielmability inside substation levels
as data exchange without failure, loss or intolieralelay of critical messages. Specifically,
there shall be no single point of failure in substanetworks, when failure occur outcomes
may lead to damage of substation equipment. Whene ik no redundant switch (or redundant
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path), an Ethernet switch is a single point ofuial where all connected devices lose the
connection. The loss of communication causes gscrey of measurement delivery, which
leads to missing of protection function. Severewmstances shall happen when a control
action is required in the event of communicatiagsland existence of critical faults. Therefore,
the standard recommends a fail-safe design to avmigsired control events [Altaher et al,
2016; Altaher et al, 2015; IEC 61850-3:2013].

In this section, computing of reliability and aallity for IEC 61850 based process/bay
architectures are performed to investigate thgeddability. This study helps to understand
the functional components and their role.

6.4.1. A case study: description of the process/bay levaichitecture

A transformer bay, in a distribution substationgh®sen as a case study to evaluate the
dependability of an architecture incorporating IEE850 based bay components. The power
transformer characterizes this distribution sulbbmtat.e. converting 34.5 kV into 13.8 kV, that
creates a transformer bay, accompanied by relatepequipment, in a small distribution
(D1-2) substation architecture [IEC 61850-1, 2010]this approach, process and bay levels
interact cooperatively (integrated) to achieve pinetection scheme. Primary and secondary
equipment and devices are identified where priregryipment incorporates main process-level
circuits that contain a bus bar, power lines, fee@ad transformer, while secondary devices
are bay-level auxiliary devices such as IEDs arigeiiet switches. The station-level is not in
the scope of this study.

Bay Station
Level i Level
i Transformer
IED : Station
a_ YLTC e D
g ATCC 5 Computer
g a PDIF Bay IED ;
7 CSWI i
ernet CILO I Ethgrnet
Switcr MMXU E Switek
Y PTOC E
—__

MV

Figure 6.3 Substation communications among different levels, Logical Nodes within IEDs

(Fig. 6.3) presents a single line diagram denopower switchyard and functional
components of both process and bay levels. Eleettbhanical equipment such as two
disconnectors and two CBs are shown, assuming #neycommonly used in substation
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architectures; however, they are not used in ailddtanodel. In the other hand, the shown
components: bus bar, line, breakers and disconrseet® interconnected to construct the
primary switchgear. To control these componentsyrnands can be issued locally via an IED
interface panel, or remotely via an Ethernet nekw®he bay-level would include protection
and control IEDs that do handle protection and r@fiinctionalities of the process-level, and
gather physical metrics and status information altbe equipment. These protection and
control IEDs are interconnected via a communicatietwork (LAN) composed of Ethernet
switches and connected cables (Fig. 6.3). Tablestates the IEDs and related devices that
coordinate to achieve the desired protection schdmele 6.2 details specific logical nodes
(LNs) allocated to each IED, which commonly exissuch purposes.

Table 6.1: The transformer bay protection and control IEDs, and related devices

Device Name function

TS Time synchronization sourcg  To synchronize ately an MU with a precise
time.

MU Merging unit To acquire power measurements @& phase
and publish sampled values (digital) SV frames|

ES Ethernet switch To connect networked devicestiee topology

Bay Bay relay To coordinate protection and control functions

IED (intelligent electronic device) such as interlocking, and to execute protection jand

control algorithms
Transformer | Transformer deferential relay To protect both sides of a transformer and to|get

IED (IED) status data as well as to control online tap change
CB1 Circuit breaker controller | To trip/close/reclose circuit breaker 1 (CB1) ngar
IED (IED) primary side of transformer

CB2 Circuit breaker controller | To trip/close/reclose circuit breaker 2 (CB2) near
IED (IED) secondary side of transformer

Table 6.2: existing of logical nodes in the transformer bay IEDs

LN name Function Embedding Device
TCTR Current transformer (secondary instrument) MU
TVTR Voltage transformer (secondary instrument)

CsSwI Switch Controller CB1 & CB2 IEDs
XCBR Circuit Breaker Switch
XSWI Disconnector or Earth switch Bay IED
CILO Interlocking Controller
PTOC Overcurrent Protection
MMXU Metrics and measured
YLTC Transformer online tap changer Transformer IED
ATCC Automatic tap changer controller
PDIF Differential Protection

6.4.2. The system block diagram

In this section, the success of SAS system funalites is provided by means of
required components (Fig 6.3). In order to quartiky reliability and the availability of this
system, a reliability block diagram (RBD) is useddraw visually a functional architecture,
made of components, and to represent the succsggoahe transformer bay (the system)
indicating all relevant components. For dependigbévaluation, the combinatory RBD model
is used to illustrate the functional componentsl emanalyze different system architectures
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such as parallel and series. A system works ifetiera path of functioning components. The
premise that for a service (or system) to be upi(@ble) there must be at least one path across
the diagram through components (or modules) thatadirup. Thus, redundant modules are
shown in parallel, while simplex modules are showrseries [Bauer, E., 2011]. The RBD
model is an effective tool that provides flexihjlto determine the reliability of a system.
Employing this tool is a simple technique to dedhwomplexity of a system in order to
investigate its reliability.

What important is to indicate that a failure of @®vice in a series structure shall cause
a failure of this system. The source of power sypéxcluded in this study due to assumption
that similar systems benefit from identical poweurses. We suppose that communication
media (cable) is reliable, i.e. normal case foeffibptics based connections with long life
expectations. Evaluation of dependability concerfEDs as hardware components,
communication network as a component and propasgagindancy of critical components to
avoid single point of failure. Functions of proieat and control subsystems are allocated in
series arrangements, while redundant componentdl &la represented by parallel
arrangements.

The IEDs, merging unit and time source shall comigaia through an Ethernet LAN.
The main component of this LAN is the Ethernet slvithat connects centrally all devices.
Ethernet based GOOSE frames exchange protection cantrol data. In addition, a
synchronized MU publishes process level measuresngat stream of Ethernet based SV
frames.

6.4.3. The reliability and the inherent availability of the system (under study)

Fig 6.4 illustrates an RBD model made of the priddecand control components in the
system (the transformer bay). In the system the poorents arranged into series, i.e.
redundancy does not exist. Simplicity of the madekes the transformer bay main functions
depend on each component, in other words the coemp®rmust be functioning for the
protection and control system to be available. Refieg to Eg. 6.4, to calculate reliability of a
system composed of series components then Ecs 6€:d:

Rs(t) = [Ty Ry(1) = e~ @i 20t (6.9)

In this equation, the system reliabilRy(t) is calculated assuming independent failure
of n individual components whe#g, is the failure rate of th& component. The overall failure
rate of a system made of components (independeat)ged in a series structure is given by:

As =it Ay (6.10)
MTTF metrics are depicted in table 6.3, obtainednf{Brand et al, 2003; Lindquist et
al, 2008], are used as numerical values to calkewapendability attributes; reliability and
availability of the transformer bay system showthea RBD (Fig 6.4).

Bay Transformer
0—>| |—>| H ES H H

Figure 6.4: lllustrative reliability block diagram of protection and control components in the transformer bay
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Table 6.3: MTTF and MTTR of the system components

Component MTTF (Years) | MTTR (Hours)
Bay IED 150 8
Ethernet Switch 50 4
Merging Unit 150 8
CB IED 100 8
Transformer IED 150 8
Time source 150 4

The failure rate, can be determined accordingtd6td in order to calculate the system
reliability, assuming that mission time t=1000 hguusing Eq. 6.10 and table 6.3 data. In
addition assuming there are 8760 hours, i.e. 2450365 days, in one year to convert MTTF
units into hours. The reliability of the basic baystem approximately equals 0.992418, which
gives a reliability percentage of 99.242% whererttgsion time is 1000 hours.

Assuming that components are replaceable, andd¢olate the system availabilii,,
MTTF values are used instead of MTBF (i.e. duent@ls MTTR periods). EQ. 6.11 is used to
determine the inherent availability of the bay sgsty utilizing table 6.3 given values.

MTBF;
As = Tiw1 A = ?:1(m) (6.11)

Where the inherent availability4;,, ; of the I" component determined according to
Eq. 6.7, and Eq. 6.11 determines the total systdrerent availability. This basic architecture
of the transformer bay gets a value of 0,99995lichvprovides an approximate availability
percentage of 99.9951% that means a system dowetjoeds 25.75 minutes per year.

With the intention of enhancing the system botabglity and availability, the single
point of failure from communication view is the Ethet switch. Hence, a redundant switch is
suggested to recover this issue. An active switah recover the failed one in milliseconds
order in this architecture, i.e. using rapid spagrree protocol in simple topology (RSTP).
Consequently, STP, RSTP are not reliable for rieat-tconstraints, i.e. Networked Control
Systems, thus adapted protocols are proposed sudhah path over multiple spanning trees
[Kubler et al, 2012]. Recently, shortest switch o{ecovery) times can be achieved with
bump-less protocols such as parallel redundanap@ob(PRP) and high-availability seamless
redundancy (HSR). These protocols are standardiyegtie IEC 62439-3 in 2016 to support
high availability and short recovery in Ethernesd@ substation automation applications. The
redundancy here is considered as redundant Ethemiteh, which is depicted in Fig. 6.5.

Transformer
IED

T

Figure 6.5: Reliability block diagram for the transformer bay system illustrating redundant Ethernet switch

To determine the reliability of parallel componeriEthernet switches), one shall
compute the reliability of their structure accoglio Eq. 6.12 and 6.13 as following:
Q;(t) =1—e At (6.12)
Rp(6) = 1 - 171 Qi(®) (6.13)
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Where the unreliabilityd; (t), is used to find the reliability of parallel sttupe. Hence,
the reliability of redundant switches can be calted using Eq. 6.13 and the reliability of this
system therefore can be determined using a sdrigdige afterward. The reliability of this
system, with mission time t=1000 hours, gets aevafi0.994682, which gives a reliability
percentage of 99.468%. To determine the inheremtladbility of parallel (redundant)
components, Eq. 6.14 and 6.15 can be used.

Unhi=1—Ainni (6.14)
Ainh_p =1- ?:1 Uinh_i (6.15)

The inherent availability of the system then camlérmined as a series structure. The
system inherent availability is determined, equ@/899960, which has an approximate
availability percentage of 99.9960% that meansskesy downtime equals about 21 minutes
per year.

Considering the interlock and inter-tripping schemié the functions inside the bay
controller stop working then the system statusldiedome critical. To avoid this situation, i.e.
single point of failure for both schemes, a backulp shall compensate operation of the bay
IED in case of failure. In result, the system guégas high availability, within redundant
Ethernet switch and active backup bay IED. Fig.d&picts redundancy for the Ethernet switch

and the bay IED.
Transformer
IED

Figure 6.6: RBD diagram for the transformer bay system illustrating redundancy of Ethernet switch and Bay controller

With mission time t=1000 hours, the reliabilitytbis system has a value of 0.995438,
which gives a reliability percentage of 99.544%q #re inherent availability is 0.999966, with
an approximate availability percentage of 99.996b6& means about 17.87 minutes downtime
per year.

Table 6.4 shows a comparison between the thre@&ecttires in terms of percentages
of reliability and inherent availability computedtivat a given time (first year).

Table 6.4: the reliability and availability of the transformer bay architectures

Architecture Reliability% Inherent Yearly Downtime
(mission time Availability% | (1 year=8760 hou)s
t=1000 houry

Basic architecture 99.242 99.9951 25 mins & 45 secs
Redundant Ethernet 99.468 99.9960 21 mins
Redundant bay IED & Ethernet 99.544 99.9966 17 Rib secs

Figure 6.7 shows results of reliability during assion time, i.e. assuming the system in
a useful life cycle.
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Figure 6.7: simulation of the reliability of the proposed three architectures

By simulating a mission time (fig 6.7) to compalne three architectures, results show
that they almost have similar figures. First amettitire (red colored curve in fig 6.7) has lowest
reliability during the mission time between 10 bwat 16, while the second (blue colored) and
third (green colored) architectures are more rédigitan the first, but they shall cost more than
the basic architecture. In spite of that, the sd@md third architectures satisfy the requirement
of the standard, i.e. communication requirementsisiclering that a redundant switch is
allocated to avoid single point of failure. Theidesr should consider other factors such as the
information rate and the network bandwidth (seept#a5) where the protection and control
messages compete to reach their destination whikeitarget delay limit.

6.4.4. Discussions and outlooks

The dependability has several attributes, i.e sdi@sl and grouped into taxonomy trees
(Fig 6.1 & 6.2). These attributes are termed défehy considering the electrical power
nomenclatures, e.g. case of dependability and ggcline North American Electric Reliability
Corporation (NERC) whose mission is to ensure dhability and security of the bulk power
system in North America. In the outlooks of NER@nstards, the reliability can be achieved
via both dependability and security. In fact, as foint what are mentioned by dependability
and security with NERC perspective, representalgity and safety respectively within the
community of dependability in academia. For examipl¢Alstom, 2011] high security means
that an inter-trip command does not spuriously pigkdue to a noisy channel, and high
dependability means a blocking or permissive contmaay easily pass through noise and still
be received at the remote line end. In the sameneradependability and security represent
reliability and safety respectively within this ¢ert. Thus, in this thesis work, the international
community is followed. The reader shall distingussiilarities and differences, e.g. using the
term reliability instead of dependability to evakiacommunication services in terms of
messages delay or loss. Previous sections givaasdledeview of the dependability and its
attributes. Two of these attributes namely thealelity and the availability were explained
through a case study of an IEC 61850 based praagskvel architecture where redundancy
proposed to avoid single-point-of-failure.
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Another view represents studying related termgasential, particularly, the functional
safety, which is not comparable to dependabilitgné, aiming to make an effort to answer
whether dependability and functional safety metlagies are well-suited to Smart Grids or
not, i.e. originally thought and questioned by Smart Grid Joint Group belonging to the
European Commission [CEN/CENELEC/ETSI, 2011]. ¢tiomal safety and related
nomenclatures are clarified in the rest of thisptha

6.5.The Functional Safety

This section introduces the concept of functiorsdéty and defines the safety related
systems. Additionally, related formulas to compwteat known as safety integrity level and
probability of failure of safety system are expkain

6.5.1. Definitions

IEC TC 65 in its standard IEC 61508 defines funwicsafety as a part of overall safety
that depends on the correct functioning of the @secr equipment in response to its inputs
[IEC TC65, 2010]. [Von Krosigk, 2000] stated th#m ‘order to achieve functional safety of a
machine or plant the safety related protectiveantrol system must function correctly and,
when a failure occurs, must behave in a definedn@aso that the plant or machine remains in
a safe state or brought into a safe state”.

Safety systems are designed to be activated uprard@us process deviations (process
demands) to protect people, environment and matassets [Rausand & Hoyland, 2004].
Protection layers are used to mitigate, reducegrs¢g and control the hazardous situation. The
system, that safety function protects, is ofteemeid as equipment under control (EUC).

6.5.2. Safety Instrumented System

[Macdonald, 2003] stated a definitiorGdfety instrumented systems are designed to
respond to conditions of a plant that may be haaasdn themselves or if no action were taken
could eventually give rise to a hazard. They mesiegate the correct outputs to prevent the
hazard or mitigate the consequenceswihich is originally appeared in a report entitlé&iK
Health and Safety Executive: 'Out of Control™.

Moreover, Rausand and Hoyland added, safety-instrumented system (SIS) is an
independent protection layer that is installed titiglate the risk associated with the operation
of a specified hazardous syste[Rausand & Hoyland, 2004]. Technically, thesetsyss
intend to reduce risks. In this manner other naexést such as trip and alarm system, safety
interlock system, safety related system (SRS),vetere SRS systems is a more general term
for any system maintaining a safe state of any F&cdonald, 2003].

6.5.3. Nature of safety related systems

Safety related systems (SRS) require a specificoagp for evaluation, analysis and
enhancement. These systems are intended to pestdety and safety related functions. From
this standpoint, safety is a vital concept to prbfeeople, property and environment.
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Normally, a passive safety system is dormant uptibcess situation demands
intervention by protection means. This type of syst operates upon demands and called safety
systems with low demand mode, while safety syst&itishigh or continuous demands often
are active [Rausand & Hoyland, 2004]. Low demandewystems require periodic functional
testing to reveal hidden faults to eliminate falin passive state.

6.5.4. Highlighting safety in the context of substation atomation

Protection functions in substations were founddacafety related with varying levels
of risk [Purewal & Waldron, 2004]. These functioo@nstruct principal protection layer to
prevent hazards. Among these hazards are shouitsir@arc flash and inter-phase short-
circuits. A safety function (or protection functjom a substation generally incorporates
instrumentations as sensors (e.g. CT/VT or NCidgid solvers as controllers (e.g. protective
relays and IEDs) and final elements as actuatogs ¢ecuit breakers).

Switchgear equipment faults could lead to crititalures such as failing to force
sequential clearance of faults. In result, thesentss cause hazard consequences against
substation technicians [Altaher et al, 2016; Grdth\20817]. In fact, power automation systems
are safety related systems where the protectioncanttol systems are continuously active
systems. These systems and subsystems interadigatenand control faults in order to avoid
(mainly) power system failures or outage, and taqut technicians, switchyard equipment and
to lessen effects toward environment.

6.5.5. Risk Reduction and Safety Integrity

To reduce a risk one shall understand differencevdn hazard and risk. Hazard is
defined as “an inherent physical or chemical cheratic that has the potential for causing
harm to people, property, or the environment” [Grudh Cheddie, 1998], although a risk is
usually defined as the combination of the sevenitgt probability of an event. In other words-
- how often can it happen, and how bad is it whedokes, thus risks can be evaluated
gualitatively or quantitatively [Macdonald, 2003ruBn & Cheddie, 1998].

The concept of tolerable risk could mean frequiskisrwith low severity, but frequent
risks are not acceptable when they cause degrapedhtmn of a service considering its
dependability. In other terms, acceptable risksag@ication or process dependent that cause
no harm for people, property and environment. Thaarable risks can be considered as what
are acceptable to society. Another term deals weithained risks is residual risk that remain
after all protection layers, including SIS systei®mce that, risk reduction can be defined as
reducing EUC risk to an acceptable level. Eq. GiM@s relation between unprotected and
tolerable risks (risk reduction factor).

RRF = F;—*’ (6.16)

t

Where RRF is risk reduction factd?;lp is unprotected risk frequency ahgs tolerable

risk frequency. In low demand mode, the metric agerprobability of failure per demand,
(PFD 4y¢) is used representing a reciprocal of RRF (Eq. 6 Aipther name for PFRG is
fractional dead time (FDT) that clearly means tiagetion of time when a safety system is dead
[Macdonald, 2003].
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F, 1
PFDAVG =X -—
Fnp RRF

(6.17)

With the same approach, Eq. 6.18 derives percemtgafety availability, from RRF,

which is another metric for performance of a deidgrotection layer (SIS system).
SAY% = (RRF—1)X100 (6.18)
RRF

Safety integrity level (SIL) is a measure of safggrformance correlated to risk
reduction. In the fourth part of IEC 61508 sergadfety integrity is defined as “probability of a
safety related system satisfactorily performing tequired safety function under all stated
conditions within a specified period of time” [IEXCC 65, 2010].

Safety practitioners adopt SIL measure to classfety integrity. Table 6.5 depicts SIL
levels, RRF and safety availability. Obviously,teg SIL level means more reliable (available)
safety system. In result, calculating RRF or sa@tgilability shall help to determine the
required SIL level. Probability of failure per hogi#tFH) signifies high demand mode, when a
SIS system is demanded more than once per yeapeoates continuously.

Table 6.5 safety integrity levels according to IEC 61508 standard

Safety Integrity Levels 1 2 3 4

0/ _0Q0, o/ _ o, o/ _ o,
Safety Availability 90%-99% 99%-99.9% 99.9%-99.99% Non relevant
Risk Reduction Factor 10 to 100 100 to 1000 1000 to 10,000 10,000 to 100,000
Average Probability of Failure on >=102to 10! >=103 to 102 >=10*to 103 >=10"to 10
Demand- PFD
(Low rate demand)
Failure rate (A) per hour — PFH >=10%to 10 >=107to 10® >=108to0 107 >=10°t0 108

(high rate or continuous demand)

6.5.6. Failure modes considering safety functions

Safety function operates when demand from EUC sekea threshold value or causing
predefined situations. The function shall work asrier against generated hazards. Mainly,
intending to contain and to mitigate the risk. Aebogly, any function that specifically
provides safety in any situation is a safety fumt{iMacdonald, 2003].

Essentially, safety systems or its functional conguas shall suffer failure modes that
can be classified into overt failures, i.e. revdalaults, and covert failures, i.e. dangerous
failure until it is detected and rectified [GruhnGheddie, 1998; Macdonald, 2003; Rausand &
Hoyland, 2004].

Fig 6.8 illustrates main failure modes and theirresponding subcategories. Overt
failures normally lead to a fail-safe response frsafety system often involving a plant trip
[Macdonald, 2003]. An example of a safe failur@ igower outage: imagine a substation that
distributes power electricity through four feedéosan industrial facility. This substation
distributes electricity via its switchyard systendats protection system is available to control
faults. If the protection system suffers a failthrat may laid to spurious trip (safe failure) then
the result will be power outage (safe-failure). Tdomsequence is that protection and power
service are unavailable. Another failure is whenphotection system does not respond to clear
a short-circuit fault or experiences a hidden féd#ngerous failure), and then say protection
system is unavailable.
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Figure 6.8 classification of SRS failure modes: A represents failure rate

PFDave calculation depends on the covert mode, e.g. fréZP output, a safety system
that does not fulfill its required safety-relatesh€tions upon demand when a dangerous failure
occurs. In this situation, passive dormant safgsgesn must undergo periodic testing and/or
include automatic diagnostic feature.

For instance, a circuit breaker controller (IED)ymether fail-to-close due to stuck-
open relay contact or fail-to-open due to falseching (spurious block). In this situation,
redundant or backup protection takes place to ¢heafault. Safe failures result in shutdown
or interruption of production that tend to be cpsthd stockholders therefore want to avoid
them for economic reasons [Gruhn & Cheddie, 1998].

6.5.7. The role of manual proof-test and automatic diagndscs

Non-detected failures impair safety function gaatsl designers attempt to overcome
these failures through detection techniques. Hdhag tests and self-diagnostics play an
important role in revealing non-detected failuresing normal operation. Detected dangerous
failure is that one detected by automatic diagesstivhile undetected dangerous failure is
revealed by manual tests [Gruhn & Cheddie, 1998].

Fast scanning automatic diagnostics can effectidelgct the covert failures and put
them into the overt failures [Macdonald, 2003]. loogolvers (controllers) shall incorporate
automatic diagnostics to reveal (automatically)deid failures. This is the case when faults
cause a protective relay (an IED) to trip in a SAS] this relay could feature auto-diagnose to
check its I/O (input/output) connections and lodibe fraction of failures that can be revealed
by diagnostic self-testing is called diagnosticerage [Rausand & Hoyland, 2004].

Manual proof-tests decrease the probability olfailper demand because of their role
on discontinuing and revealing non-detected dangefailures, which resulting in reducing
(resetting) the failure rate [Macdonald, 2003]slrch systems that combine both the process
and the protection, i.e. not separated safety sysgaitomatic diagnostics, within high or
continuous demand rate, are parts of the protesiistem. In this approach, demands on safety
function themselves produce a testing procedure.

6.5.8. Metrics for high and continuous demand modes
If the safety function experiences more than omaad® per year, or continuous demands, then

it shall be treated as a high demand mode fundtiandling safety integrity of this function shake
into account: the function structure, the probabif failure per hour and the automatic diagnastic
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The standard IEC 61508 sets SIL levels accordirthegrobability of failure per hour (table
6.5) when the safety function operates on highinanus mode of demand, and hence, dangerous
detected Xpp) and undetectedufu) failures shall be identified in this manner [IHC 65, 2010]. To
identify these failures, one should quantify thagtiostic coverage of the automatic diagnostics when
electronic, electrical, and electronic programmgstems are used, i.e. such as PLCs and IEDs. If the
function is constructed as a simple architectuhauit redundancy then it forms one channel, while
redundant architecture is grouped by parallel cangon. The channel mean downtimgg, therefore
can be calculated according to Eg. 6.19:

teg =22 x (- + MTTR) + 222 x MTTR (6.19)
D 2 Ap

Where T1 is the proof-test interval of the systangipp, andiou can be determined according
to Eq. 6.20 and 6.21 correspondingly:

Apy = Ap X (1 —DC) (6.20)
App = Ap X DC (6.21)

Where DC means the diagnostic coverage, i.e. ationdéagnostic given by vendor of
components, to detect and reveal the dangerousdsailSo in order to calculate probability of fedlu
per hour (on continuous demand) PFH, the channahrdewn time and the dangerous failures are used
in Eq. 6.22:

PFH =1 — e #ptce (6.22)

For redundant components, i.e. parallel structwith MooN structures, designers shall
consider common cause failures, representefl fagtor in IEC 61508 [IEC TC 65, 2010]. For 1002
structure common cause (CCF) fagi@ndpp, i.e. dangerous CCF, shall be used. Hence thatgidup
of channels, i.e. 1002, mean downtimg:(), therefore can be calculated according to Eq.:6.23

tep = %” x (5 + MTTR) + %’ x MTTR (6.23)

With above equation, the PFH can be calculatedrdoupto the following equation:
PFH=2 X((l—ﬁD)X)lDD+(1—ﬁ)X /‘{DU)ZXtCEXtGE+ﬁD XADDXMTTR‘FBX
Apy X (5 + MTTR) (6.24)

6.5.9. The case study: SIL level of the IEC 61850 processly level architectures

The transformer bay (Fig 6.5) includes protection @ontrol functions, i.e. safety
related functions. This functions operate in a twdus mode and simultaneously protects the
main transformer and controls (tripping/reclosingguit breakers and disconnectors.

Identifying the safety integrity level (see tabl&)requires determining the probability
of failures per hour PFH, i.e. continuous mode damand describing the safety functions.

It is assumed that statistically only every otlaluie is a potentially dangerous failure.
This relation holds for electronic components WNERTR is significantly less than MTBF and
ambient conditions must be met [Siemens, 2011]. déonplex devices, such as electronic
programmed devices such as IEDs, failure modeasm@med by dividing them into 50% safe
and 50% dangerous, then to obtain safe and dargy&aibures Eq. 6.25 is proposed:

Ap=2s=7 %2 (6.25)

Eq. 6.26 determines the overall failure raseof two redundant identical components,
I.e. with a constant failure rate, that approxirhasguals two thirds of the component failure

rate:
22

1== (6.26)
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Equations in section 6.5.8 are used to facilitdémtifying probability of failure per hour
PFH, alongside these assumptions: a) automatindstiig DC covers 90% of dangerous
failures, b) proof-test interval T1 is one montindac) common cause fact@r0.04, and
dangerous CCBD=0.02 for 1002 structure.

6.5.10Results and Discussions

Table 6.6 tabulated the calculated PFH resultss& hechitectures are suitable for safety
integrity SIL1 level (see table 6.5), where PFHiristhe range between 20and 1, in
continuous demand mode. The first proposed systamsic architecture, has the highest
probability of failure per hours among the threeh#tectures. The redundancy improved the
system availability where probability of failurerpeour is decreased for the second and the
third architecture.

Table 6.6: probability of failure per hour for the three architectures proposed for the protection function

Architecture Probability of failure per hour
PFH
Basic architecture 3.8E-06
Redundant Ethernet 2.7E-06
Redundant bay IED & Ethernet 2.3E-06

The failure rate of components affect significanltlg dependability attributes of an IEC
61850 based protection and control functions wilaeseibstation automation system depends
on coordination among these functions. The assedsofieche abovementioned architectures
includes a simple method to identify componentseddmg on the required logical nodes, i.e.
embedded logical nodes in a single IED.

Better performance of a safety function requires fwobability of failure per hour
(PFH), i.e. high availability of safety function @t demands happen. In this way, reliability
and availability of a safety function, i.e. proteat function, straightforwardly depend on
devices failure rate, failure mode and architecturence, devices reliability is an important
factor that contributes significantly to the ovéfahction dependability.

Redundancy and suitable maintenance procedured sipdiimize the system
dependability by increasing the availability andiminability attributes. Thus, reducing
downtime increases availability, i.e. assuming tamailure rates, during long mission period
of the system (or function).

One simple approach is to reduce the number ofcdswthat coordinate to achieve a
protection function (or scheme) in order to redtimmagnitude of the overall failure rate of
this function. This can be reached through integgatnany logical nodes into one device, e.g.
integrating measurement with protection and conagical nodes; will reduce the number of
required devices (IEDs). These IEDs communicatenbgns of GOOSE dataset to exchange
status and substation events. The following sedi@il inspect the conformity of the GOOSE
to the functional safety standardized requirements.
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6.6 Analyzing conformity of GOOSE to functional safetyrequirements

The IEC 61850 motivates using Ethernet based mess&g exchange critical
information concerning events and status of sulostabomponents [IEC 61850-8-1, 2011].
These messages can carry several types of datagh whiovide flexibility for
implementation of protection and control functiones. These functionalities protect
against hazards resulting from power system faelts,short circuit currents, and instable
functions that endanger safety of personnel andpetnt considering exposure and
inappropriate consequences.

The international functional safety standard IECS@ parts identify the safety
requirements of safety functions and their assediatomponents including the
communication network. This section aims to analgomformity of safety related
communication services in modern substation automatystems to the safety integrity
requirements. In particular, the conformity of IBC850 GOOSE to the functional safety
requirements.

6.6.1. The functional safety requirements

The safety should work under regular conditions amast continue during faults
presence, which entails designing products anegesysto detect protection failure once
faults or external impacts exist. Many standardpleynsafety in design approach that pave
the way for the practice of the functional safetypecome an independent discipline. This
discipline incorporates risk requirements assesgnsafiety functions and architectures
integrity, system operation, commissioning and tegiance of critical safety systems
[Gradwell, 2017].

Many standards support these measures among tleera)ahNSI ISA 84.01 b) IEC
61508, c) IEC 61511 and d) IEC 62061. The standawlger certain introduced
technologies namely safety instrumented and safdgted systems for sectors such as
electronic/electrical/programmable electronic, sx industry and programmable
electronic control. Designers of power system mtiw@ and control used similar concepts,
e.g. integrity and automatic diagnostics. [Aeik¥14; Das, 2012; Gradwell, 2017] made
several conclusions that, the functional safetgforas can improve electrical safety design
and control associated hazards.

6.6.2. The safety communication requirements

The section 7.4.11 of the second part of the stankeC 61508-2 enforces additional
requirements when data communication is used in stfety implementations. The
requirements obligates that the safety of the gdifiction ought to be the identical, when
realized with data communication such as fieldlys$¢esn. In addition, the standard refers
to another standard the IEC 61784 that identifieiteonal failure modes of communication
system and recommends measures to detect andtmgigars. These failure modes can be
raised within connected multiple bus nodes, reoceptif messages not for the node, co-
existence of safety and standard communicatioretysaglated and non-safety related
messages and sensitivity to electromagnetic colpatEMC) interferences [Borcsok, &
Schwarz, 2006]. In certain applications the traission media, i.e. wired or wireless, such
as optical fiber and twisted pair can withstandcetenagnetic interference more than
wireless radio signals. A list of known causesrahsmission errors are given in table 6.7
[Borcsok, 2010; IEC 61784-3, 2010]:
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Table 6.7: Data transmission failure modes accorthnEC 61784-3, and their possible causes [Bd;,c3010]

Causes of failures Repetition| Loss| Insertion Wrong Data Delay
sequence falsificati

on
Systematic error HW, SW * * * * * *
Uncalibrated instruments * * * * * *
Use of wrong HW * * * * * *
Crosstalk * * *
Electromagnetic fields * *
Cable break * * *
Cabling error * * * *
Wrong aerial arrangement * *
Accidental error * * * * * *
Flash * * *
Aglng * * * * * *
Human error * * * * * *
Insertion * * * *
Overloaded network * *
Tapplng * * * * * *

To mitigate the aforementioned causes of data £frocommunication networks the

standards obligates a sort of measures (table 6.8):

Table 6.8: mitigation measures against possiblariaimodes of the data communication

Failure modes

Description

Required measures

Data corruption

Data within message frame are

corrupted due to bit errors

Data check such as Cyclic

of message and echo feedback
(acknowledgement)

redundancy check CRC, duplication

Loss Bridge devices drop message | Use of consecutive number, echo
frames due to communication hifeedback. May use watchdog to
error rate and congestion state| verify consecutive number

Insertion Unwanted messages that issugdUse of consecutive number, echo

by intention or due to
interference

feedback and safe source addresse
to identify any transmitter

¢S

Unwanted repetition

Bubbling from malfunction
device or intentional
retransmission through invader

Use of a time stamp and consecuti
number

e

Wrong sequence

Congestion and priority
mechanism may effect sequen
delivery of message frames

Use of a time stamp and consecuti
cerumber

e

Unacceptable Delay

Due to Congestion, network
alternative paths and traffic rate

messages transfer with long time

Use of a time stamp and timeout.
2 receiver shall check time window

Masquerade

Forged message frames that al
not related to safety could caus
inappropriate behavior from the
receiver

eUse of a specific source identifier

the transmitter

eand safe source addresses to identify

Wrong addressing

Message frames could reach
unwanted receiver due to wron
destination address

Use of source identifier and data
gcheck such as CRC
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6.6.3. Analyzing the GOOSE Dataset

The substation events and equipment status asntitiad in a digital form through the
Ethernet network. At bay levels protective IEDs echland enclose GOOSE datasets into
Ethernet frames. Within these messages, a statpsotéction function, e.g. pickup or
operate, in one IED can be sent in this circum&taadlock or unblock other protection
function in another IED. Similarly, an event ofaiit breaker failure shall enable tripping
of remote circuit breaker attached to a relevabt #8 backup fail-safe measure to continue
normal operation or safely interrupt a power flow.

In a theoretical study, IEC 61850 communicatiorvisess are analyzed to inspect
parameters of GOOSE frames, the authors concludgdEC 61850 implements a bunch
of remedial measures to detect communication ealtiieugh the standard does not report
what must be done when communication error is tiedgé&kocca et al, 2016].

Clearly, the safety functions in substations emmosnmunication networks to deliver
status and events for all involved parties accardim the protection schemes design.
GOOSE messages in this mechanism carry data d@fsafated function, which is vital for
proper operation of the protection system. Talfdrspect, experimentally, features of the
GOOSE data that can be used to control and mitfgdiee modes of data communications.

Table 6.9: GOOSE inherent measures against data communication errors

Ethernet based GOOSE )

c T c g |2 3 g
< 2 0 5 £9 = = ‘g >| &) oz
2| & |E| 82|68 |g3/S|58
82| S |g|z8|52/88|5/53

S £ 5¢ | e 2123

(&) 5 s ©

Ethernet CRC * * * |
overhead Ether type * *
fields Source address (MAC) * R
GOOSE GOOSE ID * o
control APP ID * * |
dataset Status number * * * *
Sequential number * * * *
Timestamp * oo x *
Time allowed to live * oo x * *
Quality *

The only limitation of the GOOSE message servicderms of safety communication
requirements, is the absence of the acknowledgiteshinique. In the fifth chapter, a
procedure to acknowledge GOOSE receiving is perdinbut this measure is not
standardized within the IEC 61850 framework. Thasom for this is to avoid additional
traffic of acknowledgement data. One strategy iis tontext is to test the GOOSE
functionalities integrating the application levekaowledgement and stopping this measure
after validation of the design. Researchers recamaingertification of the IEC 61850 stack
of communication services and related configurasioftware [Rocca et al, 2016].
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6.7 Conclusion

In this chapter, a background about the depentigbiB nomenclature and its evolution
is given. The dependability taxonomy tree is drdiat include threats, attributes and means
of the dependability. Additionally, the functionasafety concept is illustrated. The safety
functions inside substations are highlighted. Tioeee to answer whether techniques of
dependability and functional safety are suitableSmart Grids, the technique of reliability
block diagram (RBD) is used to analysis and idgr@dmponents of the protection and control
functionalities. These functionalities are disttdal between the proposed process/bay
architectures according to the IEC 61850 basedatidns levels.

An illustrated case study is given to justify hoygt®m components (devices) contribute
to an overall system dependability. Three architest were evaluated to estimate the system
reliability and inherent availability before andeafadding redundant components. The results
obtained showed that redundancy improved the iétialnd availability merits, but minor
differences are obtained comparing the three actites in terms of the dependability.

Furtherly, the proposed architectures are evaluatedrding to the functional safety
techniques, specifically the IEC 61508 standardsuRe obtained showed that SIL level 1 is
attained within a high demand mode computation tdas The IEC 61850 GOOSE frames
are evaluated considering conformity of embeddethsdés to the functional safety
requirements, i.e. safety communication constraiMisere inspection of the GOOSE data and
the protocol mechanism showed limitations due ¢& & acknowledgment mechanism.

The limitation of RBD technique, or similar techn@such as failure tree analysis, that
are only binary state, i.e. success or failureamhponents and the systems can be represented
and the state of network or GOOSE delay cannatdladed in the analysis. Dynamic tests and
performance evaluation can observe malfunctionfaitures such as inappropriate GOOSE
guality, delay or long time of IED processing. Thte need for diagnosis is important in this
context to identify failure causes.
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chapter 7: Integration of Diagnosis Aspects to identify Failres’
Causes of an IEC 61850 based SAS functionalities

7.1. Introduction

Classical reliability techniques use combinatolagiic or transition states with
events representation. These approaches emploghplisbhc methods to estimate the
dependability of a system. In fact, these techrscure limited by binary (two) states,
e.g. reliability block diagrams and fault tree as&. These models should be
mathematically sound and easy for understandingrevidecision makers possibly
involved in several discussions to develop the esystmodel. Recently, reliability
studies evolved considering some uncertain (unogy)aand randomly fluctuated
events. Statistical models are exploited to remrtesach system events via random
variables. Hence that, classical techniques arerowepl to do so. Within this
improvement, the system modeling results in eidoeditional probability, i.e. system
surviving during next year, or deduced numbers M-ETF or failure rate (Langseth &
Portinale, 2007). All these requirements led tarease focus on flexible modeling
frameworks. Since that, Bayesian networks (BN) tasedeling is a tool that can be
used flexibly to diagnose causes of faults andetdlily estimate the system reliability.

This chapter briefly introduces the applicationBafyesian networks (BN) as
diagnosis and prognosis tool where section 7.2igesvrelevant studies. Section 7.3
provides bases for BN and section 7.4 synthesescegure to build a BN model. The
steps of this procedure help to build a model fiagdosis purpose by introducing
gualitative and quantitative parts of the requiraddel. Section 7.5 is application
oriented where a BN is built and its complexityaduced by using a canonical model.
Section 7.6 discusses results obtained by propasagnosis and prognosis scenarios.
The validation techniques are proposed and exmdimsection 7.7. while section 7.8
concludes this chapter.

7.2. Applications of Bayesian Networks

(Weber et al, 2012) reviewed a large number oflegithat showed incremental
use of BN in dependability, risk analysis and mamaince. They noticed a growing
interest focusing on BN modeling in reliability andk analysis. Therefore, over the
last two decades BN modeling approach witnessectased trend in dependability
studies. BN based modeling becomes a popular mmoimodeling many kinds of
statistical problems (Langseth & Portinale, 20@Bparlow 1988; Almond, 1992) have
been firstly performed BN modeling for reliabiligpplications. All these applications
involve top-down approach (prognosis), i.e. forwarfkrence from cause to effect,
where prior probabilities of root nodes, e.g. s@ibesy components states, are given to
deduce the state of the final system variable, /gtem availability or reliability. In
reliability studies, BN models can handle multistparameters, common environment
conditions, uncertainty and coverage factors (Latig® Portinale, 2007; Torres-
Toledano & Succar, 1998). BNs can incorporate lopthlitative and quantitative
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measures such as human aspects that are oftenedatejualitative knowledge while
technical aspects are often represented by qui@ditameasures and metrics such as
components failure rates and mean repair time (Rpat] 2009). In addition, modeling
dynamics, i.e. temporal dimension, of systems wregbed by BNs. For instance, a
sequence of continuous events, cause-effects ewolubperational effects and
environmental influences can be represented thrdygamic Bayesian networks DBN,
for details about DBN algorithms a good referersc@Murphy, 2002). Langseth stated
that BN modeling method is not the solution topathblems, but it seems to be very
relevant in the context of complex systems (Lartgsz208).

Another noticeable, application of Bayesian Netvgpniesearch works are the
use of BN (inter) causal reasoning capabilities €iagnosis; where bottom-up
(backward inference) approach is performed, i.agmbsis root causes via observing
probability (evidence) of a system failure (effe@nisko, 2003). With this approach,
the diagnosis process aids to identify the rooseanf a system failure given a set of
system observations that may include test redhik$orical log data, error messages,
sensor reading, monitoring data for subsystem diperaetc.

A study that investigated complex process to defi@tires and to identify
causes. This study classified causes accordingtto $upervised and non-supervised
diagnosis with BN model based multivariate cardiclwhwvas implemented to diagnosis
Tennessee Eastman process (Verron, 2007). Thiy &tet integrated the notion of
distance rejection to detect and to diagnose fasiltsultaneously (Verron et al, 2010).
Additionally the work extended to use a data-driveathod, i.e. system tests and
measurements, which is then associated to anoth@elfdbased method, i.e. the system
analytical model. These two methods are first mediainder a Bayesian network
(conditional Gaussian network), and then combimeglValuate the system state (Atoui
et al, 2016).

7.3. Bayesian Networks Basics

A Bayesian network is a compact representation afudtivariate statistical
distribution function (Pearl, 1988; Cowell et aQ9B, Jensen, 2001). The BN model
encodes the probability density function goverrnget of n random variabls=(X,
X2, ..., Xn) by identifying a set of conditional independestatements jointly with a
set of conditional probability functions.

a) c

Figure 7.1: a) A graph as a qualitative part of a Bayesian network, b) An example related to our BN model

Network
traffic

Protection
response
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The BN model consists of a qualitative part, whigchepresented by a direct
acyclic graph (DAG) where nodes reflect randomaltales and arcs represent relation
(dependency) among these nodes, and a quantipativéhat is represented by a set of
conditional probability functions (CPF).

A given example in figure 7.1 shows a qualitatieetmf a modeled BN. The
figure shows four nodes where nodasakd X% represent parents of node. X1oreover,

Xz is a child of the former nodes, similarly; ) a child of % and clearly one can say
that X3 is a parent of X For instance, the relation Paj>X={X 1,X2} represents that
parents of X are X and X, while Pa(>) ={ X3} and descendants ofsX¢ and non-
descendants of 2= { X1, X2, X3}. In this way, conditionally independence stateisen
can be retrieved where we say thatiXconditionally independent of {2XX2} given
condition of { X3}, which written X4 L { X1, X2} | X3. In the Fig 7.1b, the protection
response depends on the GOOSE delay, which depenksth IED processing time
and network traffic. The direct dependency in #xample is depicted by direct arc
from parent node to a child node. Conditional iretegency relationships are bases for
inference (BN inference) where algorithms are ingdrio update probabilities through
conditional probability functions (Pearl, 2014).eTtelation f(x|y) denotes conditional
probability function of x given y. Considering rad variable nodesixwe get
{f(xi|Pa(xi)} where i=1,2,...,n. then calculation of joprbbability functions as:

f 1, e, xn) = [iza f (il Pa(x) (7.1)

Root nodes (parentless) of BN shall have prior gbilliies (a priori) while
descendants normally have a conditional probaligibye (CPT) regarding their parent
or parents. BN modelers shall identify each CPTseékecting parametric formula for
each (xi|Pa(xi)) and determining values for allgmaeters given conditional probability
functions as in table 7.1.

Table 7.1: A conditional probability table represents probability of X3 given states of X1 and X2

X1 X1 X1
X2 X2 X2’ X2 X2
Xz | Xg| X1, X2 | Xa| X1, X2' | X3| Xd, X2 | Xz X¢', X2’

Where X' is complement of Xand so for other variables.

7.4. The Procedure of modeling by Bayesian Networks

Clearly, BN modeling procedure shall involve mangeractions between the
BN modeling expert and the domain experts wherdatex answers the BN expert’s
gueries in such forming an expert knowledge todothle structure of the BN model.
The domain expert can understand principles of BN modeling through these
interactions that result in elaboration and elteia of conditional dependency (and
independency) among model variables. In causal mod@rmally arcs represent
direction from cause to effect where this causabtgtionship speeds up building BN

151



diagnosis based models. In this manner, the BN fimgdbas feasible advantages in
which interactions between BN expert and domairegspbecome a feasible way for
communication, e.g. implementation of causality anterpretation of objective
probability such as events frequency. Construdingodel based on BN mostly entails
three common tasks: a) identifying model varialaled their states, b) draw a structure
that links these variables according the domainliegggmn and c) providing
probabilities to quantify the relation between thedel variables.

7.4.1.The BN model building steps

According to (Torres-Toledo & Succar, 1998; LangsetPortinale, 2007; Choi
et al., 2011) building of BN shall incorporate peéded steps. This procedure involves
interactions among domain experts, i.e. systenvaeteexperts, and BN expert where
they build a BN model through knowing the formalusture of the system.
Additionally, other important sources of informatidor building the BN model are
statistical data through experiences, evaluatists tend answers of domain experts to
appropriate questions (expert knowledge) in orddmild the target model (Choi et al.,
2011). To synthetize these tasks into a procedloeanodeling activity are summarized
into the following steps:

1- Step 0: identify the system boundaries that steihborporated into the BN
model.

2- Step 1. determine the random variables that rept@seange of continuous
values or states of discrete variables. Thesehlagdecome nodes into the
Bayesian network model.

3- Step 2: build a graphical structure involving cdestges (of arcs) to connect
variables in order to represent qualitative coodii dependency/
independency (lack of arcs). In this step BN expadracts with domain
experts to reveal relations in order to avoid irappate (void) edges.

4- Step 3: identify quantitative relationships amony Bodes (variables) by
determining the conditional probability tables, doquire all conditional
probability functions within these tables, considgrprior probabilities of
root nodes.

5- Step 4: verification via sensitivity analysis aslivas testing the model in
order to refine and redefine either the paramdtensables) or the structure
of the target BN model.

Additionally, data learning can be used to autocadit build BN structure as
well as learning the model parameters. In our waekwill use the developed reliability
block diagram (see chap 6 § 6.6.4) as a basiglétifying the system’s components
and their functionalities (formal structure of tegstem). In addition to the system
formal structure, a risk analysis tool that is fdiure mode and effect analysis (FMEA)
will be used to identify estimated failures of thtection schemes due to operation
malfunctions or component faults and their effettlee system services. The BN model
will exploit the data obtained during the experittsenf dynamic tests and performance
evaluation (see detailed information in chaptend %).
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7.4.2.Risk analysis

Principle techniques of the risk analysis normakgist identifying occurrence
frequency of the risks and related severity conseges due to their effects. Among
these techniques are risk matrix (grid), hazardyaiga hazard and operability study
HAZOP, layers of protection analysis LOPA, anduel modes and effect analysis
FMEA that has extensions enabling determining aaiiiy FMECA and diagnosis
measures FMEDA (Carlson, 2014). Table 7.2 showsxample of FMEA analysis
where failures and their effects can be easilyrdjsished.

Table 7.2: An example of failure mode and effect analysis (FMEA)

The system: protection and control Life-cycle: testing of | Date: 13/12/2016
system the system design | Time:16:00-18:00
Equipment, Failure criticality R Comments
component/ mode causes Local Final effect | O S P
Function effect N
Ethernet Network switch:| High High Delayed Long time | 3 8 24 | Software updates, file
Data forwarding delay | network event clearance transfer could cause
traffic messages | of Delayed higher traffic loads
power
faults
Data High Loss of | Damage of| 2 9 18 | Software updates, file
loss network event equipment transfer could cause
traffic messages | due to non- higher traffic loads,
clearing of also switch errorg
power (faults) would cause
faults same failure.
Ethernet media: Ethernet| Data Noise, Modificatio | Malfunctio | 2 9 18 | Wireless media is
frames transport alterati | crosstalk | n of event| n of the prone to
on messages | protection electromagnetic
and control radiation, also switch
fault or cyber-attackg
can cause so
Transformer protection No Missing Non- Damage of| 1 9 9 Users omif]
IED: to protect the main | events | of clearance | equipment configuration of an
transformer from data suitable of power | due to non- IED protection settingg
overloads, power faults configura | faults clearance
tion of fault

The above table illustrates main parts of the FMiBAlysis. This tool provides
useful information about failures cause-effecttieleship that would help to classify
critical failures according to both occurrence amederity. The ranked priority number
(RPN) column represents criticality, which is a tiplication of occurrence (O) and
severity (S) values. These values range from Diavhere severity rank 1 means non-
noticeable effect while 10 means potentially safetgted effect on equipment or
operators, similarly occurrence value (frequeneyiges from 1 to 10 where 1 means
very low and 10 means very high (Carlson, 2014}kid=s, FMEA helps to understand
system functionalities, their requirements and qremtince constraints. Therefore,
results of this analysis allow identifying importacomponents and their critical
relevance to the system operation.

FMEA aids to model causal relationships betweerseaund failure mode from
one side, and failure and its effect from otheesit@his causality helps to build the
Bayesian network structure.
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7.4.3.\Where do the numbers come from?

Building a model of Bayesian network involves gtaive and quantitative
parts; the last part appears as a more dauntirkg bl@sause it requires obtaining
objective probabilities (frequencies) and quantifyihe relation between child nodes
and their parents. The most common sources of piidiac information are (statistical)
data, literature about the domain and the knowledgemain experts (Druzdzel & Van
Deer Gaag, 2000). In this manner, building the Bdtlet is a process that go over the
systematic modeling steps (see section 7.4.1) acddmplishing the required accuracy.
The quantitative values are important to identifjop probabilities for the random
variables (BN nodes). Hence, these parameterssaemal for determining (inferring)
posterior probabilities over the condition probayildistributions, i.e. conditional
probability tables. Data collection should be aghtkcarefully because biases of data
will lead to inaccurate performance of the BN modklcas et al, 2000). In
dependability applications, most reliability dataés include abundant probabilistic
information (parameters) that help building BN misdevhere components failure
modes and rates reported. This information can $&&d uor elicitation of prior
probabilities. In other hand, modern innovativeteys can be considered one-kind
systems where past reliability data is not avadabkence, uncertainty is obvious in this
condition. Finally, knowledge and experiences omdo experts become the only
source of probabilistic information. Elicitation pfobabilistic data from experts shall
help to tune parameters obtained along with vergfythe conditional dependency (and
independency) among these parameters.

| learnt, from dynamic tests and the performanceluations (in previous
experiments), the relation between system varidabldse system platform and the test-
bed experimental data that explains clearly theestand ranges of the collected data.
Calibration of the probabilistic values in the BNodel shall reduce imprecision of
diagnosis. (Henrion et al, 1996) argues that diagneia using BN is insensitive to
imprecision in probabilities. In addition, (Bko & Druzdzel, 2013) concluded that as
long as they avoid zeroes among model paramet@gnaktic accuracy of Bayesian
network models does not suffer from decreased sicectdf their parameters.

The BN model can be subject to sensitivity analfjfsisugh varying the model
parameters to determine the accuracy of numbersdier to get satisfied results. Also
varying simultaneously all probability distribut®shall reveal the overall BN model
reliability behavior and output, which is knownuascertainty analysis (Druzdzel & Van
Der Gaag, 2000).

7.4.4.Reducing the complexity of the CPT and the structual
relation

Possibly the BN model could contain tens to hunsiretirandom variables
(nodes) that may entail up to thousands of prohegsi) i.e. parameters of conditional
probability tables. This parametrizing dependsaliyeon the BN graphical structure
where each node may enlarge exponentially the prltyaderivation (propagation),
e.g.n states of parents produ@tstates for their child node CPT. Additionally, Baisn
belief updating (inference) involves propagationobkerved evidence, i.e. updating
probabilities given observed variables. This precesmputationally is a complex
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polynomial problem (Cooper, 1990), i.e. NP-hardiyem, that require reducing the
model complexity by specific techniques.

In order to reduce these probabilities (and rele@T), two techniques exist
either reducing the graph structural relationstup,reducing the parameters of the
probability distribution (CPT parameters). For argte, the first approach comprises
either removing arcs between nodes where weak depeies exist (Van Engelen,
1997), or divorcing parent nodes, i.e. adding mestiate nodes (Olesen et al., 1989).
While reducing the parameters can be performedisiag canonical models such as
Noisy OR and/or Noisy MAX gates (Diez, 1993; Henrih989; pearl, 1988). Using the
canonical models assumes satisfaction of causandiemcies between child node and
its parents’ nodes. In this occasion, the comp}egit parametrizing changes from
exponential 2") to linear ) relation between a child node and its parentgson&
Druzdzel, 2013). This reduction of complexity whiklp to reduce the overwhelming
effort to parametrize the BN model.

7.5. Building the Bayesian network model

To build the BN model, we start identifying thel@mes cause-effect through
using a simple FMEA analysis. The system understadie substation automation
system based on IEC 61850 communication servicexavhoth SV and GOOSE
assumed as Ethernet based messages to deliverreraasts from the process level to
the protection and control functions at the baglevlhis system has three protection
schemes namely interlocking, blocking and intepimg (see chap 4 § 4.3.3) that use
IEC 61850 GOOSE to coordinate functionalities betvprotective relays (IEDS).

7.5.1.Causal relationship

Failures can happen in communication networks adcgrto some susceptible
elements. For instance, in wireless networks trésson of data is more exposed to
inference and electromagnetic radiation than wimedlia (cabling), while high traffic
loads can affect both wired and wireless netwddetwork perturbations indeed affect
the quality of messages delivery service. FiguPeshows an example that shall help to
identify causal relationship, between failure anarresponding causes in
communication networks. The figure illustrates coonig pragmatic failure modes in
wired Ethernet networks. The figure links theséufais to most known causes, e.g. the
switch error refer to hardware, software and camfigjon errors where users may
unintentionally make mistakes during setting of sqrarameters. Even though attackers
intentionally jeopardize network systems to achigpecific goals.

Causes Failure modes
Switch error Loss
Net Traffi
et Traffic Delay

Noise

/ #| Alteration

Figure 7.2: an example of communication network failures and their causes
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Delay and loss may happen because of queuing affiekibg mechanism at
Ethernet switches, while out of order delivery accuwe to service policing and
scheduling such priority mechanism. In additiontjwm large and multi segment LANs
frames can take alternative paths, especially mitiiticasting modes of transmission,
e.g. publisher/subscriber pattern. The networKitrafideed is a main factor that shall
affect networks quality of service, similarly noisech crosstalk can alter frames bits
resulting in drops/ignoring of data frames accogdmframe check measures, e.g. cyclic
redundancy check CRC.

7.5.2.ldentifying (parametrizing) the BN model variablesand
building its structure

Models of Bayesian networks can represent caukdlaeships. A model that
employs a BN helps to diagnose and understand dlagian between cause of
communication failures and their effect on promegchemes functionalities. Based on
the system diagram (RBD, see chap 6 § 6.6.4) wefstt drawing the BN structure as
functional components and status of network dusotoe perturbation (causes) as risk
factors. Then we link every cause to correspontiiiigre mode or many causes to many
failures. Finally, the effect of failure is linked the final consequence.

Figure 7.3: First iteration to build conceptual BN model: communication failure modes are divided into three nodes:
alteration, delay and loss

Using brainstorming and knowledge from the platf@xperimental observation
and collected data, the first model becomes subehaddhe developed BN model (Fig
7.3). In the first iteration of building the mod#ige lack of network service’s quality is
divided into three failure modes: frames loss, ylalad alteration (fig 7.3) because they
are independent states, i.e. existence of a fadoes not prohibit other failure. To
explain the variables of the BN model table 7.3udes description of every variable
in the first model.
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Table 7.3: causes, failures and their effects (consequences)

Variable Causal type description Example

Human Root cause Intention here is prior decision to | Injection, DOS, insertion and cable
intention cause harm for the network service | cut

Root cause Without intention a person can make
Human configuration or operation error suchj Configuration error
error as misconfiguration of an Ethernet | Operation error

switch or huge file transfer

Cause Related to human intention to spoil|o
Attack make a damage éyber attack

Cause Due to environment or activity that .

. . Electromagnetic interference from
Noise may produce electromagnetic or .
X electrical motors
pulsed noise

Network Cause Traffic load that may lead to long | Large file transfer, device software
traffic frames delay or loss update or upgrade
S;’:gfh Cause Due to bad configuration Bad VLAN configuration
Loss Failure Loss of GOOSE messages Previous causes
Delay Failure Long transfer time Previous causes
Alteration | Failure Payload data modification Previous causes

Effect .- ] ]
GOOSE (consequence Efficiency status of GOOSE Service Loss, delagltaration

In addition, we identified the consequence of thiskires on the GOOSE
service, i.e. quality of GOOSE service due to Hibenetwork status. In fact, we can
classify the nodes into three categories a) obtiervaodes include causes that can be
represented by risk factors, b) auxiliary nodes tioald include symptoms, test results
and failure modes and c) final consequence (effexdgdarget nodes (evidences). To
estimate final effects of failures table 7.4 highlis some consequences on a protection
scheme (reverse blocking).

Table 7.4: consequences of communication failure modes (quality of the GOOSE service) on protection scheme.

Failure Event Consequence
During power fault and due to delayeq Economic due to loss of power supply
Delay blocking message (reverse blocking)
the result a false trip at upstream bay (power outage)
IED device fallback, i.e. which receive
Delay False blocking after tripping blocking, and loss of protection that
may lead to safety hazard
During power fault and due to delayeq ic d | f |
Loss blocking message the result is a false Economic due to loss of power supply
. (power outage)
trip at upstream bay.
Long clearance time for intertrippin
Loss dueqto loss of GOOSE data PRI Safety hazard
Interlocking is not coordinated due to
Loss loss of switchyard status data, e.qg. Safety hazard
circuit breaker or disconnector position
Alteration Long clearance time — no trip Safety hazard
Alteration False trip Economic due to power outage
. Interlocking is not coordinated due to
Alteration false switchyard status data Safety hazard
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Table 7.4 focuses on and illustrates effects ofvagt perturbations on the
quality of GOOSE service. In fact, external fauten cause failures, e.g. faults of
hardware or software components. In the seconatiber, we rebuild the model due to
our scope that we only focus on technical causdailofes due to lack of knowledge
about the sociotechnical risk factors (human earat intention).

e, T o

B e /

Alteration

Figure 7.4: BN model shows direct link between causes and failure.

For simplicity, we assume both human error and huimintion can contribute
to failure causes. Then | neglect the sociotechégar (human contribution). These
causes are not included in this study scope dwabdee mentioned reasons. What is
important for diagnosis in this sub-model (commatian case) it to classify direct and
indirect causes of GOOSE frames loss, delay andradiibn that affect the
communication service and leads to inappropriatesequences. Figure 7.4 shows

direct relation between cause and failure modesevbeveral causes are distinguished
by different colors.

Table 7.5: metrics used to identify failures during testing and performance evaluation

Metric Value Description

frames loss must be less than this value durinyiEtion
such traffic loads or noisy interferences

GOOSE transfer delay and IEDs processing mustdse le
than this value

. Unwanted commands (altered GOOSE frames) mustsse
4
Alteration | <10 than this value

Loss rate | <10*

Delay <3ms

e

In our approach, we build the BN model (the streetdrom the formal system
structure (functional composition) as describedyesr this section. Other possible
approaches are to build the model structure by me&na) system data learning, i.e.
automatically identify nodes and causal relatiopstand b) combining both data
learning and expert knowledge about the formalesgsitructure.

Quantifying the parameters (BN nodes states antgesaimeans determining the
numbers. In this manner, frequencies of failure esodre derived from experimental
results. Therefore, drifts from values of refere(aese table 7.5), i.e. the protection and
the control communication requirements, shall besatered as failures. Values of
failure nodes (states) can be represented by pradyabilities driven from collected
data. Finally, causes can be classified accordingoinditional probabilities tables
(relation to failures). The computing of the posteprobabilities is backward inference
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(diagnosis) to classify causes of the modeled edlulikelihood of causes). Large
amount of data was collected. This data includeguencies (statistical) data that are
derived from several sources such as: a) IEDs tperand failure log files, b) ICMP
request-response log file, c) captured data wittetavork analyzer (Wireshark) that
comprise both GOOSE and SV quality metrics, e.taydend loss, and d) Overall data
traffic captured with the SPAN port from the Ethefrrswitch. This data covers all
experimental scenarios that consists of both noAd\land VLAN enabled priority
data frames, i.e. GOOSE messages. The purposehergetermine prior probabilities
and to identify the relation between the traffidahe delay in a form of conditional
probability table.

The BN model in this phase should be elaborateti wéncil and paper via
iterations, after that can be modeled through afeel software tools. There are many
BN software packages for instance, SAMIAM, BNT Mitkoolbox, Microsoft BNTX,
GeNle and SMILE. In this research, | used the tasttools where SMILE stands for
(Structural Modeling, Inference, and Learning Emgjnwvhich is a fully portable library
based on C++ language classes and GeNle is théigahpnterface for decision-
theoretic models. Both tools developed at The DatiSystems Laboratory at the
University of Pittsburgh and become commercial poisl of BayesFusion, LLC.

Fig 7.5 illustrates a snapshot of the GeNle graghiterface where a part of
our model is shown. The graphical interface allea@d and flexible modification of
the BN structure.

= GeNle Academic - [Traffic and IED pracessing effects Zxdsk main model] o 50 S

#] Fle Edit View Iooks Network Mode Lesrning Diagnosis Layout Window Help NEE

DEW S| #[Forcocmeo fA|[Fw2|F([EuEE@m - F$E

Avial

Tree View

==& Netwrkd (Traffic and IED |
@ CB operation status

@ Mea:
© Power syt
(@D Protectiol
- CB controller processint
© IED processing

© MU processing
- Network Traffic
- SAS operation

© GOOSE delay

© Powerfault
O SV delay

-t - |BI|EEE[S LA = \ KA \

X

Ne evidence No targets
Figure 7.5: the GeNle graphical interface: a part of our BN model is shown.

The figure shows Ethernet network related nodegeen color, protection and
control components in light blue, status of sul@taautomation functions in orange,
status of the overall substation automation systegmurple and the power system status
in red. In this model, we made assumptions thautitreaker equipment, network
cables and electrical power supply are reliabletduleeir existence in most substations.
Our objective here is to observe the future SARtionalities and their dependency on
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the IEC 61850 enabled services. These servicesregampformation exchanges, via an
Ethernet network, between SAS components, such as:

a) Power quantities measurement shall be transfem@a the MU at the
process level to the bay level by means of sampladdes, i.e. non-
conventional instrumentation (NCIT) connected tordyfieg Units,

b) Protection and control functions, simultaneouslyi@eed by multifunction
IEDs, receive measurements by means of SV datasetsssue GOOSE
events according to these measurements.

c) A circuit breaker controller, i.e. an IED embedsetwork interface to
exchange substation events, will receive impliahtcol commands via
GOOSE datasets.

Finally, the power system status will be obsenfgdugh modeling an electrical
power fault, i.e. modeled by BN node, to repregeasence or absence of short-circuit
or power transients. In addition, target statuthefpower system will be derived from
the power fault node and the SAS operation statdg® at the bottom of the BN model).

To learn parameters data learning is done wheneasswf collected data (data
files) are saved into files types include text anchma separated values (CSV). Figure
7.6 shows learning parameters process from a datavhere mapping of the BN
variables (nodes) and their states to columns ahaes of this file. The learning is
performed with random variables initialization wgiEM Algorithm (Expectation
Maximization Algorithm), which has roots back tonks of (Dempster et al., 1977) and
Lauritzen, 1995). In addition, the continuous valea such as traffic rate and GOOSE
delay are discretized into specific states, edaffitr node states are low, medium and
high.

- — - -
™ Match Network and Data | B
-
Drag and drop items to change associations between nodes/states and data columns/values.
Metwork: Traffic and |ED processing effects.... . Matches: 6 with 0/1 name differences for nodes/states Data; Testbed_Surveillance_15062017_165...
Nodes Nodes & states Columns & values Columns
@ CB_status ) CB_cortroller = CB_cortroller
@ Measurement_status ipshort @ shot
@ Protection_success iplong @ (unassigned)
() SAS_operation 2 GOOSE_delay | GOOSE_delay
épshort @ short
i@long ® long
2 IED _processing D |IED_processing
ipshort @ shot
@long ® long
2 MIU_processing D MU_processing
épshort @ short
iplong @ long
O SV_delay [ sV_delay
ipshort @ short
i@long @ long
D Traffic 3 Traffic
@ low @ low
pmedum © medium
[ ihigh @ high
| Beset | ‘ Fixed nodes | | 0K | | Cancel |
! _ _— |

Figure 7.6: learning the BN model parameters from the experimental (monitoring)
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7.5.3.Application of Noisy MAX gate

To reduce the conditional probabilities tables veedithe canonical model
Noisy-MAX (Noisy-OR). This gate approximates the TCProbability according to
interested states of parents, which directly chahgeelation from exponential to linear
according to states number. Judea Pearl explaadiisy-OR gate is the simplest and
most intuitive canonical model (Pearl, 1988). Samsumptions shall be satisfied to
make this model applicable, in which causal refegiop exists, where a) ea¥hcauses
has a probability? and b) each cause is independent of the presétioe ather causes.
In other words, the causes of a failirare causally independent. These conditions help
to reduce the CPT input to justparameters fron®:1 to P, whereP; provides that the
failure will be true if any caus exists and other causes are absent?j.e= Pr(Y| xy,
X2,.. Xi.- Xn_1, Xp) Wherei # j and all causes, exceyt are negated. This gate will
derive the complete CPT of the faillfgyiven its parents (Ofko, 2003). An extension
to the Noisy-MAX model, to capture all modeled caauief the failure, supposes a leaky
state where absence of all the failure’s causes. |&aky probabilityP, represents
occurring of the failure spontaneously when alleotbauses are absent, i.e. combined
effects of all unmodeled causes of the faiMrhat is given byP, = Pr(Y|x7, x3,..,
X, .. Xp-1, X,,) (Diez & Druzdzel, 2006; Bolt & Van Der Gaag, 2010).

The use of leaky Noisy-Max is straightforward inr dN model. First we
developed the CPTs for many variables (nodes) Hftgrwe improve the CPT through
using the leaky Noisy-MAX gates. These CPTs havwarpaters obtained from the
collected data and improved by our assessmentuaatiying the relation between
child nodes and their parents according to our egpee on the testbed (see chapter 5).
To insure consistency of states, i.e. leaky NoisdX¥\Wyate parameters, we verified the
two conditions (see above-mentioned assumptions).imstance, to derive causal
relation between the cause of GOOSE delay we staslaurselves does this delay is
the effect of long IED processing time or highficabf the network. If the answer is, a)
one of them at least can cause the delay (indepegieb) they cause the delay
(causality) then, and possibly other cause (notetentj causes the delay, then the
GOOSE delay node can be modeled by leaky Noise-Mgake. Fig 7.7 illustrates a
comparison between two CPTs for a same node (SA&&tpn), first with traditional
node and secondly with leaky Noisy-MAX model (lea4gisy-OR).

Protection status Success Fail Success Fail
a) CB operation status Success | Fail Success | Fail | Success | Fail | Success | Fail
Success 0.5 0.5 0.5 0.5 0.5 0.5 | 05 0.5
Fail 0.5 0.5 0.5 0.5 0.5 0.5 | 05 0.5
State Fail Fail Fail

b)

Fail al 1

Success O 0 0 0.5

Figure 7.7: A comparison between CPTs for a) traditional BN node and b) leaky Noisy-MAX

161



7.6. Results and discussions

Through setting evidences and providing observatitite elaborated model is
exploited in both directions, backward reasoningtt@m-up) to classify causes of
failures, i.e. diagnosis, by computing and clagsgyauses, and forward inference (top-
down) to predict, i.e. prognosis, the reliabilitiytbe target nodes, e.g. SAS reliability
that represents successful operation. Addition#tig, model would be used to predict
(prognosis) the power system states according tgivan data about the SAS
functionalities, Ethernet network status and assupm®r probability of power faults.

7.6.1.Diagnosis scenarios

The graphical tool of the BN inference engine aasetting nodes for ranked
observations as causes and states of target nedesluae states. The queries shall
comprise testing the evidence given updating proobabilities where some
observations are provided such as:

What are the causes of SAS failure given the olasemns about Ethernet network state
and evidence that the protection function is rédidb

Ranked Targets (failures)

I probability

Ranked observations (causes) I Diagnostic value

Measurement status: Fail 0.030900 .:l MU processing 0.411464 _:l
CB operation status: Fail coogsso [ CB Controller processing oosseas |
Protection status: Fail o GOOSE delay < 0.000001

5V delay =< 0.000001

IED processing o

Other chservations

Evidence

State

a)

MNetwaork Traffic

SAS cperation

Low

Fail

Ranked Targets (failures) probability Ranked observations [causes) Diagnostic value
CB operation status: Fail oisizee I ] GOOSE delay o.161321 [
Measurement status: Fail oises40 I ] | svdelay 0130344 [ ]
Protection status: Fail 0 MU processing ooi7oes [ ]
CB Controller processing ooozs7e [
IED processing ooooszs [ ]
b) Other observations Evidence State
Metwork Traffic high
SAS operation Fail

Ranked Targets (failures)

probability

Ranked observations {causes)

CB operation status: Fail ooz4ss: ] GOOSE delay 0.235153 [ ]
Measurement status: Fail 003471 I ] | MU processing o0a3so74 ]
Pratection status: Fail ] sV delay o.oi7szo ]
CB Controller processing 0.012419 |
|ED processing o.ooosga [ ]
C) Other observations Evidence State
Network Traffic medium

SAS operation

Fail

Figure 7.8: a) Testing the diagnosis with observations. Ranked causes are classified in top right and given
evidences are shown on bottom right, b) and c¢) Ranked causes are reclassified according to new evidences
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b)

By setting evidence that SAS operation is failed @aarying the state of network traffic
in this scenario case, a diagnosis obtained that naises are classified according to
the traffic state. For example when the traffito the first ranked cause is the MU
processing, i.e. either takes long time or not ajueg reliably, second cause is the CB
controller processing either due to delayed aatiomon-reliable operation (top right of
Fig 7.8 a). Setting the traffic observation (newdewnce) to a medium will invoke new
probability propagation (inference) that ranked tfservations (causes) according to
the new state of the network traffic. In this sttaa, the first ranked cause is the GOOSE
delay with higher likelihood, and second causbaésMU processing (Fig 7.8 b). Setting
the traffic to a high state affects the classifamatof causes where GOOSE delay is
classified as a first cause and the SV delay is¢étend (Fig 7.8 c).

What are the causes of power outage given thaturezagnt and protection functions
operate successfully, and the network traffic 870

The evidence of low traffic enforces a belief tleat delay, for both SV and GOOSE,
transmission exists in this scenario case, thenotiy possible cause is the presence of
continuous power transients that are happenedaoetages from the power source
(fig 7.9).

~
" Testing diagnosis - unsaved case library - [ [ S0 S
Case library « szl |no cases in librany | Save.. Entropy/cost ratio: 1 3 Max: 10 -
Ranked Targets Probability Ranked Observations Diagriostic Value
0.000003 [ || Powerfaut o.86350c N | |
ail O CB controller processing < 0L0000
CB operation status < 000000
|ED processing < D000
ML processing < 00000
Other observations Evidence State
GOOSE delay short
MNetwork Traffic low
SV delay short
| Update | Options ~ J | Restart | Decimals: |6 = | | Close |

Figure 7.9: diagnosis causes of power outage when measurement and protection functions are
reliable and network traffic is low

In order to diagnose and follow multi faults facimgasurements, protection function,
and CB operation, what are the causes of all SA&tionalities’ (subsystems) failures?
Pursuing multi-faults will provide most common casisn which the model diagnosis
testing ranks the causes according to most liketlres shown in (fig 7.10).
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- _
™ Testing diagnosis - unsaved case library

Case librany ~ 1 Case: |no cases in library | | save Entropy/cost ratia: 1 (93 Mane: 10 -
Probability Ranked Observations  Diagnostic Walue

Rarked Targets

Protection status Fail ozzzace [ 2 ||| GOOSEdelay 0.195544 [

CBoperstionstatus:Fail 019651 [l ||| svdelay o.0e33zs [l

Measurement status-Fail 0140626 [ IED processing o.0233a80 [
0.014575 [

MU processin a
CEB controller processing  0.002641 [

Power fault o

Other observations Evidence State

Close

Update options ~ | Bestat___| B

&

Figure 7.10: multi-fault scenario where many failures are followed to diagnose most causes

7.6.2.Prognosis scenarios

The prognosis in this model means estimating thé sof final nodes that
represent the reliability of relevant functions dsess). Simulating predefined
scenarios, i.e. providing prior probabilities foot nodes, will enable determining the
final nodes states. This process probes the BNeiaa exploiting prior probabilities

for particular conditions such as:

CB controller
processing

MU processing

Power fault

CB operation
status

Figure 7.11: representation of posterior probabilities as bar charts for SV delay and GOOSE delay nodes

a) Given an evidence that the network traffic ratenisdium (40Mbps < average
network traffic < 80 Mbps) =100%, what are the etadf the SV and GOOSE
delay? This scenario gives posterior probabilittedboth SV and GOOSE delay
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when a traffic rate observation becomes evidencecdampute posterior
probabilities. Fig 7.11 shows a graphical represt@m of these probabilities.

b) What will be the effects of GOOSE and SV delay dosls scenarios on
measurement, protection, control and circuit breagerations. This scenario
gives posterior probabilities for SAS functionagi(subsystem functions) when
evidences such as long delays of both SV and GO@®BEmission and high loss
of the later occur. Computed posterior probabgiie shown in Fig 7.12 as bar
chart nodes. The figure shows setting evidencerddes, green with bar chart,
SV delay node with 100% as long value, GOOSE deity 100% as long value
and GOOSE loss with 100% high value. The resuissapwn as posteriors for
success and fail probabilities for measurementteptmn and CB operation
statuses (orange colored nodes). For instancendasurement status node has
probability of 58% for success and 42% for failgFFi12) and finally the influence
on the SAS operation (red node with bar charthas with probability of 90%
for fail state.

- GOOSE delay - GOOSE loss
lows 0%

medium 0%

high 100% =

CB controller
processing

3 Measurement status > Protection status 2 CB operation status

Sucess 58% -:| Success 56% -:| Success 80% -:|

Fail  42% = Fail 44% = Fail 40% =

Figure 7.12: posterior probabilities for SAS functionalities: Measurement, protection and CB control

7.6.3.Discussions

The use of the developed BN model for diagnosiseddp on the causal
relationship between causes of failures and tffigices. The model in this way has many
layers namely the causes’ layer, the failures layer the effects layer. In this way, the
structure should be appropriately designed espgciien other context (auxiliary)
nodes exist. These nodes represent relevant comslisuch as SAS operation states,
Power system states. When diagnostic scenariorfsrped the user should identify
clearly the target nodes (failures) and the rantdeservations (causes) and relevant
evidences (given observed variables). This procegsends on the user intuitive
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thinking, therefore, lack of domain knowledge sialuence the diagnosis process. To
overcome this limitation, we provide questions &ticitation of tests and evaluation
results, as well as treatment and links to reldsximentation, e.g. IED device testing
steps and related manual information.

Some inconsistent data made the data learningr{ledeas learning) process
more daunting due to incompatible data types #wtire additional efforts to map data
files contents to the BN model nodes and theiestahis effort takes long time where
assessment of child nodes CPT needs involvemesxsrts to tune the probabilities
of these tables. To overcome the issue we useg Naisy-MAX model (gate) that also
helps to reduce the complexity of CPT by only udintgresting states of parents, e.g.
fail state of parents to determine probability bila fail state.

For some prior probabilities, the values are assusueh as the probability of
occurring of electrical power fault, while we oreittintentionally other nodes when we
simulate prognosis of the power system servicealidify, e.g. the sociotechnical
aspects.

7.7. The validation process

In this section, we mean evaluation of the BN mad®tre we check the model
via testing real application data (the testbedeoddld data). The idea is to learn the
model parameters from the dataset (records) anek leae record for testing the
diagnosis. Additionally, we generate synthetic daten the BN model to check its
consistency and to test random cases comparingsh#s with our intuitive estimation
of failure causes.

In addition, we used the available sensitivity gl with the software tool by
varying nodes probabilities and checking theiruafice on the posterior probabilities.

7.7.1. Evaluating the BN model for diagnosis cases

We test some failure cases in order to check tharacy of estimated causes.
This evaluation aids to evaluate the results bypammg them with the correct diagnosis
explanations. Fig 7.13 illustrates testing by intjpgy the protection failure case from a
data file, in order to use the model to diagnogectuses. The figure shows a case of a
protection failure where the target failure is tpeotection function and given
observation are short GOOSE delay, low networKitrashort SV delay. The result of
the diagnosis is consistent with our estimatioslasvn by fig 7.14

Case Manager @{
J¥ | d S5V
‘ Name | Category | Descrption ‘ Tamets GOOSEdelay | Network Traffic | Protection status‘ SV delay |
4 \Fmtediun Failure :Failure of SASfunctions  This failure is observed while unknown cause can be idertfied through the diagnosis step.  |1: Protection status (] short low Fail shot  :

Figure 7.13: importing a protection failure case in order to diagnose its causes.
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" Testing diagnosis - Faiili_.lr_e of the protection function.axscl @lﬂ

Caze | no cases in library Save. ., Entropy/cost ratio: '| r |__f Mz 'H} -
Ranked Targets Probability Ranked Observations Diagnostic Value
Protection status:Fail oo« N = ||| GOOSEdelay 0.020677
Measuremert status:Fail 0532374 N @ ||| SAS operation 0.015758
CEBoperationstatus:Fail 0519312 N = ||| Metwork Traffic 0.004500
IED processing 0001311
SV delay 0.001069
MU processing < 0000001
CB controller processing O

Figure 7.14: diagnostic results of the protection function failure given a case from a dataset record

Figure 7.14 shows the diagnosis’ results of ttsead protection function failure (Fig 7.13)
where classified causes include GOOSE delay @gdinked cause with probability of 2%.

In addition, testing of another case that is maymglicated than the above case. The
protection function is assumed in a failure st@bserved evidences are updated to set an
overall SAS system into failure state and the nétwraffic into a medium state. Fig 7.15 shows

this scenario as a case record. The results avensindig 7.16, where no causes are given.

Case Manager @
X G <L
Name Category Description |CE cortrolle..|{CB operatio... | GOOSE delay|IED process..| MU process..|Measureme... | Network Tr .. |Protection s...| SAS operation| SV delay
» Protection Failure Failure of SAS function  {Unkown causes of observed protection function faiure. the causes ca.. ‘shon medium Fail Fail

™| Testing diagnosis - unsaved case library I. — | =k ﬂ_
Case library - Caze!' | no cases in library | Save... | Entropy/cost ratio: 1 r_l Max: 10 -

Ranked Targets Probability Ranked Ob. .. Diagnostic Value
Frotection status:Fail C:'_:C GOOSEdelay ©
CB operation status:Fail 0.644210 _: |ED processing 0
Measurement status:Fail 0. J}EDBM} MU processing 0
SV delay o

Figure 7.16: results of a modified case are logical due to insufficient evidences where only one observation is provided.
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7.7.2.Generating synthetic data from the BN model

This step is used to generate a dataset with magad5% missed values), from
the BN model, that shall be used for two purpoSd® first purpose is to learn
parameters from this dataset and the second puipts¢est randomly chosen records
(random selection) in order to check the diagnpsigdormance. Fig 7.17 shows the

setting of this task.

-
Generate Data File

]

MNumber of records

Separator character:

issing values {3k

Filenams: D:\Users\altahers"Desktop Bayesian Gehle tutoral Final'syrth [ .. |

300

Comma -
[#] Add header with node 1Ds
[] Use state indices instead of state 1Ds

izs samples by existing evidence

5

[ 5V delay

[ CB cortroller processing
¥ CB operstion status

[ GOOSE delay

[+ IED processing

] Measurement status

] MU processing

] Metwork Traffic

[ Protection status

[0 SAS operation

[ setectall | [ Select nane |

[ oK ] [ cancat |

ke

Figure 7.17: Generating a dataset with 5% missed values to evaluate the diagnosis performance of the BN model

This task is completed in about 20 ms, generath@ r&écords, which give an
indicator about the feasibility of this step in erdo evaluate the diagnosis performance.
The generated dataset shall contain missed vals&sdted among the data fields
(columns) as shown in the fig 7.18, where a 5%hefdata is missed.

T synthetic failure records.txt E@
CB_controller | CB_status | IED_processing | Traffic -
» [short Success short medium |
Fail short high i
short Fail short 3 B
short Fail short high
short Fail short
short Fail high
short Fail shaort high
short Fail short o
shart Fail shaort high
short Success short loww
short Fail short high
short Fail long medium
short Fail short high
short Success shaort high
short Fail short high
shart high
shart Fail shaort high -
short Success short high
short Fail short high
short Success short high
short Fail short high
short short medium
Fail medium
short Success short medium
short Fail short
short Success high
short Fail short high
short Fail short I |
short Fail short lowy
shaort Fail shaort high
shart Fail short high
short Fail short
short Fail short
short Fail short high
short Fail short high
short Success shaort high -
4] 4] Row]|[1 of 200 [»|[m]_ < [m ]| »

Figure 7.18: Generating a synthetic data with 5% missed data values: 300 records are created in about 20 ms
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After generating the dataset, we use it to leamarpaters (data learning) to
update the model probabilities. Moreover, we sedeate records randomly to test the
diagnosis performance from the same dataset. Dtnigge steps we leave this record
out of the dataset, i.e. during learning step weaee the tested record. We inspected
10 cases in order to evaluate the diagnosis pedioce (Fig 7.18) and to check the
consistency of data values. We noticed that thgndisis can not identify the cause of
CB (circuit breaker controlling function) operatiéailure in three cases among the 10
cases. Possibly, in this situation more data rexalmbut the circuit breaker operation
and related information are required to improvediagnosis accuracy.

7.7.3.Sensitivity analysis

To validate the model consistency, a sensitivitglgsis step is vital to inspect
causal relation among nodes and conditional depmyd@and independency). This step
means varying the nodes parameters (states vandshecking their influence on the
other model contents. The technique of sensitiaalysis (Castillo et al., 1997;
Kjeerulff, Van Der Gaag, 2000) assists validating pinobability parameters of the BN
model through investigating the effect of small mipas in numerical parameters, i.e.
probabilities, on the output parameters, e.g. past@robabilities). To analyze the
sensitivity, a node (or several nodes) should keasea target node, i.e. as in
mathematical models where varying inputs to chdtéceon the model parameters.
This step helps also to tune the model parametiees\® BN expert can ignore (delete)
some nodes due to their inconsistency and negdigilfluence on the model parameters.
Fig 7.19 illustrates this task where red coloredle®o represent most important
parameters.

Network Traffic
[F7d

S delay ) GOOSE delay
il
@ SV alteration kP GOOSE Loss
() [ET7 kil
MU processing
Fower fault qi ED processing
[ il

[=11]

Figure 7.19: Sensitivity analysis step where SAS operation node is set as target node.
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7.8. Conclusion

In this chapter, a modeling based on Bayesian n&s\@N) is exploited mainly
to perform diagnosis tasks, which also used flgxilo estimate the system state
(reliability) according to given scenarios. Thisnw@nhances the system dependability
by identifying faults and their causes. The uséruviderstand the relation between the
cause and the fault. This process will improve tieer knowledge in which
multidiscipline information can be learned.

The BN model is built upon collected data from expents performed to test
the IEC 61850 based protection schemes. Whereuhi@ajive part (BN structure) is
derived from the formal system architecture andteal literature, and the quantitative
part is identified by incorporating parameters frdata obtained during the testing and
performance evaluations (see chapter 5). In additiotune up the model, validation
and sensitivity analysis are performed to tune gbilies and CPT parameters.

The BN diagnosis model provides helpful reasonivag tiepends directly on the
model structure (causal relationship) and the &eflparameters (prior probabilities
and CPT). Complexity of this model is the expor@ntlation between the child node
and its parents’ nodes. We used Noisy-MAX with letdature to overcome this issue.
Furthermore, lack of knowledge about some causels as sociotechnical auxiliary
causes, because of uncertainties considering praivabilities, leads to omitting this
layer that needs more research efforts.

The BN modeling technique is a promising approabkene its DBN (Dynamic
BN) extension can provide means to model tempmal#ions such as network traffic
dynamics, e.g. variation of average flow. Hencenadyics of network quality metrics
such as delay can be simulated in this practice.

Real-time diagnostics of failures can be improvedugh on-line collections of
data, classifying causes according to causal oglstiips in which failure detection step
can be included within facility of an embedded eyst This system can be deployed
within the future IEC 61850-based process leveligant, where SV measurement
based on stand-alone Merging Units and embeddeditclsreakers controllers, with
network interfaces, provide enough amount of dht shall be used for advanced
diagnostics.
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chapter 8: Conclusions and Perspectives

8.1. Conclusions

This thesis presents efforts that aim mainly testigate dependability of Smart
Grid technologies. In particular, an IEC 61850 lodesgbstation automation system has
been investigated. These efforts proposed dynasimy techniques for evaluating the
performance of communication networks, protectivdays (IEDs) and their
interactions. These tests help to inspect confgrofidevices to specific performance
requirements that are adjusted by relevant stasdard

This study has used Ethernet performance metriggraffic profiles to build a
strict framework. The experimental methods will alésigners, developers and
integrators to inspect developed technologies wikhiboratory setups for research and
industrial activities.

Dependability and functional safety techniques wargloyed for evaluating
Smart Grid technologies. Suitability of these teghes are shown through a case study.
The IEC 61850 communication protocol (GOOSE mesgpgervice) is inspected to
check their conformity to requirements of functibsafety standards.

The data obtained during the experiments of dynatesting and performance
evaluation were used for learning parameters oésagdied Bayesian Network (BN)
model. This model was exploited for diagnosis pagy@nd was adapted to present a

prognosis application.

Main findings of this work:

Unit testing of protective relays provides indicas about tripping, blocking
and time coordination performance. These functaamnot be tested without functional
interaction among the interconnected protectivayel

Interactions between substation devices, to achievedination tasks, depend
on performance of the communication network anateel services inside these devices.
The Ethernet network provides flexibility, but équires effort to reach well design and
configuration. Ethernet network perturbations regay high traffic loads and poor
quality of service could cause degraded performahnpeotective relays (IED devices).
The degraded performance beside power system eérdastould initiate overloaded
functionalities that lead to a fallback state.
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Dependability and functional safety techniquesloaapplied to the Smart Grid
technologies. The digital substation automationesysexploits a large amount of data.
This data can be used for diagnosis and prognosistiance the system dependability.
These tasks can help many stakeholders such agndesi integrators, testers, and

maintenance staff during several phases of a dudsstde cycle.

Contributions of this research and its importance:

Providing invaluable information for understatingetlEC 61850 standard, its
technical parts and related services such as comation technologies (SV, GOOSE
and time synchronization) throughout implementingpgical testing methods.

Testing methods were developed in this thesis see dynamics of protection
schemes and behavior of Ethernet networks. Thedboode aid in evaluating the
performance of designed and developed technologssbstation automation systems.
Another promising application of these techniquesta validate designs through
implementing experimental platforms within acaderna industry. Quantifying the
performance metrics were performed according touirements of information
technology such as Ethernet communications, andatpe technology as power
protection schemes. Quality of service featurediwittthernet technologies were
investigated. VLAN based priorities were implemehte enable prioritizing GOOSE
messages and to guarantee their delivery durirtgthédfic profiles. VLAN is observed
in which associated tangible benefits are secantyreliability enhancement due to the
passing of protection messages via dedicated VLAiftsp

Dependability and functional safety techniques hbgen implemented in a
design case study where proposed process and ba&y flenctionalities were
investigated by using component based reliabisliability block diagrams were used
and reliability, inherent availability and safetytegrity levels were calculated.
Furthermore, GOOSE messages were inspected acgdalirequirements of safety
communications.

Data obtained from the experimental platform wgsd@ied. These data helped
to learn parameters within a Bayesian Network moded to classify causes of
observed failures. The complexity of this modeteiduced by using a canonical model
(Noisy Max gate).

Moreover, practical recommendations were raised during tkgemental

works. Future digital substations will incorporatéormation and communication
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technologies inside all their levels. Thus, substegngineers, technicians and operators
should acquire essential knowledge that helpsttehgesign, test, operate and maintain
reliable substations. For example, VLAN and reduegahape important requirements

of information and operation technologies. The @enfance evaluation approach is

recommended, in this context, to achieve desigtgectves of an overall system test

(factory or site acceptance testing). Therefore,tést should begin by IED devices as
unit testing, and then emphasize functional testofgthe devices (e.g. time

synchronization and coordination) that needs ggtifrreal protection schemes.

The current study experiences some limitatiothse to a limited availability of
some advanced features of substation automaticlersgs The experimental work
covers only a single transformer bay and a siregelér bay. These bays do not support
direct acquisition and manipulation of IEC 6185@-§rocess bus (Sampled Value)
measurements.

Synchronization of devices’ time was performed tigio available software
based services such SNTP/NTP protocols, whichdithi¢é precision of devices’ time-
synchronization and accuracy of substations tindiig.

We should mention that the experimental study doeis inspect network
redundancy tools and techniques that aid to enhsexace availability of Ethernet
networks.

Furthermore, in this work, the BN based modelinglimited to offline
diagnostics, however, sociotechnical factors ateeaeered in this work. These factors
act as vital roles in the dependability of the sgstwhere human errors contribute to
reliability of substations design, configuratiordasperation. Human error in the context
of the IEC 61850-based substations dependabilisyilispotential for further research

activities.
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8.2. Perspectives and Further research suggestions

Potential research ideas are raised during thésthwesk. Firstly by considering
the communication network where the local Ethernetworks exist inside the
substations. Substation devices shape an esseatialf the Smart Grid cybersecurity,
for instance, ICMP responses from IED devices tmPequests are actively observed
working which create vulnerable points, e.g. ARR@s. Another point is VLAN
security when port based configuration can be argi@ vulnerability for similar kinds
of attacks. Some studies propose routing GOOSEagesdetween remote substations.
Protection schemes such as distance protectionbeilan experimental issue that
requires further investigation to cover time peariance and cybersecurity related
issues.

The experimental platform in this work can be fertih expanded to support full
process bus features such as Merging Units as ghglod and IED devices as
subscribers. This mechanism will support acquisitbSampled Value (SV) messages.
Then, development of modules or devices for probeisscan be inspected with these
features, which in result open potentials for rede#opics such as testing of developed
devices. The testing technique in this context va@tjuire software based capabilities
that depend on Substation Configuration Langua@e Y ®ased test-set, i.e. to generate
required signaling. Publishing of or subscribingsd, GOOSE and related data can be
performed through this test-set. This techniquavaditesting devices and equipment in
laboratory settings, which possibly increases Hiity and reduces time, efforts and
costs by utilizing software based modules.

Second further research considers the real-tingndis of the designed system
where IED devices and other equipment such as Midspecovide a large amount of
high quality data. This data will be increased desmodern as well as future digital
substations. The increased amount of data shallthelinvestigation of malfunctions
and failures, and diagnosis of their causes. Impgthe BN based diagnosis with
expert knowledge, and use of online-embedded sgstam exploit available data from
the Ethernet network (SV and GOOSE), IED devicasl(frecorders, log files etc.) and
experimental test-beds.
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Appendix A

A.l. International Standard Organization/ Open Syséms Interconnection (ISO OSI)
model

Seven layers shape the international standard m@8e€l OSI) that allows open
intercommunication to connect devices from difféererendors (hardware and software
providers). Ethernet switches use the lower layédrsre the physical layer transfers bits into
form of electromagnetic, electrical or optical satgy The datalink contains two sublayers
Media Access Control (MAC) and Logic Link ContralLC).

Application
Presentation
Session
Transport
Network
Datalink
Physical

Figure A.1:1SO-0SI seven layers model, Ethernet switches use two lower layers.

A.2. Contents of an Ethernet frame (with IEEE 802.f/q)

At the second layer, Ethernet frames contain codfata and quality of service fields.
Fig A.2 shows an IEEE 802.1p/q enabled structuretbérnet frames.

8 6 6 2 46-1500 0-46 a4
S| Destination Source |€|Length > Check-
Breamblie o address address|g| 7/ Type tha Pad sum
)\
[ \
T: .
pro:)gcol User CFan wel VLAN
0x8100
2 3 Bits 1 Bit 12 Bits

Figure A.2: Ethernet based frame with VLAN tagging and priority (IEEE 802.1p/q)

A.3. Frame structure of GOOSE (Generic Object Orietied Substation Event) messages

According to the standards [IEC 61850-8-1 and UCRB],2GOOSE is built upon
Abstract Syntax Notation/Basic Encoding Rules (ABBER) that use tag/length, i.e. TLV
(type/length/value), for every field of data. Fig3fsshows a GOOSE message with detailed
fields. This message is embedded into an Etheraeief with VLAN and priority tagging.
The Wireshark analyzer is used to analyze contehtthis frame. Fields of data are
described according to their rules.
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8.1

Time

Source Destination

Protocol Length =~
160

m

3 0.3163820 0.000000000 IpcasGmb_fa:b7:1c Iec-Tc57_01:00:01 GOOSE
Field name Description

APPID Application Identifier, should be unique for every GOOSE application

Length Data length within GOOSE data

GOCBREF GOOSE Control Block Reference

TATL Time Allowed To Live

Dataset GOOSE dataset

golD GOOSE Identifier

T Timestamp

stNum Status Number (incremental) represents state change

sqNum Sequential number (Incremental) represent current state counter

Test if true means this GOOSE for testing purpose

Confrev Configuration revision means current configuration release

Ndscom Needs commissioning if true means GOOSE need setting, e.g. not well configured

Numdatsetentries | Number of dataset entries, in this GOOSE two items (string with 4 bytes length)

Ether type
0X88h8
GOOSE
Length
Reserved 1
Reserved 2
TATL .
Dataset GOID

® Frame 3: 160 bytes on wire (1280 bits), 160 bytes captured (1280 bits) on in
@ Ethernet II, Src: IpcasGmb_fa:b7:1c (00:09:8e:fa:b7:1c), Dst: Iec-Tc57_01:00

= 802.1Q virtual LAN, PRI: 4, CFI: 0, ID: 2
100: suss sama avee = Priority: controlled Load (4)
sanl snes wsvs wsas = CFI: Canonical (0)
«... 0000 0000 0010 = ID: 2
Type: IEC 61850/GOOSE (0x88b8)

= GOOSE
APPID: 0x0002 (2)
Length: 142

Reserved 1: 0x0000 (0)
Reserved 2: 0x0000 (0)
= goosePdu
gocbref: SIPCTRL/LLNOSGOSControl_pataset
timeAllowedtoLive: 3000
datsSet: SIPCTRL/LLNOSDataset
goID: SIP/CTRL/LLNO/Control_bataset
t: Mar 14, 2017 11:09:40.838838696 uTC
STtNum: 3
sqNum: 96007
test: False
confrev: 1
ndsCom: False
numpatSetentries: 2
= allpata: 2 items
@ Data: bit-string (4)
@ Data: bit-string (4)

Destination Type: VLAN
GOOSE Address Source 802.1Q tag
APPID Address
4 ] n
== ¥
0
20 s = 4 4 7 31244
00 4 72 6f 6c Sf 7 7 7
14153 49 50 C C 4C 4e
4 74 o1 73 0574
0 2 4C 2T 4c 4c 4e 30 2
T 7 73 65
0 77 4 0787
8a AT i@ ab 06 80 03 03 0
StNum SqNum ConfRev
ndsCom ;raelssz
false numDatSetEntries
2

Figure A.3: GOOSE message embedded into an Ethernet frame with VLAN and priority
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According to the standards [IEC 61850-9-1/2 and UIER 61850-9-2 lite edition
guide], SV is built upon Abstract Syntax Notatioafi: Encoding Rules (ASN.1/ BER)

that use tag/length, i.e. TLV (type/length/valuey, every field of data. Fig A.4 shows a

A.4. Frame structure of SV (Sampled Value) messages
SV message with detailed fields.
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Appendix B

B.1. Fundamental functions of power protection anaontrol

ANSV/IEEE protective relay functions from [IEEE C272008 - IEEE Standard
Electrical Power System Device Function NumbergspAgms, and Contact Designations] and
corresponding IEC 61850 logical nodes names.

Table B.1: protective relay functions according to ANSI/IEEE, and corresponding IEC 61850 Logical Nodes

IEEE C37.2-2008 | IEC 61850 Function
Device number Logical node
50 PIOC Instantaneous overcurrent protection
51 PTOC Time delayed overcurrent protectign
87 PDIF Differential protection
21 PDIS Distance protection
67 PDIR Directional overcurrent protection
59 PTOV Time delay overvoltage protection
81 PFRQ frequency protection
79 RREC Automatic reclosing
50BF RBRF Breaker failure
27 PTUV Under voltage protection
49 PTTR Thermal overload protection
85 RCPW Carrier or pilot wire receiver
25 RSYN Synchronism check
68 RPSB Power swing blocking
52 XCBR AC Circuit breaker switching
89 XSWI Line switch (Disconnector) switching

B.2. Definition of 50/51 overcurrent protection furctions

An overcurrent function is a type of protectiveagefunction, which operates when the
load current exceeds a pickup value. The ANSI deriember is 50 for an instantaneous over
current (I0C) or a Definite Time Overcurrent (DTOQ)ypically the over current relay is
connected to a current transformer. When the refeeyates, one or more contacts will operate
and energize to trip (open) a circuit breaker. Tingerse Definite Minimum Time (IDMT)
protective relays were developed to overcome thartebmings of the Definite Time
Overcurrent Relays.

B.3. Definition of IDMT curve (IEC 60255: Trip Curv e Equation)

For protection coordination, the 51-protection fiime has the following curve formula
[IEC 60255-trip curves equation] that is called(E2MT) function:

Id!l = e—

Where td is the dela¥, «, andg are constants (with standard inverse k=00t0.02 and
=2.97).T is the coordination time (time multiplier setting)s measured current (actual
secondary current) ard represents pickup current (relay operation cursetting) value.
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C.2. prognosis scenarios using a modified BN model:

a) What will be the effect of medium network traffiate and long IED processing time
on the SAS functionalities?

> MU processing

short 34% [R]
long 65% . =

()]

IED processing

long 100% . Flé.

¢ Measurement status

Sucess 36% (I |

Fail  s4%l | &

) CB controller proce...

short 100% |
long 0% | [ i)

¢ Protection status

(3 CB operation status
Success 46% -
Fail %l | o

Figure C.2: BN model shows state of SAS operation, given state of medium network traffic and long IED processing time

b) With same previous conditions, what will be theeeff of long CB controller
processing state on the SAS operation state darpaver fault?

o

[ MU processing (]

) Power fault IED processing ) CB controller proce...

resent 100% short20% [ | =hort 0% hort 0%
absent long_10%|[] [ long 100% long 100% |l

CB operation
status

Figure C.3: same previous condition, but providing fault state of the power system (see left node entitled power fault)
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c) What will be the effect of protection operationldiae on the SAS and overall power
system?

MU processing

(] Power fault — —

IED processing

present 100% [l | short90% T short 100% |
absent 0% | llong 10% ] [ long 0% =

. ¥

¢ Protection status

Measurement status

CB operation

Success 0% status

Figure C.4: protection failure during power fault leads to failure of SAS operation

d) What will be the effect of (GOOSE loss rates #2000%) on the SAS failure
(reliability of the system)?

[ Power fault [ MU processing [ [ED processing (o EE I SRR
present 0%] short 902 | short 90 I | short 99% I
absent 100% |0 7 [leng 10%|[] \,i long 10%]] m long  1%| =

Ny

(3 Measurement status

Sucess 21% |
Fail  19%]| | m

3 Protection status

Success 72% (|

Fail 28%| | =

¢ CB operation status

Success 76% (|

Fail 24%| | I

Figure C.5: high loss rate of GOOSE messages (normally due to high traffic) causes high probability of SAS failure (76%)
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