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Abstract

This Ph.D. thesis aims to develop a reliable and cost-e�ective condition
monitoring and faults detection architectures for induction machines. These
architectures are mainly based on advanced parametric signal processing
techniques. To analyze and detect faults, a parametric stator current model
under stationary conditions has been considered. It is assumed to be mul-
tiple sinusoids with unknown parameters in noise. This model has been
estimated using parametric techniques such as subspace spectral estimators
and maximum likelihood estimator. A fault severity criterion based on the
amplitude evaluations has been proposed to determine the induction ma-
chine severity. A novel faults detector based on hypothesis testing has been
also proposed. This detector is mainly based on the generalized likelihood
ratio test detector with unknown signal and noise parameters. The pro-
posed parametric techniques have been evaluated using experimental stator
current signals issued from induction machines under two considered faults:
bearing and broken rotor bars faults. Experimental results show the e�ec-
tiveness and the detection ability of the proposed parametric techniques.
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Introduction

Induction machines also called asynchronous machines are the most used in elec-
tromechanical energy conversion systems thanks to their advantages such as simple
construction, ruggedness, e�ciency, high reliability and low cost. Their applications
include: renewable energy systems, variable speed applications. These electromechan-
ical machines are subjected to several faults that can be categorized into electrical
faults and mechanical faults. These faults may lead to fatal consequences such as cost
expensive downtime and maintenance. Then, developing a condition monitoring and
fault diagnosis techniques are challenging topics of industrial applications. Condition
monitoring systems permit to detect and analyze faults at an early stage to avoid the
substantial cost penalties. Fault diagnosis systems consist of the three following pro-
cess: fault detection ( i.e. taking notice of the fault appearance at a certain time
instant), fault isolation (i.e. determining the nature and the place of its occurrence),
and fault analysis or identification ( i.e. recognition of the size and nature of the fault
variability) [10]. Fault diagnosis systems can determine: the occurrence of faults, the
fault type, the fault severity, and the next fault would occur.

In the literature, condition monitoring and fault diagnosis systems can be classi-
fied into three main techniques: signal-based techniques (mechanical vibration analysis,
shock pulse monitoring, temperature measurement, acoustic noise analysis, electromag-
netic field monitoring through inserted coil, instantaneous output power variation anal-
ysis, infrared analysis, gas analysis, oil analysis, radio-frequency emission monitoring,
partial discharge measurement, motor current signature analysis, and statistical anal-
ysis of relevant signals), model-based techniques (neural network, fuzzy logic analysis,
genetic algorithm, artificial intelligence, finite-element magnetic circuit equivalents, and
linear-circuit-theory-based mathematical models), machine-theory-based fault analysis,
simulations-based fault analysis (finite-element analysis, and time-step coupled finite
element state space analysis) [11–14]. Regarding induction machine fault indicators,

1



INTRODUCTION

stator current-based techniques are the satisfactory and the promising techniques in
the industrial applications due to several advantages: easy-access, the ease of imple-
mentation, the information richness, and the ability to detect electrical and mechanical
faults. In fact, stator current measurements do not require an additional sensors or
data acquisition devices.

Regarding the literature review of the advanced feature extraction techniques for
induction machine fault analysis, it it can be distinguished between two main condi-
tions: stationary and non-stationary environments. For stationary environments, there
are three main categories of feature extraction techniques: power spectrum (second or-
der spectrum) estimation, demodulation techniques, and higher order spectra analysis.
There are mainly two types of power spectrum estimation: nonparametric methods
(Periodogram and its extension) and parametric methods (maximum likelihood esti-
mator and subspace techniques). Demodulation techniques can be categorized into
monodimensional techniques (synchronous demodulator, Teager energy operator, and
Hilbert transform) and multidimensional techniques (Concordia transform, maximum
likelihood approach, principal component analysis, and empirical mode decomposition
and its extensions). For non-stationary environments, feature extraction techniques
can be classified into the following categories: parametric techniques, nonparametric
techniques (time-frequency and time-scale presentations), and demodulation techniques
(Hilbert-Huang transform).

These PhD thesis focuses on the induction machines faults detection using paramet-
ric stator current model under stationary conditions. The objective then is to propose
practical schemes using the advanced signal processing and statistical analysis tech-
niques that exploit stator current measurements. A stator current model parameters
estimators is investigated in these works. These estimators use the particular stator
current frequency structure under faulty conditions to determine the machine state us-
ing a fault severity criterion. The corresponding estimations can be also exploited to
define faults detector using statistical decision theory.

Contributions of this thesis can be summarized as follows

• A model order estimator is proposed that associates the order-selection rule with
the maximum likelihood method.
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• A new fault severity analysis has been proposed to measure and determine the
state of induction machines. This analysis can detect the faults degree even in the
presence of harmonic components. The major advantages of this fault analysis
criterion are its low computational complexity and its ability to automatically
detect faults without need of an expert for interpreting the stator current spec-
trum.

• A novel induction machine faults detector based on the hypothesis testing has
been also proposed. Indeed, a composite hypothesis testing with nuissance pa-
rameters is considered.

This manuscript is organized as follows

• Chapter I gives the state of the art for condition monitoring and faults detection
of induction machines. It presents the main faults that can occur under di�erent
operating conditions. This chapter describes the basic maintenance in the indus-
try applications. It reviews also the existing condition monitoring techniques. A
literature review of the induction machine faults modeling is also presented. It de-
scribe the most popular advanced feature extraction techniques and the existing
faults detection techniques.

• Chapter II presents the stator current parameters estimation under stationary
conditions. It starts with a description of the stator current model to define the
problem of the parameters estimation. Three main estimations are considered in
this chapter: model order selection, frequency estimation, amplitudes and phases
estimation. This chapter proposes a fault severity analysis using amplitude esti-
mates. Simulations results are presented to analyze performances of the proposed
parametric techniques.

• Chapter III presents the di�erent decision rules of the statical decision theory.
Two cases are considered in this chapter, simple and composite binary hypothesis
testing. It describes the way that allows analyzing the detector performances in
the binary hypothesis testing context. In this chapter, the faults detection prob-
lem is referred to composite hypothesis testing with unknown signal and noise
parameters. It proposes the generalized likelihood ratio test detector of the pro-
posed stator current model and its performances according to the detection and
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the false alarm probabilities. Finally, performances are evaluated using synthetic
signals.

• Chapter IV shows experimental results for two induction machines: healthy and
faulty machines. Two faults are considered in this chapter: bearing and broken
rotor bars faults. These faults are investigated according to several feature extrac-
tion techniques such as demodulation techniques, nonparametric techniques, and
parametric techniques. This chapter shows also the performances of the proposed
parametric detector.

• Chapter V concludes this manuscript and proposes directions for further works.
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1.1 Introduction

1.1 Introduction

This chapter aims to review the various induction machine condition monitoring
and faults detection techniques. It reviews induction machine faults, their causes, and
their e�ects. It presents also maintenance methods and existing condition monitor-
ing techniques. A brief review of the induction machine fault modeling is also given.
Existing advanced feature extraction techniques for induction machine fault analysis
in stationary and nonstationary environments are also studied. Finally, it reviews the
main induction machine faults detection and diagnosis techniques.

1.2 Induction machine faults

This section focuses on the construction of induction machines to understand their
physical realization. It also reviews the main induction machine faults, causes, and
consequences. It presents four mainly faults that can appear in the operating condition:
stator faults, broken rotor bars, bearing faults, and air-gap eccentricities.

1.2.1 Construction

Induction machines mainly consist of the following elements (see Fig.1.1):

• The Stator is the outer stationary part of induction machines. It consists of three
main parts: stator frame, stator core, stator winding or field winding. The stator
frame is the outer most part in machines who’s the main function is to support
the stator core and the field winding. The stator core allows carrying alternating
flux. The stator winding is simply the stationary winding that has a very low
resistance and the winding is also insulated from the frame.

• The Rotor is the rotating part of induction machines. These machines are clas-
sified according to their rotor. There are two types of induction machine rotors:
squirrel cage rotor and slip ring rotor or wound rotor or phase wound rotor. The
rotor is connected to the mechanical load through the shaft.

• Other parts such as: end-flanges, bearings, steel shaft, cooling fan, and terminal
box.
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Figure 1.1: Induction machines construction [1].

1.2.2 Faults: types, causes, and e�ects

Induction machines are subjected to many fault types. In the literature, these
faults can be categorized into electrical faults and mechanical faults. Electrical faults
include unbalance supply voltage or current, single phasing, reverse phase sequence,
earth fault, overload, inter-turn short-circuit fault, and broken rotor bars [15]. Besides,
mechanical faults are the most frequent faults in induction machines. These faults
include mass unbalance, air gap eccentricity, bearing damage, rotor winding failure, and
stator winding failure [14]. The most studied faults in the literature are: bearing faults,
stator faults, broken rotor bars, and eccentricity faults. Distributions of induction
motor faults according to IEEE and EPRI studies are given in Fig. 1.2 [2].

1.2.2.1 Stator faults

Stator faults can be classified as the lamination or frame fault (core defect, circula-
tion current, or ground, etc.) and the stator winding fault (winding insulation damage,
displacement of conductors, etc.) [14]. These faults are due to various stresses: me-
chanical (due to movement of stator coil and rotor striking the stator), electrical (due
to the supply voltage transient), thermal (due to thermal overloading), and environ-
mental (environment too hot, too cold, or too humid) [13]. Stator fault frequencies are
given by [14, 16]

fsf = fs

----
m

p
(1 ≠ s) ± k

---- (1.1)
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Figure 1.2: Distributions of induction motor faults [2].

where fs is the supply frequency in Hz, s is the slip, p is the number of pole pairs,
m œ N... and k = 1, 3, 5, ....

1.2.2.2 Broken rotor bars

Broken rotor bars (BRB) are the most frequent faults in the rotor. These faults
occur when bars are partially cracked or completely broken. These faults can be caused
by various stresses [12, 17, 18]: thermal (due to thermal overload), mechanical (caused
by loose laminations, fatigued parts, or bearing faults), magnetic (caused by electro-
magnetic forces, unbalanced magnetic pull), dynamic (due to shaft torques), and envi-
ronmental (due to contamination, abrasion of rotor material). These faults result in an
unbalanced rotor flux and additional faulty frequency components appear in the stator
current spectrum [18]. These frequencies are given by [19]

fbrb = fs |1 ± 2ks| (1.2)

where k œ Nú.

1.2.2.3 Bearing faults

Bearing faults are the most frequent faults in induction machines [20]. The bearing
consists mainly of outer raceway, inner raceway, balls, and the cage which assures
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equidistance between the balls. Bearing faults can be classified according to the a�ected

element: outer raceway fault, inner raceway fault, balls fault, and cage fault. Several

factors can lead to bearing faults: excessive loads, excessive temperature rise, corrosion,

contamination, lubricant failure, and misalignment of bearings [12, 15]. The remarkable

e�ects of these faults are: rise in temperature, increase in vibration. Moreover, these

faults can introduce mechanical oscillations and eccentricity faults.

For each type of bearing faults, a characteristic frequency fc can be associated

[20, 21]. Their expressions for the four considered fault types are given by [20, 21]
Y
_______]

_______[

fo = Nb
2

fr

1
1 ≠ Db

Dc
cos –

2

fi = Nb
2

fr

1
1 + Db

Dc
cos –

2

fb = Dc
Db

fr

3
1 ≠ D

2
b

D2
c

cos2 –
4

fca = 1

2
fr

1
1 ≠ Db

Dc
cos –

2

(1.3)

where fo is the outer raceway fault frequency, fi the inner raceway fault frequency, fb

the ball fault frequency, fca the cage fault frequency, Nb the number of balls, Db the

ball diameter, Dc the bearing pitch diameter, and – the contact angle of the balls on

the races. Bearing structure with main dimensions are given in Fig. 1.3.

•

Outer race

Cage

Inner race

Ball

(a)

Dc

Db

–

(b)

Figure 1.3: Bearing structure with main dimensions.
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1.2.2.4 Air gap eccentricity

Air gap eccentricity is a mechanical fault that is defined as an unbalanced air-gap

between the rotor and stator of electrical machines. Three eccentricity types can be

distinguished: static eccentricity, dynamic eccentricity, and mixed eccentricity. The

static eccentricity appears when the position of the minimum air gap remains fixed in

space. Besides, dynamic eccentricity appears when the rotation axis of the rotor does

not overlap its geometric axis, so that the position of the minimum air gap changes with

time. The mixed eccentricity appear when the static and the dynamic eccentricities

occur. The three cases are shown in Fig. 1.4.

These faults are due to several factors such as: manufacturing tolerance, an oval

stator core, incorrect bearing positioning, and bearing wear. E�ects of these faults are:

unbalanced magnetic pull, decrease in rotor speed, and appearance of fault frequency

components in the stator current. Eccentricity faults a�ect particular characteristic

frequency components in the machine such as air-gap magnetic field, torque, speed,

and stator currents. For each eccentricity fault, a fault frequency can be associated

[22, 23]:

fecc = fs

----

3
nR

1 ≠ s

p
± k

4
±

3
nd

1 ≠ s

p
± 2nsat

4---- (1.4)

where R is the number of rotor slots, p is the number of fundamental pole pairs, nd

is the eccentricity order (nd = 0 for static eccentricity, nd = 1 for dynamic eccentricity),

n is any positive integer, nsat models magnetic saturation (nsat = 0, 1, 2, ..., and k is

the order of harmonics. In case of mixed eccentricity, the fault frequency is given by

fecc = fs

----1 ± n
1 ≠ s

p

---- = fs ± nfr (1.5)

where fr is the mechanical rotational frequency.

1.3 Maintenance Methods of Induction Machines

Maintenance methods of induction machines can be mainly divided into three types:

corrective maintenance, preventive maintenance, and predictive maintenance [24].
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Figure 1.4: Di�erent types of eccentricity.

1.3.1 Corrective maintenance

Corrective maintenance also known as run-to-failure, breakdown or reactive main-
tenance is used to correct, identify, isolate, and rectify faults [3]. The main purpose
of this maintenance type is to bring the item back to a functioning state as soon as
possible, either by repairing or replacing the failed item or by switching in a redundant
item [25]. The positive aspects of this maintenance are: low maintenance costs during
operation, and components will be used for a maximum lifetime [26]. However, disad-
vantages of this method are: high risk in consequential damages resulting in extensive
downtime, maintenance scheduling is not possible, spare part logistics is complicated,
It is likely to have long delivery periods for parts, high one-time maintenance cost [26].

1.3.2 Preventive maintenance

Preventive maintenance (PM) also known as time-based maintenance (TBM) or
periodic-based maintenance is a technique that can detect and correct incipient faults
at an early stage before they introduce breakdowns of installations. It is based on
the two processes: failure data analysis/modeling (Fig. 1.5) and maintenance decision
making (Fig. 1.6).

The purpose of the first process is to statistically investigate the failure characteris-
tics of the equipment based on the set of failure time data gathered [3]. In this process,
there are three distribution models that can be used: the Weibull distribution model,
normal distribution model, and Lognormal distribution model. Thanks to analysis of
this statistical model, a failure characteristics of the equipment can be identified, in-
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Failure time data set

Statistical/Reliability modeling
Distribution models that can be used:

Weibull distribution model
Normal distribution model

Lognormal distribution model

Modeling outputs
(Equipment characteristics identification)

Equipment failure rateMean-time-to-failure

Type ?

ConstantDecreasing Increasing

Go to maintenance
decision making

process
TBM process finished

Figure 1.5: Failure data modeling process [3].

cluding the mean-time-to-failure (MTTF) estimation and the trend of the equipment

failure rate based on bathtub curve process [3]. The purpose of the second process is to
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Figure 1.6: Maintenance decision making process [3].

determine the optimal maintenance policies that aim to provide optimum system relia-

bility or availability and safety performance at the lowest possible maintenance cost [3].

The maintenance decision making process is composed of two main assessments: op-

erational cost assessment and the equipment mechanism assessment. The operational
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cost assessment can calculates two costs: PM cost and failure cost. The equipment

mechanism assessment aims to classify the structure type of the equipment as either

non-repairable or repairable. The PM is characterized by: its low expected downtime

and its easiness of spare part logistics [26]. Unfortunately, costs of this maintenance

are higher (compared to corrective maintenance) and components will not be used for

the maximum lifetime [26]. An overview of the preventive maintenance applications

can be found in [3].

1.3.3 Predictive Maintenance

Predictive maintenance also called condition-based maintenance (CBM) is used to

predict when maintenance should be performed and to prevent unexpected equipment

failures. It is based on two processes: condition monitoring process and maintenance

decision making. The condition monitoring process is the heart of the predictive main-

tenance for which signals are continuously monitored using certain types of sensors or

other appropriate indicators. This process can be carried out into two ways: on-line

and o�-line. On-line processing is carried out during the running state of the equipment

(operating state), while o�-line processing is performed when the equipment is not run-

ning. Maintenance decision making under the predictive maintenance program can be

classified into two: diagnosis and prognosis. It is characterized by: its low expected

downtime, its easiness of spare part logistics, and components will be used close to their

full lifetime [26]. Unfortunately, the reliable information about the remaining lifetime

of the components, and an additional condition monitoring hardware and software are

required [26].

A comparison between TBM and the predictive maintenance is available in [3].

According to this paper, more than 98% equipment failures are preceded by certain

signs, conditions, or indications that such a failure was going to occur. The applica-

tion of CBM appears more realistic compared to TBM. Compared to TBM, the CBM

have many advantages such as: data availability and accuracy [3]. As conclusion, the

CBM seems a solution to analyze and detect induction machine faults in industrial

applications and research on CBM is still necessary.
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1.4 Existing Condition Monitoring Techniques

The generalized theory of condition monitoring is illustrated in Fig. 1.7. It is com-
posed five steps: data acquisition, data analysis, feature selection, decision making,
and condition diagnosis. Condition monitoring systems are generally based on mea-
surements of signals containing the fault signature. Then, the question is what fault
indicator can be used to analyze induction machine faults. These indicators can be
classified into mechanical (vibrations and acoustic), electromechanical (current, volt-
age, electromagnetic flux leakages, torque, and power), thermal (temperature) and
chemical (oil and gas leakages) [8, 27, 28]. According to these indicators, several con-
dition monitoring techniques have been proposed to analyze induction machine faults.
Therefore, these techniques can be categorized as vibration monitoring, temperature
monitoring, oil debris analysis, acoustic emission monitoring, and current, voltage, or
power monitoring.

This section reviews and summarizes existing techniques in induction machine con-
dition monitoring. General reviews of induction machines condition monitoring and
faults diagnosis techniques are available in [11–13, 17, 29–32].

Data acquisition

Data analysis

Feature selection

Decision making

Condition diagnosis

Figure 1.7: Condition diagnosis monitoring framework [4].
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1.4.1 Oil Analysis

Oil analysis is a cost-e�ective machine condition monitoring technique that involves
monitoring oil that lubricates parts of the machine for any debris that may be present.
Oil analysis can be roughly categorized into the following three fluid analysis: property
analysis, fluid contamination analysis, wear debris analysis [33, 34]. Oil analysis has
several benefits in short term and in long term. In short term, this technique can minims
unscheduled maintenance operations and gives the evaluation prior to shutdowns. In
long term, the OCM can support of warranty claims on new equipment installations
and identifies extreme operating conditions which the equipment was not designed to
accommodate [35]. Oil analysis can be integrated with other condition monitoring
techniques (such as vibration, sonic, thermography, etc) to reduce the maintenance
costs [35]. [34] and [36], the authors have proposed a condition monitoring technique
based on the correlation between vibration and wear debris analysis for predicting and
diagnosing machine failures.

1.4.2 Vibration Monitoring

Vibration monitoring is based on the principle that most faults generate additional
vibrations in electrical machines. In fact, vibrations are small and constant for healthy
machines compared to faulty machines. The main sources of vibrations in electrical
machines are: the attractive magnetic force between rotor and stator, slot harmonics,
saturation harmonics, the response of the stator end windings to the electromagnetic
forces on the conductors, rotor eccentricity and the flexible rotor [37]. It is noticed also
that the mechanical load can have eccentricity or it can induce vibration due to its
mechanical structure or the load can process materials that give shocks to the motor
axis or to the stator frame [37].

Applications of induction machine vibration monitoring can be found in [38–40].
The major weakness of this technique is its high cost due to additional sensors. These
sensors are di�cult to access during induction machine operation and are inevitably
subject to failures that could cause additional problems with system reliability and ad-
ditional operating and maintenance costs [24]. Furthermore, the acquisition of vibration
signals requires a significant investment.
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1.4.3 Acoustic Monitoring

Acoustic monitoring is performed by measuring and analyzing the acoustic noise
spectrum generated by the induction machine [15]. It is based on the sound mea-
surements. When faults appear in induction machines, their acoustic noise spectrums
change. The noise spectrum not only depends on size, geometry and structure of the
induction machines but also on the measurement position [30]. It also depends on the
source of noise. Acoustic monitoring has a strong relationship with the vibration moni-
toring to detect incipient faults in industrial applications. The sound wave is generated
by vibrating objects and can be defined as mechanical interference with the finite speed
of advancing through the media. These waves have small amplitude, adiabatic oscil-
lation are characterized by a wave speed, wavelength, frequency and amplitude [41].
The main sources of noise in induction machines are: the electromagnetic source, the
mechanical source, and the aerodynamic source [41]. The electromagnetic noise source
is the electromagnetic field that exerts a force on the stator core. The vibration of the
stator thereby a�ects the surrounding air. The vibration of the tiny molecules in the
air is propagated to the sound sensors [42]. The main mechanical sources of the noise
are: alignment, inaccurate machining of parts, running speed, number of rolling ele-
ments carrying the load, mechanical resonance frequency of the outer ring, lubrication
conditions, and temperature [41]. In fact, Mechanical noise is mainly due to bearings,
their defects, ovality, sliding contacts, bent shaft, rotor unbalance, shaft misalignment,
couplings, etc. In principle, the mechanical source of noise has a mixed character [41].
The basic aerodynamic noise source is the cooling by air, water, or oil. A review of
noise in electrical machines can be found in [43].

This technique has been used to analyze the rotor eccentricity e�ects of induction
machines [44]. In [44], authors have described a technique to calculate variations of
noise components in the eccentricity fault condition. This technique takes into account
the variation of the magnetic force waves, the mechanical behavior, and the sound
radiation resulting from the surface vibrations in the faulty condition. Applications
of acoustic monitoring for induction machine condition monitoring can be found in
[45, 46]. The main drawback of acoustic monitoring is its high cost since the sensors
and data acquisition equipments are more expensive than other techniques [24]. It has
been demonstrated also that acoustic spectra can not show clear sidebands and their
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di�erences between normal and BRB fault as vibration and current spectra [30, 47].
Moreover, this technique may not be practical in the noisy environment.

1.4.4 Temperature Monitoring

Limits to the rating of induction machines are set by the maximum permissible
temperature for insulation [8]. Temperature measurements are therefore important in
the induction machine condition monitoring. There are three approaches to measure
temperature [8]: local temperature measurements, distributed temperature measure-
ments, and the use of thermal images. These measurements are done using: resistance
temperature detection, thermistors, thermocouples, quartz thermometers, fiber-optic
temperature sensing and infrared thermography. Resistance temperature detectors
(RTD) use the resistance change of a metal to indicate temperature change [8]. Ad-
vantages of these detectors are: their good accuracy, their precision, and their linearity
over a wide operating range. A major drawback of RTD is their low sensitivity [8].
Thermistors di�er from RTD in that the material used in a thermistor is generally a
ceramic or polymer. There are two opposite fundamental types of thermistors: the neg-
ative temperature coe�cient exhibit a decrease in electrical resistance when subjected
to an increase in body temperature and the positive temperature coe�cient exhibit
an increase in electrical resistance when subjected to an increase in body temperature.
Thermistors are easy to use and are highly sensitive so can detect small changes in
temperature very easily. Thermistors cannot be used at very high temperatures. Ther-
mocouples use Seebeck e�ect whereby a current circulates around a circuit formed using
two dissimilar metal conductors forming electrical junctions, when the metal junctions
are held at di�erent temperatures [8]. Thermocouples are interchangeable and can
measure a wide range of temperatures. The main limitation of thermocouples is their
poor accuracy.

Local temperature measurements are done using embedded temperature detectors,
resistance temperature detectors, or thermocouples [48]. The choice of location requires
careful consideration during specification. For example, temperature detectors embed-
ded in the stator winding need to be located close to its hottest part, which may be
in the slot or end-winding portions. For a machine with asymmetrical cooling, they
should be located at the hottest end of the machine [8]. Distributed temperature mea-
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surements are obtained using thermocouples. This can be found from the measurement
of the internal and external temperature rises [8].

Thermal images fed with suitable variables to monitor the temperature of the per-
ceived hottest spot in the machine. Thermal images are obtained using the infrared
thermography (IRT) that the thermography data can be taken based an infrared cam-
era without any contact with the machine under test. IRT is based on infrared radiation
measurements which are converted into temperature data. Afterward, the temperature
data are transformed into electrical signals [49]. This technique can detect faults es-
pecially when assessing the rotor condition [50]. This technique can be fusioned with
another techniques to analyze faults in induction machines. A fusion of IRT and motor
current signature analysis (MCSA) is used to detect induction machine faults [51]. In
this application, IRT is used as complementary tool for MCSA based on the image
segmentation to detect faults.

The major drawback of temperature monitoring is that the measured temperature
depends on multiple factors: environment temperature, stator current heating, and
physical phenomena that can contribute in increasing temperature in electrical ma-
chines. Therefore, it is complicated to simply use this technique without a further
analysis [24].

1.4.5 Torque monitoring

Torque monitoring is a condition monitoring technique based on torque oscillations.
It exploits fault signatures such as oscillations that can appear in the air-gap torque.
These signatures are generally modeled by amplitude and frequency modulations [52].
In fact, air-gap torque represents the combined e�ects of all flux linkages and currents
in both the stator and the rotor of the entire machine [53].

The major disadvantage of this method is its need of a torque transducer which
increases the cost and complexity. To avoid this limitation, a special method called
Vienna monitoring has been proposed in [54, 55] to estimate the electromagnetic torque
for any induction machine drive and in particular to variable speed inverter supply
conditions. It is based on outputs of both current and voltage models. The Vienna
monitoring method compares between these outputs and a reference model, which
represents a healthy machine . This comparison allows detecting faults [55]. Vienna
monitoring has been applied also in [56, 57] to analyze rotor faults. However, this
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method seems not much attractive, because it requires two di�erent measurements

(currents and voltages) and hence it demands excess costs [30]. Torque monitoring has

been applied to detect induction machine faults in [53, 58–61]. In [53], authors suggest

a condition monitoring technique based on air-gap torque observations to monitor rotor

and stator faults in induction machines. A novel approach based on torque monitoring

and finite element method analysis has been proposed in [60] to detect BRB faults of

induction machines.

1.4.6 Motor Current Signature Analysis

Stator current-based condition monitoring has received more and more attention in

academia and industry due to their non-intrusive character and economic advantages

[62]. The most used current-based technique is the motor current signature analysis

(MCSA). It has received a great deal of attention in the recent years to develop a

non-invasive, a lower-cost, and a reliable technology that fully exploit the benefits of

induction machines condition monitoring [63–65]. This technique remains the most

used condition monitoring in industry applications thanks to several advantages such

as the easy-access, the ease of implementation, the information richness, and the ability

to detect electrical and mechanical faults. In fact, it do not require additional sensors

or data acquisition devices. Therefore, current-based condition monitoring and fault

detection techniques have great economic benefits than other fault indicator based

techniques.

An approach to use stator current and motor e�ciency as indicators for bearing

faults is proposed in [66]. In fact, authors propose to analyze the decrease in induction

machine e�ciency as alarm of incipient faults and as as evaluation of the extent of

energy waste resulting from the lasting of the fault condition before the breakdown of

the machine. A comparison results of BRB fault analysis using three di�erent condi-

tion monitoring techniques is presented in [47]. This paper compares stator current,

vibration and acoustic techniques. It can be concluded from this paper that the MCSA

is the most sensitive technique to detect BRB faults while the vibration technique is

the sensitive technique to detect mechanical faults. The acoustic monitoring can be

used as a supplementary technique in the presence of strong noise and interferences.
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1.5 Induction machine faults modeling

Induction machine modeling is one of the most challenging task to represent and
simulate electromechanical phenomena and variables that can appear in the various
machine operating conditions. It is also useful to analyze and test performances of con-
dition monitoring and fault detection techniques. These mathematical methods exploit
essentially electromechanical phenomena appearing in machines for healthy-state and
faulty-state. In the literature, induction machine modeling can be classified into four
categories: magnetomotive force (MMF) and permeance wave models, multiple cou-
pled circuit also called winding function approach models [67], d-q models, magnetic
equivalent circuit models, and finite element models [68, 69]. A review of induction
machine fault modeling is available in [69]. This review gives a general description of
each modeling type and their ability to model di�erent faults.

1.5.1 Finite element modeling

To calculate the airgap magnetic flux density, a finite element methods (FEM) can
be used [70–73]. FEM is used to determine the parameters of induction machines such
as magnetic coupling method and winding and extended winding function methods that
give more accurate results than analytical approach [74]. This method is a numerical
technique that approximates solutions of Maxwell equations to model electromagnetic
phenomena appearing in electrical rotating machines. The Maxwell equations are given
by Y

____]

____[

div D̨ = fl

div B̨ = 0
r̨otĘ = ≠ˆB̨

ˆt

r̨otH̨ = j̨ + ˆD̨

ˆt

(1.6)

where div (.) is the divergence operator and r̨ot(.) is the rotational oprator. Ę, D̨, j̨,
H̨, B̨, Ą and fl, denote the electric field strength, the electric flux density, the current
density, the magnetic field strength, the magnetic flux density, the vector magnetic
potential, and the volume charge density, respectively.

The advantages of the finite element method are its ability to handle the most
general type of machine geometries, the relative motion e�ects due to the movement
of the rotor, and nonlinear iron saturation e�ects [75]. In fact, this technique provides
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detailed information about nonlinear e�ects. This numerical technique provides also
waveform of electromechanical variables but not analytical models. The main limitation
of the finite element method for this application is that complete, coupled, transient
electric machine models are at present limited to two dimensions, due to practical
constraints of computing resources. Therefore, three-dimensional phenomena such as
stator winding end turns, rotor cage end rings, slot skewing, and axial flux cannot be
modeled precisely [75]. An another drawback of these methods, their time-intensive
calculations [52]. These methods can be investigated also in condition monitoring
of induction machines by analyzing variations of electromechanical variables such as
currents, flux, torque, and speed for healthy and faulty induction machines [76]. FEM
has been proposed to model and analyze several faults such as stator shorted turn
[74, 77–79], broken rotor bars [79–85], and eccentricity faults [60, 86–90].

1.5.2 Magnetic equivalent circuit modeling

Magnetic equivalent circuit (MEC) modeling also called as permeance network mod-
eling or flux tube modeling is based on the representation of the equivalent magnetic
circuit for each part of the induction machine. Each magnetic circuit contains a mag-
netic flux �, magnetic reluctance R, and magneto-motive forces (MMFs) F. These
circuits are then connected to each others taking into account the direction of the mag-
netic flux [91]. Parameters of MEC are obtained using the geometric calculations or
FEM. It can provide acceptably accurate solutions with reasonable computational e�ort
[92]. Indeed, MEC is fast compared to FEM. An another advantage of this method is
non-linearities can be implemented easily. However, MEC has several drawbacks such
as it is restricted to very special geometries, the flux paths must be known to build up
the model, and MMFs computations are troublesome [93]. This method has been used
to model several faults like rotor faults [94–96], stator faults [95, 96], and eccentricity
faults [97].

1.5.3 MMF and permeance wave modeling

Consequences of mechanical faults are mainly studied using MMF and permeance
wave method [98–100]. The basic idea in the MMF and permeance wave method is
when a asymmetry appearing in the airgap of induction machines produce additional
frequency components in the flux density and force waves. It is a simpler and flexible
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magnetic field analysis method to determine the magnetic fluxes and forces in the air
gap [52]. In fact, this method allows calculating the magnetic flux density in the airgap
of induction machines. The models given by this approach is valid only in stationary
conditions and also when the supply frequency and the speed transients are considered
slow compared to the electrical transients. Modeling by this method consists to study
four fault e�ects of electromechanical variables: airgap permeance, airgap flux density,
stator current, and torque. This approach has been used extensively in the literature
for both synchronous and induction machine modeling because of its convenience and
flexibility [75]. This technique is most successful in predicting frequencies and pole
numbers of vibration-producing magnetic force waves and less e�ective in predicting the
vibration amplitudes. Therefore, this method can be used to simulate mechanical faults
of induction machines and to test performances of the advanced processing techniques
using in the induction condition monitoring and fault detection techniques.

MMF and permeance wave method has two benefits: its simplicity and its obvious
relationship to physical phenomena [52]. However, this technique cannot provide the
exact harmonic amplitudes of the airgap magnetic fields and not takes into account
the coupling phenomena appearing between stator and rotor [52, 75]. However, since
the purpose is to give an analytical models of electromechanical variables under faulty
conditions that can be exploited to analyze and detect faults using advanced signal
processing and statistical analysis techniques, MMF and permeance wave approach
seems a suitable solution to analyze mechanical faults [52, 101]. This method has
been investigated to model bearing faults [20], eccentricity faults [102], and load torque
oscillations [52].

1.5.4 Multiple Coupled Circuit modeling

Multiple coupled modeling (MCM) technique is the most detailed and complete
model used to analyze the performance of the rotor and stator faults [103]. Models ob-
tained by this method take into account e�ects of non-sinusoidal airgap MMF produced
by both the stator and the rotor currents. It mainly exploits the variations of induction
machine parameters to model faults. Benefits of this technique are: its lower complexity
and its ability to model both rotor and stator faults. To estimates inductance matrices
in this method, four methods have been proposed: winding function, modified winding
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function, extended 2D modified winding function, and inductance look up table meth-
ods. The MCM has been proposed to model various induction machine fault types
such as broken rotor bars [104–117], stator faults [104, 105, 108, 115, 117–122], airgap
eccentricities [123–126] and bearing faults [127].

1.5.5 dq modeling

dq modeling technique is a mathematical model which can transform (a, b, c) refer-
ence to dq reference according to a frame (stationary, rotor, and synchronously rotating
reference frames). Description of the detailed and the preferred frames to model in-
duction machine are given in [128, 129]. This technique is based on the assumption
that both the stator and the rotor windings and MMF are sinusoidally distributed
[69]. However, these variables are non-sinusoidally distributed. To overcome this lim-
itation, a modified dq reference has been proposed in [130], that take into account
non-sinusoidal distributions. This method has beeen investigated to model rotor faults
[131–134], stator faults [133, 135], and eccentricity faults [133].

1.6 Advanced feature extraction techniques for induction
machine fault analysis

In induction machine faults analysis, it can be distinguished between two main
conditions: stationary and nonstationary environments. Stationary signals are not
changed in their statistics over time. These signals can be divided into deterministic
and random signals. Deterministic signals are a special class of stationary signals that
can be characterized by mathematical models. Non-stationary signals are changed in
their statistics over time. They are divided into continuous and transient types.

Advanced feature extraction techniques for induction machines in stationary en-
vironments are classified into three main categories: power spectrum (second order
spectrum) estimation, demodulation techniques, and higher order spectra analysis.

1.6.1 Power spectrum estimation

A large and growing body of literature has focused on the power spectrum estimation
also called power spectral density estimation to analyze and detect induction machine
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faults [136–153]. Therefore, several advanced spectral estimation techniques using sta-
tor currents have been proposed to detect these faults. There are mainly two types
of power spectrum estimation (PSE): nonparametric methods and parametric methods
(also known as model-based methods). In estimation theory context, there are three
main parameters to chose the good estimator: bias, variance, consistency. The bias
is the di�erence between the mean (the first order statistics) or expected value of an
estimate ‚◊ and its true value ◊. The variance is the expectation of the squared devi-
ation of a random variable from its mean or expected value. Consistency is when the
bias and the variance both tend to zero as the limit tends to infinity or the number of
observations become large. Therefore, a good estimator is a consistent estimator with
small variance and small bias. If the bias is equal to zero is called unbiased estimator
[154].

1.6.1.1 Nonparametric techniques

Nonparametric techniques estimate the power spectrum directly from the measure-
ments. These methods constitute the classical means for power spectral density (PSD)
estimation. These methods include the conventional periodogram and its extensions
[149–153].

Periodogram: The periodogram is a nonparametric power spectrum technique that
is based on the discrete Fourier transform (TFD) of the autocorrelation function (i.e.the
second order statistics) of stationary discrete-time process x [n]. The periodogram can
be defined as a squared TFD of x [n] divided by the samples number N :

‚Px(f) = 1
N

-----

N≠1ÿ

n=0

x[n]e
≠j2fifn

Fs

-----

2

(1.7)

where Fs is the sampling frequency and N is the samples number. In practice, the
periodogram is implemented using the fast Fourier transform (FFT). This is because
that the FFT algorithm is computationally e�cient and produces reasonable results for
a large data of signal processes. The family of periodogram-based techniques is given
in Fig.1.8.

Unfortunately, the periodogram presents several problems: it is biased and incon-
sistent estimator (its variance does not decrease with growing N) [155]. The most
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prominent limitation of periodogram-based techniques is that of frequency resolution
(its ability to distinguish the spectral responses of two or more signals) [155]. Its
frequency resolution is defined by

�f = Fs

N
(1.8)

It is a key element to analyze performances of spectral estimation techniques. In
practice, the fact of choosing a finite-length N of an infinite signal x[n] is similar to
multiplying this signal with a rectangular windows. Then the bias of the Periodogram
is expressed as

E{P̂x(f)} = 1
Fs

⁄
Fs/2

≠Fs/2

sin2(Nfi(f ≠ f Õ)/Fs)
Nsin2(fi(f ≠ f Õ)/Fs) Pxx(f Õ) df Õ (1.9)

The variance then, can be expressed as

V ar
1

‚Px

2
=

I
‚P 2

x , 0 ª f ª Fs
2

2 ‚P 2
x , f = 0 ‚ f = Fs

2

(1.10)

In statistical terms, this estimator is not a consistent PSD estimator (because its vari-
ance not tend to zero as the data length tends to infinity.

Periodogram

Averaged Periodogram
(Bartlett’s method)

Modified Periodogram
(Windowed Periodogram)

Smoothed Periodogram
(Blackman-Tuckey method)

Averaged Modified Periodogram
(Welch method)

Figure 1.8: Family of periodogram-based techniques.

Modified Periodogram: The modified periodogram is proposed to smooth the edges
of the signal with a N≠length window w[n]. This operation has the e�ect of reducing
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the height of the sidelobes or spectral leakage. It uses a non-rectangular window and
therefore has to be scaled to account for the loss of power due to the window. This
scaling is required to make the Modified Periodogram asymptotically unbiased (esti-
mator becomes unbiased in the limit when the number of data points goes to infinity).
Furthermore, it has reduced the bias but it is still a biased estimator and its variance
that roughly equals that of the periodogram ‚Px(f). This periodogram type is defined
by

‚Pm(f) = 1
NU

-----

N≠1ÿ

n=0

x[n]w[n]e
≠j2fifn

Fs

-----

2

(1.11)

where w[n] is the non-rectangular window and U denotes the scaling factor defined by

U = 1
N

N≠1ÿ

n=0

|w[n]|2 (1.12)

For large values of N , U is chosen independent of the window length.

Averaged Periodogram: The averaged periodogram also called as a Bartlett’s pe-
riodogram is an improved periodogram-based technique that can reduce the variance
of the periodogram in exchange for a reduction of resolution. This method reduces also
the fluctuation of the ‚Px(f) by splitting up the available data of N observations into
K = N/L subsections of L observations each. Then, spectral densities of produced K

periodograms are then averaged. The Bartlett periodogram is defined by

‚Pa(f) = 1
K

Kÿ

k=1

‚Px,k(f) (1.13)

where K denotes the considered realizations and ‚Px,k(f) the periodogram of k ≠ th

realization xk[n]. Then, its variance decreases by a factor K compared to the variance
of ‚Px(f)

V ar
1

‚Pa(f)
2

= 1
K

V ar
1

‚Px

2
(1.14)

The main problem of this method is the tradeo� between the variance and the resolu-
tion.

Averaging-modified Periodogram: The averaging-modified periodogram also called
as a Welch’s periodogram is a combined technique between the averaged periodogram

28



1.6 Advanced feature extraction techniques for induction machine fault
analysis

and the modified periodogram. It tends to decrease the variance compared to V ar
1

‚Px

2

of the entire data record. It is based on three main steps in this order: partition the
data sequence into K segments, computation the modified periodogram for each seg-
ment k of length N , average the modified periodograms. Then, the Welch periodogram
is given by

‚Pa,m(f) = 1
K

Kÿ

k=1

‚Pm,k(f) (1.15)

where ‚Pm,k(f) denotes the modified periodogram for k ≠ th segment.

Blackman-Tukey method: The Blackman-Tukey method also called Smoothed pe-
riodogram is a method to reduce the variance that corresponds to a locally weighted
average of the periodogram [156]. The smoothed periodogram is defined by

‚„BT (f) =
N≠1ÿ

k=≠(N≠1)

w[k]‚rB[k]e
≠j2fifk

Fs (1.16)

where w[k] is a lag window and ‚rB[k] denotes an estimate of the covariance rB[k] =
E {x[n]xú[n ≠ k]}. There are two ways to estimate rB[k]:

‚rB[k] = 1

N≠k

Nq

n=k+1

x[n]xú[n ≠ k] 0 Æ k Æ N ≠ 1 (1.17a)

and
‚rB[k] = 1

N

Nq

n=k+1

x[n]xú[n ≠ k] 0 Æ k Æ N ≠ 1 (1.17b)

Estimators (1.17a) and (1.17b) are called the standard unbiased and biased estimators
of rB[k], respectively. Estimator (1.17b) is the most used [156]. A particular case of the
Blackman-Tukey class of spectral estimators is the Daniell estimator which corresponds
to a rectangular spectral window[156]:

W (f) =
I

1

—
f œ

Ë
≠—

2
, —

2

È

0 Otherwise
(1.18)

Therefore, the variance in periodogram can be reduced by four common methods:
modified, averaged, averaged-windowed, and smoothing periodograms that are easy to
compute using FFT algorithm with some zero padding for purposes of interpolating the
spectral estimate [157]. However, these techniques have several drawbacks since their
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frequency resolution is limited and long data measurements are required. Prominent
conclusions from these non-parametric techniques are that there is always a compro-
mise in the bias-variance trade-o� because both of these errors cannot be minimised
simultaneously [154, 156, 158]. In fact, these classical estimators of PSD are still in-
consistent and biased estimators and have limited ability to resolve closely frequency
components. Nevertheless, these estimators can be a useful tool for spectral estimation
in situations where SNR is high, and especially if the data is long. In addition, these
nonparametric techniques of PSD estimation can be also useful in applications where
there is little or no information about the signal in question [156, 158].

1.6.1.2 Higher order spectra analysis

Higher order spectra (HOS), also known as polyspectra techniques have been also
proposed to analyze induction machine faults [8, 159–176]. Particular cases of these
techniques are: the third-order-spectrum (also known as bispectrum) and the fourth-
order-spectrum (also known as trispectrum) [177]. The main advantages of HOS are:
additive Gaussian noise is automatically suppressed, Nonminimum phase systems can
be identified, information due to deviations from Gaussianity can be extracted, and
nonlinear systems can be detected and identified [164]. These spectral estimation tech-
niques have disadvantages such as a high-computational overhead, and their interpre-
tation is complex [164].

1.6.1.3 Parametric techniques

Several parametric techniques have been developed for PSE to overcome drawbacks
of nonparametric methods. These parametric methods for PSE are based on parametric
models to represent the signal and then to estimate model parameters from the available
signal data. Parametric methods for spectral estimation are divided into two classes:
parametric for continuous spectra and parametric for line spectra [158].

Parametric techniques for continuous spectra: The parametric techniques for
continuous spectra include the linear prediction techniques. The linear prediction tech-
niques contain several algorithms like the Pisarenko and Prony methods. Pisarenko
method is an estimation technique for which signal is assumed be a sum of sinusoids
in white noise. It is based on the eigendecomposition of the autocorrelation matrix.
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Pisarenko harmonic decomposition is computationally e�cient but its performance de-
grades at low SNRs. The Prony method is a high-resolution spectral analysis method.
This method approximates a sampled waveform as a linear combination of complex
conjugate exponentials [178, 179]. The positive aspects of Prony method are: parame-
ter estimates are less biased than those obtained from the Pisarenko method and can
resolve delays to better than half the nonparametric methods limit. The main draw-
back of Prony method is its resolution which is poor at low SNR scenarios. Prony
method is known by its sensitivity to noise and its long computational time especially
for high order signals models. The Prony analysis has been proposed to diagnose bro-
ken rotor bars in [114]. This study reveals improvements of diagnostics using Prony
method than nonparametric techniques. In [178], authors propose to use the modified
Prony method to detect the air-gap eccentricity faults in induction motors. These linear
prediction methods are specifically designed for continuous PSD, where the frequency
content does not vary abruptly. Unfortunately, these methods are not suited for fault
frequency estimation because the fault signature introduces specific frequencies close
to the fundamental frequency.

Parametric techniques for line spectra: The parametric techniques for line spec-
tra include Maximum Likelihood Estimator (MLE) and subspace techniques called
also high-resolution techniques. The applications of MLE-based spectral estimations
for machine fault detection are available in [145–147]. Indeed, in [145, 146, 148], a
model order and spectral estimations based on MLE are proposed to detect induction
machine fault frequency signatures. In stator current analysis, subspace techniques
have been proposed to avoid the computational complexity inherent to multidimen-
sional optimization of MLE [136–144, 180]. The subspace techniques include minimum
norm, singular value decomposition (SVD), MUSIC (MUltiple SIgnal Classification)
and ESPRIT (Estimation of Signal Parameters via Rotational Invariance Techniques)
approaches. The first advantage of MUSIC approach is its better resolution than para-
metric techniques for continuous spectra. Another advantage, it yields asymptotically
unbiased parameter estimates. The serious criticism of this approach is its failing to
resolve closely spaced signals at low SNRs. Moreover, it has a high computational
burden. Minimum Norm has lower computational cost, and better resolution, than the
MUSIC algorithm. It optimizes the separation of the spurious roots in root-MUSIC.
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The main drawback of main norm is exhibits spurious peaks, and merging of spectral
peaks at low SNR values. Advantages of TLS-ESPRIT [181]: produces less biased esti-
mates, more accurate than conventional ESPRIT, manifests superior performance than
the Pisarenko and minimum norm methods. Disadvantages of TLS-ESPRIT: requires
an accurate estimate of the number of signals, has higher computational cost than con-
ventional ESPRIT. A condition monitoring based on the traditional SVD, short-time
matrix series and singular value ratio has been investigated to detect bearing faults[182].
An another application based on SVD and Hankel matrix has been proposed in [183]
to detect bearing faults. In induction machine condition monitoring, the problem of
frequency estimation using subspace techniques has received a lot of attention in the
electrical engineering community. In [137], the authors propose to use the spectral-
MUSIC or Root-MUSIC for frequency estimation. An application of high-resolution
spectral analysis for identifying multiple combined faults in induction motors can be
found in [144]. The major contribution of [144] is the development of a condition-
monitoring strategy that allows accurate and reliable assessments of the presence of
specific fault conditions in induction motors with single or multiple combined faults.
The proposed condition monitoring strategy is based on the combination between a
finite impulse response filter bank to separate the original current and vibration signals
into di�erent fault-related bandwidths and the spectral-MUSIC to detect frequencies
of the stator current. This methodology can detect two faults: bearing and broken
rotor bars faults. A modified version of the MUSIC algorithm has been developed in
[141] to estimate the stator current spectrum. In this paper, a fault detection crite-
rion has been also proposed to detect faults. This criterion does not take into account
the harmonic structure of the stator current. Another application of high-resolution
frequency estimation method for three-phase induction machine fault detection can be
found in [184]. The proposed Zoom-MUSIC in [184] is used to detect broken rotor bars
fault using spectrum analysis in induction machine under di�erent loads and in steady-
state condition. This proposed technique allows reducing the computational complexity
focusing on frequencies close to the fundamental frequency. In this case, the model or-
der is obtained by the Frequency Signal Dimension Order (FSDO) estimator proposed
in [185]. The application of high-resolution parameter estimation method to identify
broken rotor bar faults in induction motors has been proposed recently in [138]. The
authors in [138] propose two algorithms Zoom-MUSIC and Zoom-ESPRIT to estimate
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frequencies in order to reduce the long computation times required by classical sub-
space techniques from short data signals with low Signal-to-Noise Ratio (SNR). In this
case, the model order is obtained by the FSDO estimator proposed in [186]. In [138], a
fault detection criterion based on false alarm and detection probabilities is proposed to
detect faults. Finally, a stator current analysis by subspace methods for fault detection
in induction machines has been proposed in [136]. Two subspace techniques: Root-
MUSIC and ESPRIT are presented and a fault severity criterion with a fault severity
criterion.

1.6.2 Demodulation techniques

It has been demonstrated that mechanical faults causes amplitude and frequency
modulations of the stator currents [5]. In this context, several studies have investigated
on demodulation techniques [5, 65, 187–199]. These techniques are mainly classified
into two categories: monodimensional and multidimensional techniques [5]. Figure 1.9
depicts how to choose the demodulation technique according to the signal type.

Stator currents

Mono-
component

signals?

yes

Mono-component
demodulation

Multi-
dimensional

signals?

Mono-dimensional
methods

no

Multi-dimensional
methods

yes

no

Multi-component
demodulation

Separation
by filtering?

yes

no

Advanced
methods

Figure 1.9: The choose of the demodulation technique [5].
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1.6.2.1 Monodimensional techniques

Monodimensional techniques include the synchronous demodulator [187, 190, 194,

195], the Teager energy operator [189, 200, 201], and Hilbert transform [191–194, 196,

198, 202, 203].

A monodimensional signal in noise is defined as

x [n] = a [n] cos („ [n]) + b [n] (1.19)

where a [n] > 0 is the instantaneous amplitude (IA), „ [n] is the instantaneous phase

(IP), and b [n] denotes the noise component. This signal can be expressed in term of

the corresponding direct (real part) and quadrature (imaginary part) components

I
y1 [n] = a [n] cos („ [n])
y2 [n] = a [n] sin („ [n]) (1.20)

The corresponding analytic signal is defined by

z [n] = y1 [n] + jy2 [n] = a [n] exp („ [n]) (1.21)

The analytic signal estimation is given in Fig.1.10

Signal

In-phase and
Quadrature

Components
Estimation

y1[n]

y2[n] ◊

j

+ z[n] |.|

arg{.}

a[n]

„[n]

Figure 1.10: Analytic signal estimation [5].

Therefore, the instantaneous amplitude and phase are estimated from the analytic

signal by I
a [n] = |z [n]|

„ [n] = arg {z [n]} (1.22)

where |.| and arg {.} denote the modulus and the argument of the complex signal

z [n], respectively. Then, the instantaneous frequency (IF) can be estimated using the
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backward finite di�erences

‚f [n] = Fs

2fi
(„ [n] ≠ „ [n ≠ 1]) (1.23)

where Fs is the sampling rate.

Synchronous demodulator: The synchronous demodulator is a AM and PM de-
modulation technique for monodimensional technique. The demodulation is performed
by multiplying the analyzed signal with two reference signals cos (2fif0n/Fs) and sin (2fif0n/Fs).
The principle is illustrated in Fig.1.11. Estimations of IA and IP are obtained using
(1.21) and (1.22).

x[n]

◊

◊

cos(2fif0n/Fs)

sin(2fif0n/Fs)

H{f}

H{f}

xs
1[n]

xs
2[n]

Figure 1.11: Synchronous demodulator [6].

Teager energy operator: The Teager energy operator (TEO) is a IA and IF de-
modulation techniques for monocomponent signal that estimates them without using
the analytical signal z [n]. It directly estimates from the x [n] using the discrete-time
TEO

� (x [n]) = x2 [n] ≠ x [n + 1] x [n ≠ 1] (1.24)

IA and IF can be estimated using the energy separation algorithm

a [n] ¥
ı̂ııÙ

� (x [n])

1 ≠
1
1 ≠ �(x[n]≠x[n≠1])

2�(x[n])

22
(1.25a)

and
f [n] ¥ 1

2fi
arccos

3
1 ≠ � (x [n] ≠ x [n ≠ 1])

2� (x [n])

4
(1.25b)
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Hilbert transform: The Hilbert transform is a linear operator for which analytic

signal can be derived if the Bedrosian theorem is verified from the signal x [n] according

to Fig.1.12 I
yh

1 [n] = x [n]
yh

2 [n] = x [n] ú h [n] (1.26)

where ú denotes the convolution operator and h [n] denotes the impulse response of the

Hilbert filter

h [n] =
I

2

fi

sin
2( fin

2 )
n

, n ”= 0
0 , n = 0

(1.27)

x [n]

Hilbert
transform yH

2 [n]

yH
1 [n]

Figure 1.12: Hilbert transform-based demodulation.

In fact, the Bedrosian theorem is verified when the spectra of the a [n] and cos („ [n])

are disjoint. Figure 1.13 illustrates the Bedrosian theorem conditions.

FT{a[n]} FT{cos(„[n])}

fc

Sp
ec

tr
um

f

Figure 1.13: Bedrosian theorem conditions.

1.6.2.2 Multidimensional techniques

Multidimensional techniques include the Concordia transform [65, 197, 198, 202,

204] and the principal component analysis [40, 205, 206]. Empirical Mode Decomposi-

tion(EMD) or the Ensemble EMD (EEMD) have been proposed to analyze faults for

multicomponents signals [174, 207–214]. A review of condition monitoring of induction

motors based on stator currents demodulation is available in [5].
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analysis

Three phase stator current under general conditions (fault, unbalance,...etc) can be

modeled as

xk [n] = dka [n] cos („ [n] + Âk) + bk [n] (1.28)

where dk and Âk represent the amplitude and phase unbalance, respectively and k =

{0, 1, 2}. A multidimensional demodulation technique is a linear transform that allows

passing from n-dimensional subspace to p-dimensional subspace (n > p). In three phase

systems, this linear transform can be expressed mathematically as

C
y1 [n]
y2 [n]

D

= H

S

WU
x0 [n]
x1 [n]
x2 [n]

T

XV (1.29)

where H is the 2 ◊ 3 matrix.

Concordia transform: The concordia transform is a multidimensional demodula-

tion technique for three electrical signals [198] that the matrix H is defined by

Hc =
Ú

2
3

S

U
Ô

2

3

≠1Ô
6

≠1Ô
6

0 1Ô
2

≠1Ô
2

T

V (1.30)

This transform assumes that the three phase systems are balanced (d0 = d1 = d2 = 1

and Âk = 0). This assumption is the main drawback of this method.

Maximum likelihood approach: The maximum likelihood approach is a powerful

statistical technique for estimating unknown parameters [180] that the matrix H is

defined by

HML = 1
M

C
d2

1 + d2
2 ≠d1d2

2 ≠d2
1 + d2

d
2
1≠d

2
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3
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3

!
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2 + 2
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≠ d2Ô
3

!
d2

1 + 2
"
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where M = d2
1 + d2

2 + d2
1d2

2

Principal component analysis: Principal component analysis (PCA) is a statistical

tool that transforms a number of correlated signals into a small number of principal

components [152].
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Empirical Mode Decomposition: The Empirical Mode Decomposition (EMD) has
been originally proposed by Huang[215]. The EMD algorithm is defined by the following
steps:

• Identification of all extrema of x [n].

• Interpolation between minima (resp. maxima) ending up with some envelope
emin [n] (resp. emin [n] ).

• Computation of the mean:

m [n] = emin [n] + emax [n]
2 (1.32)

• Extraction of the detail:
d [n] = x [n] ≠ m [n] (1.33)

• Iteration on the residual m [n].

The EMD algorithm presents some drawbacks as border e�ects, mode mixing or
uncertain stopping criterion. Some noised assisted methods have been developed to
overcome these problems such as the Complete Ensemble Empirical Mode Decomposi-
tion (CEEMD) or the Ensemble Empirical Mode Decomposition (EEMD) [216].

1.6.3 Advanced feature extraction techniques for induction machines
in non-stationary environments

It has been demonstrated that the Fourier transform-based techniques cannot not
provide simultaneous time and frequency localization and are not very useful for ana-
lyzing time-variant, non-stationary signals. Then, the problem of stator current spec-
tral estimation in non-stationary environments has received a great deal of attention.
Therefore, several techniques have been proposed to analyze faults. These techniques
can be classified into three categories: parametric techniques, nonparametric tech-
niques, and demodulation techniques. Nonparametric techniques include time-scale
and time-frequency presentations [20, 102, 217–223]. Parametric techniques include
non-stationary MLE and nonstationary subspace techniques [224]. A demodulation
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technique called Hilbert-Huang Transform has been proposed to analyze faults in non-

stationary environments [153, 225]. It based on Hilbert transform and Empirical Mode

Decomposition techniques.

Several advanced combined techniques have been proposed to analyze faults in

start-up and steady-state regimes [226]. A fusion between two techniques: the Com-

plete Ensemble Empirical Mode Decomposition (CEEMD) and the MUSIC is proposed

in [226]. In this case, the proposed methodology allows identifying time evolution of the

faulty frequencies in start-up and steady-state regimes from the short data record signal

buried in noise, as it is the case for inverter-fed induction motors. Another technique

has been proposed in [227] to detect incipient broken rotor bar in induction motors

using high-resolution spectral analysis based on the start-up current analysis. This

technique is based on the short-time MUSIC algorithm that provides high-resolution

and the time-frequency pseudo-representation. The proposed methods can graphically

show the physical e�ect of a broken or partially-broken rotor bar. An application of the

ESPRIT and the Simulated Annealing Algorithm (SAA) has been proposed to detect

broken rotor bar fault in induction motors with short-time measurement data in [143].

These proposed techniques can correctly identify the parameters of the broken rotor

bars characteristic components with short-time measurement data. Another fusion be-

tween two techniques: the Hilbert transform and the ESPRIT for detecting rotor fault

in induction motors at low slip has been proposed in [142]. This fusion combines two

main characteristics: ability to avoid spectral leakage and to achieve high-frequency

resolution even with a short measurement time. A comparative study and the evalua-

tion of various condition monitoring methods used for induction machines, with the aim

of early detection of one partially-broken rotor bar by steady-state current spectrum

analysis and di�erent supply conditions is proposed in [228]. The techniques consid-

ered in this study are the Fast Fourier transform (FFT), Wavelet and FFT, MUSIC,

Empirical Mode Decomposition (EMD) and FFT, and EMD associated with MUSIC.

Broken rotor bar detection in variable speed drive-fed induction motors at start-up by

high-resolution spectral analysis has been proposed in [229]. In this case, the time-

frequency spectrum is able to graphically show a di�erent pattern for the healthy and

faulty conditions.
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1.7 Induction machine fault detection techniques

Early fault detection helps to reduce the maintenance-cost in the induction machine-
based applications. In the literature, the existing techniques for induction machine fault
detection based on stator currents can be categorized into two subclasses: artificial
intelligence and detection theory.

1.7.1 Artificial intelligence techniques

Artificial intelligence (AI) techniques are ways that imitate the intelligent humans
think to develop expert systems and to implement human intelligence in machines.
The main steps of an AI-based diagnostic mechanism are signature extraction, fault
identification, and fault severity evaluation [13]. These techniques include: Expert
Systems (ES), Artificial Neural Network (ANN), Support Vector Machine (SVM), Fuzzy
Logic (FL), Genetic Algorithms (GA) and hybrid techniques [230, 231]. Reviews of
artificial intelligence applications for induction machine fault detection are available in
[232–234]. However, these techniques present several drawbacks such as its required
initial training phase and their performances depend on the used feature extraction
techniques.

1.7.1.1 Expert Systems

Expert Systems also known as knowledge-based systems are computer programs
that emulate the reasoning process of a human expert or perform in an expert manner in
a domain for which no human expert exists [235]. They solve problems using heuristic
knowledge rather than precisely formulated relationships, in forms that reflect more
accurately the nature of most human knowledge. These systems consist of a knowledge
bases, an inference mechanism, and human/expert system interface [232, 236]. There
are three di�erent types of ES: rule-based diagnostic, model-based diagnostic, and on-
line diagnostic expert systems [237].

The rule-based diagnostic is the most commonly used technique for developing ES
[238]. The basic architecture of this type is depicted in Fig. 1.14. The user interacts
with the system through a user interface which may use menus, natural language or
any other style of interaction. Then an inference engine is used to reason with both the
expert knowledge (extracted from expert) and data specific to the particular problem
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Figure 1.14: Basic architecture of a rule-based expert system [7, 8].

being solved. The case specific data includes both data provided by the user and partial
conclusions (along with certainty measures) based on this data. Almost all expert
systems have also an explanation subsystem, which allows the program to explain its
reasoning to the user. Some systems also have a knowledge base editor which help the
expert or knowledge engineer to easily update and check the knowledge base [7].

The main limitations of the early diagnostic expert systems are the: inability to
represent accurately time-varying and spatially varying phenomena, inability of the
program to detect specific gaps in the knowledge base, di�culty for knowledge engineers
to acquire knowledge from experts reliably, di�culty for knowledge engineers to ensure
consistency in the knowledge base, and inability of the program to learn from its errors
[239]. Performances of ES are depended on the information stored in the knowledge
phase. The inference manages the use of knowledge bases. In industry, applications of
ES include classification, diagnosis, monitoring, process control, design, scheduling and
planning, and generation of options [240]. Applications of ES in condition monitoring
and fault diagnosis of induction machines are available in [241, 242].

1.7.1.2 Fuzzy logic

Fuzzy logic systems(FLS) are reminiscent of human thinking processes and natural
language enabling decisions to be made based on vague information. It is a nonlinear
mapping of an input data (feature) vector into a scalar output, i.e., it maps numbers
into numbers. Fuzzy set theory and fuzzy logic establish the specifics of the nonlinear
mapping [243]. The richness of FLS is that there are enormous numbers of possibilities
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that lead to lots of di�erent mappings [243]. Figure 1.15 shows the block diagram of
a fuzzy logic based diagnostic system [9]. The knowledge acquisition consists of the
construction of the membership functions which describe the monitored quantities and
of the construction of the rule base that correlates these quantities to the various types
of system working states (normal, faulty and pre-faulty working state) [9]. This can
be made using an o�-line built the database obtained from three sources of knowledge:
the expert knowledge, the historical data and the analytical knowledge. Expert knowl-
edge is acquired by interviewing the expert operator and can be represented as fuzzy
conditional statements. Historical data (process history and fault statistics) is usually
available as service notes collected by monitoring the behaviour of the system under
diagnosis over time [9]. Analytical knowledge based on computer simulation of the
system under diagnosis, if the mathematical model, even complex, is available. This
knowledge is obtained by observing any parameter change under the influence of each
simulated fault and then by expressing this information as fuzzy conditional statements
[9].

FLS can contribute with: well-developed fuzzy logic theory, humanlike reasoning
mechanisms, using linguistic terms, accommodating commonsense knowledge, ambigu-
ous knowledge, imprecise but rational knowledge, universal approximation techniques,
robustness, fault tolerance, and low cost of development and maintenance [244]. The
main characteristics of a fuzzy logic diagnosis system performance are [245]: automatic
interpretation of relations among the test (observation results) and possible situations,
pointing out the process condition, detailed explanation of how the particular conclu-
sion has been reached, indication of the possible causes of failures, description of the
possible consequences, and recommendation for process maintenance and repair under
new circumstances. Applications of induction machine fault detection using FL are
available in [246–252].

1.7.1.3 Artificial Neural Networks

Artificial Neural Networks (ANN) are the most popular AI techniques used to detect
faults in induction machines. These techniques are inspired from computational model
of the brain [253, 254]. Artificial neurons are interconnected by edges, forming a neural
network. Networks receive input, internal processes take place such as activations of
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Figure 1.15: Block diagram of the fuzzy diagnostic system based diagnostic system [8, 9].

the neurons, and the network yields output [255]. ANN can learn supervised or unsu-

pervised. For supervised learning, the most commonly used neural network structure

is the multilayer perceptrons (MLP) trained using the back-propagation algorithm. In

this configuration, neurones are grouped into layers. The first layer and the last layer

constitute the input and the output layers. The remaining layers represent the hid-

den layers [256, 257]. Unsupervised learning networks proceed through the learning

stage without the provision of input of data classifications. They require less training

iterations as they do not require exact optimization [8].

ANN can contribute with: learning from data, modeling empirical behavior of hu-

mans, universal approximation techniques, good generalization, methods for extracting

knowledge from data, methods for data analysis, associative memories and pattern-

matching techniques, massive parallelism, and robustness [244]. The major advantage
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of ANN is their ability to represent complex, nonlinear relationships and to self-learn
the pattern recognition of those relationships [8]. In [258], a fast and accurate motor
condition monitoring and early fault detection system using 1D convolutional neural
networks is proposed. An applications of induction machine fault detection using ANN
are available in [204, 212, 214, 259–269].

1.7.1.4 Support Vector Machine

Support Vector Machine (SVM) is a classification technique based on developed
statistical learning theory. The SVM is fundamentally a two-class classifier but in
practice, problems involve classes greater than 2. Various methods have therefore been
proposed for combining multiple two-class SVMs in order to build a multiclass classifier
[270]. These methods convert n-class classification problem into n two-class problems.
There have several SVM variants: least squares SVM, linear programming SVM, robust
SVM, Bayesian SVM, and committee machines [271]. Advantages of SVM over ANN
classifiers are as follows: maximization of generalization ability, no local minima, and
robustness to outliers [271]. SVM presents several disadvantages such as: the long
training time, its extension to multiclass problems and the need of parameters selection.
The long training time is due to the fact that the number of variables is equal to the
number of training data. Extension to multiclass problems is not straightforward, and
there are several formulations.

Several studies based on SVM have been proposed in the literature [272–280]. A
SVM-based decision to detect mechanical faults using an improved combination of
Hilbert and Park transformations is proposed in [276]. This combination allows creating
two fault signatures: Hilbert modulus current space vector and Hilbert phase current
space vector. These two signatures are exploited as inputs for learning and testing
SVM.

1.7.1.5 Genetic Algorithms

Genetic Algorithms (GA) are an iterative search heuristic based on the process
of natural selection. They are a family of computational models inspired by natural
evolution [281]. These algorithms encode a potential solution to a specific problem
on a simple chromosome-like data structure, and apply recombination operators to
these structures in such a way as to preserve critical information [281]. GA belong to
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the larger class of evolutionary algorithms and they combine randomized information
exchange methods, which incorporate the survival of the fittest strategy, to find optimal
solutions to the problem [282]. In fact, GA are employed to solve optimization problems
e�ciently. The three most important aspects of using GA are the: definition of the
objective function, implementation of the genetic representation, and implementation
of the genetic operators.

To apply GA, six steps are needed: initialization, selection, crossover, mutation, re-
production, termination. In practice, the standard GA has the following steps: choose
the initial population, assign a fitness function, perform elitism, perform selection,
perform crossover, and perform mutation. GA begins with the initialization that the
population of chromosomes is chosen according to the problem nature. It typically con-
tains several hundreds or thousands of possible solutions. Often, the initial population
is generated randomly, allowing the entire range of possible solutions. The selection
operator is the process that determines which solutions are to be preserved and allowed
to reproduce and which ones deserve to die out. The primary objective of the selec-
tion operator is to emphasize the good solutions and eliminate the bad solutions in a
population while keeping the population size constant. There are di�erent techniques
to implement selection operator in GA: tournament selection, roulette wheel selection,
proportionate selection, rank selection, steady state selection, etc. The crossover op-
erator is used to vary the programming of a chromosome or chromosomes from one
generation to the next. It is analogous to reproduction and biological crossover, upon
which GA are based. Cross over is a process of taking more than one parent solutions
and producing a child solution from them. There are several crossover techniques:
single-point crossover, two-point crossover, uniform crossover, half uniform crossover,
three parent crossover, crossover for ordered chromosomes. The mutation operator is
the occasional introduction of new features in the solution strings of the population
pool to maintain diversity in the population. It is analogous to biological mutation.
The main purpose of the mutation operator is preserving and introducing diversity.
Mutation should allow the algorithm to avoid local minima by preventing the popu-
lation of chromosomes from becoming too similar to each other, thus slowing or even
stopping evolution. There are several mutation types: insert, inversion, scramble, swap,
flip, interchanging, reversing, uniform, and creep mutations [283].

45



1. CONDITION MONITORING AND FAULT DETECTION OF
INDUCTION MACHINES: STATE OF THE ART

An induction machine fault detection using a GA is proposed in [284]. In this
application, the GA are used to keep the amplitude of all faulty lines and fuzzy logic
approach to conclude to the load level operating system and to inform the operator of
the rotor fault severity. Turn faults detection technique using the GAs is proposed in
[285]. GA is proposed in this paper to performe a fault identification method.

1.7.1.6 Hybrid Approaches

To diagnose faults, several hybrid approaches have been proposed in the literature
[286–293]. Among hybrid approaches, Neuro-Fuzzy Systems (NFS) have received a
great of attention to overcome the knowledge acquisition bottleneck faced by humans
while designing the knowledge base of a traditional fuzzy expert system. The neural
network training techniques of NFS can handle the information retrieval from data using
optimization techniques. The fuzzy system representation on the other hand provides
the intuitive understanding of the resulting system and establishes the possibility of
integrating expert knowledge. Since the two approaches have a di�erent knowledge
representation, their combination can be a persuasive way to fuse information from
di�erent sources, namely human experts and experimental data. NFS can generate
new rules from data or they can refine existing rules by adapting parameters within
them.

1.7.2 Statistical decision theory

The decision based on the detection theory allows making an optimal decision in
order to identify which hypothesis is true without need for a training database. Popular
criteria defining the detection procedure with unknown signal and noise parameters are
the Bayesian and the Neyman-Pearson approaches. The Bayesian approach is a detector
to composite hypothesis testing. Unknown parameters are considered as realizations of
random variables and are assigned a prior Probability Density Function (PDF) [294].
Unfortunately, this approach requires multidimensional integration with a dimension
equal to the unknown parameter dimension. The Neyman-Pearson approach involves
a maximization of the probability of detection PD for a given probability of false alarm
PF a [295]. It is based on the likelihood ratio test of the PDFs under a binary hypothesis.
The threshold of this test is chosen from the false alarm constraint PF a. When the
likelihood ratio depends on unknown parameters, these parameters are replaced by
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their estimates using the MLE. This solution is known as the Generalized Likelihood
Ratio Test (GLRT). Applications of Fault-detection procedures based on hypothesis
testing can be found in [138, 296].

1.8 Conclusion

This chapter has described the basic concept and the common faults of induction
machines. These faults can be classified into two main classes: mechanical and electrical
faults. In term of maintenance, three types have been described: the corrective, the pre-
ventive, and the predictive maintenances. According to several literature reviews, the
predictive maintenance is the most promising technique to detect and analyze faults. In
this predictive context, several faults indicators are exploited to develop condition mon-
itoring techniques. Existing techniques are mainly categorized as vibration monitoring,
temperature monitoring, oil debris analysis, acoustic emission monitoring, and current,
voltage, or power monitoring. It has been demonstrated that stator current-based con-
dition monitoring has several advantages over other techniques in terms of low cost,
easy access, easy implementation, and ability to detect faults. In operating conditions,
it can be distinguished between two main conditions: stationary and nonstationary en-
vironments. In nonstationary environments, the existing advanced feature extraction
techniques can be classified into three categories: parametric techniques, nonparametric
techniques, and demodulation techniques. In stationary environments, techniques can
be also classified into three main categories: power spectrum estimation, demodulation
techniques, and higher order spectra analysis.

This chapter has reviewed the state of the art of the existing induction machine
condition monitoring and fault detection techniques. Taking into account benefits
and drawbacks of each described technique in stationary environments, parametric
techniques seem to be the most suitable approaches for induction machines conditions
monitoring using the stator current. In addition, the detection theory seems to be the
candidate of choice for fault detection.

47



1. CONDITION MONITORING AND FAULT DETECTION OF
INDUCTION MACHINES: STATE OF THE ART

48



Chapter

2
Stator Current Parameters
Estimation and Fault Sever-
ity Analysis

Contents
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.2 Stator Current Model . . . . . . . . . . . . . . . . . . . . . . . 50

2.2.1 Stator Current Model in Stationary Conditions . . . . . . . . 50
2.2.2 Stator Current Frequency Model . . . . . . . . . . . . . . . . 52
2.2.3 Stator Current Parameters Estimation . . . . . . . . . . . . . 53

2.3 Subspace Spectral Estimation Techniques . . . . . . . . . . . 56
2.3.1 Covariance Matrix . . . . . . . . . . . . . . . . . . . . . . . . 56
2.3.2 MUSIC Estimators . . . . . . . . . . . . . . . . . . . . . . . . 57
2.3.3 ESPRIT Estimators . . . . . . . . . . . . . . . . . . . . . . . 60
2.3.4 Modified ESPRIT . . . . . . . . . . . . . . . . . . . . . . . . 62

2.4 Model Order Estimation . . . . . . . . . . . . . . . . . . . . . 66
2.4.1 Model Order Estimation (Nonparametric Approach) . . . . . 67
2.4.2 Model Order Selection (Parametric Approach) . . . . . . . . 69

2.5 Proposed Fault Detection Methodology . . . . . . . . . . . . 70
2.5.1 Proposed Fault Severity Criterion . . . . . . . . . . . . . . . 70
2.5.2 Condition Monitoring Architecture . . . . . . . . . . . . . . . 71

2.6 Simulations Results . . . . . . . . . . . . . . . . . . . . . . . . 72
2.6.1 Subspace Techniques Performances . . . . . . . . . . . . . . . 73
2.6.2 Model Order Selection Performances . . . . . . . . . . . . . . 75
2.6.3 Fault Severity Criterion Performances . . . . . . . . . . . . . 76

2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

49



2. STATOR CURRENT PARAMETERS ESTIMATION AND FAULT
SEVERITY ANALYSIS

2.1 Introduction

To analyze and detect faults, the problem is equivalent to a model parameters
estimation of multiple sinusoids. Several techniques have been proposed to address
this problem. The Nonlinear Least Squares Estimator (NLSE) is the natal one. When
noise is assumed to be white Gaussian, NLSE is equivalent to the Maximum Likelihood
Estimator (MLE). The MLE estimator is an asymptotically optimal estimator but it
requires the maximization of a multidimensional and multimodal cost function. Among
techniques that can approach performances of the MLE, subspace techniques have the
ability to distinguish closely spaced frequencies. Subspace techniques are therefore ways
to separate frequencies including components close to the fundamental frequency fs and
harmonics (multiple of fs). Once frequencies are estimated, amplitudes and phases are
obtained using MLE that is equivalent to a Linear Least-Squares Estimator (LSE).
Then, a fault severity criterion can be derived from amplitudes that can determine the
machine state.

The present chapter is organized as follows: First, a stator current model in sta-
tionary environments is presented. This model is used to describe the problem of stator
current model parameters estimation. This problem is solved using several estimation
techniques such as subspace spectral estimation techniques for frequency estimation,
LSE for amplitudes and phases estimation, information theoretic criteria to select the
model order. Then, a fault severity detection methodology is proposed. Finally, simu-
lation results of the proposed techniques are given in the last part.

2.2 Stator Current Model

This section presents the stator current model under fault conditions in stationary
environments. It gives also the stator current frequency structure that can be exploited
to interpret results of the power spectrum estimation.

2.2.1 Stator Current Model in Stationary Conditions

Many signal processing methods are based on parametric models of the signals.
The performance of such methods depends heavily on the chosen model structure and
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on the quality of the parameter estimates [297]. Parametric models called also para-
metric family or finite-dimensional models are mathematical functions that represent
the probability of the model producing the given data. Statistically, data model selec-
tion is to search its probability density function that is parametrized by the unknown
parameters. A reasonable model of the PDF is the white Gaussian noise [298]. This
choice is justified by the need to formulate a mathematically tractable model so that
closed form estimators can be found [298]. Once the model is selected, e�ciency and
unbiased estimators are required to estimate model parameters. In fact, the bias and
variance are both important measures of the quality of these estimators. These PDF-
based estimators are called the classical estimators that parameters are assumed to be
deterministic but unknown. There have several criteria for model selection: Akaike
information criterion, the Bayes factor and/or the Bayesian information criterion, false
discovery rate, Likelihood-ratio test, etc.

In electrical engineering context, the model selection is based on understanding the
physical phenomena that can appear in electrical systems. It has been demonstrated
that induction machine faults manifest in frequency domain by frequency signatures
appearing in the stator current power spectrum. To model stator current in stationary
conditions, this model is assumed to be physical, deterministic, and nonlinear. This
model is based on the following assumptions:

• The received signal is modeled as a sum of L sinus components in noise.

• The phases of the exponential components are independent and uniformly dis-
tributed on the interval [≠fi, fi[.

• The noise is assumed to be a white Gaussian noise with zero-mean and variance
‡2. In practice, a noise component is added to take into account the measurement
errors.

Since performances of any estimator is critically depend on the PDF assumptions, the
noise assumption is motivated by the following reasons:

• The Gaussian noise assumption leads to minimize the worst-case asymptotic
Cramer-Rao Bound (CRB) [299].

• The Minimum Variance Unbiased (MVU) estimator is equivalent to the mean
LSE when the noise is white Gaussian [298].
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• The sum of a su�ciently large number of independent and identically random
variables are approximately Gaussian distributed (Central Limit Theorem) [300].

According to the above-mentioned assumptions, the induction machine stator current
in faults presence can be described by the following model

x[n] =
L≠1ÿ

k=0

ak cos
3

2fifk ◊ n

Fs

+ „k

4
+ b[n] (2.1)

where x[n] denotes the stator current samples, b[n] ≥ Nc(0, ‡2) is a white Gaussian
noise, L represents the model order, Fs is the sampling frequency, ak, fk, and „k are
amplitude, frequency, and initial phase of the kth component, respectively.

At time n = 0, 1, 2, 3, ..., N ≠ 1, the observed stator current vector x, defined as
x =

Ë
x(0) . . . x(N ≠ 1)

È
T

, can be expressed by the following separable nonlinear
model

x = H (�) ◊ + b (2.2)

where
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Ë
Ÿe(v) ≠⁄m(v)

È
T

is a 2L ◊ 1 column vector that contains the information

on the sinusoids amplitudes and phases, and v =
Ë
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È
.
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È
is a N ◊ 2L matrix depending on the fre-
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È
, where B (�) =
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È
,

and a(f) =
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1 ej2fif◊ 1
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Fs

È
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.

• b =
Ë
b[0] . . . b[N ≠ 1]

È
T

is a N ◊1 column vector containing the noise samples.

• The symbol (.)T refers to the matrix transpose.

This model is linear in ◊ but nonlinear in �. If frequencies are estimated, a linear least
squares can estimate amplitudes and phases.

2.2.2 Stator Current Frequency Model

In stationary environment, the stator current spectrum of induction machines with-
out faults contains only the fundamental frequency and harmonics. In the international
standard IEC 038 of electrical engineering, frequencies of the stator current spectrum
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may have a small variation up to 1% of the fundamental frequency value [301]. In
case of fault presence, the spectrum also contains frequencies called fault frequencies
according to the following relationship [302]

ff = fs ± kfc (2.3)

where fs is the supply fundamental frequency, fc is the fault characteristic frequency,
and k œ Nú. Therefore, based on the assumed stator current model, the problem
of faults analysis is then a classical problem of estimating the multiple sinusoids in
Gaussian noise.

2.2.3 Stator Current Parameters Estimation

When a parametric model is considered, the objective is often the estimation and/or
the detection. The main purpose of any parametric modeling is often to adjust pa-
rameters of a selected model function such that the model optimizes some criterion.
Generally, it is based on the measured signal fitting with a minimum possible error.
In signal processing, this task is called model parameters estimation [297]. Once the
stator current model has specified, the problem becomes on of determining an optimal
estimator. Regarding the stator current model, the problem is a estimation of multiple
sinusoids with unknown parameters in the Gaussian noise. This problem has attracted
a great intention in signal processing community. It is called spectral line analysis or
line spectrum analysis that the main goal is extracting information on sinusoidal signals
in noise. This estimation problem has been studied in numerous applications: sonar,
radar, underwater surveillance, communications, geophysical exploration, speech anal-
ysis, nuclear physics and other fields [303]. The multiple sinusoids is a non linear model
with unknown parameters that generates a non linear least squares problem. Then, the
natural estimator to estimate parameters of this model is the Nonlinear Least Squares
Estimator (NLSE) [158, 298] since the optimal minimum variance unbiased (MVU)
estimator is analytically di�cult to obtain it or may not exist [298]. In fact, The NLSE
is usually applied in situations where a precise statistical characterization of the data
is unknown or where an optimal estimator cannot be found or may be too complicated
to apply in practice. Estimations of NLSE are obtained by the squared deviations
minimization between stator current measurements and the assumed stationary model
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[158, 298]. These estimation problems using NLSE can be expressed by the following
cost function Ó

‚�, ‚◊
Ô

= arg min
{�,◊}

Îx ≠ H (�) ◊Î2 , (2.4)

where {�, ◊} denote the unknown stator current model parameters. Note that, when
the noise is assumed to be white and Gaussian, this estimator corresponds to the
Maximum Likelihood Estimator(MLE). MLE is the most commonly used parametric
estimation method thanks to it is asymptotically unbiased (i.e the estimate becomes
unbiased in the limit when the number of data points goes to infinity) and e�cient (i.e.
its mean-squared error satisfies the Cramer-Rao bound) estimator [298]. The main
drawback of the MLE is its computation cost since the estimation of the frequencies
requires the maximization of a multidimensional and multimodal cost function [145,
146].

The exact MLE requires to select model order but when it is assumed to be known,
model parameters are found by maximizing ln p (x, �, ◊) with respect to �, ◊.

Ó
‚�, ‚◊

Ô
= argmax ln p (x, �, ◊) (2.5)

where p (x, �, ◊) is the probability density function (PDF) of the data x that is given
by

p (x, �, ◊) = 1
(2fi‡2)

N
2

◊ exp
3 ≠1

2‡2
(x ≠ H (�) ◊)T (x ≠ H (�) ◊)

4
(2.6)

The maximization in (2.5) is equivalent to the minimization of the following cost func-
tion [298]

J (x, �, ◊) = (x ≠ H (�) ◊)T (x ≠ H (�) ◊) (2.7)

The optimization of the previous cost function requires a multidimensional grid search
over the possible frequencies since the multidimensional likelihood function is a highly
nonlinear function of the frequencies and has many local maxima, even in the absence of
noise [304]. This problem becomes so worse when the model order increases [304]. The
multimodal nature of the MLE can be seen in Fig.2.1. This estimation problem can be
divided into three separate estimations: frequency, phase and amplitude estimations.
To estimate frequencies, the MLE requires the maximization of a multidimensional
and multimodal cost function. Despite these problems of the exact MLE, an estimator
called mean likelihood has been proposed in [304] that can be implemented with a
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Figure 2.1: Plot of J (x, �, ◊) for five frequencies with the frequency structure given in
(2.3) with fs = 50Hz, fc = 4Hz, and k = {0, 1, 2} .

moderate amount of computation. This estimator considers the normalized likelihood

function (NLF) as a probability density function. In this approach, frequencies can be

obtained as the mean value of the NLF. In the literature, many methods have been

developed to address this issue. The list of references for spectral line analysis can

be found in [303]. Among these proposed techniques that can approach performances

of the MLE, the subspace techniques called also high-resolution methods have been

proposed [136–144, 180]. The subspace techniques are based on the eigendecomposition

of the covariance matrix of measurements data x. Once the frequencies are estimated,

the signal model then becomes linear in ◊ and MLE becomes a linear Least Squares

Estimator (LSE). In this case, the MLE of phases and amplitudes is given by

‚◊ =
1
HT

1
‚�

2
H

1
‚�

22≠1

HT
1

‚�
2

x (2.8)
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2.3 Subspace Spectral Estimation Techniques

This section proposes subspace spectral estimation techniques to avoid limitations
of the MLE. These techniques are an attractive alternative to the ML-based estimation
methods since they can attain nearly the same estimation performance for time-series
as the NLS estimator without being based on the intractable cost function [305]. The
term subspace-based refers to separating two distinct subspaces: the signal subspace
and the noise subspace. To separate these subspaces, an eigendecomposition of the
covariance matrix Rx is required.

2.3.1 Covariance Matrix

According to chosen stator current model, it can be seen that in the absence of
noise, the N -dimensional vector x belongs to L-dimensional subspace but in case when
the noise is present, it is not the case [306]. Therefore, the N -dimensional vector x
belongs to P -dimensional subspace that can di�erentiate between two main subspaces:
signal and noise subspaces. To separate these subspaces, an eigendecomposition of
the covariance matrix Rx = E

Ë
x[n]xH [n]

È
is used. This matrix Rx has two main

properties: it is orthogonally diagonalizable and their eigenvalues are positive and real.
The covariance matrix eigendecomposition can be written as follows

Rx = U�UH =
Pÿ

k=1

⁄kukuH

k (2.9)

where P º L is the eigenvalues number, � = diag [⁄1, ..., ⁄L], and U = [uL+1, ..., uP ].
The eigenvalues ⁄m are real and positive, arranged in descending order and the corre-
sponding eigenvectors uk are orthonormal. Thus, the covariance matrix can be written
as a sum of the signal and the noise covariance matrices

Rx = Rs + Rn =
Ë

S G
È C

�s 0
0 �n

D Ë
S G

È
H

, (2.10)

where Rs denotes the signal covariance matrix, Rn is the noise covariance matrix,
�s = diag

Ë
⁄1 . . . ⁄L

È
and �n = diag

Ë
⁄L+1 . . . ⁄P

È
are diagonal matrices con-

taining eigenvalues of the signal and the noise subspaces arranged in descending order,
respectively (S and G are the associated orthonormal eigenvectors, respectively).
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Since Rx is orthogonally diagonalizable, the signal and noise subspaces are orthog-

onal to each other. Therefore, the orthogonality between signal and noise subspaces

(SHS = I and GHG = I), can be explained by the following expressions

PGS = 0,
PSG = 0,

(2.11)

where PS = SSH and PG = GGH are the projection operators onto signal and noise

subspaces, respectively.

In practice, the theoretical covariance matrix Rx and its eigendecomposition are

not known but can be estimated from observations as follows

‚Rx = 1
N

N≠1ÿ

p=M≠1

xpxH

p (2.12)

where xp = [x(p), ..., x(p ≠ M + 1)]T .

2.3.2 MUSIC Estimators

MUSIC estimators are subspace methods based on the noise subspace [158] that

exploit the orthogonality between noise and signal subspaces. This method is given by

algorithm 1. Frequencies are determined as the minimizing arguments of the following

cost function

f (◊) = Tr
1
Hc (�c) HH

c (�c) GGH
2

. (2.13)

where Hc (�c) = B (�c) is a N ◊ 2L matrix depending on the frequencies �c =
Ë
≠� �

È
. Using trace properties, and properties of G, we can write

„�c = arg min
{f}

...aH(f) ‚G
...

2

F
, (2.14)

where Î.Î
F

denotes the Frobenius norm. Depending on how the minimizing arguments

of f (◊) are searched for, there exist two kinds of MUSIC implementations: Spectral-

MUSIC and Root-MUSIC [307].

The Spectral-MUSIC finds the minimizing arguments of f (◊) by a one-dimensional
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Algorithm 1 Spectral MUSIC.
Require: N -data samples x[n]

1. Estimate the model order L

2. Estimate the covariance matrix Rx

3. Evaluate the eigendecomposition Rx = U�UH

4. Separate the signal and the noise subspaces

Rx = S�sSH + G�nSH (2.16)

5. Use eigenvectors of the noise subspace to plot the pseudo-spectrum function:

P(f) = 1
...aH(f) ‚G

...
2

F

(2.17)

6. Find L peaks of the pseudo-spectrum function to obtain frequencies.

7. Return frequencies.

search algorithm as follows

„�c = arg max
{f}

1
...aH(f) ‚G

...
2

F

, (2.15)

Frequency estimation is obtained by finding the L-highest local maxima of the (2.15)

called pseudo-spectrum function. In the case when ‚G contains a one vector, the MUSIC

estimator is equivalent to Pisarenko method.

The Root-MUSIC finds the minimizing arguments of f (◊) by polynomial rooting

to avoid searching for peaks [307, 308]. This estimator converts this pseudo-spectrum

function into a polynomial representation that is given by

Q(z) = aH( 1
zú )GGHa(z), (2.21)

where a(z) =
Ë
1 z . . . zM≠1

È
T

is a column vector and z = e
j2fif

Fs . The root-MUSIC

algorithm requires to finds the roots of the complex polynomial function zM≠1Q(z) for
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Algorithm 2 Root MUSIC.
Require: N -data samples x[n]

1. Estimate the model order L

2. Estimate the covariance matrix Rx

3. Evaluate the eigendecomposition Rx = U�UH

4. Separate the signal and the noise subspaces

Rx = S�sSH + G�nSH (2.18)

5. Constitute the complex polynomial function

Q(z) = aH( 1
zú )GGHa(z), (2.19)

6. Estimates frequencies according to

‚fk = arg(‚zk)
2fi

◊ Fs, (2.20)

where ‚zk are closest to the unit circle.

7. Return frequencies.

frequency estimation

Q(z) = z≠(M≠1)
Ë
zM≠1 . . . z 1

È
GGH

S

WWWWU

1
z
...

zM≠1

T

XXXXV
. (2.22)

Thus, the root-MUSIC algorithm finds the roots of Q̃(z), that is a complex polynomial

function given by

Q(z) = z≠(M≠1)Q̃(z), (2.23)

where Q̃(z) is a 2(M ≠ 1) degree polynomial in z the roots of which come in pairs,

since, by construction, if z0 is a root, then 1

z
ú
0

is a root. Once the polynomial Q̃(z)

is obtained, the frequency estimation can be determined by calculating the 2(M ≠ 1)

roots of Q̃(z), then keeping the L stable roots that are closest to the unit circle. The
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relationship between L roots and frequencies is given by

‚fk = arg(‚zk)
2fi

◊ Fs, (2.24)

where ‚zk denotes the kth root of Q̃(z). Note that many programming language con-

tain functions for root finding. Root-MUSIC has the same asymptotic performance as

spectral-MUSIC [308]. Since the search procedure in spectral MUSIC is replaced by

solving the roots of a polynomial in root-MUSIC, the computational cost is significantly

reduced [307]. Thus, it is preferable to use only the root-MUSIC estimator for practical

applications.

2.3.3 ESPRIT Estimators

The key element of ESPRIT is to use the rotational property between staggered

subspaces for frequency estimation [309, 310]. Two extensions of ESPRIT methods

are considered: Least-Squares (LS) ESPRIT and Total Least-Squares (TLS) ESPRIT.

ESPRIT Estimators, an invertible transformation T to estimate frequencies. This

transformation can be formulated by

S = Hc (�c) T (2.25)

where T is non-singular linear transformation

Let H1 (�c) =
Ë

IM≠1 0
È

Hc (�c) and H2 (�c) =
Ë

0 IM≠1

È
Hc (�c) be un-

staggered and staggered of the matrix A, respectively. So, we can demonstrate the

following equality

H2 (�c) = H1 (�c) Â (2.26)

where Â = diag
1
e≠j2fifL≠1 , ..., e≠j2fif0 , ej2fif0 , ej2fif1 , ..., ej2fifL≠1

2
contains the unknown

frequencies.

Let S1 =
Ë

IM≠1 0
È

S and S2 =
Ë

0 IM≠1

È
S be unstaggered and staggered

signal subspaces, respectively. According to the previous equations, we can write
I

S1 = A1T,
S2 = A2T.

(2.27)
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From equations (2.26) and (2.27), we obtain

S2 = S1T≠1�cT = S1�, (2.28)

where � = T≠1�cT is the relation between the two subspaces rotations. Indeed,
eigenvalues of � must be equal to diagonal elements of �c and columns of T are
eigenvectors of �. There have two solutions to find eigenvalues of �: LS and TLS.

In the LS ESPRIT, we estimate frequencies by using eigenvalues of �LS that are
given by

�LS =
1
SH

1 S1

2≠1

SH

1 S2. (2.29)

This method is given in Algo.4. This LS solution is obtained by minimizing the
estimation error on S1 according to

(S2 + E2) = S1� (2.30)

We can do better by using the TLS ESPRIT that is obtained by minimizing
estimation errors on S1 and S2. This method is given in Algo.4. In this technique, we
estimate frequencies by using the Singular Value Decomposition (SVD) of

Ë
S1 S2

È
=

L�VH [309], where L is a matrix of left singular vectors, � is a matrix consisting
of singular values on the main diagonal ordered in descending magnitude, and V is a
matrix of right singular vectors. The matrix V is an (2L ◊ 2L) unitary matrix, which
can partitioned into (L ◊ L) quadrants according to

V =
C
V11 V12

V21 V22

D

. (2.40)

In the TLS solution, we estimate frequencies by using eigenvalues of �T LS that are
given by

�T LS = ≠V11V≠1

22
. (2.41)

In practice, we can estimate signal frequencies using the following expression

‚fk = arg(vk)
2fi

◊ Fs, (2.42)

where vk are eigenvalues of ‚�LS or ‚�T LS .
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Algorithm 3 LS-ESPRIT.
Require: N -data samples x[n]

1. Estimate the model order L

2. Estimate the covariance matrix Rx

3. Evaluate the eigendecomposition Rx = U�UH

4. Separate the signal and the noise subspaces

Rx = S�sSH + G�nSH (2.31)

5. Compute unstaggered and staggered signal subspaces
Y
]

[
S1 =

Ë
IM≠1 0

È
S

S2 =
Ë

0 IM≠1

È
S

(2.32)

6. Calculate eigenvalues of �LS

�LS =
1
SH

1 S1

2≠1

SH

1 S2. (2.33)

7. Estimate frequencies
‚fk = arg(vk)

2fi
◊ Fs, (2.34)

where vk are eigenvalues of ‚�LS

8. Return frequencies.

In the practice, TLS-ESPRIT involves slightly more computations, it is generally
preferred over the LS-ESPRIT thanks to its performance for frequency estimation [309].
Thus, it is preferable to use only the TLS-ESPRIT estimator for practical applications.

2.3.4 Modified ESPRIT

All previously described techniques assume the data are complex valued. Unfortu-
nately, this is not necessarily the case for several applications. These approaches are
applicable also to real-valued data for which the model order is assumed to be a double
number of complex-valued sinusoidal signals. It has been demonstrated that the Mod-
ified ESPRIT called also R-ESPRIT for frequency estimation performs much better
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Algorithm 4 TLS-ESPRIT.
Require: N -data samples x[n]

1. Estimate the model order L

2. Estimate the covariance matrix Rx

3. Evaluate the eigendecomposition Rx = U�UH

4. Separate the signal and the noise subspaces

Rx = S�sSH + G�nSH (2.35)

5. Compute unstaggered and staggered signal subspaces
Y
]

[
S1 =

Ë
IM≠1 0

È
S

S2 =
Ë

0 IM≠1

È
S

(2.36)

6. Compute the eigendecomposition of
Ë
S1 S2

È
= V�VVH

7. Partition V into L ◊ L submatrices

V =
C
V11 V12

V21 V22

D

. (2.37)

8. Calculate eigenvalues of �T LS

�T LS = ≠V11V≠1

22
(2.38)

9. Estimate frequencies
‚fk = arg(vk)

2fi
◊ Fs, (2.39)

where vk are eigenvalues of ‚�T LS

10. Return frequencies.
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Algorithm 5 LS-MESPRIT.
Require: N -data samples x[n]

1. Estimate the model order L.

2. Constitute a novel data measurements according to

xr (n) = 1
2 {xc (n) + xb (n)} (2.43)

3. Estimate the covariance matrix Rrx.

4. Evaluate the eigendecomposition of Rrx.

5. Separate the signal and the noise subspaces

Rrx = Sr�rsSr
T + Gr�rnGr (2.44)

6. Compute two (m ≠ 2) ◊ m matrices: Sr1 and Sr2 according to
I

Sr1 = Tr
(1)Sr

Sr2 = Tr
(2)Sr

(2.45)

7. Calculate eigenvalues of �r
(LS) (LS solution)

�r
(LS) =

1
Sr1

HSr1

2≠1

Sr1
HSr2. (2.46)

8. Estimate frequencies
‚fk = arg(vk)

2fi
◊ Fs, (2.47)

where vk are eigenvalues of �r
(LS)

9. Return frequencies.
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than the other existing subspace methods [311]. The proposed approach is applied to

real-valued data since it allows a significant reduction in the algorithmic complexity

[311]. A detailed description and performances of this method can be found in [311].

This technique has been investigated by the radar community in several applications

[312–318]. This method is given in the algorithm .5.

Let

xr (n) = 1
2 {xc (n) + xb (n)} (2.48)

where xc (n) =
Ë
x(n) . . . x(n + m ≠ 1)

È
T

and xb (n) =
Ë
x(n ≠ 1) . . . x(n ≠ m)

È
T

.

This modified model can be expressed by the following matrix formulation

xr (n) = Hr (�) ◊r (n) + br (n) (2.49)

where

• Hr (�) =
Ë
ar (f0) . . . ar (fL≠1)

È
is a m ◊ L matrix containing frequencies,

where ar (f) =
Ë
cos

1
f

2

2
cos

1
3f

2

2
. . . cos

11
m ≠ 1

2

2
f

2È
T

• ◊r (n) =
Ë
cos

1
f0n + „+

0

2
. . . cos

1
fL≠1n + „+

L≠1

2È
T

is a L ◊ 1 column vector

containing amplitudes and phases, where „+

k
= „k ≠ fifk

• br (n) = 1

2
{bc (n) + xb (n)} is a m ◊ 1 column vector containing the noise of

the modified model, where bc (n) =
Ë
b(n) . . . b(n + m ≠ 1)

È
T

and bb (n) =
Ë
b(n ≠ 1) . . . b(n ≠ m)

È
T

The covariance matrix of xr (n) can be written as

Rrx = Sr�rsSr
T + Gr�rnGr

T (2.50)

where �rs is an L ◊ L diagonal matrix containing the L eigenvalues of Rrx arranged in

descending order and �rn is an (m ≠ L) ◊ (m ≠ L) diagonal matrix containing the re-

mainder eigenvalues of Rrx arranged in descending order. Sr and Gr are the associated

orthonormal eigenvectors, respectively.

The key element of this approach is to identify two (m ≠ 2) ◊ m Toeplitz matrices:
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Tr
(1) and Tr

(2) that are given by

Tr
(1) =

S

WWWWU

0 1 0 0 . . . 0
0 0 1 0 . . . 0
. . . . . . . . . . . . . . . ...
0 . . . 0 0 1 0

T

XXXXV
(2.51a)

and

Tr
(2) =

S

WWWWU

1 0 1 0 . . . 0
0 1 0 1 . . . 0
. . . . . . . . . . . . . . . ...
0 . . . 0 1 0 1

T

XXXXV
(2.51b)

Thus, it is easy to demonstrate that

Tr
(2)Hr (�) = Tr

(1)Hr (�) Dr (2.52)

where Dr = diag {cos (2fif0) , ..., cos (2fifL≠1)}. This equality can define

Tr
(2)Sr = Tr

(1)Sr�r (2.53)

where �r = Cr
≠1DrCr and Cr = E

Ë
◊r (n) ◊T

r (n)
È

HT
r (�) Sr

Ó
�rn ≠ ‡

2
2

IL

Ô≠1

. To
estimate frequencies for this method, a diagonalization of �r leads to Dr. Then, an
arccos operation on the diagonal elements of Dr can be made to deduce frequencies. In
this case, two solutions can be distinguished following the case of ESPRIT for complex
valued data: LS-MESPRIT and TLS-MESPRIT. The main advantage of this method
is its reduction of operations number required to estimate frequencies and lower com-
plexity thanks to dimension reduction of the signal subspace compared to subspace
techniques based on the complex valued data. This method exhibits excellent resolu-
tion performance when the SNR is high [319].

2.4 Model Order Estimation

The problem of estimating the number of sinusoids has interested many fields in
signal processing. This problem has been widely adopted in engineering and statistics
for selecting among an ordered set of candidate models the one that better fits the ob-
served sample data [320]. To address this problem several information theoretic criteria
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(ITC) have proposed in the literature. The most commonly used criteria are the Akaike
Information Criterion (AIC), and the Bayesian Information Criterion (BIC) which are
the forefathers of the classes of criteria derived from Kullback-Leibler information and
from Bayesian estimation [320]. Many other criteria have been also proposed to select
the number of signals such as the Minimum Description Length (MDL), and the Gen-
eralized Information Criterion (GIC). The GIC embraces most common criteria such as
AIC and BIC [320]. All these criteria consist of minimizing a cost function. Generally
the only di�erence between the proposed information criteria in model order selection
is in the magnitude of the penalty term coe�cient. A review of information criterion
can be found in [321].

2.4.1 Model Order Estimation (Nonparametric Approach)

Several model order selection criteria from information theory have been presented
in the literature to estimate the number of sinusoids [321–323]. Among these criteria
model order selection based on eigenvalues decomposition of the covariance matrix have
been proposed to select the correct model order in the multiple sinusoids parameters
estimation [186]. In this approach, the model order is determined by the eigenval-
ues decomposition of the covariance matrix. In [186], authors have introduced these
techniques using the two common ITC techniques: AIC and MDL. The AIC is not con-
sistent and tends to over-estimate the number of sinusoids, even at high signal-to-noise
ratio (SNR) values. While the MDL method is consistent, it tends to under-estimate
the sinusoids number even at low and moderate values of SNR [324]. These approaches
are also known to provide good selection performance for su�ciently large number of
observations [325]. In [325], authors have demonstrate that the MDL inherits enhanced
robustness properties, with respect to noise eigenvalue dispersion, compared with the
AIC. Recently, Mariani et al. have designed the penalties functions for AIC, GIC, and
BIC in [320].

Approaches based on eigenvalues of Rx are then to select one of the N following
models:

R(k)

x =
kÿ

m=1

⁄mumuH

m =
kÿ

m=1

1
⁄m ≠ ‡2

2
umuH

m + ‡2IN (2.54)

where k = 1, ..., P and P is the eigenvectors number of the covariance matrix ‚Rx.
The model order selection problem then is to determine the dimension of the signal
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subspace. Therefore, the likelihood function can be expressed as

f
1
x, �(k)

2
=

PŸ

m=1

1
fiN det

1
R(k)

x

2 exp
3

≠xH

p

1
R(k)

x

2≠1

xp

4
(2.55)

where �(k) =
#
⁄1, ..., ⁄k, ‡2, v1, ..., vk

$
is a parameter vector to be estimated. Taking

the logarithm and omitting terms that do not depend on the parameter vector, the

log-likelihood function becomes

L
1
�(k)

2
= ≠N ln

1
det

1
R(k)

x

22
≠ Tr

3Ë
R(k)

x

È≠1 ‚Rx

4
(2.56)

The maximum likelihood estimate is the value of �(k). As in [326], the estimates of ‡2

is

‚‡2 = 1
P ≠ k

Pÿ

i=k+1

‚⁄i (2.57)

and the log-likelihood function with ‚�(k) is given by

L
1

‚�(k)
2

= ln

Q

ccca

Pr

i=k+1

‚⁄
1

P ≠k
i

1

P ≠k

Pq

i=k+1

‚⁄i

R

dddb

(P ≠k)N

(2.58)

where ‚⁄i denotes the ordered eigenvalues of the covariance matrix ‚Rx. The model order

can be estimated using the following criteria formulation:

ITC (k) = ≠2L
1

‚�(k)
2

+ P (k) (2.59)

where P (k) is the penalty term coe�cient which depends in the considered information

theoretic criterion. Penalty functions are added in this formulation to compensate the

estimation error. Each criterion is defined by its particular penalty which impacts the

performance and the complexity of model order selection [320]. In [320], penalties are

give by Y
_]

_[

PAIC (k) = 2„ (k)
PBIC (k) = „ (k) ln (N)

PGIC (k) = „ (k) ‹
(2.60)

where „ (k) = k (2p ≠ k) + 1 is the number of free parameters and ‹ is a constant.
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According to this definition, GIC is a generalized formulation of ITC. Note that, for

large enough samples BIC coincides with the MDL which attempts to construct a model

that permits the shortest description of the data [320]. Therefore, the model order is

obtained by
‚L = argmin

k

{ITC (k)} (2.61)

Therefore, these methods are based on parametric techniques in which criteria are

evaluated using eigenvalues of the covariance matrix. Recently, a modified MDL has

been proposed in [327] with the help of random matrix approach. The proposed es-

timator is based on the improved estimation of eigenvalues and eigenvectors of the

covariance matrix studied in [328]. It seems that eigenvalues are not the right quanti-

ties to be used to select the model order [329]. In fact, these techniques are considered

such as a nonparametric detection of signals [330]. However, these methods are also

general and do not take into account the particular structure of the considered stator

current model.

2.4.2 Model Order Selection (Parametric Approach)

To overcome the limitations of the previous proposed ITC, several criteria have been

proposed that associate the ITC with the exact MLE. In these approaches, the selected

model minimizes a penalized likelihood metric, where the penalty is determined by the

selected criterion.

The model order is obtained by minimizing the following information criteria

‚L = arg min
l

N ln
1

‚‡2

l

2
+ ÷(l, N), (2.62)

where N is the number of samples, ÷ (l, N) is a penalty coe�cient, which depend on

information criteria, and ‚‡2

l
denotes the noise variance given by

‚‡2

l = 1
N

Nÿ

n=0

-----x[n] ≠
l≠1ÿ

k=0

‚ak cos
3

2fi ‚fk ◊ n

Fs

+ ‚„k

4-----

2

. (2.63)
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For each ITC, a penalty coe�cient can be associated
Y
___]

___[

÷AIC (l, N) = 2n
÷AICC (l, N) = 2n N

N≠n≠1

÷BIC (l, N) = n ln (N)
÷GIC (l, N) = n ◊ ‹

(2.64)

where n = 3l + 1.

2.5 Proposed Fault Detection Methodology

This section presents an induction machine condition monitoring architecture based
on the stator current model parameters estimation. It proposes also a criterion to detect
faults and severities.

2.5.1 Proposed Fault Severity Criterion

The proposed fault severity criterion (FSC) is needed to measure the machine state
and to detect the fault severity. This criterion is based on the evaluation of frequency
component amplitudes. It is an extension of the proposed criterion in [141]. The FSC
is inspired from the total harmonic distortion (THD) of a signal, which is defined as
the ratio of the sum of the powers of all harmonic components to the power of the
fundamental frequency. Mathematically, the FSC depends on amplitudes ak and it can
be expressed as

C =

q

kœ◊1
‚a2

k

q

lœ◊2
‚a2

l

, (2.65)

where ◊1 corresponds to the integers k that belong to [0, L ≠ 1] for which
--- ‚fk ≠ nfs

--- >

�f (n œ N), ◊2 corresponds to the integers l that belong to [0, L ≠ 1] for which
--- ‚fl ≠ nfs

--- <

�f (n œ N), and �f = 10≠2fs is the authorized variation of frequency values according
to Standard IEC 038 [301].

The proposed criterion is theoretically equal to zero for healthy induction machines
and increases for a faulty case. In practice, the FSC value C gives the induction machine
state, which is compared with to the FSC value for healthy condition. Performance
of the proposed criterion depends on the performances of model order, frequency, and
amplitude estimators. This criterion can be explained by the algorithm described in
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Algorithm 6 Fault Severity Criterion.
Require: N -data samples x[n]

1) Model Order Estimation.
2) Frequency Estimation.
3) Amplitude Estimation.
4) Compute the FSC value according to
�f ≈ 10≠2fs

Num ≈ 0
Den ≈ 0
for k = 1 to ‚L do

V alue =
----‚fk ≠

7
‚fk
fs

:
◊ fs

----
if V alue < �f then

Den ≈ Den + ‚a2

k

else
Num ≈ Num + ‚a2

k

end if
end for
FSC ≈ Num

Den

algorithm 7. In this algorithm, Â.Ë denotes the round function. This algorithm is
characterized by its ease of implementation.

The purpose of the proposed algorithm is to calculate the FSC value that deter-
mines the state of the studied machine. Three steps are needed: model order selection,
frequency estimation, and amplitude estimation. Once amplitudes are determined, we
can compute the FSC ratio value. The denominator of this ratio contains the sum of
squared amplitudes corresponding to the fundamental frequency and harmonics. The
numerator contains the sum of the squared amplitudes corresponding to others fre-
quencies. Therefore, a frequency evaluation is required while respecting the authorized
variation according to standard IEC 038.

2.5.2 Condition Monitoring Architecture

The proposed condition monitoring architecture for induction machines is given by
Fig. 3.5. It is based on the use of advanced signal processing techniques to estimate
parameters of the stator current. These parameters are exploited to determine the value
of the proposed FSC. This value allows evaluating the induction machine state. One
of the valuable advantages of the proposed architecture is to detect faults in presence
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Induction
machine

to be diagnosed

Motor Current
Acquisition

Model Parameters
Estimation

Fault Severity
Criterion

Diagnosis
Techniques

x[n]

‚ak

‚C

Figure 2.2: Proposed condition monitoring architecture of induction machines.

of signal parameters.

2.6 Simulations Results

This section presents simulation results that illustrate performances of the proposed

techniques applied to analyze induction machine faults. These techniques are tested

using synthetic signals modeled by (2.1) and the frequency structure given in (2.3) with

FS = 1000Hz, fs = 50, fc = 3, and k = {0, 1, 2}. Simulation parameters are given

by Table 3.2. All simulation results using Monte Carlo Trials are obtained with 1000

trials.
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Table 2.1: Simulation parameters L = 5.

Amplitudes a0 a1 a2 a3 a4

Healthy
machine 0 0 2 0 0

Severity 1 0.004 0.004 2 0.004 0.004
Severity 2 0.005 0.005 2 0.005 0.005
Severity 3 0.006 0.006 2 0.006 0.006
Severity 4 0.008 0.0091 2 0.007 0.0067
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Figure 2.3: Stator current spectrum based on MUSIC estimators and BIC for a healthy
and faulty induction machines with severity 4.

2.6.1 Subspace Techniques Performances

Figures 2.3, 2.4, and 2.5 depict the stator current spectrum using BIC as a model
order estimator. All subspace techniques can separate frequencies �.

To compare the proposed subspace techniques, a Mean Square Error (MSE ) is used
that is defined by

MSE (�) = E
51

‚� ≠ �
22

6
(2.66)

The MSE is estimated using K Monte Carlo trials by

MSE (�) = 1
K

Kÿ

k=0

1
‚� ≠ �

22

(2.67)

Figure 2.8 shows the MSE of the fundamental frequency ‚fs and the characteristic faulty
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Figure 2.4: Stator current spectrum based on ESPRIT estimators and BIC for a healthy
and faulty induction machines with severity 4.
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Figure 2.5: Stator current spectrum based on Modified ESPRIT estimators and BIC for
a healthy and faulty induction machines with severity 4.

frequency ‚fc, respectively versus the length N for di�erent subspace spectral estimation

techniques. MSE of all subspace techniques decrease when the samples number increase.

Therefore, subspace spectral techniques are better as N increases. According to figs

2.8(a) and 2.8(b), the estimation of the fundamental frequency ‚fs is more accurate than

the estimation of the characteristic faulty frequency ‚fc. An another conclusion, that

the TLS-MESPRIT is the best subspace spectral estimation technique.
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Figure 2.6: MSE for frequency estimation.
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(b) Samples number influence with ‡2 = 0.1

Figure 2.7: SNR and samples number influences on the model order selection based on
eigenvalues of the covariance matrix.

2.6.2 Model Order Selection Performances

Figures 2.7 and 2.8 present the SNR and samples number influences on the model

order selection. It can be seen from these figures that the model order detection prob-

ability increases when the samples number N and SNR increases. Results of these

figure prove that the BIC is the best model order selection compared to others ITC.
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Figure 2.8: SNR and samples number influences on the model order selection based on
penalized likelihood metric.
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Figure 2.9: Severity and samples number influences in FSC value with SNR = 30.

2.6.3 Fault Severity Criterion Performances

Figure 2.9(a) presents the FSC value versus considered severities. According to
this figure, the FSC value increases when the severity increases. Figure 2.9(b) depicts
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the FSC value versus N with di�erent severities. It can be seen that the FSC value
increases when the samples number N increases. Then, the proposed FSC can measure
the machine state and it is better as N increases.

2.7 Conclusion

This chapter has proposed an induction machine condition monitoring and fault
detection architecture. Four steps are required: stator current acquisition, stator cur-
rent model parameters estimation, FSC value computation, and detection techniques.
Parameters estimation are divided into three main estimations parts: model order se-
lection using the ITC, frequency estimation using subspace techniques, and amplitude
and phases estimations using LSE. It have be shown that the BIC is more e�cient
than other ITC and the Modified-ESPRIT is the best frequency estimation technique
for stator current under faulty conditions in stationnary environments. An another
conclusion is that FSC can be used to measure the state and the severity of induction
machines.
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3.1 Introduction

3.1 Introduction

This chapter considers the problem of induction machine faults detection using the
statistical decision theory. This problem is mainly referred to as hypothesis testing in
the signal processing community. There are two possible hypotheses: H0 the machine
is healthy (i.e. null hypothesis) and H1 the machine is faulty (i.e alternative hypothe-
sis). The objective is then to determine which of these two hypotheses best describes
experimental measurements (i.e binary detection problem). This detection problem
can be found in many topics such as: communication, radar, and sonar. To address the
problem of induction machine faults detection, a decision rule has been proposed. This
decision rule is based on the Neyman-Pearson (NP) detector. The NP detector is based
on the Generalized Likelihood Ratio Test (GLRT) approach for which the unknown
parameters are replaced by their estimates. Specifically, four estimations are required,
which are model order, frequency, phase and amplitude estimations. The model order
is obtained using the BIC. TLS-ESPRIT is used to estimate frequencies. Then, phases
and amplitudes are obtained using the LSE. The proposed approach performance is as-
sessed using simulation data by plotting the Receiver Operating Characteristic (ROC)
curves.

3.2 Statistical Decision Theory

This section presents the basic concepts of the statistical decision theory. We start
with the simple binary hypothesis testing assuming that the statistical information
under each hypothesis is known. We present three main decision rules: Bayes, minmax,
and Neyman Pearson. We present also the way to analyze performances of a detector.

3.2.1 Simple Binary Hypothesis Testing

In the simple binary hypothesis testing problem, there are two hypotheses: H0

and H1. H0 is referred to the null hypothesis and H1 is referred to the alternative
hypothesis. The probability density function (PDF) under each assumed hypothesis
is completely known. This hypothesis test problem is called a binary hypothesis test
since the decision have be to made between two hypothesis. The objective then is to
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Table 3.1: The four possible case of a binary hypothesis test.

Decisions
Signal Present Signal Absent

Inputs Signal Present
Detection

PD

Miss Detection
PM = 1 ≠ PD

Signal Absent
False Alarm

PF a

Correct Rejection
PR = 1 ≠ PF a

design a good decision rule „ (x):

„ (x) =
I

0 decide H0

1 decide H1

(3.1)

For example, in radar detection problem as well as in other applications, there are
two hypothesis:

H0: The signal is absent.

H1: The signal is present.

For this hypothesis testing, there are four possible cases that can occur:

• Decide that H0 is true when H0 is true. It is a correct rejection.

• Decide that H1 is true when H1 is true. It is called detection.

• Decide that H1 is true when H0 is true. It is a Type I error called false alarm.

• Decide that H0 is true when H1 is true. It is a Type II error called miss detection.

For each case, a probability can be associated (see Tab.3.1). PR, PD, PF a, and PM

represent the correct rejection probability, the detection probability, the false alarm
probability, and the miss probability , respectively. In statistics, PF a and PD are termed
the significance level and the power of the test, respectively. These probabilities can
be determined from the conditional probabilities:

PR = P (H0 | H0)
PD = P (H1 | H1)
PF a = P (H1 | H0)
PM = P (H0 | H1)

(3.2)
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where P (Hi | Hj) is the conditional probability that indicates the probability of de-
ciding Hi when Hj is true. According to the definition of the conditional probabilities,
these probabilities can be expressed also as

PR =
⁄

R0
p (x | H0) dx

PD =
⁄

R1
p (x | H1) dx

PF a =
⁄

R1
p (x | H0) dx

PM =
⁄

R0
p (x | H1) dx

(3.3)

where p (x | Hi) is the PDF under Hi and Ri = {x : decide H1} is the critical
region that verifies:

R0 fi R1 = R
R0 fl R1 = ? (3.4)

where R0 is the complement set of R1.

The correct decision probability PC and the error probability PE are given by

PC = P (H0;H0) + P (H1;H1)
= P (H0 | H0) P (H0) + P (H1 | H1) P (H1)

PE = P (H1;H0) + P (H0;H1)
= P (H1 | H0) P (H0) + P (H0 | H1) P (H1)

(3.5)

where P (Hi) is the prior probability of the respective hypothesis Hi. Then, these
probabilities can be expressed as

PC = (1 ≠ PF a) P (H0) + PDP (H1)
PE = PF aP (H0) + PM P (H1) (3.6)

It is not possible to reduce both error probabilities simultaneously [295]. The main
objective then is to achieve a trade-o� between the two considered errors. In binary
hypothesis testing, there are three main decision rule: the Bayes‘, the mini-max, and
the Neyman–Pearson Criteria.

3.2.2 Bayes Criterion

Bayes rule can be used to minimize the average cost or risk in a decision making,
which depends on the prior probabilities of two hypotheses, cost assignments, and
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conditional densities of the observations under the two hypotheses [331]. Considering

the four decision possibilities, costs could be assigned to each decision in order to

increase and decrease the e�ect of each decision in the Bayes decision rule. Costs are

due to the fact that some actions are taken based on the decision made and consequences

of one decision are di�erent from consequences of another [332]. Let Ci,j represents the

cost of deciding that Hi is true when Hj holds. The Bayes risk called also the average

cost R („) is defined as

R („) = R („ | H0) P (H0) + R („ | H1) P (H1)

=
1ÿ

i=0

1ÿ

j=0

CijP (Hi | Hj) P (Hj)
(3.7)

where R („ | Hi) is the risk under Hi, P (Hi | Hi) is the conditional probability that

indicates the probability of deciding Hi when Hj is true and P (Hj) is the prior prob-

ability of the respective hypothesis Hj . Then, the Bayes risk is given by

R („) = C00P (H0)
⁄

R0
p (x | H0) dx + C01P (H1)

⁄

R0
p (x | H1) dx

+ C10P (H0)
⁄

R1
p (x | H0) dx + C01P (H1)

⁄

R1
p (x | H1) dx

(3.8)

Since
⁄

R0
p (x | Hi) dx = 1 ≠

⁄

R1
p (x | Hi) dx, the Bayes risk becomes

R („) = C00P (H0) + C01P (H1)

+
⁄

R1
[(C10P (H0) ≠ C00P (H0)) p (x | H0)] dx

+
⁄

R1
[(C11P (H1) ≠ C01P (H1)) p (x | H1)] dx

(3.9)

It can be observed that the quantity C00P (H0) + C01P (H1) is constant, independent

of how we assign points in the observation space, and that the only variable quan-

tity is the region of integration R1. Terms [(C10P (H0) ≠ C00P (H0)) p (x | H0)] and

[(C11P (H1) ≠ C01P (H1)) p (x | H1)] are both positive. Consequently, we include x in
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R1 only if the integrand is negative. Then, the decision rule becomes

[(C01P (H1) ≠ C11P (H1)) p (x | H1)]

H1

º
ª
H0

[(C10P (H0) ≠ C00P (H0)) p (x | H0)]

(3.10)
Under the reasonable assumption that the cost of a wrong decision is higher than

the cost of a correct decision (i.e.C10 º C00 and C01 º C11), the detector that minimizes
the Bayes risk is

p (x | H1)
p (x | H0)

H1

º
ª
H0

“ = (C10 ≠ C00) P (H0)
(C01 ≠ C11) P (H1) (3.11)

The ratio of p (x | H1) over p (x | H0) is called the likelihood ratio

� (x) = p (x | H1)
p (x | H0) (3.12)

When C01≠C11
C10≠C00

= 1, the Bayes rule becomes minimizing the probability of error or
maximum a posteriori (MAP). In this case, the likelihood ratio test (LRT) becomes

� (x)

H1

º
ª
H0

“ = P (H0)
P (H1) (3.13)

Considering the case when the prior probabilities are not available, a decision rule
based on likelihood functions can be developed

H0 : p (x | H0) º p (x | H1)
H1 : p (x | H0) ª p (x | H1) (3.14)

It is called maximum likelihood (ML) rule

� (x)

H1

º
ª
H0

“ = 1 (3.15)

Note that the ML decision rule can be considered as a special case of the MAP decision
rule when P (H0) = P (H0). However, the required prior probabilities of the hypotheses
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and cost assignments may not be necessarily available to implement these decision rules.

To illustrate the application of Bayes criterion, we consider the classical example of

the signal detection problem:

H0 : x [n] = b [n] n = 0, 1, ..., N ≠ 1
H1 : x [n] = s [n] + b [n] n = 0, 1, ..., N ≠ 1 (3.16)

where s [n]is assumed knwon and b [n] is a White Gaussian Noise (WGN) with variance

‡2. It is a problem of detecting a known deterministic signal in WGN. The likelihoods

are
p (x | H1) =

N≠1r
n=0

1Ô
2fi‡2 exp

Ë
≠ 1

2‡2 (x [n] ≠ s [n])2
È

p (x | H0) =
N≠1r
n=0

1Ô
2fi‡2 exp

Ë
≠ 1

2‡2 x2 [n]
È (3.17)

The LRT is easily obtained as

� (x) = exp
C

≠ 1
2‡2

N≠1ÿ

n=0

Ë
(x [n] ≠ s [n])2 ≠ x2 [n]

ÈD

(3.18)

Taking the logarithm, the Bayes test is

ln � (x) = 1
‡2

N≠1ÿ

n=0

x [n] s [n] ≠ 1
2‡2

N≠1ÿ

n=0

s2 [n]

H1

º
ª
H0

ln “ (3.19)

An example of detecting a known deterministic signal in WGN is the DC level

H0 : x [n] = b [n] n = 0, 1, ..., N ≠ 1
H1 : x [n] = m + b [n] n = 0, 1, ..., N ≠ 1 (3.20)

where m º 0 is knwon and b [n] is a WGN with variance ‡2. This example corresponds

to detection of noisy amplitude. The considered hypotheses can be written also as

H0 : x [n] ≥ N
!
0, ‡2

"
n = 0, 1, ..., N ≠ 1

H1 : x [n] ≥ N
!
m, ‡2

"
n = 0, 1, ..., N ≠ 1 (3.21)
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Then the Bayes test becomes:

ln � (x) = m

‡2

N≠1ÿ

n=0

x [n] ≠ Nm2

2‡2

H1

º
ª
H0

ln (“) (3.22)

This test can be expressed in term of the sample mean x̄ = 1

N

N≠1q
n=0

x [n]

1
N

N≠1ÿ

n=0

x [n]

H1

º
ª
H0

“
Õ = ‡2

Nm
ln (“) + m

2 (3.23)

To determine performance of the detector, the distribution of the decision statistic

T (x) = 1

N

N≠1q
n=0

x [n] needs to be known. It can be demonstrated that

H0 : E (T (x) ;H0) = 0 and var (T (x) ;H0) = ‡
2

N

H1 : E (T (x) ;H1) = m and var (T (x) ;H1) = ‡
2

N

(3.24)

Then the statistic test T (x) is Gaussian under each hypothesis
Y
]

[
N

1
0, ‡

2
N

2
under H0

N

1
m, ‡

2
N

2
under H1

(3.25)

Figure 3.1 illustrates PDFs under H0 and H1 probabilities. False alarm and detection

probabilities can be formulated as

PF a =
⁄

+Œ

‡Õ
p (x | H0) dx

= Q

Q

a “
Õ

Ò
‡2
N

R

b

PD =
⁄

+Œ

‡Õ
p (x | H1) dx

= Q

Q

a“
Õ ≠ m
Ò

‡2
N

R

b

(3.26)

where Q (x) =
⁄ Œ

x

1Ô
2fi

exp
A

≠ t2

2

B

dt is the complementary cumulative distribution
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p (x | H0) p (x | H1)

m“
Õ

PD

PF a

x

Figure 3.1: Probability density functions under H0 and H1.

function.

3.2.3 Minmax Criterion

When a priori probabilities are not known and the cost information is available, a
criterion called minmax can be used. It consists to select a value of P (H1) for which
the risk is maximum, and then minimize that risk function [333]. Minmax decision rule
minimizes the maximum Bayes risk by using the Bayes decision rule corresponding to
the least favorable prior probability assignment P (H1). In fact, it is a variant of Bayes
rule which prior probabilities are assumed unknown and the cost structure is assumed
known.

Since P (H1) = 1 ≠ P (H0), We can express the Bayes’ risk as

R („) = C00 (1 ≠ PF a)+C10PF a+P (H1) [(C11 ≠ C00) + (C01 ≠ C11) PM ≠ (C10 ≠ C00) PF a]
(3.27)

A fixed value P ú
1 of P (H1), the optimal threshold is given by

“ú = (1 ≠ P ú (H1)) (C10 ≠ C00)
P ú (H1) (C01 ≠ C11) (3.28)

There are two extremes possible values of P (H1):

• When P (H1) = 0, then the threshold is Œ. In this case, the only possible decision
is to decide H0, and then PM = 1, PF a = 0, R („) = C00.
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C00

R
ú (P ú

1 ) Minmax risk

C11

0 1P ú
1

P (H1)

R (P (H1))

Figure 3.2: Risk R versus P (H1).

• When P (H1) = 1, then the threshold is 0. In this case, the only possible decision

is to decide H1 and then PM = 0, PF a = 1, R („) = C11.

Figure 3.2 shows the Bayes risk as a function of P (H1).

This rule consists to find P ú
1 for which ˆR(P (H1))

ˆP (H1)
= 0. This problem can be formu-

lated by the following called minmax equation:

(C11 ≠ C00) + (C01 ≠ C11) PM ≠ (C10 ≠ C00) PF a = 0 (3.29)

If (C00 = C11 = 0), the minmax equation is reduced to

C01PM = C10PF a (3.30)

If furthermore (C01 = C10 = 1), the minmax equation is reduced to

PM = PF a (3.31)

3.2.4 Neyman-Pearson Criterion

Neyman-Pearson (NP) decision rule maximizes the detection probability PD (min-

imizes the missed probability PM = 1 ≠ PD) for a given constraint on the false alarm

probability PF a = –. This rule can be formulated as the following objective function

J = PD + ⁄ (PF a ≠ –) (3.32)
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where ⁄ ª 0 is the Lagrange multiplier. The question then is to choose those decision

regions where PD is maximum. Therefore, the objective function is written in term of

R1

J =
⁄

R1
p (x;H1) dx + ⁄

3⁄

R1
p (x;H0) dx ≠ –

4

=
⁄

R1
[p (x;H1) + ⁄p (x;H0)] dx ≠ ⁄–

(3.33)

The term ⁄– is a fixed positive cost and the remainder term is an adjustable cost. To

maximize J , we should include x in R1 if the integrand is positive for that value of x

or if

p (x;H1) + ⁄p (x;H0) º 0 (3.34)

The NP decision rule decides H1 if

p (x;H1)
p (x;H0) º ≠⁄ = “ (3.35)

Therefore, if PDFs under both hypotheses are available, the optimal detector is the

LRT. The LRT decide H1 if

� (x) º “ (3.36)

where the threshold “ is found from

PF a =
⁄

{x:�(x)º“}
p (x;H0) dx (3.37)

Then, the threshold detemines the performance of the NP detector in terms of the two

errors I and II. Note that when PDFs under both the hypotheses are completely known

the NP detector is the uniformly most powerful (UMP) detector.

Consider the example (3.1), the NP threshold is

“
Õ =

Û
‡2

N
Q≠1 (–) (3.38)
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Figure 3.3: Example of ROC curve.

where PF a = – is the constraint. The detection probability is given by

PD = Q

Q

a

Ò
‡2
N

Q≠1 (–) ≠ m
Ò

‡2
N

R

b

= Q

Q

aQ≠1 (–) ≠

Û
Nm2

‡2

R

b

(3.39)

3.2.5 Receiver Operating Characteristics

Receiver Operating Characteristics (ROC) is an alternative way to analyse perfor-
mance of a detector in binary hypothesis testing. It is a two-dimensional graph of the
detection probability versus the false alarm probability. This curve depends on the
conditional PDF of the observed signal under each hypothesis and not on the assigned
costs or the a priori probabilities. An example of ROC curve is illustrated in fig.3.3.
The basic properties of a ROC curve are:

• The detection performance display of the ROC curve is reasonable when consid-
ering a typical PD of better than 0.5 at ranges of PF a than 0.1 [333].

• The ROC curve is monotone increasing and concave (i.e the domain of the achiev-
able pairs (PD, PF a) is convex).
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Figure 3.4: ROC curves with m = 0.1 and N = 100.

• The performance of a detector is always above the diagonal (PD = PF a), because
the diagonal is the same as guessing.

• The slop of a ROC curve, ˆPD
ˆPF a

, at a particular point is equal to the threshold
value “ which is chosen to obtain the corresponding false alarm and detection
probabilities at that point.

• In the Bayes criterion, the false alarm and detection probabilities are determined
on the point of the ROC curve at which the tangent has a slope of the threshold
“ [332].

• The threshold of minmax test is determined by the intersection between the ROC
curve and the line:

(C11 ≠ C00) + (C01 ≠ C11) (1 ≠ PD) ≠ (C10 ≠ C00) PF a = 0 (3.40)

The detection performance then can be investigated using the detection and the
false alarm probabilities:

PF a =
⁄

+Œ

“Õ
p (x | H0) dx

PD =
⁄

+Œ

“Õ
p (x | H1) dx

(3.41)

In the classical detection problem shown in 3.1, the NP detector performance increases
if the noise variance ‡2 decreases (see Fig.3.4 ).
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3.3 Composite Hypothesis Testing

In previous sections, we have developed the decision rules of simple binary hypoth-
esis testing that parameters characterizing each hypothesis are known. The detector in
this case corresponds to uniformly most powerful (UMP) detector. Now, we consider
cases where these parameters may not be known. In fact, the likelihood functions asso-
ciated to the two considered hypotheses depend on one or more unknown parameters.
Then, the performance of the detector depends on the true value of PDFs parame-
ters. This problem is called composite hypothesis testing that finds its applications
in a variety of problem areas in signal processing community [334]. In general tests,
There are two approaches to composite hypothesis testing: Bayesian approach and the
Generalized likelihood ratio test (GLRT) approach. The Bayesian formulation, the un-
known parameters are assumed to be random quantities. The GLRT formulation, the
unknown parameters are first estimated and then used in the LRT. In this section, we
study two main problems: non nuisance parameters (i.e. with known noise parameters)
and nuisance parameters (i.e. with unknown noise parameters).

3.3.1 BLRT Approach for Composite Hypothesis Testing

Bayesian likelihood ratio test (BLRT) is a composite hypothesis testing approach
that the unknown parameters are considered as realizations of random variables and
are assigned a prior PDF. If the prior PDFs are denoted by p (�0) and p (�1), respect

p (x;H0) =
⁄

p (x | �0;H0) p (�0) d�0

p (x;H1) =
⁄

p (x | �1;H1) p (�1) d�1

(3.42)

where p (x | �i;Hi) is the conditional PDF of x, conditioned on �i, assuming Hi is
true. Forming the LRT, the optimal NP detector decides H1 if

� (x) =

⁄
p (x | �1;H1) p (�1) d�1

⁄
p (x | �0;H0) p (�0) d�0

º “ (3.43)

We consider the problem of unknown amplitude detection in WGN

H0 : x [n] = b [n]
H1 : x [n] = m + b [n] (3.44)

93



3. INDUCTION MACHINE FAULT DETECTION BASED ON THE
GENERALISED LIKELIHOOD RATIO TEST

where m is unknown and b [n] is a WGN with variance ‡2. This detection problem

becomes
H0 : m = 0
H1 : m ”= 0 (3.45)

To apply the Bayesian approach, we assume m ≥ N
!
0, ‡2

m

"
and m is independent

of b [n]. The conditional PDFs under H0 and H1 are given by

p (x;H0) = 1
(2fi‡2)

N
2

exp
C

≠ 1
2‡2

N≠1ÿ

n=0

x2 [n]
D

(3.46a)

and

p (x;H1) =
⁄

+Œ

≠Œ
p (x | m;H1) p (m) dm

=
⁄

+Œ

≠Œ

1
(2fi‡2)

N
2

exp
C

≠ 1
2‡2

N≠1ÿ

n=0

(x [n] ≠ m)2

D

◊ 1


2fi‡2
m

exp
3

≠ 1
2‡2

m

m2

4
dm

(3.46b)

Then, the NP decide H1 if

p (x;H0)
p (x;H1) =

1Ô
2fi‡2

m

⁄
+Œ

≠Œ
exp

3
≠1

2Q (m)
4

dm

exp
A

≠ 1

2‡2

N≠1q
n=0

x2 [n]
B º “ (3.47)

where Q (m) = 1

‡2

N≠1q
n=0

(x [n] ≠ m)2 + m
2

‡2
m

. Simplifying the previous expression, this test

decide H1 if
‡m|x
‡m

exp
A

N2‡2

m|xx̄2

2‡4

B

º “ (3.48)

where 1

‡
2
m|x

=
1

N

‡2 + 1

‡2
m

2
. Taking the logarithm on both sides and simplifying expres-

sion, the test decide H1 if

x̄2 º “
Õ (3.49)

where “
Õ = 2‡

2(‡
2
+‡

2
m)

‡2
m

1
ln “ + 1

2
ln

1
1 + ‡

2
m

‡2

22
. In NP test, the false alarm probability

is fixed at some desired value –. Since – =
⁄

+Œ

“Õ

1
(2fi‡2)

N
2

exp
3 1

2‡2
x̄2

4
dx, it can be

observed that exact knowledge of m is not important because it does not appear in the
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decision rule.

Unfortunately, the BLRT discussed earlier su�ers from several weaknesses:

• It requires a multidimensional integrations with dimension equal to the unknown
parameters number. These integrals do not yield closed-form solution.

• The choice of prior PDFs is hard to justify in most applications.

On account of the above disadvantages, one can use an alternative hypothesis testing
approach referred to as generalized likelihood ratio test (GLRT) and is presented in
the following.

3.3.2 GLRT Approach for Composite Hypothesis Testing

Generalized likelihood-ratio test (GLRT) approach is a common approach to handle
the composite hypothesis-testing problem. This strategy is based on the likelihood ratio
that the unknown parameters are replaced by their ML estimates. It is an asymptoti-
cally UMP test among all the invariant statistical tests [335]. Therefore, the GLRT is
defined as the ratio of the maximum value of the likelihood under H0 to the maximum
under H1. In this case, the optimal NP detector decides H1 if

LG (x) = max p (x | H1, �1)
max p (x | H0, �0) º “ (3.50)

Therefore, the GLRT decide H1 if

LG (x) =
p

1
x; ‚�1

2

p
1
x; ‚�0

2 º “ (3.51)

where ‚�i are the MLE of the unknown parameters �i under Hi. The GLRT is of-
ten preferable to Bayesian approaches thanks to its ease of implementation and less
restrictive assumptions. Furthermore, this approach does not require the specification
of prior probability distributions for the unknown parameters [335].

Consider the previous example given in 3.45, then the GLRT decide H1 if

LG (x) = p (x; m̂,H1)
p (x;H0) º “ (3.52)
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Substituting for the MLE of m, the likelihood ratio becomes

LG (x) =

1

(2fi‡2)
N
2

exp
C

≠ 1

2‡2

N≠1q
n=0

(x [n] ≠ x̄)2

D

1

(2fi‡2)
N
2

exp
C

≠ 1

2‡2

N≠1q
n=0

x2 [n]
D º “ (3.53)

where m̂ = x̄. Simplifying the likelihood ratio and taking the logarithm, we can obtain

T (x) = |x̄| º “
Õ (3.54)

where “
Õ = 2‡

2
ln “

N
. The asymptotic PDF of the modified GLRT statistic is given by

2 ln (LG (x)) = Nx̄2

‡2
≥

I
‰2

1 under H0

‰2
1 (⁄) under H1

(3.55)

where ⁄ = Nm
2

‡2 is the noncentralty parameter. The exact detection performance is

given by

PF a = 2Q
3Ò

“Õ
4

(3.56a)

and

PD = Q
3

Q≠1

3
PF a

2

4
+

Ô
⁄

4
+ Q

3
Q≠1

3
PF a

2

4
≠

Ô
⁄

4
(3.56b)

where PF a is the desired false alarm probability.

We consider now, when variances are unknown ‡2. The GLRT decides H1 if

LG (x) = p
!
x; m̂, ‡̂2

1,H1

"

p
!
x; ‡̂2

0
,H0

" º “ (3.57)

Then, the GLRT becomes

LG (x) =
A

‡̂2
0

‡̂2
1

B N
2

º “ (3.58)

where

‡̂2

0 =
N≠1ÿ

n=0

x2 [n] (3.59a)
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and

‡̂2

1 =
N≠1ÿ

n=0

(x [n] ≠ x̄)2

= ‡̂2

0 ≠ x̄2

(3.59b)

Taking the logarithm, this test can be written also as

2 ln (LG (x)) = N

A

1 + x̄2

‡̂2
1

B

º ln “ (3.60)

It can be seen that this test is equivalent to the following test statistic

T (x) = x̄2

‡̂2
1

º “
Õ (3.61)

“
Õ is chosen independent of the true variance value ‡2 because the PDF of T (x) under

H0 does not depend on ‡2. Therefore, the false alarm and the detection probabilities
are the same as those given in (3.56).

3.4 Proposed Induction Machine Faults Detector

This section proposes an induction machine faults detector based on the optimal
GLRT. It proposes also an faults detection flowchart to simplify the implementation of
the proposed detector.

3.4.1 Problem Formulation

The induction machine faults detection can be formulated in terms of the binary
hypotheses test:

H0: The machine is healthy.

H1: The machine is faulty.

To address this fault detection problem, a hypothesis test can be used to make a
decision using a parametric stator current model. Then, the proposed fault detection
strategy is composed of three steps, which are stator current model selection, model
parameters estimation and decision making.
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Fault detection using advanced statistical signal processing techniques require a
general signal model. The induction machine stator current in presence of faults can
be described by the following model:

x = H (�) ◊ + b (3.62)

Parameters of stator current model are obtained using the BIC for model order and
the TLS-ESPRIT for frequency estimation. Then, phases and amplitudes are obtained
using the LSE.

From the detection theory viewpoint, induction machine fault detection is a bi-
nary hypothesis test. The main objective is to decide between the hypothesis H0 is
referred to as the null hypothesis and H1 as the alternative one. The null hypothe-
sis H0 corresponds to the case where the signal only contains harmonic components.
Mathematically, this implies that the amplitude al are equal to 0 for all non-harmonic
frequencies fl ”= kfs (k œ N) [336]. Therefore, using the matrix notation in (3.62), this
hypothesis test can be described in a matrix form as follows:

H0 : A◊ = 0r

H1 : A◊ ”= 0r

(3.63)

where 0r is a (r ◊ 1) vector containing 0 and A is an (r ◊ p) matrix (r Æ p = 2L)
of rank r that extracts the amplitude of the faulty components. This matrix is an
(p ◊ p) identity matrix from which rows corresponding to the fundamental frequency
and all harmonic components are removed according to the algorithm defined in Algo.
7. The frequency evaluation is made by respecting the authorized variation given by the
standard IEC 038 [301]. In this algorithm, the symbol Â.Ë denotes the round function.
Since the stator current model parameters are unknown, the faults detection problem
is a composite hypothesis testing.

3.4.2 GLRT of the Stator Current Model

Regarding the stator current model, the unknown parameters are L, �, ◊, and ‡2. If
we assume that the model order L is correctly estimated and we consider � =

Ë
◊ ‡2

È
,

two cases can be distinguished:

• The clairvoyant detector that requires a perfect knowledge of �.
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Algorithm 7 Computation A matrix.
Require: N -data samples x[n]

1) Model Order Estimation.
2) Frequency Estimation.
3) Compute the matrix A according to
�f ≈ 10≠2fs

for k = 1 to ‚L do
Distance =

---- ‚fk ≠
7

‚fk
fs

:
◊ fs

----
if Distance Æ �f then

Append k and
1
k + ‚L

2
to the array Rows-to-Delete.

end if
end for
A = I2L

Remove the rows of the matrix A corresponding to elements of the array Rows-to-
Delete.

• The blind detector that replaces � with its subspace estimator ‚�.

Then, the retained detector is the blind detector. To simplify the notation, the matrix
H

1
‚�

2
will be noted H.

The GLRT of the considered stator current model decides H1 if

LG (x) =
p

1
x; ‚◊1, ‚‡2

1

2

p
1
x; ‚◊0, ‚‡2

0

2 º “ (3.64)

where
p

1
x, ◊i, ‡2

i

2
= 1

!
2fi‡2

i

" N
2

◊ exp
A

≠1
2‡2

i

(x ≠ H◊i)T (x ≠ H◊i)
B

(3.65)

‚◊i and ‚‡2
i

are the MLEs of ◊i and ‡2
i

under Hi. Under H0, ‚◊0 the constrained MLE of
◊ is given by [298]

‚◊0 = ‚◊1 ≠ d = ‚◊1 ≠
1
HT H

2≠1

AT

5
A

1
HT H

2≠1

AT

6≠1

A‚◊1 (3.66)

where

• ‚◊1 = ‚◊ =
1
HT H

2≠1

H x is the unconstrained MLE of ◊.

• d =
1
HT H

2≠1

AT

5
A

1
HT H

2≠1

AT

6≠1

A‚◊1 is a correcting term that enforces

the constraint A‚◊0 = 0.
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‚‡2
i

is found by maximizing p
1
x, ‚◊i, ‡2

i

2
over ‡2

i
, then
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Thus, the GLRT is

LG (x) =
A

‚‡2
0

‚‡2
1

B N
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(3.69)

Let T
Õ (x) = LG (x)
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3.4.3 Performance of the Proposed Faults Detector

To analyze performances of the proposed detector, distributions under the two

hypothesis H0 and H1 are needed. To determine these distributions, we define N (x)

and D (x) according to the following equivalent statistic:

T
Õ (x) =

1
A‚◊1

2
T

5
A

1
HT H

2≠1

AT

6≠1 1
A‚◊1

2
/‡2

xT

1
I ≠ H (HT H)≠1 HT

2
x/‡2

= N (x)
D (x)

(3.71)

and we search the corresponding PDFs.
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The denominator D (x) is given by

D (x) = 1
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where PH = H
1
HT H

2≠1

HT is an orthogonal projection matrix onto the subspace of
RN spanned by the columns of H (the signal subspace) and P‹

H
= (I ≠ PH) is another

orthogonal projection matrix onto the subspace of RN orthogonal to the subspace
spanned by the range of H (the noise subspace) and has rank (N ≠ p). Since P‹

H
H = 0

, we have under Hi
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since
1

b

‡

2
≥ N (0, I), it can be shown that [295]

D (x) ≥
I

‰2

N≠p
under H0

‰2

N≠p
under H1

(3.74)

where ‰2

N≠p
is the chi-squared PDF with (N ≠ p) degrees of freedom.

To find the PDF of the numerator N (x) we note that it is a function of ‚◊1 only.
Let

Z1 (x) = –T ‚◊1 = –T
1
HT H

2≠1

HT x (3.75a)

and
Z2 (x) = dT x (3.75b)

are linear forms in x where d = H
1
HT H

2≠1

– and – is an arbitrary (p ◊ 1) vector.
Therefore, D (x) = 1

‡2 xT P‹
H

x and Z2 (x) are independent under either hypothesis for
all d (because P‹

H
d = 0 ). Thus, Z1 (x) is independent of D (x) for all –. It can be
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concluded that ‚◊1 is independent of D (x) and hence N (x) is independent of D (x). As

conclusion the numerator N (x) has the PDF [295]

N (x) ≥
I

‰2
r under H0

‰
Õ
2

r (⁄) under H1

(3.76)

where ‰
Õ
2

r (⁄) is the noncentral chi-squared PDF with r degrees of freedom and the

noncentrality parameter ⁄ that is given by

⁄ =

1
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2
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5
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1
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6≠1 1
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2
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(3.77)

Normalizing the numerator and the denominator by the corresponding degrees of

freedom produces

T (x) = N (x) /r

D (x) / (N ≠ p) ≥
I

Fr,(N≠p) under H0

F
Õ
r,(N≠p)

(⁄) under H1

(3.78)

where Fr,N≠p denotes an F distribution with r numerator degrees of freedom and N ≠p

denominator degrees of freedom anf F
Õ
r,N≠p

(⁄) denotes a noncentral F distribution with

r numerator degrees of freedom, N ≠ p denominator degrees of freedom and noncen-

trality parameters ⁄.

For a NP test, detector Performances are assessed through two criteria: the detection

probability PD that is the power of the detector and the false alarm probability PF a

that is the level of the detector. These probabilities are functions of “, which are given

by
PF a = QFr,N≠p

1
“

Õ
2

PD = Q
F

Õ
r,N≠p(⁄)

1
“

Õ
2 (3.79)

where QP DF (x) is the complementary commutative distribution function for a PDF of

random variable x.

Since the false alarm probability is independent of noise parameters, the proposed

detector is called the constant-false alarm rate (CFAR) detector [337]. Finally, the
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3.5 Simulations Results

Table 3.2: Simulation parameters (L=5).

Amplitudes a0 a1 a2 a3 a4

Healthy
machine 0 0 2 0 0

Severity 1 0.004 0.004 2 0.004 0.004
Severity 2 0.005 0.005 2 0.005 0.005
Severity 3 0.006 0.006 2 0.006 0.006
Severity 4 0.008 0.0091 2 0.007 0.0067

proposed CFAR detector decide H1 if

T (x) = N ≠ p

r

1
A‚◊1

2
T

5
A

1
HT H

2≠1

AT

6≠1 1
A‚◊1

2

xT

1
I ≠ H (HT H)≠1 HT

2
x

º “
Õ (3.80)

3.4.4 Proposed Induction Machine Faults Detection Architecture

To simplify the implementation of the proposed detector, a fault detection archi-

tecture is proposed in Fig.3.5). The proposed approach relies on five steps for decision

making, which are: motor current acquisition, model parameters estimation, matrix A

computation, criterion computation, and threshold computation according to desired

PF a.

3.5 Simulations Results

In this section, simulations results are presented to illustrate the performance of

the proposed detector.

3.5.1 Simulations Parameters

Simulations have been performed to investigate the detection performance of the

proposed GLRT detector. this detector is tested using synthetic signals modeled by

(3 ≠ 1) and the frequency structure given in (3 ≠ 3) with FS = 1000Hz, fs = 50, fc = 5,

and k = {0, 1, 2}. Simulation parameters are given by Table 3.2. All simulation results

are obtained using 1000 Monte Carlo Trials.
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Figure 3.5: Proposed fault detection architecture of induction machines.

3.5.2 ROC curves and Histogram

Figure 3.6(b) shows the histogram of the GLRT under H0 (healthy machine) and

H1 (faulty machine with severity 4) with a SNR = 30dB, PF a = 10≠3, and N = 600

samples. This figure shows that two PDFs under H0 and H1 are distinct. Consequently,

the fault can be detected with high confidence by setting an appropriate threshold

based on the desired PF a. Figure 3.6(a) depicts Receiver operation characteristics

(ROC) curves for the considered fault severities with a SNR = 30dB, PF a = 10≠3,
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Figure 3.6: ROC curves and histogram of the estimated T (x).

and N = 600 samples. These curves are ways to measure performances of the proposed
detector that represent the evolution of PD versus PF a.

3.5.3 Influences of SNR, N, and PF a

Figures 3.7 and 3.8 demonstrate the robustness of the proposed detector under
various values of SNR, N , and PF a. Figure 3.7(a) shows samples number influence on
the detection and false alarm probabilities with SNR = 30dB and PF a = 10≠3. Figure
3.7(b) depicts samples number influence on the PD and PF a with PF a = 10≠3, and
N = 600 samples. It can be concluded from these figures that the proposed approach
gives better performance when N or SNR increase and it is able to provide good
detection performance since SNR Ø 25 and N Ø 400 samples. This figure shows that
the threshold increases when the PF a is decreased, which a�ects the detection ability
of the proposed detector. In fact, the PF a must be chosen adequately in order to detect
incipient faults.

3.6 Conclusion

This chapter has presented di�erent parametric detection approaches of the sta-
tistical decision theory. There are three main decision rules of the binary hypothesis
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Figure 3.7: GLRT performance with respect to N and SNR

100 200 300 400 500 600 700 800 900 1000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

N (samples number)

P
ro
b
ab

ili
ty

 

 

For PF a = 10−1

For PF a = 10−2

For PF a = 10−3

For PF a = 10−6

Figure 3.8: Evolution of PD with respect to N for several desired fault alarm probability.

106
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testing: Bayes, minmax, and NP decision rules. The Bayes criterion is based on the
existence of a prior probability and costs of each possible decision. The Bayes risk
can be minimized to design the threshold, which it is compared with LRT to obtain
a decision. The MAP and the ML rule are the particular case of this criterion. The
minmax is used when a priori probabilities are not available. In situations where we
have no information about priori probabilities and costs assignments, the NP criterion
can be applied to choose the threshold of the LRT. The NP criterion optimizes the
detection probability given a fixed level of false alarm probability. The ROC curve,
which is a plot of the probability of detection versus the probability of false alarm, was
useful in analyzing the performance of detectors. This chapter has also studied the
composite hypothesis testing when parameters characterizing a hypothesis may not be
known, which is the case in many real-world applications. There are two approaches
to composite hypothesis testing: the Bayesian approach and the GLRT approach. The
Bayesian approach considers the unknown parameters as random variables. The GLRT
approach replace the unknown parameters by their maximum likelihood estimates.

Induction machine faults detection problem has been formulated as a detection of
deterministic signals with unknown parameters. The stator current has been modeled
by multiple sinusoids with unknown parameters in a white Gaussian noise. BIC and
TLS-ESPRIT has been used to estimate the model order and frequencies, respectively.
The detection has been examined as a detection of the classical linear model with
unknown variance (nuisance parameter). To address this problem, the GLRT has
been proposed and the distribution of this test statistic has also been determined to
analyze performances. A fault detection architecture has been proposed to simplify the
implementation of the proposed detector. It has been shown that the GLRT performs
correctly for N greater than 400 samples and SNR Ø 25 dB.
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4. EXPERIMENTAL VALIDATION

Figure 4.1: Machinery fault simulator.

4.1 Introduction

This chapter describes the experimental setup that allows validating the previous

proposed techniques for induction machine condition monitoring and fault detection. It

presents the experimental results of two main considered faults: broken rotor bars and

bearing faults. The e�ciency of the proposed fault analysis and detection approaches is

evaluated on experimental stator currents measurements. For feature extraction tech-

niques, three main categories are considered: demodulation techniques, nonparametric

and parametric techniques. Performances of fault severity criterion and faults detector

are also evaluated in this chapter.

4.2 Experimental Setup Description

The proposed approaches for induction machine faults analysis are tested on ex-

perimental data for broken rotor bars and bearing faults. The experimental setup is

shown by Fig. 4.1.
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4.3 Experimental Results for Bearing Faults

Table 4.1: Bearing fault severity versus hole diameter.

Fault
severity 1 2 3

Bearing hole
diameter (inches) 0.007 0.014 0.02

4.2.1 Setup Description for Bearing Faults

A healthy machine and a faulty one with bearing fault types have been tested.
These three-phase machines are 230/400 V, 0.75-kW, with pole pairs numbers equal to
p = 1, and 2780 rpm rated speed. They have two 6204-2 ZR type bearings (single row
and deep groove ball bearings) with the following parameters: outside diameter is 47
mm, inside diameter is 20 mm, and pitch diameter D is 31, 85 mm. Bearings have 8
balls with an approximate diameter d of 12 mm and a contact angle of 0o (Fig. 1.3b).
Bearing faults are obtained by drilling holes of several diameters in the inner raceway
(faults ranging from 0.007 inches (0.178 mm) in diameter to 0.040 inches (1.016 mm) as
it can be seen in Table 4.1). The stator currents acquisition is performed by a 24 bits
acquisition card with 10 kHz sampling frequency. All experiments were done in steady
state conditions. Machines under study are fed by a PWM inverter with a fundamental
frequency equals to fs = 50 Hz.

4.2.2 Setup Description for Broken Rotor Bars

A healthy machine and a faulty one with broken rotor bars have been tested. These
tree-phase machines are 230/400V and 5-kW. Broken rotor bars are obtained by drilling
the bar of the squirrel cage. The stator currents acquisition is performed by a 24 bits
acquisition card with 20 kHz sampling frequency. All the experiments were done in
steady state conditions. The machines under study are fed by a PWM inverter with a
fundamental frequency equals to fs = 50 Hz.

4.3 Experimental Results for Bearing Faults

The first studied fault is the bearing fault. It is used to validate the proposed
techniques based on the stator current measurements.
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Figure 4.2: The stator current for healthy and faulty induction machines.

0 10 20 30 40 50 60 70 80 90 100
−120

−100

−80

−60

−40

−20

0

20

PS
D

 [d
B]

Frequency[Hz]
 

 
Healthy Machine
Faulty Machine

Figure 4.3: Spectral analysis by Welch periodogram using Hanning window (N = 2000 )
for a healthy and faulty induction machines with bearing faults.

4.3.1 Spectral Estimation Techniques

Figure 4.2 illustrates the stator current waveforms for healthy and faulty induction
machines. According to this figure, stator currents are not exactly sinusoidal due to
presence of space harmonics. Figure 4.3 shows the Welch periodograms using a sam-
pling frequency Fs = 1000Hz, N = 2000 samples, and a Hanning window for healthy
and faulty induction machines with bearing faults (severity4). This figure demonstrate

112



4.3 Experimental Results for Bearing Faults

0 10 20 30 40 50 60 70 80 90 100
−60

−50

−40

−30

−20

−10

0

10

20

30

Frequency (Hz)

M
ag

n
it
u
d
e
(d
B
)

 

 
Healthy Machine
Faulty Machine

(a) Spectral MUSIC

0 10 20 30 40 50 60 70 80 90 100
−60

−50

−40

−30

−20

−10

0

10

Frequency (Hz)

M
ag

n
it
u
d
e
(d
B
)

 

 
Healthy Machine
Faulty Machine

(b) Root MUSIC
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(c) TLS ESPRIT
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Figure 4.4: Stator current spectrum based on the subspace techniques and BIC criterion
for a healthy and faulty induction machines with bearing faults (severity4).

that the FFT-based techniques does not allow to clearly distinguish frequencies. These
techniques can be used to estimate the stator current power spectral density, but they
su�er from a poor frequency resolution. Figure 4.4 shows the stator current spectrum
using subspace techniques for healthy and faulty induction machines with bearing faults
(severity4). The model order is obtained using the BIC criterion. It noticed that the
spectral components caused by the specific faults appear in the spectrum for faulty in-
duction machines in the neighborhood of the fundamental frequency. Furthermore, the
stator current spectra contains also other frequencies due to manufacture imperfections
such as natural level of eccentricities.
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(a) IA and IF estimations
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Figure 4.5: Synchronous demodulation for a healthy and faulty induction machines with
bearing faults (severity4).

4.3.2 Demodulation Techniques

Figure 4.5 depicts the instantaneous amplitude (IA) and the instantaneous fre-
quency (IF) using the synchronous demodulation (SD) for healthy and faulty machine
with bearing faults (severity4). Form this figure, it can be deduced that a frequency
modulation occurs when a bearing fault exists. The amplitude modulation can be jus-
tified by the low-pass filtering stage which introduces a supplementary oscillations [5].
Figure 4.6 shows the IA and the IF based on the Hilbert transform (HT) for healthy
and faulty machine with bearing faults (severity4). This technique also confirms the
presence of the frequency modulation when the investigated fault is present. It can be
noticed that this technique is well known approach to compute the analytical signal.
According to this figure, the HT su�ers from border e�ects which can lead to false
interpretation results. Figure 4.7 presents the estimation of the IA and the IF using
the Teager energy operator (TEO) for healthy and faulty machine with bearing faults
(severity4). It can be seen from this figure that the bearing fault leads to the frequency
modulation in the stator current. In fact, this technique estimates correctly the IA and
the IF of the stator currents. Compared to classical demodulation techniques such as
Hilbert transform, TEO has better time resolution. The main drawback of TOE is its
sensitivity to noise.

IA and IF estimations using the Concordia transform (CT) approach are shown in
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Figure 4.6: Hilbert transform-based demodulation for a healthy and faulty induction
machines with bearing faults (severity4).
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Figure 4.7: Teager energy operator-based demodulation for a healthy and faulty induction
machines with bearing faults (severity4).

Fig.4.8 similarly to the previous techniques, the stator current is frequency modulated

when the bearing fault is present. This technique performs correctly for balanced

three-phase stator currents. In fact, the CT may lead to false interpretation results

for unbalanced case. IA and IF estimations based on the Maximum Likelihood (ML)

approach are depicted in Fig.4.9 According to this figure, the bearing fault lead to

frequency modulation in the stator currents. Compared to CT technique, this technique
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Figure 4.8: CT-based demodulation for a healthy and faulty induction machines with
bearing faults (severity4).
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Figure 4.9: ML-based demodulation for a healthy and faulty induction machines with
bearing faults (severity4).

performs also for unbalanced three-phase stator currents of amplitudes. In case of phase

unbalanced systems, this technique is not appropriate technique. Figure 4.10 shows the

IA and the IF using the principal component analysis (PCA) for healthy and faulty

machine with bearing faults (severity4). Compared to the previous multidimensional

demodulation techniques (CT and ML), the PCA also gives the better results in the

case of the phase unbalanced systems.
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Figure 4.10: PCA-based demodulation for a healthy and faulty induction machines with
bearing faults (severity4).
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Figure 4.11: Fault severity criterion value versus bearing fault degrees using demodula-
tion techniques.

4.3.3 Fault Severity Analysis

After demodulation stage of the stator currents, fault severity criteria can be as-
sessed using the IF and the IA [5]. These criteria can be mathematically formulated as

Y
__]

__[

C1 = 1

N

N≠1q
n=0

(â [n] ≠ m (â [n]))2

C2 = 1

N

N≠1q
n=0

1
f̂ [n] ≠ m

1
f̂ [n]

222
(4.1)
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Figure 4.12: Fault severity criterion value versus bearing fault degrees of induction ma-
chines.
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Figure 4.13: Fault severity criterion value versus N (samples number) for bearing faults
using TLS ESPRIT, for healthy and faulty induction machines with bearing faults.

Figure 4.11 presents the fault severity criterion based on (4.1) for several bearing

fault severities.

A fault severity criterion based on the amplitude evaluation of stator current fre-
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Figure 4.14: GLRT criterion with di�erent N for a healthy machine and faulty induction
machines with di�erent considered severities of bearing faults (PF a = 10≠3).

quency components for di�erent bearing fault degrees in induction machines is given
by Fig. 4.12. According to this figure, FSC values based first on the estimation of
fault frequency signature by TLS-ESPRIT or Root-MUSIC give almost the same re-
sults. Figure 4.13 shows the evolution of the FSC with respect to sample numbers. It
can be shown that for low values of samples numbers the criterion increases. This is
normal since we can assume that the estimation is not optimal. For N greater than
500 samples the criterion is constant for a given fault severity. It can be concluded that
the proposed approach results are reliable for N = 500 samples.

4.3.4 GLRT-Based Faults Detection

Figure 4.14 shows the GLRT evolution with respect to samples number for healthy
and faulty machines with di�erent considered bearing faults severities. The major ad-
vantage of the proposed detector than the proposed fault severity criterion is its ability
to automatically detect faults without comparison between a healthy machine and a
faulty machine. According to fig.4.14, the GLRT value increases when the severity or
the samples number increases. It is clear for a significant severity, the proposed detec-
tor is reliable even with small samples numbers. For lower severities, higher samples
numbers are required for the GLRT. Then, it is preferable to choose N Ø 400 samples.
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Figure 4.15: The stator current for healthy and faulty induction machines.

Therefore, the GLRT value can determine the fault severity and the machine state.

4.4 Experimental Results for Broken Rotor Bars

This section presents the experimental results for broken rotor bars detection. Sta-
tor currents have been used to reveal the presence of the fault using the proposed
approaches.

4.4.1 Spectral Estimation Techniques

Figure 4.16 depicts the stator current waveforms for healthy and faulty induction
machines. Figure 4.17 gives the Welch periodograms using a sampling frequency Fs =
1000Hz, N = 4096 samples, and a Hanning window for a healthy and faulty induction
machines with broken rotor bar faults. This figure shows again that the FFT-based
techniques su�er from a poor frequency resolution. Figure 4.18 shows the stator current
spectrum by using subspace techniques for healthy and faulty induction machines with
three broken rotor bars. The spectral components caused by the specific faults appear
in the spectrum for the faulty induction machine. The appearance of new frequency
components in the stator current spectrum is a signature of broken rotor bars. In
addition, their amplitudes indicate the fault severity.

120



4.4 Experimental Results for Broken Rotor Bars

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

si
gn

al
 (A

)

time(sec)
 

 
Healthy Machine
Faulty Machine

Figure 4.16: The stator current for healthy and faulty induction machines.

0 10 20 30 40 50 60 70 80 90 100
−100

−80

−60

−40

−20

0

20

40

PS
D

 [d
B]

Frequency[Hz]
 

 
Healthy Machine
Faulty Machine

Figure 4.17: Spectral analysis by Welch periodogram using Hanning window (N = 4096)
for a healthy and faulty induction machines with broken rotor bar faults.

4.4.2 Demodulation Techniques

Figure 4.19 depicts estimations of the IA and the IF using the SD approach for
healthy and faulty machine with 3 broken rotor bars. According to this figure, it can be
observed that frequency and amplitude modulations occur when rotor bars are broken.
The main drawback of SD for broken rotor bars analysis is the low-pass filtering stage
which is quite di�cult and induce a long time before convergence. Estimations of the
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(a) Spectral MUSIC
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(b) Root MUSIC
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(c) TLS ESPRIT
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Figure 4.18: Stator current spectrum based on the subspace techniques and BIC criterion
for a healthy and faulty induction machines with three broken rotor bars.

IA and the IF using the HT approach for healthy and faulty machine with 3 broken
rotor bars are shown in Fig.4.20. As expected, amplitude and phase modulations are
presented when broken rotor bars occur. It can be noticed that the HT approach su�ers
from border e�ects which can engender a poor interpretation of results. Figure 4.21
presents estimations of the IA and the IF using the TEO for healthy and faulty machine
with 3 broken rotor bars. It can be seen from this figure that the broken rotor bars
introduce both amplitude and frequency modulations of the stator currents. In fact,
this technique estimates correctly the IA and the IF of the stator currents. The main
drawback of TEO approach is its sensitivity to noise.
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Figure 4.19: Synchronous demodulation for a healthy and faulty induction machines with
three broken rotor bars.
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Figure 4.20: Hilbert transform-based demodulation for a healthy and faulty induction
machines with three broken rotor bars.

Figures 4.22, 4.23, and 4.24 depict estimations of the IA and the IF using the
multidimensional demodulation techniques (CT, ML, and PCA). Similarly to monodi-
mensional techniques, these techniques confirm the presence of the both amplitude and
frequency modulations when rotor bars are broken. According to these figures, PCA is
the more suited technique in case of amplitude and phase unbalanced three phase sta-
tor currents. Unfortunately, performances of this technique depend on the stage of the
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Figure 4.21: Teager energy operator-based demodulation for a healthy and faulty induc-
tion machines with three broken rotor bars.
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Figure 4.22: CT-based demodulation for a healthy and faulty induction machines with
three broken rotor bars.

covariance matrix estimation and the separation of the signal and the noise subspaces.

4.4.3 Fault Severity Detection

Figure 4.25 gives the FSC value versus bearing fault degree. According to this fig-
ure, TLS-ESPRIT and Root-MUSIC give almost the same results. Figure 4.26 presents
the FSC value versus samples number N using TLS ESPRIT, for healthy and faulty in-
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Figure 4.23: ML-based demodulation for a healthy and faulty induction machines with
three broken rotor bars.
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Figure 4.24: PCA-based demodulation for a healthy and faulty induction machines with
three broken rotor bars.

duction machines with broken rotor bars. As for bearing faults, the FSC value increases
with samples number and also with the broken rotor bars number (Fig 4.25).

4.4.4 GLRT-Based Faults Detection

Figure 4.27 gives the GLRT evolution with respect to sample numbers for healthy
and faulty machines with 1, 2, and 3 broken rotor bars. It can be deduced that the
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Figure 4.25: Fault severity criterion for di�erent BRB fault degrees. In this figure, 0
corresponds to healthy induction machine and other values correspond to BRB number.
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Figure 4.26: Fault severity criterion value for di�erent N (samples number) for bearing
faults using TLS ESPRIT, for healthy and faulty induction machines with broken rotor
bars.

proposed detector performs correctly for increasing numbers of broken rotor bars or for

increasing samples numbers. In fact, the proposed approach results are reliable for N

126



4.5 Conclusion

200 300 400 500 600 700 800 900 1000
0

50

100

150

200

250

Samples N

G
L
R
T

C
ri
te
ri
o
n
V
a
lu
e

 

 
Healthy machine
Threshold
Severity 1
Severity 2
Severity 3

Figure 4.27: GLRT criterion with di�erent N for a healthy machine and faulty induction
machine with di�erent considered severities of broken rotor bars (PF a = 10≠3).

greater than 400 samples. It can be concluded that the GLRT can detects broken rotor
bars and its value can measure the fault severity.

4.5 Conclusion

This chapter has presented the experimental results for induction machine condition
monitoring and fault detection. Two main faults have investigated: broken rotor bars
and bearing faults. The studied signal processing techniques to analyze these faults
were: spectral estimation approaches, demodulation approaches, two fault severity
criteria, and GLRT. The first severity criterion is based on the estimation of IA and
IF. The second one is based on the evaluation of estimated amplitudes.

Based on obtained results, it can be concluded that stator currents are not exactly
sinusoidal due to the presence of space harmonics and faults. In fact, additional spec-
tral components caused by these faults appear in the stator current spectra for faulty
induction machines in the neighborhood of the fundamental frequency. Furthermore,
other frequencies can appear in stator current spectra due to manufacture imperfec-
tions such as natural level of eccentricities. Compared to parametric-based techniques,
periodogram and its extension does not allow to clearly distinguish frequencies. This
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poor frequency resolution is due to the fact that the main lobe increases as N decreases.
Consequently, subspace technique are e�cient techniques to estimate PSD.

The IA and IF has been estimated using two main types of demodulation ap-
proaches: monodimensional and multidimensional approaches. Some conclusions can
be deduced based on the achieved experimental results:

• When bearing faults are present, a frequency modulation can be observed in
stator currents using demodulation approaches.

• When broken rotor bars appear, two modulations are present: amplitude and
frequency modulations can be located in stator currents using demodulation ap-
proaches.

• For monodimensional demodulation techniques, it can be shown that: the HT
su�ers from border e�ects, the TEO is sensitive to noise, the SD is easy to im-
plement but it requires a filtering stage tuning which is quite di�cult.

• For multidimensional demodulation techniques, it can be shown that: the CT is
valid only for balanced three-phase systems, the PCA performance depends on
the covariance matrix estimation and its eigendecomposition, and the ML seems
the suitable solution to analyze modulations of three-phase stator currents.

The major advantage of the proposed fault severity criteria is their abilities to
measure and indicate the fault severity degree. Values of these criteria increase when
the fault severity degree increase. For the second fault severity criterion, this increase
is due to the fact that amplitudes of fault frequency components increase when severity
increases.

Experimental results also show that the proposed GLRT detector is able to e�-
ciently detect faults even for low signal acquisition duration and can track the fault
severity. It seems that the proposed approaches can be easily implemented at a rea-
sonable computational cost in real-world industry applications.
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Chapter

5
Conclusions and Recommen-
dations for Future Research

Literature review of existing techniques of induction machines condition monitoring
and faults detection was presented in the first chapter. This chapter has presented the
advantages and the limitations of each described techniques. It has been concluded
that the parametric techniques using the stator current are promising ones to ana-
lyze and detect faults under stationary conditions. Parametric estimation techniques
were proposed in the second chapter to estimate stator current parameters. For fre-
quency estimation, we have presented three main categories of subspace techniques:
MUSIC, ESPRIT, and Modified-ESPRIT estimators. For model order selection, we
have described two main types: estimator based on the covariance matrix estimation
and estimator based the maximum likelihood estimate. A condition monitoring scheme
has also been proposed to simplify the implementation of the criterion that allows to
analyzing the fault severity in induction machines. Faults detector based on the GLRT
was suggested in the third chapter. The proposed parametric techniques were suc-
cessfully investigated in the fourth chapter. The achieved experimental results have
demonstrated the e�ectiveness and the detection ability of the proposed techniques.

Some further works should study the stator current faulty model under non-stationary
conditions. Stator current modeling under combined faults under stationary and non-
stationary conditions is also needed. Some other recommendations can be proposed
for continuing investigation in estimation and detection research fields for induction
machine faults detection such as investigation of the proposed parametric techniques
under di�erent load conditions. It is important to investigate these techniques in non-
stationary conditions. More experiments need to be carried out to further evaluate
performances of the proposed methods in closed-loop control schemes for stationary
conditions and non-stationary environments.
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Contribution)à)la)Détection)de)Défauts)dans)les)Machines)Asynchrones)à)
l’aide)de)Techniques)Paramétriques))de)Traitement)de)Signal)

Résumé—L’objectif de ces travaux de thèse est de développer des architectures fiables de surveillance 
et de détection des défauts d’une machine asynchrone basées sur des techniques paramétriques de 
traitement du signal. Pour analyser et détecter les défauts, un modèle paramétrique du courant statorique 
en environnement stationnaire est proposé. Il est supposé être constitué de plusieurs sinusoïdes avec des 
paramètres inconnus dans le bruit. Les paramètres de ce modèle sont estimés à l’aide des techniques 
paramétriques telles que les estimateurs spectraux de type sous-espaces (MUSIC et ESPRIT) et 
l’estimateur du maximum de vraisemblance. Un critère de sévérité des défauts, basé sur l’estimation des 
amplitudes des composantes fréquentielles du courant statorique, est aussi proposé pour évaluer le niveau 
de défaillance de la machine. Un nouveau détecteur des défauts est aussi proposé en utilisant la théorie de 
détection. Il est principalement basé sur le test du rapport de vraisemblance généralisé avec un signal et un 
bruit à paramètres inconnus. Enfin, les techniques paramétriques proposées ont été évaluées à l’aide de 
signaux de courant statoriques expérimentaux de machines asynchrones en considérant les défauts de 
roulements et les ruptures de barres rotoriques. L’analyse des résultats expérimentaux montre clairement 
l’efficacité et la capacité de détection des techniques paramétriques proposées. 

Mots)Clés—Machine asynchrone, surveillance, détection des défauts, analyse du courant statorique, 
maximum de vraisemblance, techniques de sous-espace, sévérité des  défauts, test d’hypothèses, le test du 
rapport de vraisemblance généralisé. 

 

On)Induction)Machine)Faults)Detection)using)Advanced)Parametric)
Signal)Processing)Techniques)

Abstract—This Ph.D. thesis aims to develop reliable and cost-effective condition monitoring and 
faults detection architectures for induction machines. These architectures are mainly based on advanced 
parametric signal processing techniques. To analyze and detect faults, a parametric stator current model 
under stationary conditions has been considered. It is assumed to be multiple sinusoids with unknown 
parameters in noise. This model has been estimated using parametric techniques such as subspace spectral 
estimators and maximum likelihood estimator. A fault severity criterion based on the estimation of the 
stator current frequency component amplitudes has also been proposed to determine the induction 
machine failure level. A novel faults detector based on hypothesis testing has been also proposed. This 
detector is mainly based on the generalized likelihood ratio test detector with unknown signal and noise 
parameters. The proposed parametric techniques have been evaluated using experimental stator current 
signals issued from induction machines under two considered faults: bearing and broken rotor bars faults. 
Experimental results show the effectiveness and the detection ability of the proposed parametric 
techniques. 

Keywords—Induction machine, condition monitoring, faults detection, stator current analysis, 
maximum likelihood, subspace techniques, fault severity, hypothesis testing, generalized likelihood ratio 
test. 
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