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 Context 

1.1 Global energy issue and photovoltaics 

Solar energy1 could be the ultimate solution to surpass in great excess any human energy needs on 

the earth2–4 today and even in the space5 tomorrow. Photovoltaics (PV) as one strategic branch of 

the solar energy conversion technologies is green and favoured6, converting straightforwardly from 

photons to electrons. The PV phenomenon was discovered in 1839 by A.C. Becquerel and his son 

A.E. Becquerel. The first solar cell with thin layers of gold on selenium was fabricated7 in 1883 by 

Charles Fritts; the photon conversion efficiency (PCE) was close to 1% but the project was stopped 

due to materials cost. Since then, researchers never stop the investigation of solar cells from a scien-

tific curiosity to a profitable energy solution, suited to an extensive diffusion in the market and ef-

fective utilization in the society. The standard solar cell operation is illustrated in Figure 1:1 a); 

photons are converted to electrons and holes within the absorber materials, then selective carrier 

transport materials separate and extract the photo-generated carriers to supply power to a load. ETM 

and HTM are short names for electron and hole transport materials, respectively. The standard cir-

cuit for the solar cell electrical characterization is shown on Figure 1:1 b). The related current-

voltage (J-V) characteristics are illustrated in the dark and under illumination (Figure 1:2). The 

short circuit current (JSC) and open circuit voltage (VOC) are evaluated in addition to the whole J-V 

characteristic during bias sweeping. Then, the PCE is redefined as the maximum output power (Pm) 

over the illumination power, and a fill factor (FF) is defined as 𝑃𝑚/(𝐽𝑆𝐶 ∙ 𝑉𝑂𝐶).  

A low PCE of conversion requires very large panel area to produce a significant power. Thus, any 

material solution far below 20% power conversion efficiency is considered a lesser competitor for 

massive energy production, though it might be suitable for niche markets.8 Now as shown in the 

record chart summarized by NREL (Figure 1:3), the most efficient research-cells9 are made of four-

junction GaAs based concentrators with PCE of 46%, while they are not cost competitive in com-
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parison with the first generation, silicon-based ones. Today, the record commercial cell efficiency 

of silicon based solar cells (SSCs)10 is 25%, whose installed capacity is about to hit 200 GW and is 

expected to grow by 500% in 2040.11 Will all the capacity be made of SSCs or alternative solar 

cells in the future? The answer appears to be negative for GaAs, facing the inconvenient demand of 

large production facilities with expensive and high temperature procedures. And the answer be-

comes even more irresolute after the unexpected appearance of perovskite solar cells (PSCs), with 

rocket-like rise of PCE in recent years12,13. The 2016 champion cell14 was FAPbI3 (FA: forma-

midinium) based PSCs with PCE around 20%, and the record raises to 22.7% in November 2017. 

It’s really a shocking news; the record of PSCs was 3.8% eight years ago15, while it took more than 

40 years for single crystal SSCs to reach the current record of 26%. Bearing in mind these recent 

encouraging developments, solar cells might become adequate and reliable solutions to meet the 

prophecy that “the future is electrifying”. The International Energy Agency (IEA)11 advocates this 

prediction in the last outlook, expecting the weight of electricity among world energy consumption 

to reach 40% by 2040, driven by its increasing use in industries, living standards and the electrifica-

tion of vehicles in the urban centers.  

 
Figure 1:1 a) basic operation of a solar cell. b) Evaluation of the whole J-V characteristic. 

 
Figure 1:2 Schematic J-V characteristics of solar cells a) in the dark and b) under illumina-

tion 
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1.2 Features of perovskite solar cells 

1.2.1 Nature of good absorbers 

As seen in Figure 1:4, halide perovskite materials (ABX3) share a similar cell structure with the 

classic mineral oxide perovskite (ABO3). The cation A site is typically composed of organic me-

thylammonium (MA), formamidinium (FA), or inorganic Cs or Rb cations. At the present stage of 

PSC progress, cation alloys are put forward for enhancing the stability of perovskite absorbers16. 

Generally, lead (Pb) sits in the B site. Although Pb content in typical halide perovskites is reduced 

by comparison to vehicle batteries17,18 and Pb recycled from vehicle batteries may be a solution to 

synthesize lead-based perovskites19, the search for lead-free and environment-friendly perovskite 

with other alternatives is very acture20,21. The X site is filled with halide atoms I, Br, or Cl. One of 

the most widely studied compounds is MAPbI3, which will be the major perovskite absorber con-

sidered in the following chapters. One may wonder why such simple crystallographic cell structure 

and simple chemical elements can bring such bright capability to efficiently convert sunlight to 

charge carriers. Linear combinations of orbitals including spin-orbit coupling (SOC)22 are essential 

to explain it from the perspective of electronic band structure. According to atomistic computa-

tions22, the appropriate absorption and transport properties are afforded by the multibandgap and 

multivalley nature of their band structure, which are further confirmed by the study23 of the struc-

tural and optical properties of MAPbI3 from room temperature to 5 K. Furthermore22, exciton 

screening by collective orientational motion of the organic cation MA at room temperature, leads to 

almost free carriers. The low effective mass of excitons in MAPbI3 was accurately determined using 

magneto-reflectivity at very high magnetic fields model24 in 2015. 

 
Figure 1:4 ABX3–like cell crystal of halide perovskite absorbers 

FA+: formamidinium cation, MA+: methylammonium cation) 
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1.2.2 Superior architecture and low-cost process 

The architecture of PSCs has not substantially changed, since the first solid-state devices were in-

troduced25,26 in 2012. In general, a transparent conducting oxide (TCO) on glass is the substrate 

where an ETM or an HTM layer is deposited, followed by the perovskite absorbing layer, and cov-

ered by the HTM or the ETM layer and a metal contact; the former (n-i-p) configuration refers to 

standard devices and the latter one (p-i-n) to inverted devices. The thickness of the perovskite layer 

is generally equal to about 350 nm, and half of it might be wrapped by the meso-porosities of TiOx 

(a classic ETM)25. Ideally, the perovskite absorbing layer is non-intentionally and lightly doped and 

fully depleted in the static case27, leading to drift-dominated carrier transport. Furthermore, the thin 

perovskite layers can perform well28,29 with a short carrier diffusion length corresponding to high 

density of traps30. That’s why PSCs deposited by simple and low-cost solution procedures31, can 

rival other established technologies based on such as Si, CdTe and GaAs32,33. PSCs are also attrac-

tive due to the numerous combinations of heterojunctions34,35 as presented in Figure 1:5. Favorable 

ETM and HTM generally have work-functions (WF) closed to the conduction band minimum 

(CBM) and the valence band maximum (VBM) of halide perovskite absorbers, respectively. On the 

other hand, the band discontinuity of VBM (CBM) at interface of ETM/perovskite 

(HTM/perovskite) can result in a strong electric field and efficient carrier separation, while single 

crystal SSCs need extra technologies36 to relieve recombination at interfaces. 

 
Figure 1:5 Band alignment of some materials available for perovskite solar cells37 
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1.3 Challenges of perovskite solar cells 

“Despite impressively high efficiencies, PSCs face challenges such as long-term durability that pre-

vent them from competing with established technologies. However, advancements in materials 

processing during the past 2 years have yielded remarkable progress in long-term material and 

device stability, enabling the research community to better identify intrinsic versus extrinsic deg-

radation mechanisms, some of which are summarized here. Despite the rapid improvement in 

performance, there is still room for tailoring charge carrier recombination, both in the perovskite 

and at the interfaces within the device, to increase PCEs. Major challenges to long-term stability 

also remain.” A review published in a special section of Science journal opened for PSCs in 2017. 38 

Three essential instabilities of PSCs are related to firstly, aging stability under moisture39; secondly, 

the photocurrent (JSC) degrades as a function of time during the light soaking40; thirdly, the current–

voltage (J–V) characteristics of devices depend on the sweeping speed, scan direction and precondi-

tion of bias, the so-called anomalous hysteresis effect41. The first issue can be circumvented 

through encapsulation schemes, preventing reactions of the perovskite with water and oxygen42. 

The second source of JSC degradation is assumed to be caused by metastable MA-associated traps40 

and can be dramatically improved by using mixed cations perovskites16,43–45 and/or operating cells 

under low temperature or low external bias40. PSCs can recover after a rest in the dark, while SSCs 

cannot recover after ageing46. The third issue is related to the hysteresis effect, which can be sup-

pressed by replacing the electron transport material (ETM) by PCBM40,47 and/or modifying the 

ETM/perovskite interface48–50, however the mechanism underneath is still not clear.  

Since the hysteresis effect observed during PSC operation41, researchers never stop carefully invest-

ing possible origins; ferroelectric polarization/depolarization seems to be less likely from the per-

spective of timescales51; charge accumulation and release at the heterojunction are assumed to 

cause extra current over the normal response52,53; high density of ions are supposed to slowly mi-

grate inside perovskite and dominate the global electric field48. Direct observations of ion migration 

inside the perovskite material or devices are reported for MA54 and iodide55,56 -related ions, which 

might further support the models of hysteresis effect caused by charge accumulation and release at 

interface coupled with ion migration. Most of the available simulation works treat PSCs as normal 

cells without hysteresis effect and predict cell properties by varying basic material parameters, such 
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as band structure, radiative coefficient, carrier lifetime, carrier mobility, thickness of layers, or in-

terface recombination rate etc57–63. These approaches work well for reproducing local traps induced 

JSC degradation40, while it doesn’t work for the simulation of the hysteresis effect. Some groups 

have tried to use a static model to illustrate dynamic hysteresis effect by introducing interface traps 

with/without fixed and abrupt dopants at interfaces64,65. Recently, other groups are working on re-

producing hysteresis effect, by simulating the simultaneous diffusion of carriers and/or ions as a 

function of time. However, there are some drawbacks; the scale of scan rate and mobility of ions are 

not realistic66; FF variation under different scan directions can be reproduced, while that of VOC is 

not67,68; some groups only focus on the ETM/perovskite interface without a consideration of the 

HTM/perovskite interface53, or directly simulate a Schottky interface69; some groups reproduce hys-

teresis effects with a flat or reverse built-in potential inside perovskite in the static case48, which is 

opposite to the observation of potential measured by Kelvin probe force microscopy (KPFM)70,71. 

This last point will be addressed in this work.  

In the light of the numerous challenges remaining, the application of PSCs might be questioned on a 

longer term, even though the performances are still progressing. Looking at the nano-scale PSCs 

rather than micro-scale SSCs, nano-scale characterization and modelling are even more critical than 

before for a better understanding of the device operation. More, it might help redirecting PSC re-

search toward other applications such as LED72, LD73, synaptic devices74, memory devices75, X-ray 

detectors76 or electric-field sensors77 for example.  

1.4 Demand of nano-scale characterization and modelling 

 “For scanning tunneling microscopy, we brought along some experience in tunneling and ang-

stroms but none in microscopy or surface science. This probably gave us the courage and light-

heartedness to start something which should ‘not have worked in principle’ as we were so often 

told.” Gerd Binnig and Heinrich Rohrer, Nobel Lecture, December 8th 1986 – Scanning Tunneling 

Microscopy from Birth to Adolescence78. 

Since the invention of the Scanning Tunneling Microscope (STM) in 1986, a new family of micros-

copy techniques called “Scanning Probe Microscopy” (SPM) grows up. It enables today access to 

extensive surface observation at the nano-scale79. One of the attractive followers is the Atomic 
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Force Microscope (AFM), which can use forces between the tip and the sample to take a three-

dimentional (3D) photo of the material surface at nano-scale. The motion of AFM tip is monitored 

by a photodetector, which can record the reflection of a laser beam on the tip. Compared to STM, 

AFM is not limited to the measurement on an electrically conductive surface. Based on the inven-

tion of AFM in 1986 by G. Binnig, C. Gerber and C.F. Quate80, another interested extension 

showed up and brought the surface potential at the nano-scale to researchers in 1991. KPFM81 al-

lows identifications of potential profiles and predictions of ultimate performance of solar cells 70,82–

84 and lasers85, energy levels86,87 and assessments of heterojunctions88,89. After the topography of a 

surface is studied by AFM, the distance between the tip and sample surface is kept constant to in-

vestigate the electrostatic force as with the ancient Kelvin probe. The surface potential (𝛹𝑠) of the 

samples can be consequently deduced relatively to the WF of the tip. However, due to many arte-

facts on the surface, it is difficult to further deduce a quantitative analysis of the bulk potential (𝛹). 

And the 𝛹 is strongly related to the device operation and performance. Therefore, designing simula-

tions to interpret KPFM measurements is highly required. Technical improvements of KPFM are 

still underway and advanced nano-scale modelling will be helpful to make progress on various top-

ics90.  

1.5 Introduction of the chapters 

In Chapter 2, the simulation flow for drift-diffusion based optoelectronic models is reviewed. It 

allows addressing various questions, which are essential for the next chapters. 1) Why the 𝛹 gives 

an insight into semiconductor device operation? 2) How carriers are generated and recombined? 3) 

How is it possible to account for the tunneling phenomenon? 4) How do devices operate with mo-

bile ions? 5) How do thermal aspects influence device operation? 

In Chapter 3, a new approach to the modelling of KPFM for hetero-structures in the dark and under 

illumination is developed. It is used to study the surface potential on top of a TiOx slab and a MAP-

bI3 absorber, on the cross section of silicon based diffused junctions and finally, meso-porous TiOx 

based HTM-free PSCs. 

In Chapter 4, PSCs are experimentally and theoretically investigated. PSCs include the classic ones 

based on TiOx, printable ones based on WOx and inverted ones. The characterizations include J-V, 
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capacitance-voltage (C-V) and KPFM measurements. These electrical characteristics are simulated 

to analyze the VOC losses and the hysteresis effect and the reversible JSC degradation.   

In Chapter 5, silicon-based tunnel junctions are numerically studied for perovskite/silicon based two 

terminal tandem solar cells. The influence of the doping level in the tunnel junction is discussed.  

In Chapter 6, devices based on 5 layers of (In,Ga)As/GaP quantum dots are experimentally and the-

oretically investigated under electrical injection. The red-shift of emission peak and the thermal 

quenching of ElectroLuminescence (EL) intensity are observed and simulated as a function of the 

temperature. In the simulation, the bandlineups and the traps in the active regions are considered. 

Carrier transport and recombination in the quantum structure are discussed in the end. 

To sum, based on the numerical drift-diffusion model, the PhD study involves the investigation of 

the perovskite based solar cells, III-V optoelectronic devices and Kelvin probe force microscopy. 

The fundamental photovoltaic and EL effect are reproduced to interpret the experiments. Addition-

ally, the nano-scale Kelvin probe force microscopy is modelled, which construct a potential de-

pendent bridge between the characterization and simulation. The work is worthwhile for the further 

development of the optoelectronic devices, including but not limited to the solar cells and the lasers. 
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 Theory and objectives 

2.1 Basic carrier transport equations 

First, we consider the Poisson equation, which relates the electric potential to the charge density: 

∆𝛹 = −
𝜌

𝜀
 

Equation 2–1 Poisson equation 

where 𝛹 is the electric potential, ρ is the charge density and ε is the dielectric constant. To under-

stand non-equilibrium phenomena, one must additionally solve the continuity equations for elec-

trons and holes: 

𝜕𝑛

𝜕𝑡
=

1

𝑞
𝑑𝑖𝑣𝐽𝑛⃗⃗  ⃗ + 𝐺𝑛 − 𝑅𝑛 

𝜕𝑝

𝜕𝑡
= −

1

𝑞
𝑑𝑖𝑣𝐽𝑝⃗⃗  ⃗ + 𝐺𝑝 − 𝑅𝑝 

Equation 2–2 Continuity equations 

where n (p) is the electron (hole) density, t is the time, q is the elementary charge, Jn (Jp) is the elec-

tron (hole) current density, G and R are the Generation and Recombination rates, respectively. (The 

subscripts n (p) is related to electron (hole)). All variables are, in general, coordinate and functions 

of time, to describe the attempt process of carriers to return to equilibrium after a perturbation. 

Equation 2–2 express the charge conservation. To explicitly take, one must have experimental in-

formation about generation, recombination, and diffusion mechanisms. Generation/recombination 

mechanisms are discussed in the next sections. The electron and hole currents are expressed in the 

present work, using the drift-diffusion approximation in the present work: 
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𝐽𝑛⃗⃗  ⃗ = 𝑞𝑛𝜇𝑛�⃗� + 𝑞𝐷𝑛𝛻𝑛(𝑥) 

𝐽𝑝⃗⃗  ⃗ = 𝑞𝑝𝜇𝑝�⃗� − 𝑞𝐷𝑝𝛻𝑝(𝑥) 

Equation 2–3 Drift-diffusion approximation 

where µ is the mobility, D the diffusion coefficient and �⃗�  the electric field. In Equation 2–3, the 

first terms represent the drift and the second terms the diffusion. Other current mechanisms like 

tunnelling may also be included through additional expressions and will be described in the next 

sections.  At the equilibrium, the electron and hole densities in a non-degenerate semiconductor can 

be expressed as: 

𝑛 = 𝑛𝑖𝑒𝑥𝑝(
𝐸𝑓 − 𝐸𝑖

𝑘𝐵𝑇𝐿
) 

𝑝 = 𝑛𝑖𝑒𝑥𝑝(
𝐸𝑖 − 𝐸𝑓

𝑘𝐵𝑇𝐿
) 

Equation 2–4 carrier densities expressed as a function of the Fermi level 

where ni is the intrinsic carrier density, 𝐸𝑓 is the Fermi level, 𝑘𝐵 is the boltzmann constant, 𝑇𝐿is 

lattice temperature and Ei is the intrinsic Fermi level approximately situated at midgap. In the static 

case, the 𝐸𝑓 is constant (Figure 2:1 a)), and Ei follows the changes in the electric potentiale: 

𝑑𝐸𝑖

𝑑𝑥
= −

𝑞𝑑𝛹

𝑑𝑥
= −𝑞𝐸 

Equation 2–5 Relation between the intrinsic Fermi level and the electric potential and elec-

tric field. 

Since at equilibrium current of electrons and holes are equal, Equation 2–3 to Equation 2–5 lead to 

the well-known Einstein relation: 

𝐷𝑛,𝑝

𝜇𝑛,𝑝
=

𝑘𝐵𝑇𝐿

𝑞
 

Equation 2–6 Einstein relation 

as well as to the Boltzmann relations: 
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𝑛(𝑉2) = 𝑛(𝑉1)𝑒𝑥𝑝 [
𝑒(𝑉2 − 𝑉1)

𝑘𝐵𝑇𝐿
] 

𝑝(𝑉2) = 𝑝(𝑉1)𝑒𝑥𝑝 [
−𝑒(𝑉2 − 𝑉1)

𝑘𝐵𝑇𝐿
] 

Equation 2–7 Boltzmann relation 

where the V is the local electrostatic potentiasl, the subscripts ‘1’ and ‘2’ correspond to two differ-

ent locations in the device. 

Under non-equilibrium conditions, the Fermi level is not defined and therefore Equation 2–4 are not 

valid. However, for small perturbations with respect to the equilibrium, they may be replaced with 

the approximation: 

𝑛 = 𝑛𝑖𝑒𝑥𝑝(
𝐸𝑓𝑛 − 𝐸𝑖

𝑘𝐵𝑇𝐿
) 

𝑝 = 𝑛𝑖𝑒𝑥𝑝(
𝐸𝑖 − 𝐸𝑓𝑝

𝑘𝐵𝑇𝐿
) 

Equation 2–8 Definition of quasi-Fermi levels as a function of the intrinsic level 

where 𝐸𝑓𝑛 and 𝐸𝑓𝑝 are the electron and hole quasi-Fermi levels, respectively. Equation 2–8 retain 

the functional form91 of Equation 2–4. But under bias (Figure 2:1 b)) or illumination (Figure 2:1 c)), 

𝐸𝑓 will be splitted into 𝐸𝑓𝑛 and 𝐸𝑓𝑝; the former moves upwards whereas the latter moves down-

wards. Using band edges as references, Equation 2–8 can transform into the well-known equations 

with the effective density of states in the conduction band (NC) and the valence band (NV), respec-

tively: 

𝑛 = 𝑁𝐶𝑒𝑥𝑝(
𝐸𝑓𝑛 − 𝐶𝐵𝑀

𝑘𝐵𝑇𝐿
) 

𝑝 = 𝑁𝑉𝑒𝑥𝑝(
𝑉𝐵𝑀 − 𝐸𝑓𝑝

𝑘𝐵𝑇𝐿
) 

Equation 2–9 Definition of quasi-Fermi levels as a function of the band edges 

The Poisson Equation 2–1 and the two continuities Equation 2–2 form a set of three coupled differ-

ential equations for three unknown functions: the electron density (n), the hole density (p) and the 
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electric potential (𝛹). The last one is the bulk potential mentioned before inside the devices, related 

to the surface states and the surface potential (𝛹𝑠) characterized by KPFM measurements. In this 

work, the problem is numerically solved using the simulator Altas of Silvaco software92, based on 

the finite element method. The related simulation flow is shown in Figure 2:2. 

 
Figure 2:1 Example of a) static, b) biased and c) illuminated band alignments  

The structures in a) and c) are in the short circuit, therefore two terminals of Fermi level are 

constant of zero. Structure in b) is under bias of 1 V, for example, therefore the Ef differ-

ence between two terminals is 1 V. 
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Figure 2:2 Simulation flows for a) solar cell and b) EL  

The input parameters and computation steps are indicated in open and solid squares, respec-

tively. TL in brackets indicates the temperature dependent parameters. 

2.2 Carrier generation 

2.2.1 Generation by electrical injection 

Extra carriers can be injected into the devices under bias. In the Silvaco code, the boundary condi-

tions for the band alignment depend on the external bias (Figure 2:1 b)). 

2.2.2 Generation by optical illumination 

Above bandgap light shining on the surface of a semiconductor leads to the generation of electron-

hole pairs, affecting strongly the minority carrier concentration and the band alignment (Figure 2:1 

c)). In silicon, this effect is insignificant, however, it is important for narrow gap semiconductors 

whose specific band structure allows direct transitions, such as halide perovskites; silicon is an indi-

rect bandgap material, whose CBM is located in the X valley93. Halide perovskites, (as MAPbI3 for 

example) have the CBM and VBM both in the same valley (Γ valley) with Eg less than 2 eV, lead-

ing to nice capability for photon to carrier conversion22. The optical properties are generally charac-

terized by the absorption spectrum, as shown in Figure S1. The absorption depth is given by the 
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inverse of the absorption coefficient, to describe how the light penetrates the semiconductor before 

being absorbed. Light with shorter wavelength has a shorter absorption depth. One might notice that 

the absorption properties of a semiconductor critically affect the solar cell design, such as its thick-

ness, the direction of illumination and the subcell in a tandem configuration. In the Silvaco code, 

the photo-induced carrier generation is calculated according to the absorption spectrum (Figure S1). 

In the present study, the cavity effect and the light re-absorption are not taken into consideration. It 

would be useful for future studies based on texture surfaces94 or back reflection95 enhancing photon 

recycling.  

For some halide perovskites without available experimental absorption curves, an analytic expres-

sion was used to represent the absorption spectrum: 

𝛼𝑐𝑜 = 𝐴𝛼 ∙ √(𝐸ℎ𝑣 − 𝐸𝑔) 

𝑘 =
1.24𝛼𝑐𝑜

4𝜋𝐸ℎ𝑣
 

Equation 2–10 Analytic expression for the absorption spectrum 

where 𝛼𝑐𝑜 is absorption coefficient in cm-1, 𝐴𝛼 is a prefactor, 𝐸ℎ𝑣 is the photon energy in eV and k 

is the imaginary part of the refrective index. 

2.3 Carrier recombination 

2.3.1 Band to band recombination in bulk materials 

In this process, an electron which initially occupies a state in the conduction band relaxes to a state 

in the valence band (Figure 2:3). In other words, an electron from the conduction band “annihilates” 

a hole in the crystal. Since the energy of the electron in the final state is lower than in the initial 

state the process is accompanied by a release of energy typically in the form of a photon (radiative 

process). This process is known as direct thermal recombination, radiative recombination or bimo-

lecular recombination. In this work, BR is short for such recombination. The radiative process is 

favored for illumination applications, such as light emitting diodes (LEDs)96, while it is considered 

as a loss for the PV applications97,98. Due to its favorable band structure (section 2.2.2), the radiative 
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coefficient 𝛼𝑟𝑎𝑑 of a halide perovskite is large, typically four orders of magnitude larger than the 

one of silicon, as listed in Table S1. The BR process is expressed as 

𝑅𝐵𝑅 = 𝛼𝑟𝑎𝑑 ∙ (𝑛 ∙ 𝑝 − 𝑛𝑖
2) 

Equation 2–11 Radiative recombination expression 

2.3.2 Recombination through deep trap states 

This recombination process is also known as the Shockley-Read-Hall recombination. Electrons are 

relaxing from the conduction band to deep trap levels in the bandgap and then to the valence band 

(Figure 2:3). This two-step transition involves a lower energy release than for the direct transition 

descriped in section 2.3.1. The excess energy is transferred to lattice vibrations (phonons). A large 

difference between band edges and the trap state level (𝐸𝑡) leads to barely zero emission of carriers. 

On the other hand, for intentionally introduced defects (dopants), the energy levels are expected to 

be close to the band edges (<50 meV), leading to high emission of carriers and complete ionization 

of dopants. It is the essential difference between deep traps and shallow dopants from the perspec-

tive of energy band theory.  

 
Figure 2:3 Schematic recombination transition 

Band to band radiative recombination is indicated by a red dash open arrow. The transitions 

related to carrier captured and emitted by trap states are indicated by gold solid and open 

arrows, respectively. CBM is a short name for conduction band minimum and VBM is a 

short name for valence band minimum. 
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The carrier emission rate and capture rate expressions of a state within the bandgap are respectively 

determined as 

𝑒𝑛 = 𝑣𝑡ℎ,𝑛 ∙ 𝑆𝐼𝐺𝑛 ∙ 𝑛𝑖𝑒𝑥𝑝
𝐸𝑡 − 𝐸𝑖

𝑘𝐵𝑇𝐿
 

𝑒𝑝 = 𝑣𝑡ℎ,𝑝 ∙ 𝑆𝐼𝐺𝑝 ∙ 𝑛𝑖𝑒𝑥𝑝
𝐸𝑖 − 𝐸𝑡

𝑘𝐵𝑇𝐿
 

Equation 2–12 Carrier emission from energy states within the bandgap 

𝑅𝑇𝑅 =
𝑛 ∙ 𝑝 − 𝑛𝑖

2

𝜏𝑛 [𝑝 + 𝑛𝑖𝑒𝑥𝑝 (
𝐸𝑖 − 𝐸𝑡

𝑘𝐵𝑇𝐿
)] + 𝜏𝑝 [𝑛 + 𝑛𝑖𝑒𝑥𝑝 (

𝐸𝑡 − 𝐸𝑖

𝑘𝐵𝑇𝐿
)]

 

Equation 2–13 Recombination associated with states in the bandgap 

where TR is a short name for trap-assisted recombination, 𝑒𝑛(𝑝) is the emission rate, 𝑅𝑇𝑅 is the cap-

ture rate, vth is the thermal velocity, SIG is the defect cross section. The relation between the carrier 

lifetime τ, vth and SIG is: 

𝜏𝑛,𝑝 =
1

𝑣𝑡ℎ,𝑛,𝑝 ∙ 𝑆𝐼𝐺𝑛,𝑝 ∙ 𝑁𝑡
 

Equation 2–14 Relation between the carrier lifetime and the deep trap density. 

where 𝑁𝑡 is the density of deep trap states. To reduce the number of parameters, vth and SIG are set 

equal for electrons and holes. Thus, the Equation 2–13 can be put into a compact form for deep 

traps with barely zero emission rate:  

𝑅𝑇𝑅 =
𝑛 ∙ 𝑝 − 𝑛𝑖

2

𝜏(𝑝 + 𝑛)
 

Equation 2–15 Trap-assisted recombination expression 

2.4 Carrier tunneling 

Ohmic contacts are necessary for the operation of semiconductor devices under electrical injection. 

A heavily doped layer is often used to form an Ohmic contact and to enable current tunneling at the 

metal/semiconductor junction, namely the Schottky junction. For two terminal tandem solar cells, a 
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band to band tunnel junction is necessary to allow current matching between the top and bottom 

cells. To approximately compute the tunneling current, an elastic model is proposed within Silvaco:  

𝐽𝑡 =
𝑞𝑘𝐵𝑇𝐿

2𝜋2ℎ3 √𝑚𝑒𝑚ℎ ∫𝑇(𝐸)𝑙𝑛 {
1 + 𝑒𝑥𝑝[(𝐸𝑓,𝑟 − 𝐸)/𝑘𝐵𝑇𝐿]

1 + 𝑒𝑥𝑝[(𝐸𝑓,𝑙 − 𝐸)/𝑘𝐵𝑇𝐿]
} 𝑑𝐸 

Equation 2–16 Tunneling current 

where Jt is the tunneling current, h is Planck constant, and me (mh) is the electron (hole) effective 

mass. Jt is evaluated for all energy at which tunneling is possible, up to the maximum of the band 

energy at the interface. The current in the [E–E+dE] range is integrated using the tunnel probability 

T(E), which is given by the Wentzel-Kramers-Brillouin (WKB) approximation. 𝐸𝑓,𝑟 and 𝐸𝑓,𝑙 are the 

quasi-Fermi levels on either side of a tunnel junction. Jt is then converted into a generation rate for 

the Ohmic contact at a Schottky junction or into a recombination rate for the tunnel junction in tan-

dem solar cells. 

2.5 Ion migration 

An extension of the standard carrier transport equation set (section 2.1) is proposed to take ion mi-

gration into account during the device operation. Like carriers, charged ions are involved within the 

drift-diffusion framework through a continuity equation: 

𝜕𝐶𝑛

𝜕𝑡
=

1

𝑞
div𝐽𝐶𝑛

⃗⃗ ⃗⃗  ⃗ 

Equation 2–17 Continuity equation for ions 

where Cn is ion density and 𝐽𝐶𝑛
⃗⃗ ⃗⃗  ⃗ is ion induced-current:  

𝐽𝐶𝑛
⃗⃗ ⃗⃗  ⃗ = −𝑞𝐶𝑛𝜇𝐶𝑛�⃗� + 𝑞𝐷𝐶𝑛𝛻𝐶𝑛(𝑥) 

Equation 2–18 Drift-diffusion equation for ions 

where 𝐷𝐶𝑛  is the diffusion coefficient for ions. It is related to the ion mobility 𝜇𝐶𝑛  and the ion 

charge 𝑍𝐶𝑛: 
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𝐷𝐶𝑛 =
𝜇𝐶𝑛𝑘𝐵𝑇𝐿

𝑍𝐶𝑛
 

Equation 2–19 Einstein relation for ions 

From the perspective of solid state physics, 𝜇𝐶𝑛 can be further defined as a production of an ion 

hopping distance 𝑑ℎ, an attemp frequency 𝑎𝑓 and an ion activation energy 𝐸𝑎𝑐: 

𝜇𝐶𝑛 =
𝑑ℎ𝑎𝑓𝑒𝑥𝑝(−𝐸𝑎𝑐 𝑘𝐵𝑇𝐿⁄ )

𝑘𝐵𝑇𝐿
 

Equation 2–20 Ion mobility expression 

2.6 Thermal effect 

For thermal modelling (used in Chapter 6), thermal effect can be taken into account. In a bulk semi-

conductor, both direct and indirect band gaps in the materials are temperature dependent quantities, 

with the functional form often fitted to the empirical Varshni law99 

𝐸𝑔(𝑇𝐿) = 𝐸𝑔(𝑇𝐿 = 0) − 𝛼𝑇𝐿
2 (𝑇𝐿 + 𝛽)⁄  

Equation 2–21 Varshini law for energy bandgap 

where α and β are adjustable Varshni parameters. And vth is redefined as a function of 𝑇𝐿 in the ac-

tive regions: 

𝑣𝑡ℎ(𝑇𝐿) =
𝑣𝑡ℎ(𝑇𝐿 = 300)

3002 ∙ 𝑇𝐿
2  

Equation 2–22 Temperature dependent thermal velocity 

Then the related carrier mobility is defined as a production of the electric field and the lattice tem-

perature: 

𝜇(𝑇𝐿 , 𝐸) = 𝑣𝑡ℎ(𝑇𝐿) 𝐸⁄  

Equation 2–23 Temperature dependent mobility 

In addition, the density of active traps (𝑁𝑡) is also a temperature dependent quantity:  
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𝑁𝑡(𝑇𝐿) = 𝑁𝑡.𝑡𝑜𝑡𝑎𝑙/(1 + 𝛼𝑡 ∙ 𝑒𝑥𝑝(𝐸𝑎𝑡 𝑘𝐵𝑇𝐿⁄ )) 

Equation 2–24 Temperature dependent trap density  

where 𝛼𝑡 is a fitting parameter and 𝐸𝑎𝑡 is the activation energy of traps. At low temperature, some 

of the traps are supposed to be freezed and have no interaction with the carriers. In other words, at 

low temperature, few traps are considered in our modeling.  
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 KPFM and C-V modelling 

3.1 Introduction 

Kelvin probe force microscopy (KPFM) allows a contactless and non-destructive electrical or even 

optical characterization of interfaces in the dark or under illumination100. In-situ or ex-situ applica-

tions of KPFM are helpful in process monitoring and quality control of nano-sized devices. It is 

possible to save time and money assessing the quality of a layered structure before any irreversible 

degradation. In this work, a new theoretical model is developed to simulate KPFM experiments in 

steady state and under illumination. The model aims at analyzing KPFM experimental results and 

correlating the interface properties with the optoelectronic device performance. As far as we know, 

the theoretical analysis of KPFM under illumination is still in its infancy 70. First, the method is 

examined to extract the surface WF on a TiOx slab with and without surface states. Secondly, basic 

features of KPFM under illumination are simulated including the Surface PhotoVoltage (SPV) and 

the extraction of material bandgap. Thirdly, the doping profile of a diffused junction on Si is inves-

tigated. Finally, the photovoltaic effect of HTM-free PSCs under short circuit is discussed. The pre-

sent work paves the way for further investigations of more complicated structures by KPFM. 

3.2 Development of a novel numerical approach to KPFM 

3.2.1 Fundamental concepts 

The Fermi level (𝐸𝑓) is the energy level which has a 50% probability of being occupied by electrons 

at any given time. Electrons being Fermions, their energy distributions in the conduction and va-

lence bands are described by the Fermi-Dirac distribution, which is characterised by 𝐸𝑓. The differ-

ence between the vacuum level and 𝐸𝑓 is equivalent to the so-called WF of a material. As shown in 

Figure 3:1, when a tip and a sample with different 𝐸𝑓 values are electrically connected in the short 

circuit via an external conductor and the tip is placed close to the surface of the sample, the differ-

ence in 𝐸𝑓 drives a current. Electrons flow from one material to the other along the conductor till 
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the Fermi level is aligned because of this electron redistribution. Correspondingly, the sample sur-

face is positively (or negatively) charged. Then a built-in potential and an electrostatic force appear 

according to Coulomb’s law. This force can be neutralized by applying an external bias between the 

two materials and injecting charges to exactly reverse the charge flow. When the force is neutral-

ized, the magnitude of external bias equals to the original 𝐸𝑓 difference divided by an elementary 

charge as the following classic analytical expression. 

𝑉𝐶𝑃𝐷 =
𝐸𝑓.𝑡𝑖𝑝 − 𝐸𝑓.𝑠𝑎𝑚𝑝𝑙𝑒

𝑞
 

Equation 3–1 Determination of contact potential difference 

where CPD is the abbreviation for Contact Potential Difference between the tip and the sample, and 

VCPD is the bias neutralising the electrostatic force. Consequently, the Fermi level of the sample 

(𝐸𝑓.𝑠𝑎𝑚𝑝𝑙𝑒) can be deduced in contrast to the Fermi level of the tip (𝐸𝑓.𝑡𝑖𝑝).  

 
Figure 3:1 Illustration of the basic KPFM setup. 

Tip and sample are a) separated, b) connected in the short circuit and c) under exernal bias 

equal to VCPD. 

A typical KPFM measurement is conducted in the following way. An AC bias at a given frequency 

is applied between the tip and the sample in addition to a DC bias. The electrostatic force compo-
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nent at this frequency is proportional to the CPD and it can be nullified by using an electrostatic-

force-dependent feedback loop. The sign of the VCPD depends on whether the bias is applied to the 

sample or to the tip. The difference between the VCPD value in the dark and the VCPD value under 

illumination is the SPV. 

3.2.2 Theoretical approach to the KPFM using drift-diffusion modelling 

In order to reproduce basic features of KPFM measurements in the dark and under illumination, two 

simple 1D architectures, referring to the experimental studies101,102 were designed using the Silvaco 

codes as shown in Figure 3:2. A 10 nm thick insulator-like spacer layer is inserted between the tip 

and sample surface to ensure the continuity of the potential. The thickness of the spacer refers to the 

distance between the tip and the sample surface during KPFM measurements102. The spacer layer 

may correspond to air, or vacuum depending on the KPFM setup. In the present study, the material 

parameters of this spacer layer are: an energy band gap (Eg) of 12 eV, an electron affinity equal to 0 

eV and the vacuum dielectric permittivity ε0. The surface is defined as the interface between the 

spacer layer and the sample. The electric field intensity in the spacer layer is computed to investi-

gate the electrostatic interaction between the tip and the sample, leading to the extraction of the sur-

face WF and the Eg (see next sections for the details). In the study, we focused on the static part of 

the electrostatic force without taking the oscillating forces into account. The oscillating forces are 

necessary to perform topography measurements. The reader can refer to the text book by Sade-

wasser and Glatzel103 for a more detailed discussion of the KPFM measurements in the dark, and to 

the article by Kronik and Shapira104 for the KPFM measurements under illumination. 

3.2.3 Surface work-function of a TiOx slab without surface states 

As illustrated on the left of Figure 3:2, a fluorine doped SnO2 substrate (FTO) /TiOx structure is 

considered to compute the surface WF of TiOx (anatase) with and without interface trap states (ITS) 

at the surface. The footnote x of the TiOx refers to the presence of oxygen vacancies, and is linearly 

dependent on the doping level in the metal oxide105. On top of the metallic-like FTO, a layer of 

heavily n-type doped TiOx is necessary to allow intra-band tunnelling and hence efficient electrons 

transfer through the FTO/TiOx interface106,107. An interfacial TiOx layer (iftTiOx) is used on the top 

of the structure in the present simulation and its thickness is fixed by comparison to existing exper-
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imental data108. This thin layer is introduced to mimic as simply as possible the effect of the TiOx 

surface roughness. A computed static band alignment is depicted in Figure 3:3, in which the 300 nm 

thick TiOx layer is n-type doped105,109 with 5.1018 cm-3 and free of ITS. An intra-band heterojunc-

tion tunnelling model92 is employed at the FTO/TiOx interface. Few carriers are found in the insula-

tor-like spacer layer, leading to a uniform electric field. By applying a bias on the tip and grounding 

the bottom of the FTO layer, the variation of the electrostatic field in the spacer layer is simulated 

and presented in Figure 3:4. The electrostatic field, as well as the electrostatic force, is nullified, 

when the external bias is 0.6 V, which corresponds to a computed WF of 4.2 eV in reference to the 

tip WF 110 of 4.8 eV. The WF value of 4.2 eV is consistent with the difference between the vacuum 

level and the 𝐸𝑓 of a heavily doped TiOx layer34. 

 
Figure 3:2 Schematic representations of the simulated architectures. 

The scanning tip has a WF of 4.8 eV. ‘ift’ refers to the top interfacial layer, namely the ef-

fective surface. ‘th’ is the thickness, n(p) is the n(p)-type doping level and ‘its’ is the densi-

ty of interface trap states. The back of FTO substrate is grounded. An insulator-like spacer 

layer is inserted between the sample and KPFM tip (see section 2). On the left, the bottom 

part of TiOx (bTiOx) is heavily doped, while the doping level of the top part of TiOx (tTiOx) 

is varied. The structure on the right is an extension of that on the left, in which MAPbI3 

perovskite layers are added on top of the structure. The its at TiOx/MAPbI3 interface and 

n(TiOx) are fixed as 1019 and 5.1018 cm-3, respectively; tTiOx with thicknesses of 240 and 

90 nm are separately simulated, referring to a total thickness of 300 and 150 nm, respective-

ly. (the structure with th=240 nm is presented here). The light shines on the top of the right 

architecture. 

 



 

 

27 27 Chpater 3 KPFM and C-V modelling 

 

 
Figure 3:3 Static band diagram of the FTO/TiOx structure. 

The band structure near the spacer layer is zoomed out on the right, in which the surface of 

TiOx is free of trap state and the tip locates on the rightmost. The n-type doping level of 

TiOx layer is set at 5.1018 cm-3. 

 
Figure 3:4 Electrostatic field intensity in the spacer layer  

The corresponding WF values are given on the top axis. The figure illustrates how the con-

tact potential difference (0.6 V) is deduced from the simulation where an electric field 

equals to zero. The WF of the tip (4.8 eV) is considered to calculate the surface WF of the 

sample (4.2 eV), as shown as the inset. 
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3.2.4 Surface work-function of a TiOx slab with surface states 

Collaboration with A. Gheno and S. Vedraine (XLIM laboratory, Limoges) 

Unlike the periodic structure of an ideal crystalline semiconductor, the termination of the periodic 

structure of a semiconductor at an interface may form dipoles and/or localized electronic states, 

which might act as trap states with an energy level within the semiconductor bandgap. The for-

mation of these states is normally due to dangling bonds; interface reconstruction or a change in the 

chemical bonding configuration, steps and kinks or external atoms captured on the surface. The 

surface WF of heavily n-doped TiOx measured by KPFM102 is as high as 4.5 eV on the top of FTO, 

or even higher as 5.2 eV on the top of glass. It is normally associated to a rather low doping level in 

the bulk of TiOx. However, as mentioned before, the doping level of TiOx shall be high enough to 

ensure tunneling at the FTO/TiOx interface. The present work will analyse this contradiction by 

introducing surface trap states. 

Computations with trap states on the TiOx surface are summarised in Figure 3:5 a). TiOx layer of 50 

nm near the FTO layer corresponds to a high doping level of 5.1018 cm-3 for tunnelling109, while the 

doping level of the top part of TiOx and the surface trap state density are varied from 5.1017 to 1019 

cm-3. The Et is located 1 eV below the conduction band and the SIG111 is equal to 8.3.1013 cm2. A 

high density of surface states and a low doping level of the bulk material may lead to WF variations 

as large as 0.8 eV. The WF of 4.5 eV consistent with experimental results can be reproduced when 

n(TiOx) and its(TiOx) equal 5.1018 and 1019 cm-3, respectively. The relative static band alignment is 

presented in Figure 3:5 b). The carrier redistribution near the free surface results in a space charge 

region, and a similar phenomenon could be found at the same location in Figure 3:3 but with rather 

low extent. Generally, a high density of active ITS is harmful for optoelectronic devices112, the pre-

sent work suggests that the combination of KPFM measurement and theoretical computation might 

be an efficient way to study this issue and further improve device performance. 
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Figure 3:5 CPD and band alignment of a TiOx slab with ITS 

a) Static Contact Potential Difference (VCPD.Dark) and WF as a function of the doping lev-

el, n(tTiOx) and the surface trap density, its(TiOx). b) Schematic of the static band align-

ment with acceptor-like trap states of 1019 cm-3 on the top of a 5.1018 cm-3 doped TiOx. The 

open arrow indicates the surface trap-induced depletion region very close to the spacing 

layer.  

3.2.5 Surface photovoltage in a perovskite hetero-structure on TiOx 

The analysis of VCPD changes induced by illumination can afford quantitative characterization of the 

bandgap, the doping type, the carrier diffusion length and lifetime, and even energy levels in quan-

tum structures and carrier accumulation in thin film structures113. Since the pioneering work of 

Brattain and Bardeen114 in the early 1950s, the description of surface photovoltaic phenomena has 

evolved considerably from the fundamental viewpoint while strong progresses have been made for 

surface and bulk experimental characterizations. 

As illustrated on the right of Figure 3:2, a structure FTO/TIOx/MAPbI3 is modelled to investigate 

SPV in this section. The present theoretical study are compared to the experimental SPV results, 

which were obtained on MAPbI3-xClx mixed halide perovskites101. It is shown in the literature that 

the Cl content in these alloys is very low and that the chlorine atoms are essentially located in the 

final structures at the interfaces115. Cl atoms are essentially useful for the initial nucleation of the 

perovskite seeds in the precursor solution and to enhance the crystallinity of the final perovskite 

films116. We thus consider the absorption spectrum (Figure S1) and the band structure of bulk117 

MAPbI3, which is more widely investigated. The electronic bandgap of 1.55 eV deduced in the ex-

perimental study on SPV101 is indeed the same as bulk MAPbI3. The MAPbI3 layers with different 
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thicknesses on the top of the TiOx layer are modelled. The MAPbI3 layers are lightly p doped71,118 

and surface trap states of 1016 cm-3 are introduced119. The Et in the MAPbI3 is located at 0.6 eV 

above the VBM120, and the density of trap states at the TiOx/MAPbI3 interface is set as 1019 cm-3. 

The simulated band alignment under illumination is depicted in Figure 3:6 a), in which the light 

illuminates on the top of a 200 nm MAPbI3 layer. Due to the light absorption, 𝐸𝑓 is split into two 

quasi fermi levels 𝐸𝑓𝑛 and 𝐸𝑓𝑝, separately. Related carrier distributions are represented in Figure 3:6 

b). Driven by the built-in electric field in the p-n junction, the photon-generated electrons and holes 

are separated and shifted to different regions; Holes accumulate near the free surface, and electrons 

are driven to the other side. However, due to high density of the trap states at the TiOx/MAPbI3 in-

terface, a fraction of the electrons is captured nearby, where a part of the holes is unexpectedly ac-

cumulated as well. The detrimental effect of the trap states at the TiOx/MAPbI3 interface is deleteri-

ous for the collection of photon-generated carriers and can directly decrease solar cell efficiency121. 

The SPV, which is the difference between VCPD in the dark and under illumination is observed. For 

example, for the structure in Figure 3:6, the VCPD under one sun illumination equals to 0.603 V and 

that in the dark is 0.275 V, leading to a SPV of 0.328 V.  

 
Figure 3:6 Band alignment and carrier distribution of FTO/TiOx/MAPbI3 

a) Band diagram under one-sun illumination. On the top of 5.1018 cm-3 doped TiOx, a slight-

ly p-doped MAPbI3 is covered by surface states of 1016 cm-3. One sun shines on the top of 

MAPbI3. b) Carrier distribution in static condition and under illumination. Due to the inter-

face trap states, a reduction of the electron density at the TiOx/MAPbI3 interface is observed 

in the dark (black) and under illumination (green). The accumulations of photon-generated 

holes (red) are observed at the TiOx/MAPbI3 and MAPbI3/spacer interfaces. In the dark, the 

hole density in the depleted MAPbI3 is too low to be represented within the same scale. 
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In addition, the SPV is computed in comparison with the experimental data of the Surface Photo-

voltage Spectroscopy (SPS)101 , as shown in Figure 3:7 a). The Eg of MAPbI3 around 1.55 eV is 

deduced from the SPV edge and consistent with that from the absorption spectrum122. Furthermore, 

the SPV is calculated as a function of the MAPbI3 layer thickness and presented in Figure 3:7 b). 

When the intrinsic MAPbI3 layer is thinner than 100 nm, the surface WF is close to the surface WF 

of the underneath TiOx layer (4.5 eV) (Stage I). The VCPD under light is found to be almost constant 

due to photo-generated holes accumulated at the free surface. However, the VCPD in the dark pro-

gressively decreases, and leads in turn to a variation of SPV (Stage II). When the thickness of the 

MAPbI3 layer is very large (Stage III), the saturation value of the surface WF is consistent with that 

of an individual MAPbI3 layer. In other words, the influence of the TiOx layer is screened by the 

thick MAPbI3 layers. When the thickness of the MAPbI3 layer is 104 nm, the surface WF increases 

up to 5.06 eV. 

 
Figure 3:7 Surface photovoltage spectrum 

a) Experimental and simulated SPS. The simulated laser power is 1 W/cm2. b) Computed 

surface WF and SPV as a function of the MAPbI3 layer thickness. The light source corre-

sponds to one sun in b). 

3.2.6 Conclusion 

A new approach to the modelling of KPFM for hetero-structures in the dark and under illumination 

has been presented. The approach has been evaluated for the FTO/TiOx and the FTO/TiOx/MAPbI3 

structures. Unexpected surface states on the top of the TiOx layer are inferred by the comparison of 

the theoretical computation and the experimental results. Basic applications of KPFM under illumi-

nation are analysed as well. Due to its sensitivity to surface conditions, to photo-generated charges 
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and to shallow interfaces, the KPFM technique might be helpful to monitor fabrication of planar 

hetero-structures and devices. Further investigation by combining the KPFM and the modelling on 

diffused junctions of the silicon (section 3.3), the meso-porous TiOx based HTM-free PSCs (section 

3.4) and the WOx based PSCs (section 4.1.2) will be presented in the next sections. The method 

could be also useful for the study of carrier transport through tunnel junction in tandem solar cells 

(Chapter 5) and to evaluate the carrier distribution in III-V QDs layers (Chapter 6).  

3.3 C-V and KPFM on silicon based diffused junctions 

3.3.1 Introduction 

In silicon based solar cells123, the device performance is dominated by the dopant distribution, 

which is essentially associated with the location of the junction and the depletion width. Hence, to 

improve the device performance, experimental methods with high resolution in depth, to accurately 

study the doping profile and the related properties inside solar cells are helpful. Secondary ion mass 

spectrometry is widely used to profile various kinds of dopant elements, but it cannot pinpoint the 

active dopants124, and is not suited for devices with intentionally-made texture surface to enhance 

light trapping125. Scanning capacitance microscopy and secondary electron detection in scanning 

electron microscope are sensitive to the carrier concentration and consequently the junction location, 

but they cannot profile the real density of the active dopants either125. The capacitance-voltage (C-

V) technique is also not well suited for rough surface126, however this method can yield precise net 

active dopant distribution and built-in potential (Vbi) on planar structures127. By varying the exter-

nal bias (Vb), a dopant density profile can be extracted deep into the structure, anyway the charac-

terization depth is limited by the instrument and/or material stability under electrical pressure. 

KPFM may yield the potential profile along the cross section of samples with a two-dimensional 

resolution128, while the techniques mentioned before can only lead to a one-dimensional characteri-

zation. The sample preparation steps (cleavage, polishing and cleaning) are crucial to achieve accu-

rate measurements129, due to the sensitivity of the KPFM to the surface condition (section 3.2.4). In 

principle, nevertheless, it is hard to avoid the effect of surface terminations, no matter how carefully 

the samples are prepared. Therefore, the surface potential measured by KPFM is generally dis-

cussed qualitatively rather than to yield quantitative information on the potential profile inside the 
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device. The combination of the experiments and the modelling is proposed here based on the KPFM 

technique. It is applied along the cross section of a silicon-based diffuse junction. 

3.3.2 Sample preparation and C-V and KPFM measurements 

Collaboration with L. Joseph (ISC-konstanz, Germany) and C. Marchat (GeePs, France).  

A first experimental study was performed recently. Planar silicon wafers with diffused p+-n junc-

tions are prepared. A lightly n-doped Silicon layer is symmetrically sandwiched by the heavily p-

doped regions. The doping profile measured by C-V is presented as a black line in Figure 3:8, indi-

cating the p-doped region near the surface. In addition, the very surface of the silicon wafer is sup-

posed to be covered by non-intentional thin oxide layers after exposing in the air. 

 
Figure 3:8 Acceptor doping profile of the silicon wafer deduced from C-V measurements 

For KPFM measurements, the samples are cleaved down to around 5x5 mm2, and the p+-n junctions 

are exposed, as illustrated in the Figure 3:9. The silicon layer is 160 μm thick and the oxide layer is 

assumed as 15 nm thick. The VCPD along the cross section are measured under different conditions 

and presented in Figure 3:10. Two VCPD curves measured on different locations are found to be sim-

ilar in dark, while VCPD significantly shifts down around 0.13 V under illumination. The effective 

electric field (Efield’) is calculated as a derivative of VCPD in the static case, as shown in Figure 3:11, 

to find out the location of the p-n junctions128. Two electric fields with the same direction and one 

electric field with a reverse direction are found, referring to three junctions. It was expected an elec-

tric field with an unique direction from the surface to the bulk, similar to the report of SSCs128. The 
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reverse electric field of the junction 3 is unexpected in the present work. With an opposite electric 

field, the junction 3 is harmful for the hole collection, if SSCs were doped with the same diffusion 

procedures and had the same device structure near the hole collector. 

 
Figure 3:9 Schematic representation of the silicon layer. 

Silicon wafer a) before and b) after the cleavage. The thickness of the sample is much thin-

ner in comparison to the surface area. The silicon structure structure analysed by KPFM is 

illustrated c) without and d) with surface states. The scan begins at the interface between 

the contact and the oxide layer on the left, then goes along the cleaved cross section until 20 

µm depth. p+ and n indicate heavily p-doped and lightly n-doped regions, respectively. Ox-

ide is short for the silicon oxide. Two contacts are connected to the ground.  
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Figure 3:10 VCPD along the cross section of the silicon wafer 

dark1 and dark2 are referring to measurements on two different regions of the same silicon 

wafer in the dark. The negative slopes refer to the junction 3 in Figure 3:11, and black one 

of them is indicated by the arrow, for example.  

 
Figure 3:11 Effective electric field extracted as a derivative of the VCPD in the dark.  

Two junctions have the electric fields with the same direction (indicated by solid blue ar-

rows). One junction has an opposite electric field (indicated by dash red arrow). 

3.3.3 Preliminary discussion 

To perform a first analysis of the KPFM experimental data, two hypotheses of the doping profiles 

inside the silicon wafer are introduced (Figure 3:12). The hypothesis 1 assumes that the density of 

acceptors has a steep decrease from the surface to the bulk, while the hypothesis 2 arbitrarily intro-

duces a smoother decrease. Then, the VCPD is computed along the cross section (Figure 3:13), using 

the approach in section 3.2.2. The modelled tip WF is set as 5.05 eV to be consistent with the prac-

tical situation.  
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Figure 3:12 The C-V measured and the assumed doping profiles. 

The hypothesis 1 for the doping profile assumes that the density of acceptors has a steep 

decrease, while the hypothesis 2 introduces a smoother decrease. 

The computation related to hypothesis 1 without surface states is drawn as the red dot line in Figure 

3:13 a). A large difference of VCPD is found near the surface. The experimental VCPD fall is 0.13 V 

and that of the simulation is 0.8 V, indicated by the open arrow. The simulated VCPD then becomes 

like the experimental one as presented on Figure 3:13 b), considering the surface states on the cross 

section of the silicon layer. It is necessary to consider a uniform surface density of 2.1022 cm-2 of 

surface states confined in a 2 nm-thick layer at the surface (Figure 3:9 d). The surface states are 

assumed to be the deep traps, and they favor rather carrier capture than carrier emission. However, 

the very high surface states density considered here for the computation deserves further investiga-

tions in the future. The influence of surface states on the VCPD profile is found to be limited in the 

lightly doped silicon region, in comparison to that in the heavily doped region. As a result, few car-

riers are caught near the lightly doped region and few traps are ionized; plenty of holes are captured 

near the heavily doped silicon, where the traps become positively ionized, neutralizing the negative 

acceptors nearby. As shown as the blue dot line in Figure 3:13 b), the depletion width is extended 

and close to the experiment after introducing the doping profile of the hypothesis 2. Thus, rather 

than surface states, the shape of the doping profile appears to be the main reason leading to a wider 

depletion region and the unexpected negative slope of the VCPD curve. To confirm this hypothesis, 

analyzing the deeper doping profile from C-V measurements or other techniques might be interest-

ing. Additionally, the light-induced variation of the VCPD curves agrees between the experiments 

and simulations (Figure S3). The light source in the simulation is set as a laser source with a wave-
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length of 448 nm and an output power of 1 W/cm2. More investigations are necessary with realistic 

illumination conditions.  

 
Figure 3:13 Experimental and simulated VCPD in the dark and under illumination. 

The scanning is performed from the surface of the oxide layer (pointed by the arrow) down 

to 20 µm depth of the silicon wafer. The experimental Vbi in comparison with the simula-

tion a) without and b) with the surface states. The Vbi differences are indicated by the open 

arrows. 
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3.4 C-V and KPFM on meso-porous HTM-free PSCs 

Collaboration with L. Etgar and S. Aharon (Hebrew University of Jerusalem, Israel) 

3.4.1 Introduction 

ZnO nanorods130 or phenyl-C61-butyric acid methyl ester (PCBM)131,132 ETM are able to minimize 

the band offset at the conduction band minimum (CBM) and allow building almost ideal contacts at 

the ETM/LHM interface. However, HTM very often present large band offset at the VBM and low 

carrier mobilities133–136. Alternatively, PSCs without an HTM layer were put forward as a solution 

towards high efficiency. Etgar and coworkers early directly deposited gold on MAPbI3 and demon-

strated that the MAPbI3 material can be simultaneously used as a light harvester and a hole conduc-

tor137, leading to PCE of 8%. Then porous carbon film was used138 as a contact for fully printable 

HTM-free PSCs with efficiency of 12.8%, and PSCs with single-walled carbon nanotubes139,140 as a 

hole collector achieved efficiency of 15%. In such a case, solar cells benefit from fewer interfaces, 

and, the optical and electrical losses in the HTM layer are removed as well. In Figure 3:14, the ar-

chitecture of an HTM-free MAPbI3 PSC is schematically represented by comparison to that of a 

classical PSC. Gold for example, is directly connected with MAPbI3 as a hole collection electrode 

and a Schottky contact is formed141. 

 
Figure 3:14 Schematic representations of HTM-free and classic PSCs  

a) an HTM-free PSC with a Schottky contact between MAPbI3 and Au, b) a classic PSC 

with a Schottky contact between HTM and Au. Spiro is short for Spiro-OMeTAD.  

In the following subsections, numerical models are built to reproduce the basic J-V and C-V charac-

teristics of TiOx/MAPbI3/Au solar cells. The comparison of built-in potential measured by C-V and 

KPFM are discussed in the end.  
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3.4.2 Basic properties of HTM-free PSCs 

A basic modeling of HTM-free PSCs experimentally studied by Etgar’s group27, relies on the Ti-

Ox/MAPbI3/Au architecture. ETM anatase TiOx 105,109,142 is heavily n-type doped (1019 cm-3). The 

doping type of MAPbI3 71,143,144 is fit as a n-type layer (4.1016) or p-type layer (8.1016 cm-3), which 

will be mentioned in section 3.4.3. The thicknesses of TiOx and MAPbI3 layers are both equal to 

300 nm. The WF of gold141,145 is 5.1 eV. Ohmic contact is considered on the left of the TiOx layer. 

The properties of the materials used for the simulation are summarized in Table S1. Figure 3:15 

presents the band alignment under thermal equilibrium and short circuit condition, based on the 

simplified architecture. The Fermi-level (𝐸𝑓) remains constant as a reference through the device, 

and the band offsets at each interface yield two potential barriers on two band edges. It is shown 

that the major potential drop is in the MAPbI3 layer. Therefore, the major part of the electrical cur-

rent is assumed to originate from carrier drifting rather than carrier diffusion.  

 
Figure 3:15 Real and modeled architectures along with the static band diagram  

of left) n-doped and right) p-doped MAPbI3 based HTM-free PSCs. 

3.4.3 Capacitance characteristics 

In order to obtain efficient energy conversion in solar cells with low mobility absorbers, a high 

built-in potential (Vbi) is necessary in order to prevent significant losses due to carrier recombina-

tion processes competing with charge extraction processes146. Due to the Schottky contact147 

formed at the MAPbI3/Au interface (Figure 3:14), the Vbi can be extracted from a well-known Mott-

Schottky capacitance analysis. The capacitance expression is given by: 
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1

𝐶2
= 𝑓 (𝑉𝑏𝑖 − 𝑉𝑏 +

𝑘𝐵𝑇

𝑞
) 

Equation 3–2 Capacitance-voltage expression 

where C is the junction capacitance and is 𝑓 a linear function. The circuit for C-V measurements 

and the device architecture in the modelling are illustrated in Figure 3:16. A small signal analysis148 

is used to simulate C-V characteristics of the HTM-free MAPbI3 PSCs. The signal frequency is 

fixed at 1 kHz for the simulation, as in the practical case. Compared to the available experimental 

data27, the C-V theoretical characteristics is presented in Figure 3:17. As the bias reversely increas-

es, the extension of the depletion region starts at the MAPbI3/Au interface, then goes through the 

MAPbI3 and finally into the TiOx. Because of the different doping level and 𝜀𝑟  values in MAPbI3 

and TiOx layer, the C-V curves under reverse bias are bent into two stages. Similar phenomena were 

observed for III-V semiconductors149,150. The roughly constant capacitance at stage II is due to the 

heavy doping level in TiOx, while the slope in stage I is related to the light doping level in MAPbI3. 

The doping level of MAPbI3 is fitted to the slope of the C-V curve. The point A on Figure 3:17 cor-

responds to the transition point of the depletion region from stage I to stage II. The fluctuations of 

experimental data at stage II could be explained by non-uninform doping in the TiOx layer. Because 

of the huge effective surface area of nano-porous TiOx 
151–153

 and the rough surface of MAPbI3 lay-

er153, it is difficult to directly extract the precise doping level, εr or layer thickness of MAPbI3 or 

junction area from the classic parallel plate capacitance Equation 3–3. In the model, the effective 

junction area of capacitance interface is indeed theoretically found equal to two times the active 

area of the gold electrode. If a uniform growth of material layers could be achieved in the future, it 

would be possible to extract more quantitative informations from the C-V measurements, related to 

the doping level, 𝜀𝑟, junction area or layer thickness of the MAPbI3 layer.  

According to Equation 3–2, the Vbi of the MAPbI3 layer can be extracted from the intersection with 

the horizontal x-axis. The experimental Vbi is 0.6 V from C-V analysis. However, the theoretical Vbi 

is generally expected to be 0.9 V. The porosity151 of meso-porous TiOx is around 50%. According 

to the previous modelling, the doping level of TiOx is supposed to be large (1019cm-3). If half of the 

TiOx volume is replaced by MAPbI3 with a low doping level, the net doping level within the meso-

porous TiOx might be around 5.1018 cm-3 corresponding to WF of 4.2eV. Then the theoretical poten-
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tial drop between Au and TiOx should be equal to the difference of their WF/q, as (5.1-4.2eV)/q = 

0.9 V.  

To numerically fit the experimental Vbi, an effective interfacial layer (IF) was introduced into the 

architecture for each type of MAPbI3. In n-doped MAPbI3, the IF of 8.5 nm is heavily n-doped and 

located between Au and MAPbI3 (Figure 3:16 b)). In p-doped MAPbI3, the IF of 3.4 nm is heavily 

p-doped and located between TiOx and MAPbI3 (Figure 3:16 c)).  The doping level of each IF is set 

equal to 2.1019 cm-3. Such a high density of charges in the IF leads to a reduction of the Vbi from 0.9 

to 0.6 V, in good agreement with the experimental value (Figure 3:17). The influence of IF is fur-

thermore discussed in the following sections, in comparison with J-V characteristics and KPFM 

measurements. 

C =
𝜀𝑟𝜀0𝐴𝑒𝑓𝑓

𝑑
 

Equation 3–3 Classic parallel plate capacitance expression 

 

 

 
Figure 3:16 Circuit and architectures used for C-V and J-V characteristic. 

a) is a classic architecture, while structures on b) and c) have IF (thin black layer) at the 

MAPbI3/Au interface and the TiOx/MAPbI3 interface, respectively. 
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Figure 3:17 The computed and experimental (solid line) C-V characteristics. 

n-doped MAPbI3 with (without) a n-doped IF at Au/MAPbI3 interface is indicated as dash 

dot (dash) line. p-doped MAPbI3 with (without) a p-doped IF at TiOx/MAPbI3 interface is 

indicated as a short dash dot (short dash) line. The Vbi values are extracted from the inter-

sections with the x-axis.  

3.4.4 Photovoltaic characteristics 

In Figure 3:18, the simulated J-V characteristics under one sun illumination of AM1.5 are presented 

along with experimental data. A good matching to the experimental J-V curve is obtained assuming 

n-type MAPbI3 with doping level based on the fitting of C-V characteristics. Therefore, the present 

work will now only discuss n-doped MAPbI3 based HTM-free PSCs.  

Based on the comparison of the experimental and the computed C-V characteristics (Figure 3:17), it 

is necessary to assume that a heavily n-doped IF exists at the MAPbI3/Au contact. Alternative hy-

potheses with layers containing acceptors or surface states, were explored but without success. Indi-

rect evidence of the existence of such an IF can be found in the report of Liu’s group141. Using ul-

traviolet photoemission spectroscopy (UPS), the authors indeed showed that during the deposition 

of the gold contact, the Fermi level undergoes a progressive shift. Noteworthy, the presence of met-

al nano particles154 or charged ions155–157 at the interface was discussed by other groups. This Fermi 

level shift is simulated in the present work by introducing an effective and heavily n-doped MAP-

bI3-based IF at MAPbI3/Au interface. The static band alignment and the potential profile with and 

without IF are computed and represented in Figure 3:19 a) and b), to have an insight into the device 

operation. Even though the band offset on the top of MAPbI3 is pinned by the gold contact, the ef-
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fective potential drop across the MAPbI3 layer is lowered due to the presence of the IF. Therefore, 

the losses of PSCs due to carrier recombination processes increase and the efficiency decreases 

from 11% to 8% (Figure 3:18). Thus, a thick IF is assumed to have a detrimental effect on the pho-

tovoltaic performance. Furthermore, an investigation of the potential in the structure is performed 

by using KPFM on the same cell structure in the next section. 

 
Figure 3:18 Experimental and simulated J-V characteristics under one sun illumination  

of n-doped MAPbI3 based HTM-free PSCs with (dash line) and without (dash dot line) IFs. 

 
Figure 3:19 a) Static band alignments and b) potential profiles  

with and without IF. The IF-induced potential variation is observed near the Au contact. 
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3.4.5 Preliminary discussion of VCPD along the cross section of HTM-free PSCs 

Samples of TiOx/MAPbI3/Au HTM-free structure were deposited on a silicon substrate and then 

cleaved for the KPFM measurements, to probe the potential profile along the cross section. First, 

the phase mapping is used to distinguish different regions (Figure 3:20 a). The Au/MAPbI3 inter-

face is found to be smoother than the TiOx/MAPbI3 interface. And the freckle pattern in the TiOx 

layer indicates an existence of pores filled with MAPbI3. As shown in Figure 3:20 b), the variation 

of the VCPD within the meso-porous layer is weak (around 0.05 V) close to the resolution of the 

KPFM set-up, while the variation through the whole MAPbI3 layer is larger (around 0.2 V). It indi-

cates that the doping level of the meso-porous layer is heavy, and the doping level of MAPbI3 is 

light. The depletion region in such architecture is found to be 300 nm, over the whole MAPbI3 layer. 

An unexpected VCPD variation within the Au near the Schottky contact is observed under illumina-

tion, which might be alternatively due to a displacement of the sample holder. No photovoltaic ef-

fect is expected in the Au conductor. 

The variation of the experimental VCPD profile (the surface Vbi) in the dark is 0.4 V (Figure 3:20 b), 

smaller than the Vbi deduced from C-V analysis. The gold is unaffected by surface states, while the 

increase of the TiOx WF could be related to the influence of surface states (section 3.2.4), leading to 

a smaller surface Vbi.  

Under illumination, a downshift of the VCPD profile is mainly observed in the meso-porous region 

and the MAPbI3 nearby. According to the previous modelling (section 3.2.5), this SPV effect might 

be due to the interaction between the surface states and the electron accumulation. The unexpected 

heavily n-doped IF (section 3.4.3) and the VBM discontinuity at Au/MAPbI3 interface might lead to 

an accumulation of holes. However, this effect is not so visible in this KPFM measurement. With-

out carrier accumulation under illumination, the VCPD profiles are expected to be the same as that in 

the dark70. Nevertheless, an advanced modelling is needed to perform better simulations of meso-

porous structures, to reproduce and interpret KPFM measurements.  
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Figure 3:20 a) Phase mapping and b) VCPD profile 

on the cross section of TiOx/MAPbI3/Au structure. Sub. is short for silicon substrate, 

mpTiOx is meso-porous TiOx. MAPI is MAPbI3. The open arrow in the Au region of figure 

b) indicates a displacement of the sample holder. 

3.5 Summary 

The depletion region width is sometimes a qualitative one for C-V measurements in the case of a 

rough junction, while it can be a quantitative property for KPFM measurements. Vbi is a quantita-

tive property from C-V measurements, while it is generally a qualitative one from KPFM measure-

ments when surface states are important. The doping level in the depletion region can be deduced 

from C-V measurements for 1D structures. From a combination of C-V, KPFM measurements and 

modelling, the doping profile of multi-dimensional structures is supposed to be accessible. 
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 Investigation of PSCs 

4.1 TiOx and WOx based PSCs  

Collaboration with A. Gheno, S. Vedraine and J. Bouclé (XLIM laboratory, Limoges) 

4.1.1 Introduction to flexible and printable PSCs 

Nowadays most photovoltaic (PV) research and development activities are dedicated to bulky sili-

con solar cells,158 while economical and flexible PV devices are desirable for future integration into 

mobile electronic productions, or inside and outside buildings. Many types of materials for flexible 

solar cells have been considered, such as polythiophenes organic semiconductors159, ruthenium-

based polypyridines160,161, semiconductors with a chalcogen element (sulfur, selenium or telluri-

um)162 or halide perovskites163. At 130°C without any post-treatments, a solution-derived NiOx film 

was deposited by Xingtian Yin et al164 as a HTM, leading to a flexible PSCs with PCE of 16.47%. 

Dong Yang et al165 proposed to use solid-state ionic-liquids as ETM after annealing at 70°C for 10 

min and obtain a PCE of 16.09%. Moreover Ma’s group166 introduced Nb-doped WOx (ETM) pro-

cessed at 120℃ to obtain flexible PSCs with PCE of 15.65% in 2016, while the nanostructured 

WOx was firstly employed as ETM in PSCs by Mahmood et al two years ago167. Recently, A. Ghe-

no and his colleagues from XLIM168 were successful in making printed WOx PSCs with PCE > 

10%. Now most PSCs suffer from VOC losses, and WOx based ones are not an exception. In this 

section, WOx are deposited using spin coating technology under different temperatures to study the 

surface influence of WOx on the PSC performance. 

4.1.2 Experiments and characterizations of WOx PSCs 

Eight pieces of a transparent glass with a layer of conductive Indium Tin Oxide (ITO) on the top 

were prepared as substrates. WOx was used as an ETM in a n-i-p configuration; WOx nanoparticle 

2-isopropanol solution (Nanograde, product P-10) was spincoated directly on ITO. The samples 

were divided into two groups and separatedly annealed at 110°C and 80°C during 10 min. The 
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group with the annealing temperature of 110°C are the control, referring to the previous report102. 

One of the four samples in each group was dedicated to surface WF measurement by KPFM, while 

the MAPbI3-xClx perovskite was deposited using a one-step deposition procedure on top of the rest 

samples. The perovskite was prepared with 40 wt% of PbCl2 and MAI (molar ratio = 1:3), 59 wt% 

of DMF and 1% of diiodooctane. Finally, spiro-OMeTAD (HTM) was deposited on top of the per-

ovskite layer, before a thermal evaporation of a 100 nm thick gold electrode. The HTM layer is 

made from a precursor solution containing Spiro-OMeTAD (73.2 mg, from Sigma-Aldrich), 4-tert-

Butylpyridine(28.8 μl, from Sigma-Aldrich) and Bis(trifluoromethane)sulfonamide lithium salt so-

lution (17.5 μl, previously diluted at 530 mg/ml in acetonitrile, from Sigma-Aldrich) in chloroben-

zene (1 ml). Schematic procedures are illustrated in Figure 4:1, along with the real WOx based PSC. 

HD-KPFM measurements102 were performed on the surface of the WOx slabs. During the J-V char-

acterization102, the sweeping speed was set to 0.25 mV/ms, with a precondition stage under 1.5 V 

bias and one-sun illumination for 20 s.  

Along with the surface WF of the WOx layers, the performance of the cells under illumination are 

presented in Figure 4:2, including VOC, JSC, the efficiency and FF. The middle of the error bar is the 

mean value. The data in the dash frames refer to the samples with WOx annealed at 80℃. The data 

obtained during forward scans are presented in black color (left), while data characterized during 

backward scans are presented in red (right). A considerable improvement is observed, if the anneal-

ing temperature of WOx layer decreases from 110 to 80℃. The VOC increases, the JSC increases, the 

efficiency increases and the FF increases. The surface WF of WOx also decreases from 4.93 to 4.74 

eV. In the following sections, a theoretical modelling is proposed for TiOx and WOx based PSCs, to 

interpret the VOC loss and the PCE enhancement induced by the WOx surface modification. 
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Figure 4:1 a-g) Schematic procedures of WOx based PSC fabrication and h) a real device 
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Figure 4:2 Statistics of the performance of PSCs  

WOx is deposited under different annealing temperatures. Left (right) column refers to an-

nealing temperature of 80 (110) ℃ and the related surface WF of WOx layer is 4.74 (4.93) 

eV. Characteristics under forward (backward) sweeping are black (red).  

4.1.3 Experimental comparison between WOx based and classic TiOx based PSCs 

Printable WOx based and classic TiOx based PSCs were prepared and characterized by A. Gheno 

and his colleagues102 for comparison purposes. Same growth procedures are used after the deposi-

tion of the oxide ETM layers. It results in a significant difference of the perovskite quality and pho-

tovoltaic properties of the devices. The carrier lifetimes τ in MAPbI3-xClx measured by Time-

Resolved PhotoLuminescence (TRPL) are 10 and 16 ns on the top of WOx and TiOx, respectively. 

The VOC of the WOx based PSC is 0.1 V smaller than that of the TiOx based PSC. The difference of 

the cell performances is discussed in the next sections along with the numerical modelling.  
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4.1.4 Modelling of TiOx/MAPbI3/Spiro-OMeTAD cells 

The structure considered for modelling65 is shown in Figure 4:3. Ohmic contacts are directly set on 

both sides without considering the metal/semiconductor interfaces to save computational resources. 

The cathode is grounded, while the anode is biased. The experimental porosity of the meso-porous 

TiOx layer is 45% as determined by ellipsometry, and its thickness is about 300nm. To enable one-

dimensional modelling, the meso-porous TiOx layer was simply replaced by two compact layers in 

the simulation. One with pure TiOx and the second with pure MAPbI3. The thickness of the effec-

tive compact TiOx layer was 165nm, while the remaining volume of the meso-porous layer (133nm) 

was supposed to be filled with MAPbI3, leading to a total thickness of the effective MAPbI3 layer as 

335nm. As before (section 3.2.5), the bulk properties of MAPbI3 are used for MAPbI3-xClx. The 

properties of the materials are summarized in Table S1. The related static band alignment with a 

constant Fermi level (𝐸𝑓) is illustrated on Figure 4:3 b), along with the vacuum level as a sum of the 

electron affinity and the CBM. Due to the high doping level, the CBM of TiOx and the VBM of 

Spiro-OMeTAD are close to 𝐸𝑓 . A large built-in potential Vbi is found in the non-intentionally 

doped MAPbI3 layer. A uniform electric field (�⃗� ) is generated inside MAPbI3 (Figure 4:3 c)) ac-

cording to the Equation 2–5. As a result, electrons and holes are driven to the opposite collectors.  

Trap centers lying at about 0.6 eV above the VBM have been suggested120 to exist in MAPbI3 with 

a density Nt roughly equal to 1016 cm-3, leading to a carrier lifetime (τ) of about 100 ns for electrons. 

The vth of MAPbI3 is deduced as 2.3.107 cm/s from the effective mass169. Then the SIG of MAPbI3 

is calculated as 4.3.10-17 cm2, according to the equation 2-14. A ꚍ of 16 ns is observed by TRPL on 

the MAPbI3 layer of the present work102.  Therefore, a Nt value of 6.25.1016 cm-3 is considered in 

the TR simulation. Nevertheless, Interface Trap State (ITS) may form at the oxide/perovskite inter-

face170 due to the oxygen vacancy, according to the density functional theory (DFT). Very short τ 

of few ps is measured at oxide/perovskite interface.171 In this study, the ITS are simply considered 

as deep traps with Et=Ei≈Eg/2 and short τ. 
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Figure 4:3 Static characteristics of TiOx based PSCs 

a) Schematic architecture, b) band alignment and c) static electric field. Spiro is short for 

Spiro-OMeTAD. The 300 nm mesoporous TiOx layer was replaced by a 165 nm compact 

layer of TiOx and a 135 nm layer of MAPbI3. 

The effects of bimolecular recombinations (BR) and trap-assisted recombinations (TR) on J-V char-

acteristics are illustrated in Figure 4:4. The one sun spectrum we used is AM1.5G (Figure S2). In 

the ideal case, only radiative BRs are involved, and the computed VOC equals to 1.1 V. When local 

bulk traps are additionally induced (τ = 16 ns), VOC decrease to 1 V. ITS was further considered at 

the TiOx/MAPbI3 interface. It is necessary to have τ values as small as 1 ps, to obtain sizeable ef-

fects on the VOC (reduced to 0.95 V) and on the JSC (becoming less than 20 mA/cm2). Following the 

pioneering works and static model of Tress64, we propose a dynamical model taking into account 

the BR and the TR and mobile ions. The aim of this model is to reproduce the hysteresis effect and 

to understand charge accumulations. We consider negative charged ions with a density of 3.1017 cm-

3 and a mobility172,173 of 4.10-10 cm2/Vs, while positive ions have opposite characteristics.  These 

ions might be related to defect sites at the Oxide/MAPbI3 interface and start to move after lattice 

relaxation or under built-in electric field. The sweep rate and precondition stage are defined follow-

ing the literature102. The computed J-V curves including mobile ions are shown in Figure 4:4 b) 

from 0 to 1.2 V and in c) from 0.8 to 1.5 V, along with the experimental data. A good fitting is ob-

served up to high positive biases, where the FW and BW curves come closer. It indicates the for-

mation of a stationnary state. The computed VOC of forward (FW) and backward (BW) are 0.85 and 

0.95 V, respectively; the JSC shifts back to more than 20 mA/cm2. The difference between experi-
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mental and computed JSC might be due to the somewhat arbitrary thickness of the MAPbI3 layer, or 

the crude modelling of the meso-porous layer, or the modelling of ITS. Further investigations will 

be performed in the future.  

 
Figure 4:4 Experimental and simulated J-V characteristics of TiOx based solar cells. 

a) black solid and red dash lines correspond to experimental data under forward and back-

ward scans, respectively. The ideal case with only the BR for the computation is drawn as 

blue dots. The violet dash dot line corresponds to the local TR, and the case with the ITS 

corresponds to the green dot dot dash line. b-c) Experiment data compared with a simula-

tion including the BR, TR, ITS and mobile ions. The tick labels for a) and b) are on the top. 

c) presents the J-V curves in the range from 0.8 to 1.5 V. 
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Figure 4:5 shows an insight into device operation under no bias and no light or with a bias of 1.5 V 

under illumination. In the short circuit (Figure 4:5 a), the bias on the anode (Vb.anode) is smaller than 

the Vbi, leading to few carriers accumulate in the MAPbI3. And negatively-charged ions migrate 

towards the positively-ionized donors of TiOx. When the Vb.anode is larger than Vbi, for example with 

a bias equal to 1.5 V (Figure 4:5 b), the depletion region disappears and is refilled with photo-

generated carriers, and the negative-charged ions migrate towards to the positive biased anode. The 

ion distribution during FW and BW scans can result in different potential profile under a bias of 0.9 

V (Figure 4:6). Before sweeping, the devices are stabilized under 1.5V bias and one-sun illumina-

tion for 20 seconds. Then a bias is applied from 0 to 0.9 V (forward scan). Some negative charged 

ions migrate close to the TiOx layer, while the others stay close to the Spiro-OMeTAD. As men-

tioned in the last section, the negative ions can play the role of acceptors, which can form a p-n 

junction with n-doped TiOx. It leads to potential profile flatter than during the BW scan. This effect 

can impede the photo-generated electrons transport at TiOx/MAPbI3 interface. A worse situation 

occurs at the interface, when interface τ is very short due to ITS. When the device is biased back 

from 1.5 to 0.9 V, the Vb.anode dominates and the ions stay near the Spiro-OMeTAD layer. In such a 

case, MAPbI3 is p-doped near the hole collector, and the built-in electric field (�⃗� ) is enhanced, re-

ferring to a steeper potential profile inside the MAPbI3 layer; the photo-generated carrier collection 

become more efficient and a larger VOC is obtained. During the sweeping, the τ is constant and con-

trolled by the local trap states, while the VOC may change because of the interface trap states and 

ion migration. Thus, the general expression for the equivalent circuit63,174, does not seem to be suit-

ed to yield a proper description of the hysteresis effect in PSCs. These mobile ions may be halide 

vacancies or interstitial defects157,175 or MA cations54,55. Based on the Equation 2–20, further inves-

tigations on temperature dependent properties of mobile ions would be fruitful. 
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Figure 4:5 Computed potential, carrier and ion distribution  

in the dark (left) and under one-sun illumination (right). 

 
Figure 4:6 Computed a) potential profile and b) ion distribution  

under bias of 0.9V during forward (FW) (solid line) and backward (BW) (dot line) scan, re-

spectively. 

4.1.5 Modelling of WOx/MAPbI3/Spiro-OMeTAD cells 

The main properties of WOx based PSCs are listed in Table S1. Based on the previous modelling 

and conclusions on TiOx based PSCs, the weakness of WOx based PSCs is firstly due the bulk value 

of τ (10 ns) within the perovskite on top of WOx 
102. Secondly, the maximum achievable JSC is re-

duced, due to a thinner perovskite layer117; the thickness of the WOx meso-porous layer is 50nm 

and the porosity is measured to be equal to 30%, thus the effective thickness of MAPbI3 in the po-

rosity is reduced, leading to a total thickness of MAPbI3 of only 215nm. According to the simula-

tion (Figure 4:7), the performance losses also come from worse interface conditions between WOx 
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and MAPbI3. It was necessary to consider an ultrashort interface τ (0.1 ps) and a density of mobile 

ions of 5.1017 cm-3 to reproduce the experimental results. The interface condition might be moni-

tored by KPFM as illustrated in section 4.1.2 and improved by varying the annealing temperature of 

the WOx layer or doping WOx with Niobium (Nb)166. Further theoretical investigations, at the atom-

ic level using DFT would be helpful for these hetero interfaces. 

 
Figure 4:7 Experimental and simulated J-V characteristics of WOx-based PSCs 

Moreover, the capacitance-voltage (C-V) characteristics of WOx based PSCs were simulated and 

compared to experimental data166 (Figure 4:8). The mobile ions are assumed to be the main reason 

of the Vbi loss between experimental (0.8 V) and ideal case (1 V), rather than the local bulk traps or 

the ITS. It is consistent with the previous report126, in which an effective layer of fixed donors was 

assumed at the MAPbI3/gold interface resulting in a reduction of Vbi (section 3.4). For the simula-

tion of the C-V characteristics, the device is pre-stabilized in the dark for 200 s. Mobile charged 

ions might be characterized using simulations of C-V characteristics in addition to the J-V sweeping 

under different scan rates, especially for the case of non-intentionally doped halide perovskite mate-

rials.  
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Figure 4:8 C-V characteristics of WOx based PSCs  

from experiments166 (solid line), simulation of ideal case (dash line) and with mobile ions 

(dot line) after stabilizing in dark for 200s. A is the device area. 

4.1.6 Discussion 

The tolerance limit of halide perovskites to local traps is expected to be high, but it is not possible to 

remove the effect of traps completely. According to the study, the VOC loss of PSCs is supposed to 

be mainly due to the local TR in the case of TiOx and/or WOx based PSCs for example, rather than 

the band structure difference. The annealing temperature-dependent performance of the WOx based 

PSCs is attributed to the interface condition. In addition, the hysteresis effect is found to be strongly 

related to the ITS and mobile ions. Therefore, nowadays, the interface condition is also a crucial 

factor besides the bulk quality, which determines the further enhancement of the PSC performance.  

4.2 Modelling of light-induced JSC degradation on inverted PSCs 

Nie et al31 have proposed a solution-based hot-casting technique to grow continuous, pinhole-free 

thin films of organometallic perovskites with millimeter-scale crystalline grains in 2015. Using this 

technology, PCBM/MAPbI3/PEDOT:PSS based PSCs40 are realized without noticeable hysteresis 

effect. However, during light soaking, a reversible degradation of JSC is observed as a function of 

time (Figure 4:9). The degradation of JSC is suggested to be associated with local MA-induced me-
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ta-stable deep-level traps states, while the increase of JSC at the beginning of J-V characteristics 

under light might be related to an annihilation of 𝑉𝐼
+/𝐼𝑖

− Frenkel pairs176, which are relatively abun-

dant in polycrystalline MAPbI3 and act as deep trap centers. For the application of PSCs on a longer 

term, cells biased below VOC are suggested to be more stable and powerful16,40. 

 
Figure 4:9 a) Reversible degradation of JSC under light soaking and b) influence of light 

power40  

In this section, the C-V and J-V characteristics of PCBM/MAPbI3/PEDOT:PSS based inverted 

PSCs are simulated and compared with experiments to support the hypothesis of local trap-induced 

JSC degradation. PCBM is the ETM and PEDOT:PSS is the HTM in a p-i-n configuration (Figure 

4:10). The related main parameters can be found in Table S1.  

 
Figure 4:10 Schematic of inverted PSCs. 

Figure 4:11 a) shows a C-V consistency between the experiments and the simulation, in which Nt is 

4.1016 cm-3, Et is 0.6 eV above VBM120 and ꚍ is 7.5 ns 40. The JSC degradation as a function of time 

can be reproduced by increasing the local Nt (Figure 4:11 b). The VOC shifts from 1.1 to around 0.9 
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V at the beginning. Then, the further increase of Nt mainly causes the degradation of JSC, while the 

variation of VOC is limited. According to the simulation, the Nt at t=0 min, t=15 min and t=2 hours 

are supposed to be 6.1016, 4.1016 and 1.5.1017 cm-3, respectively.  

 
Figure 4:11 Experimental and simulated a) C-V and b) J-V characteristics  

with different density of local traps; the unit is cm-3. A is the device area. 

To explain the operation condition dependent JSC degradation16,40, a hypothesis is proposed based 

on the interaction between metastable trap and photo-generated carriers. As shown in Figure 4:12, 

the photo-generated carrier distributions are different in the short and the open circuit conditions; 

under light, few carriers stay in the MAPbI3 in the short circuit case, while considerable carriers 

stay in the MAPbI3 in the open circuit case. Like in the case of the photoelectronic effect suggested 

by Staebler and Wronshki177 in 1977, the metastable trap states might interact with photo-generated 

carriers and transform to stable deep recombination centers178, leading to a reduction of carrier life-

time and JSC degradation in this study. The abundant photo-generated carriers in the open circuit 

condition might be a booster for stable deep trap state formation. A schematic of the transition 

mechanism of metastable and stable traps in the MAPbI3 is illustrated in the Figure 4:13. On the 
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right, it is the transition between stable and metastable local traps, indicated by green solid arrows. 

The kt is the reaction rate from metastable traps to stable ones. The reverse reaction rate (kmeta) from 

stable to metastable traps is assumed to hold a constant JSC after soaking light more than 2h. The 

stable traps can capture and emit carriers, resulting in charged ions as shown on the left (solid blue 

arrows). But the emission rate is nearly zero for the deep traps as mentioned in section 2.3.2. By 

capturing photo-generated carriers, the Frenkel pairs of VI
+/I- might be annihilated and generate 

mobile charged ions176 as well (blue open arrows). This process is also supposed to be reversible 

after recovering in the dark40. The annihilation and generation rate of the Frenkel pairs are labeled 

as 𝑎𝐹 and 𝑔𝐹, respectively. 

 
Figure 4:12 Carrier distribution under light  

in a) the short circuit and b) the open circuit. Nt is 4.1016 cm-3. 

 
Figure 4:13 Schematic operation mechanism of metastable and stable traps 

 



 

 

61 61 Chapter 4 Investigation of standard PSCs 

4.3 Summary 

The VOC losses of TiOx and WOx based PSCs are simulated and compared to experimental data. 

The local TR in the perovskite is the major contributor to the losses. The anomalous hysteresis ef-

fect of J-V curve is proposed to result from the cooperation between the interface traps and the mo-

bile ions. The annealing temperature-dependent performance of the WOx based PSCs is attributed to 

the interface condition. In the end, PCBM based PSCs are simulated as well. The simulated J-V and 

C-V characteristics are in good agreement with the experiments. The origin of the light-induced JSC 

degradation is proposed to be the local metastable traps rather than mobile ions. The comparison of 

the C-V characteristics between WOx and PCBM based PSCs could further confirm this conclusion; 

the ion migration could lead to the Vbi reduction of WOx-based PSCs, while no Vbi variation is ob-

served after the PCBM-based PSCs under 2-hour illumination. 
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 Tunnel junctions in 2T-tandem PSC/SSCs 

5.1 Introduction 

Physically limited by the hole-electron pair BR and the Eg of absorbers, a theoretical upper limit for 

the efficiency of p-n junction solar energy converters is well-known since 1961 and the seminal 

work of W. Schockley and H. J. Queisser, namely the Schockley-Queisser limit179. The maximum 

efficiency is predicted to be 30% for an energy band gap (Eg) of 1.1 eV. Fortunately, this band gap 

corresponds to the abundant silicon material. However, as shown in Figure 1:3, after 40 years, sili-

con based solar cells have not yet reached the upper limit (26%). To reach higher efficiency and 

make a better use of the solar energy, it is possible using multijunctions to divide the absorption of 

the sun spectrum into several fractions. Multijunction devices combine materials with different val-

ues of Eg. Figure 5:1 shows the case of a tandem solar cell with two different sub cells in serial, for 

example. The photocurrent generated by each cell depends on its absorbed fraction of solar spec-

trum. And the absorption edge is related to the value of Eg of the absorber material in each sub cell. 

Hence, the resulting photocurrent of a whole tandem solar cell can be optimized by tuning the ener-

gy bandgap of the absorbers. The number of electrode terminals leads to a classification of tandem 

solar cells. Four terminal (4T) configuration refers to two solar cells independently connected; both 

cells are required to be complete devices (fabricated with front and rear contacts), which are then 

connected externally to combine the top and the bottom cell power output. 4T configuration re-

quires at least three transparent electrical contacts, which reduce the total collected power due to 

unavoidable parasitic absorption. Two terminal (2T) configurations are solar cells connected in se-

ries and monolithically grown. They allow simpler electrical connection and less unexpected ab-

sorption. However, challenges to fabricate efficient 2T devices include i) the optical management 

within the tandem, ii) the fabrication of a recombination layer between the top and the bottom cells, 

allowing the current matching like in a series circuit. 3T – three terminals configuration is promis-

ing as well180, but this chapter will focus on the most desirable 2T configuration at this moment. 
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The record of 2T research-cell efficiencies is more than 40%, based on GaAs monolithic multi-

junction solar cells as shown in Figure 1:3. However, they are currently developed with expensive 

processes and require high-quality materials. More economic alternatives have been proposed based 

on Si bottom cell32, targeting terrestrial applications. Theoretically predicted181 in 1990, an absorber 

with the Eg of 1.7 eV is optimum for the top cell in the case of silicon based 2T tandem solar cells 

with a maximum efficiency of 37%. The first challenge is to find an absorber with a band gap of 1.7 

eV. As far as we know, III-V182, CIGS183 and perovskite184 materials can be candidates for that pur-

pose. The top sub-cell can consist in methyl ammonium mixed bromide-iodide lead perovskite, 

MAPbI3(1-x)Br3x (0 ≤ x ≤ 1). By changing the bromide ratio, we can tune the bandgap of the per-

ovskite absorber184. Focusing on the target of the cost competition, perovskites seems to be the most 

promising top cell absorbers43,180,185–187. However, a layer with a high recombination rate is needed 

to enable a current matching. Band to band tunneling realized with a p+/n+ junction is one solu-

tion185, in which electrons and holes stay close to the junction, having a chance to go through the 

energy bandgap and recombine. However, dopants in halide perovskites are hard to control, and 

might be even mobile as mentioned in section 4.1.4. Thus, the current-matching between the top 

and the bottom cells may be rather realized within Si188–190. This solution is numerically investigat-

ed and discussed in the following sections. 
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Figure 5:1 a) solar spectrum is splitted into two parts and absorbed by b) a tandem solar cell 

5.2 Device structure and simulation 

5.2.1 Silicon tunnel junction 

To grow the tunnel junction, the diffusion technology is typically used (section 3.3) and might have 

a neutralization effect: the heavy n- and p-type dopants can thermally diffuse into each other at high 

temperature, leading to net zero doping levels or reduced doping levels without tunnelling effect. 

Therefore, the knowledge of the minimum doping level of the n+ and p+ regions of this junction is 

mandatory. For computational purpose, a silicon junction with n+ and p+ doped regions (each 20 nm 

thick) was studied. The doping level was assumed to be the same on both sides of the junction. Fig-

ure 5:2 shows the computed variation of the tunnel junction peak current and the negative differen-

tial resistance, which is representative of the peak-valley current ratio. Variations of six orders of 

magnitude are observed for a doping level increasing from 3.1019 to 1020 cm-3. 
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Figure 5:2 Characteristic of the tunnel junction as a function of the doping level. 

The peak current density Jmax [mA.cm-²] and the differential resistance Rmax [.cm²] are 

marked by red circles and blue squares, respectively. 

5.2.2 Modelling of perovskite/silicon tandem solar cells 

Tandem cells were simulated with different values of the doping levels in the tunnel junction and 

different thicknesses of the MAPbI3(1-x)Br3x perovskite layer. Figure 5:3 shows a scheme of the per-

ovskite tandem solar cell monolithically integrated on an n-doped silicon substrate. A 280 m thick 

n-type Si substrate with n-type 1016 cm-3 dopants is used. Deep trap states are considered with Et at 

0.5 eV above the VBM, and a diffusion length of 600 µm. On the bottom of the Si substrate (the left 

part of Figure 5:3), a 100 nm thick n+ Si layer is added to make an Ohmic back contact. For the top 

cell, a MAPbI3(1-x)Br3x absorbing layer is sandwiched by TiOx (as ETM) and spiro-OMeTAD (as 

HTM) layers. The 𝐴𝛼 prefactor for the perovskite here is set as 2.5.105 cm-1eV-1/2 in Equation 2–10 

to compute the absorption spectrum. Between the top and the bottom cells, a p+/n+ silicon-based 

tunnel junction is inserted.  

 
Figure 5:3 Schematic architecture of a 2T perovskite/silicon tandem solar cell 

Spiro is a short name for spiro-OMeTAD. 

The optimum doping level of the tunnel junction is found to be around 5.1019 cm-3
, to ensure an 

efficient tunneling probability while preserving a good material quality. Lower doping levels can 

lead to a wider distance between the CBM and the VBM and a weaker tunneling effect. Higher dop-
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ing levels could result in material degradation. The computation of different thicknesses of the per-

ovskite layer are summarized in Figure 5:4, in addition to different bromide ratio. The optimized 

structure with current matching is found for a 350 nm-thick perovskite layer, with 20% bromide 

ratio. The related value of Eg of MAPbI2.4Br0.6 is 1.7 eV, which is consistent with a previous re-

port181.  

 
Figure 5:4 Simulated photovoltaic properties of tandem cells 

a) Jsc, b) Voc, and c) efficiency (Eff). The black star in c) marks the maximum efficiency 

27% obtained for a thickness of the perovskite layer of 350 nm and a bromide ratio of 20%, 

referring to an energy bandgap of 1.7 eV. 

The simulated static band alignment of the optimized structure is presented in Figure 5:5. The con-

stant 𝐸𝑓 goes through the VBM (CBM) in the p+ (n+) region of the tunnel junction, indicating a high 



 

 

68 68 Chapter 5 Tunnel junction of 2T–tandem solar cells 

density of holes (electrons). Along the growth direction (the x-axis in Figure 5:5), the distance be-

tween the regions presenting high densities of holes and electrons is small, leading to a strong band 

to band tunneling effect. In the simulation, electrons in the n+ region of the tunnel junction go 

through the energy bandgap and occupy equivalent vacancies (holes) in the VBM of p+ region. A 

recombination rate expression for the tunnelling effect is used into the current continuity equations 

(Equation 2–2) to ensure a good electrical connection in between. The J-V characteristics of indi-

vidual cells and of the tandem cell are summarized in Figure 5:6. The optimized efficiency of the 

tandem solar cell is 27%, while the efficiencies are 17.3% and 17.9% for the individual silicon 

based and perovskite based solar cells, respectively. 

5.3 Perspective 

For more realistic simulations, it will be necessary to go beyond the approximation of abrupt doping 

regions in the tunnel junction. This difference might bring variations of the J-V characteristics. For 

future investigations, KPFM might be a well-suited characterization technique to study the carrier 

accumulation, recombination and band alignment around the tunnel junction, leading to optimized 

growth of the tunnel junction. 

 
Figure 5:5 Static energy band alignment of a tandem solar cell 

The n+ and p+ doping levels in the tunnel junction are equal to 5.1019 cm-3. The open arrow 

indicates the location of the silicon-based tunnel junction. 
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Figure 5:6 J-V characteristics of the individual cells and the tandem one. 

SSC and PSC are short names for the silicon and the perovskite-based sub solar cells, re-

spectively. 

 

 

 

 

 

 

 

 

 



 

 

70 70 Chapter 5 Tunnel junction of 2T–tandem solar cells 

 

 



 

 

71 71 

 Electrical properties of III-V/GaP QD struc-
tures on silicon for light emission  

6.1 Introduction 

To meet the growing demand of data transmission and to reduce energy consumption in the field of 

optical telecommunication, the integration of a laser191 on silicon has attracted much interest in the 

past decade, especially the hybrid integration with III-V materials192. Different approaches have 

been proposed193: wafer-bonding based heterogeneous integration, transfer printing and monolithic 

integration. The last one is expected to better match with very large-scale integration on a longer 

term. Unfortunately, crystalline defects generated during the III-V/Si hetero-epitaxy are known to 

limit nowadays laser device performances; a thick buffer layer and super lattices194 or V-grooved 

surface195,196 are usually needed to avoid the emergence of these structural defects. However, these 

technologies limit the optical coupling solutions on silicon chips. Recently, it was proposed by sev-

eral groups to use a pseudomorphic GaP/Si template, benefiting from the low lattice mismatch be-

tween GaP and Si (0.37% at room temperature) to limit the formation of structural defects197. In this 

approach, the structural benefit is, however, counterbalanced by the limited optical properties of 

most GaP-based materials. GaP is indeed an indirect bandgap material. One of the solution is to 

introduce dilute nitrides into the GaAsP quantum wells198, whose efficiency is, however, intrinsical-

ly limited by a pseudo direct bandgap optical transition199. III-V monolithically integrated on sili-

con became promising after the demonstration of a true band to band light emission: room tempera-

ture PL200 and EL from structure containing high densities (In,Ga)As/GaP quantum dots (QDs)201. 

PL200,202,203, EL204 and laser205 of low indium (In,Ga)As/GaP based structures have been reported 

at about 1.8 eV. The bandgap of the active layers is thus much larger than more classical (In,Ga)As-

based structures206. The large Eg is induced by strain and was firstly noticed by Fukami et al from a 

simple model-solid theory approach207. Later, empirical tight-binding calculations90 additionally 

proposed that the CBM of strained GaAs QDs on GaP is rather Xxy-like than Γ like. More, the 
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strain-induced band splitting of X valley in GaP layer may result in a potential well near the GaP 

layer and the QDs, leading to a possible type II transition from the GaP CBM to the QD VBM. The 

strained GaP region is named as sGaP for short in the present work. Aiming at future integration on 

silicon wafers and electrical injection, the carrier transport and recombination in the (In,Ga)As/GaP 

structure are important but experimental results are scarce. EL characteristics of a 5 layers structure 

of InGaAs/GaP QDs with low Indium content are investigated in the present chapter. Based on the 

previous experimental90 and theoretical208 investigations on the band structure of (In,Ga)As/GaP 

QDs, drift-diffusion simulations are used to study the transport of carriers inside the structure. 

6.2 Architecture and EL characteristics of devices 

The epitaxial growth of the samples was performed using the solid source molecular beam epitaxy 

on GaP substrates209. These substrates are n-doped of 4.1018 cm-3. As shown in Figure 6:1 a), active 

regions are sandwiched by n- and p-doped AlGaP layers210, which could be used to afford optical 

confinement211 for future laser application. Heavily doped GaP layers are added to realize Ohmic 

contacts for the anode and the cathode212. The thickness and the doping level of each layer are indi-

cated on Figure 6:1 a). Generally, the QDs have a pyramidal or truncated core shape208, as illustrat-

ed in Figure 6:1 b). We considered an approximated cylindrical shape for the Silvaco simulations. 

Pulsed electrical waves are used to characterize the EL characteristics under low electrical injection. 

The peak power is 0.5 kA/cm2 and the cycle ratio is 2.10-3, corresponding to an effective current 

density of 1 A/cm2. As presented in Figure 6:2 a), the EL characteristics are studied as a function of 

temperature, and a clear redshift is observed. Following the Equation 2–21, the Varshni parameters 

are extracted as the α of 0.5 meV/K and the β of -50 K, if we assume that the emission peak energy 

is equal to Eg and that the emission peak at 0K is the same as in a previous report90. In addition, a 

thermal quenching of the EL intensity is noted. This issue will be discussed with the help of the 

simulation in the following sections.  

6.3 Modelling of electrical properties of QDs 

To minic the real architecture of the devices but also to keep the numerical model simple, cylindri-

cal architectures with one cylindrical QD on each wetting layer were considered. In the simulation, 
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the QDs have a height of 3.5 nm and are divided into two parts. The top and the bottom parts are 

labeled as QDtop and QDbot, respectively. Due to the indium atoms redistribution202, the indium 

contents are assumed to be different in the top and bottom parts of the QDs: In0.2Ga0.8As at the top 

and GaAs at the bottom, leading to an average indium content of 10% for each QD. The QDs layers 

are labelled 1st to 5th along the growth direction (y direction). The wetting layer (WL) with a thick-

ness of 0.5 nm is assumed to be filled with In0.1Ga0.9As. Around the (In,Ga)As QDs and WLs, sGaP 

layers are taken into account with an effective thickness of 2 nm. This thickness was estimated from 

atomic positions obtained from a TB model of supercell90. The main material properties can be 

found in Annex III, including the band edge positions and the effective masses used to solve 

Schrodinger’s equation and to calculate bound states energies92.  

 
Figure 6:1 Schematic representation of the QD device architechture  

a) Overview. n and p indicate the doping types. Plus sign means heavily doped. b) 75 ×75 

nm2 STM 3D plane view of (In, Ga)As QDs. c) the structure details for one layer of 

QD. sGaP stands for strained GaP. WL corresponds to the wetting layer of 

In0.1Ga0.9As. The QD is separated into two parts; QDtop is the top part (In0.2Ga0.8As) 

and QDbot is the bottom part (GaAs). The QD region in c) is repeated five times refer-

ring to five layers of QDs. The QD shape is approximated as a cylinder. 
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Figure 6:2 a) Experimental and b) computed EL spectra under low electrical injection.  

The injection current density is 1 A/cm2. c) Summary of the emission peak position and 

normalized intensity as the function of the temperature of the thermal contact. The red dot 

relates to the report of emission peak energy at 10 K for (In, Ga)As/GaP QDs208. 

Six bound state energies in the conduction band and one in the valence band were obtained from the 

present simulation, and then used to compute the spontaneous radiative recombination rate of the 

strained QDs active layers. Noticablely, in the present work, the Schrödinger and Poisson coupled 

equations are only solved along the growth direction, due to the limitations of the computational 

resources. Thus, the calculated radiative recombination rate is rather related to (In, Ga)As quantum 

wells, while the calculated carrier transport properties are more closely related to cylindrical QDs. 

The computed static band alignment is represented in Figure 6:3 a) and the 1st QD layer is zoomed 

out in b). The CBM of the QD and the sGaP material are Xxy and Xz, respectively90. Thus, a compe-

tition between the transitions from the Xxy of the QD and the Xz of the sGaP material may exist. 

The Γ valley of QD is located between Xxy and Xz valleys in the QDtop region, where the indium 

content is large (20%). Figure 6:3 c) shows the computed band alignment under bias and the Fermi 

level 𝐸𝑓 is splitted into two quasi Fermi levels (𝐸𝑓𝑛 and 𝐸𝑓𝑝) to describe the carrier distributions in 

the conduction band and valence band. The VBM of the QDs is related to a heavy hole state (HH), 

while the one of sGaP is related to a light hole state (LH).  
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According to previous analytic modelling213, the thermal quenching of EL intensity might be 

caused by the carrier thermal escape and trap-induced recombination in the active region. In the 

present work within the drift-diffusion framework, a similar approach is implemented considering 

the temperature dependent carrier mobilities and trap states (see Equation 2–23 - 24). The total trap 

density is set to 2.1017 cm-3, Eat to 0.34 eV and αt to 1.10-7. The physical meaning of Eat refers to an 

abrupt increase of the active trap density for temperature larger than 180 K. The influence of traps 

in the active region on the EL intensity is found to be much more detrimental than carrier escape. 

Traps in the WLs and quantum barriers are found to be less harmful. Due to the electric fields in-

duced by the band offsets at heterojunctions, injected carriers are captured by the QDs before re-

combining in the WL and quantum barriers. The origin of the traps in the QDs might be indium 

vacancies; indium atoms in the QDs are indeed found to migrate and accumulate at the top of the 

QDs during the post annealing.202  

 
Figure 6:3 Band alignment in the (In,Ga)As/GaP QDs structure 

a) Global static band alignment. Band alignment is zoomed out around the first QD close to 

n-type GaP under b) equilibrium and c) low electrical injection of 1A/cm2.  

Multiple peaks are observed in the experimental EL spectra, while only one peak is found from the 

simulation corresponding to a transition from the Xxy state to the VBM in the QDs. This difference 

might come from the carrier capture from the QD to the potential well in the sGaP region. If the 



 

 

76 76 Chapter 6 Electrical properties of III-V QDs 

carrier capture rate associated to this process is large, the transition from the QD Xxy and the sGaP 

Xz to the QD VBM might have similar weights. However, due to computational limitations, this 

more elaborate capture process can not be considered.  

The mapping of the carrier distributions in dark and under light is presented in Figure 6:4, along 

with the Radiative Recombination Rate (RRR) profile in the active regions. Few electrons are in the 

active region in the static case (Figure 6:4 b), while plenty of holes are found in the 5th QD layer 

closed to the p-doped region (Figure 6:4 c). Generally, the intrinsic region in a p-i-n configuration is 

depleted in the static case. However, as deep wells exist in the VBM of the QDs in the present 

work90, lots of holes are trapped in the VBM well near the p doped region. Under low electrical 

injection, injected electrons with small effective masses are attracted by the accumulation of holes 

with large effective masses. On the right of Figure 6:4, the blue and red arrows indicate the electron 

and the hole flowing directions, respectively. Intriguingly, the incoming electrons are found to flow 

through paths outside the QDs and to recombine with holes in the 4th QD layer, leading to an in-

crease of RRR in the 4th QD. The path through QDs exhibits more interfaces and barriers than the 

one going through GaP layers and WLs. In addition, the effect of the potential well related to sGaP 

Xz states is observed, leading to electrons trapping. 

6.4 Perspective 

The EL characteristics of devices based on (In,Ga)As/GaP QDs with low Indium content are inves-

tigated by the experiments. The thermal quenching of the EL intensity is mostly attributed to trap-

induced recombination in the active regions, in addition to carrier thermal escape. The computations 

of the carrier transport and recombination in static condition and low electrical injection are pre-

sented. The intriguing carrier accumulation phenomenon deserves further experimental and theoret-

ical investigations in the future. 



 

 

77 77 Chapter 6 Electrical properties of III-V QDs 

 
Figure 6:4 Carrier distribution and RRR profiles 

a) Presentation of the active regions. Data for b-f) are presented in log scale with the unit of 

cm-3 and cm-3s-1 for carrier densities and RRR, respectively. The labels of QDs are listed on 

the left. b) Electron and c) hole distributions in static conditions. For the figures in the left 

column, the configuration lines are drawn as eye guide. Under low electrical injection, d) 

RRR profile, e) electron and f) hole distributions are illustrated. The arrows on the right in-

dicate the flowing directions of electrons (blue) and holes (red) under electric injection. 



 

 

78 78 Chapter 6 Electrical properties of III-V QDs 

 



 

 

79 79 

Annex I Material properties for perovskite modelling 

Table S1 Main properties for the materials associated with PSCs 

 Eg 
(eV) 

χ 
(eV) 

𝑚𝑒
∗  

(m0) 
𝑚ℎ

∗  
(m0) 

ε 
(εr) 

𝛼𝑟𝑎𝑑  
(cm3/s) 

𝜇𝑒  
(cm2/Vs) 

𝜇ℎ 
(cm2/Vs) 

TiOx 3.3 4.1 1 1 31 / 2 2 

MAPbI3 1.55 3.88 0.23 
(214) 

0.29 70 10-10 

(97,98) 

0.4 0.05 

Spiro 2.85 2.15 0.06 0.8 3 / 2.10-4 2.10-4 

WOx 3.55 4.2 1.3 1.3 100 / 2 2 

PCBM 2 3.8 1 1 4 / 0.087 0.087 

PP 3.54 1.76 0.82 0.82 38 / 0.02 0.02 

Si 1.12 4.05 0.36 0.81 11.7 10-14 1000 500 

Note: spiro is spiro-OMeTAD; PP is PEDOT:PSS. The Eg of Spiro is artificially in-
creased to 2.85eV referring to a WF of 5.2eV of lithium-doped Spiro215, while the 
absorption properties117 and affinity216 are kept the same as intrinsic Spiro. The 
MAPbI3 radiative recombination coefficient comes from the report98 

 
Figure S1 Absorption spectrum of various materials 
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Figure S2 Reference Solar Spectral Irradiance.  

Global tilt (AM1.5G) is used in the study. 
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Annex II KPFM on silicon-based junctions under light 

The illumination leads to a downshift of the VCPD from black line to the dash red line, as shown in 

Figure S3. Similar trend is observed in the simulation. The light source in the simulation is set as a 

laser source with a wavelength of 448 nm and an output power of 1 W/cm2. More investigations are 

possible with realistic illumination conditions and doping profiles inside silicon layers. 

 

Figure S3 Experiments and simulation of VCPD in the dark and under illumination. 

 

 



 

 

82 82 

 



 

 

83 83 

Annex III Material properties for III-V QDs modelling 

The band properties of GaP and AlGaP are taken from Vurgaftman et al.182, while that of the 

strained (In,Ga)As and GaP are refined according to the experimental and theoretical investigations 

of C. Robert et al.90,208. The Γ-HH bandgap at 0K (Eg0) of the top part of QDs is deduced from the 

PL spectrum90 at 10K using Varshni law. The Γ-HH Eg of the strained GaAs in the bottom part of 

QDs is calculated using the variation as a function of indium composition obtained from a TB mod-

el208. The affinity of the Xxy valley at 0K is set as a constant in QDs, while the HH energy position 

changes as a function of indium content. The Xz valley is assumed to be at the same level than the Γ 

valley of strained GaAs in QDs. The strain-induced splitting of valence band, namely the difference 

of HH and LH in the QDs is extracted from TB model208. In the GaP closed to the (In,Ga)As region, 

a shallow potential well is introduced for the Xz valley. The difference between the minimum of Xz 

valley in sGaP and the HH in the bottom of QDs is set to fit the TB computation90. The Xxy valley 

of sGap is arbitrarily set above the X valley of bulk GaP, referring to a reverse variation of X valley 

splitting in QDs. The Γ valley of sGaP is simply assumed to be the one of bulk GaP. The static band 

alignment is presented as Figure 6:3. The Auger coefficient is set to be the same of 1.10-30 cm6/s for 

all the materials. 
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Table S2 Band structure of III-V for QDs device 

Material Valence band 
(eV) 

Eg0 
(eV) 

𝛼 
(meV/K) 

𝛽 
(K) 

GaP VBM 6.06 X 2.35 0.5771 372 
Al0.37Ga0.63P VBM 6.23 X 2.38 0.5771 372 
 HH 6.08 Xxy 2.56   
strained GaP LH 6.01 Xz 2.20 0.5 -50 
   Γ 2.84   
Wetting Layer HH 5.97 Xxy 2.35   
In0.1Ga0.9As LH 5.97 Xz 2.35 0.5405 204 
   Γ 3.11   
Bottom of QD HH 5.60 Xxy 1.85   
GaAs LH 5.75 Xz 2.28 0.5 -50 
   Γ 2.28   
Top of QD HH 5.57 Xxy 1.85   
In0.2Ga0.8As LH 5.72 Xz 2.28 0.5 -50 
   Γ 2.14   

 

Table S3 Effective mass and dielectric constants 

Material Valence band 
(m0) 

Valley 
(m0) 

Relative per-
mittivity (ɛ0) 

Radiative  
recombination 

GaP VBM 0.83 X 0.79 11.1 αrad=1E-13 cm3/s 

Al0.37Ga0.63P VBM 0.83 X 0.79 10.6 αrad=1E-13 cm3/s 

 HH 0.79 Xxy 2   
strained GaP LH 0.14 Xz 0.253 11.1 Mb=31.4 
   Γ 0.13   

Wetting Layer HH 0.51 Xxy 1.3   
In0.1Ga0.9As LH 0.082 Xz 0.23 13.1 Mb=28.8 
   Γ 0.067   

Bottom of QD HH 0.51 Xxy 1.3   
GaAs LH 0.082 Xz 0.23 12.9 Mb=28.8 
   Γ 0.067   

Top of QD HH 0.51 Xxy 1.3   
In0.2Ga0.8As LH 0.082 Xz 0.23 13.2 Mb=28.8 
   Γ 0.067   

Mb is energy parameter for spontaneous radiative recombination calculation. 
 

Table S4 General mobility of carriers in GaP 

and AlGaP 

Table S5 Temperature depend-

ent trap density in AlGaP 

Table S 6 Temperature de-

pendent trap density in the 

bottom of QDs 

 αrad 

(cm3/s) 
Mobility of 
electron 
(cm2/Vs) 

Mobility 
of hole 
(cm2/Vs) 

GaP 10-13 50 50 

AlGaP 10-13 50 10 

For active region, mobilities are defined 
according to Equation 2–23 with vth=107 

cm/s 
 

Tem. 
(K) 

Density 
(cm-3) 

Active 
Energy  
(eV) 

140 4.1014 0.96 

180 5.41.1015 0.75 

240 6.22.1015 0.56 

290 3.16.1016 0.45 
 

αt 10-7 

Ea (eV) 0.34 

Total trap 
density, 
Dt.total (cm-3) 

2.1017 
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Annex IV Experimental set-ups 

For the KPFM measurements in section 3.2 and 4.1.2, HD-KPFM mode is enabled on a Nano-

observer AFM microscope from CSInstruments (XLIM Lab.). HD-KPFM is an optimized single-

pass mode using a second lock-in amplifier for topography and surface potential mapping in the 

same time. 

For the KPFM measurements in section 3.3, a CombiScoptTM 1000 AFM is used, and the KPFM 

use a 2-pass technique in frequency modulation mode (GeePs Lab.). The tip is coated with Pt-Ir and 

has a radius below 25 nm, positioned by a laser of wavelength of 1300 nm. The set-up of AFM is 

shown in Figure S4.  

For the J-V characterization, a solar simulator “Solarconstant PV275, ORIEL class A” and a 

Keithley 24XX were used in section 4.1 (XLIM Lab.). AM1.5G (IEC 60904-9 Edition 2) solar 

spectrum with 100 mW/cm2 was set using a certified monocrystalline silicon calibration. Solar cells 

were individually masked with an open area of 0.2 cm2. 

For the C-V measurements, a HP4192A ImpedenceMeter is used with 5 Hz to 13MHz frequency 

range and -35 to 35 V bias ranges (FOTON Lab.). The oscillator level was set to 30 mV. 
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Figure S4 KPFM set-up (GeePs Lab.) 
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Annex V Simulation of mobile MA ions 

The MA cation migration reported by Yuan54 is simulated in this section, by considering equivalent 

MA vacancy migration. Mobile ions redistribute under electrical poling, leading to a potential de-

crease of 320 meV in agreement with the experimental VCPD variation54 (Figure S5). The electrical 

field is 1.6 V/μm over a 47 μm-wide MAPbI3. The poling electrodes are made of gold, correspond-

ing to the contacts of WF of 5.1eV in the simulation. And the mobility of ions is fit as 4.10-10 

cm2/Vs, which is closed to the reported value172. The ion density is fit as 8.1015 cm-3. Noticeably, 

some MA+ ions, like donors gather at the gold/MAPbI3 interface in static conditions, but the varia-

tion of potential here is not considerable. It is consistent with the previous hypothesis126 of an effec-

tive n-type doping layer near gold in HTM-free PSCs. 

 
Figure S5 Simulated a) MA ion migration and b) potential profile before and after electrical 

poling 
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Annex VI EL of QDs under high electric injection 

The main emission peak shifts up to 1.8 eV under high continuous wave electrical injection, as 

shown in the Figure S6 a) and b). A slight redshift of 0.03eV is noticed, which might be related to 

an increase of the temperature up to 60 °C. In comparison with the serial resistance of the GaP and 

AlGaP based p-i-n diodes212, the large resistance (Figure S6 c)) in this work suggests that the bias 

mainly drops over the active regions. Therefore, the self-heating issue might be considerable, when 

the nano-size active regions work under high electrical injection and large bias. The total heat flux 

(Jtot) generated inside the active regions is calculated as:  

𝐽𝑡𝑜𝑡 = 𝑆𝑡ℎ(𝑇 − 𝑇𝑠𝑖𝑛𝑘)/𝑡ℎ𝐺𝑎𝑃   

where thGaP is the thickness of the GaP between the active regions and the thermal contact, namely 

the cathode. The thermal conductivity (Sth) of bulk GaP is 1.1 W/cm°C. The heating energy is cal-

culated to be 4.4.103 W/cm2, which is 25% of the injection power. The self-heating might come 

from the Joule heating, the recombination or the generation heating. The thermal issue can also be 

the reason why the efficiency drop become significant when the current is larger than 0.6 kA/cm2. 

Moreover, such high heat energy can be a problem for integrated laser sources on silicon217. The 

origin of the high emission energy in this work is assumed to result from a competition between the 

transitions from X-like and Γ-like states to the HH VBM. Additional characterizations are needed, 

such as pressure-dependent EL. The direct Γ - Γ bandgap is indeed expected to blueshift with the 

increasing pressure, whereas the indirect X- Γ gap shall decrease218.  
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Figure S6 EL characteristics under high continue wave electrical injection.  

a) Experimental spectra and b) summary of the emission peak position and normalized in-

tensity as a function of the injection current density. The peak position under low pulsed in-

jection is added to indicate the emission shift from the low energy (1.6 eV) to high energy 

(>1.8 eV). c) J-V characteristics with a serial resistance deduced under bias of 3.96 V.
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Resumé 

L'énergie solaire1 est une des solutions qui pourrait satisfaire les besoins en énergie sur la terre2–4 et 

dans l'espace5. A ce titre, le photovoltaïque (PV) est une branche stratégique des technologies de 

conversion de l'énergie solaire. C’est une énergie verte6, permettant la conversion directe photons-

électrons. Dans ce domaine, la recherche sur les nouveaux types de cellules est très active et tend à 

converger vers des solutions énergétiques rentables, adaptées à une large diffusion sur le marché et 

à une utilisation efficace dans la société. A ce jour, comme le montre la Figure 1, les cellules les 

plus efficaces sont  des cellules à quatre jonctions à base de GaAs9 sous concentration avec un ren-

dement de conversion photovoltaïque (PCE) de 46%, mais font appel à une technologie très coû-

teuse par rapport à la première génération de cellules à base de silicium. Aujourd'hui, l'efficacité 

record des cellules solaires à base de silicium (SSCs)10 est de 25%. Ces dernières années ont vu la 

montée en puissance  des cellules solaires à base de matériaux pérovskites (Perovskite Solar Cells : 

PSCs) 12,13. Dans cette filière, un rendement de 20% a été obtenu en 2016 pour une cellule à base de 

de FAPbI3 (FA: formamidinium) 11 et un  record de 22,7% a été atteint en novembre 2017. Il est 

remarquable de noter que  le record des PSCs n’était que de 3,8% il y a huit ans15, alors qu'il a fallu 

plus de 40 ans pour que les SSCs monocristallins atteignent le record actuel de 26%. 

Caractéristiques des cellules solaires pérovskites 

Comme on le voit sur la Figure 2, les matériaux à base de pérovskite aux halogénures (ABX3) par-

tagent une structure cristalline similaire à celle de la pérovskite à oxyde minéral classique (ABO3). 

Le site du cation A est typiquement occupé par le cation de méthylammonium MA (ou FA), ou le 

cation inorganique Cs (ou Rb). Au stade actuel des progrès des PSCs, des alliages cationiques sont 

proposés pour améliorer la stabilité des absorbeurs de perovskite16. En général, le plomb (Pb) se 

trouve sur le site B. Le site X est rempli d'atomes d'halogénure I, Br ou Cl. L'un des composés les 

plus étudiés est MAPbI3, qui sera le principal absorbeur de pérovskite considéré dans cette thèse. 
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Figure 1 Efficacité des cellules de recherche au fil des années certifiée par NREL (04-25-

2018) 

 
Figure 2 Structure cellulaire analogue à l'ABX3 des absorbeurs de pérovskite aux halogé-

nures. FA: cation formamidinium, MA: cation méthylammonium) 

L'architecture des PSC n'a pas beaucoup évolué depuis l'introduction des premiers dispositifs25,26 en 

2012. En général, le substrat de verre est recouvert d’un oxyde conducteur transparent (TCO) sur 

lequel sont déposés successivement une couche du matériau de transport d'électrons (ETM) ou de 

trou (HTM), suivie de la couche absorbante pérovskite, et enfin de la couche HTM ou la couche 

ETM et un contact métallique; la première configuration (n-i-p) fait référence aux dispositifs stan-

dards et la dernière (p-i-n) aux dispositifs inversés. L'épaisseur de la couche de pérovskite est géné-

ralement de l’ordre de 350 nm, et la moitié de celle-ci pourrait être enveloppée par les méso-
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porosités de TiOx (un ETM classique)25. Idéalement, la couche absorbante de pérovskite est dopée 

de façon non intentionnelle les dopants étant totalement ionisés en régime statique (régime 

d’épuisement) 27, ce qui entraîne un transport des porteurs dominé par la dérive. Les PSCs28,29 dépo-

sés par des procédés relativement simples et peu coûteux31 ont des performances élevées, rivalisant 

avec d'autres technologies établies telles que Si, CdTe voire même GaAs32,33. Les PSCs sont égale-

ment intéressants en raison des nombreuses combinaisons possibles d'hétérojonctions34. 

Les défis des cellules solaires pérovskites 

Cependant, les dispositifs à bases de pérovskites montrent des instabilités dont les trois principales 

sont :  

1. la sensibilité à l’humidité39;  

2. la dégradations du photocourant(JSC) se dégrade en fonction du temps lors du trempage léger40;  

3. l’effet d’hystérésis sur  la caractéristique courant-tension (J-V) des dispositifs qui dépend de la 

vitesse du balayage en tension lors de la mesure, du sens de la polarisation ainsi que de ses condi-

tions préalables41.  

Le premier problème peut être résolu en encapsulant les cellules ce qui  empêche  les réactions de la 

pérovskite avec l'eau et l'oxygène42. La deuxième source de dégradation de JSC est supposée être 

causée par des pièges métastables associés à la MA40 et peut être considérablement améliorée en 

utilisant des cations mixtes de perovskites16,43–45 et/ou de cellules en fonctionnement à basse tempé-

rature ou à faible polarisation externe40. Les performances des  PSCs peuvent être restaurées après 

un repos dans l'obscurité, alors que les SSCs ne peuvent pas l’être après le vieillissement46. Le troi-

sième problème, lié au phénomène d'hystérésis, peut être supprimé en remplaçant la couche d’ETM 

par une couche de PCBM40,47 et/ou en modifiant l'interface ETM/perovskite48–50, mais le méca-

nisme sous jacent  n'est à ce jour pas encore vraiment clarifié.  



 

 

94 94 Resumé 

À la lumière des nombreux défis qui subsistent, l'application des PSCs pourrait être remise en ques-

tion à plus long terme, même si les performances continuent de progresser. Si l'on considère les 

PSCs à l'échelle nanométrique plutôt que les SSCs à micro-échelle, la caractérisation et la modélisa-

tion à l'échelle nanométrique sont encore plus critiques qu'auparavant pour une meilleure compré-

hension du fonctionnement des dispositifs. De plus, cela pourrait permettre d’ouvrir des voies vers 

d'autres applications telles que les diodes électroluminescente72, les lasers73, les dispositifs synap-

tiques74, les dispositifs de mémoire75 ou les détecteurs76 de rayons X par exemple. 

Besoins en caractérisation et en modélisation à l'échelle nanométrique 

Depuis l'invention du microscope à balayage à effet tunnel (STM) en 1986, une nouvelle famille de 

techniques de microscopie appelée "Scanning Probe Microscopy" (SPM) se développe. elle permet 

aujourd'hui d'accéder à des observations précises de surface à l'échelle nanométrique79. De ce point 

de vue, une des techniques les plus attractives est la Microscopie à Force Atomique (AFM), qui 

utilise les forces entre la pointe sonde et l'échantillon et permet de prendre une photo tridimension-

nelle (3D) de la surface du matériau à l'échelle nanométrique. Le mouvement de la pointe AFM est 

surveillé par un photodétecteur, qui peut enregistrer la réflexion d'un faisceau laser sur la pointe. 

Comparée à la technique STM, l’AFM n'est pas limitée à la mesure sur une surface électriquement 

conductrice. Basé sur l'invention de l'AFM en 1986 par G. Binnig, C. Gerber et C.F. Quate80, une 

autre extension très intéressante est apparue et a permis la mesure du potentiel de surface à l'échelle 

nanométrique en 1991. Cette technique : Kelvin Probe Force Microscopy (KPFM)81 permet la me-

sure des profils de potentiels et ainsi les  prédictions des  performances des cellules solaires70,82–84 et 

des lasers85, la mesure des niveaux d'énergie86,87 et des discontinuités de bandes auxhétérojonc-

tions88,89. Le principe en est le suivant : après que la topographie de la surface a été étudiée par 

AFM, la distance entre la pointe et la surface de l'échantillon est maintenue constante pour ressentir 

la force. Le potentiel de surface (𝛹𝑠) des échantillons peut par conséquent être déduit connaissant le 

travail de sortie (WF) de la pointe. Cependant, en raison de nombreux artefacts sur la surface, il est 

difficile d’en déduire une analyse quantitative du potentiel global (𝛹). Et ce potentiel est en outre 

fortement lié au fonctionnement et aux performances du dispositif. De ce fait, la conception de si-

mulations pour interpréter les mesures KPFM est primordial et fait l’objet d’une partie importante 

de ce mémoire. Les améliorations techniques des mesures  KPFM sont toujours en cours et la mo-
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délisation à l'échelle nanométrique sera indispensable pour faire progresser dans la compréhension 

et dans l’analyse de cette technique90. 

Théorie et objectifs 

La figure 3 montre schématiquement le principe de la simulation numérique mise en œuvre.   Les 

points principaux sont : le calcul du potentiel électrostatique et des pseudo-niveaux de fermi, la 

prise en compte des phénomènes de génération-recombinaison, la simulation de l’effet tunnel, la 

prise en compte de la migration éventuelle d’ions mobiles, et enfin l’effet de la température. 

 
Figure 3 Simulation numérique a) cellules solaires et b) electroluminescence (EL). Les pa-

ramètres d'entrée et les résultats sont indiqués respectivement en carrés ouverts et solides. 

TL entre parenthèses indique les paramètres dépendant de la température. 

KPFM et modélisation 

Une nouvelle approche de la modélisation de KPFM (Figure 4) pour les hétérostructures dans l'obs-

curité et sous illumination est développée. La présence d’états de surface au sommet des couches de 

TiOx est mix en évidence en corrélant les calculs théoriques et les résultats expérimentaux. Les ca-

ractéristiques de base des mesures KPFM sous éclairement, à savoir le photo-potentiel de surface, 
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sont simulées et permettent de déduire la bande d'énergie interdite. Cette approche est utilisée pour 

étudier le potentiel le long de la section transversale de jonctions diffusées à base de silicium et des 

PSCs à base de TiOx méso poreux. 

 

Figure 4 Illustration de la configuration de base de KPFM. CPD est le nom abrégé de la différence 

de potentiel de contact. La pointe et l'échantillon sont a) séparés, b) connectés en court-circuit et c) 

sous polarisation externe égale à VCPD. 

Etude des PSCs 

Les PSCs sont étudiés expérimentalement et théoriquement dans leur structure classique, ainsi 

qu’inversée, à base de TiOx et imprimables à base de WOx. Les caractérisations étudiées compren-

nent les mesures courant-tension (J-V), capacité-tension (C-V) ainsi que KPFM. Ces caractéris-

tiques électriques sont simulées pour analyser les pertes en tension de circuit ouvert VOC ainsi que 

l'effet d'hystérésis102 (Figure 5) et  la dégradation réversible du photocourant 40. 
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Figure 5 Caractéristiques J-V expérimentales et simulées des cellules solaires en 

WOx/MAPbI3/Spiro-OMeTAD. 

Jonctions tunnel dans des cellules de type tandem PSC/SSCs  

Les jonctions tunnel à base de silicium sont numériquement étudiées pour des cellules solaires à 

base de pérovskites/silicium de type tandem. En effet dans ce type de cellules, la connexion élec-

trique entre la cellule à base de pérovskite et la cellule silicium se fait par le biais d’une jonction 

tunnel au niveau de la cellule silicium. L'alignement de bande associé est représenté Figure 6. 

L'influence du niveau de dopage dans la jonction tunnel est étudiée. Les caractéristiques J-V des 

cellules solaires à simple jonction et des cellules en tandem sont calculées et présentées figure 7. 
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Figure 6 Schéma de bande des cellules solaires de type tandem à l’équilibre thermodyna-

mique. Les niveaux de dopage n+ et p+ dans la jonction tunnel sont égaux à 5.1019 cm-3. 

 
Figure 7 J-V caractéristiques des cellules individuelles : pérovskite (PSC), silicium (SSC) 

et de la cellule tandem. 
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Propriétés électriques de structures à base de QDs III-V/GaP pour l'émission de 

lumière sur silicium 

Des dispositifs basés sur 5 couches de QDs de (In,Ga)As/GaP sont étudiés expérimentalement et 

théoriquement sous injection électrique. Le décalage vers le rouge du pic d'émission et l'extinction 

thermique de l'intensité de l'électroluminescence (EL) sont simulés en fonction de la température 

(Figure 8), en tenant compte de l'alignement de la bande et des pièges dans les régions actives. Le 

transport la recombinaison des porteurs dans la structure quantique est calculé et discutés. 

 
Figure 8 spectres EL a) experimentaux et b) calculés sous faible injection électrique. La 

densité de courant d'injection est de 1 A/cm2. c) position du pic d'émission et de l'intensité 

normalisée en fonction de la température du contact thermique. Le point rouge représente le 

rapport de l'énergie maximale d'émission à 10 K pour les QDs de (In, Ga)As/GaP208. 
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Résumé

Ce travail de thèse se concentre sur l’étude des modèles de type 
drift-diffusion. Des approches sont développées pour la modélisation 
de la Microscopie à sonde de Kelvin, des cellules solaires à base de 
matériaux pérovskites (PSCs), des cellules solaires tandem de type 
pérovskite/silicium et des îlots quan  tiques Ill-V/GaP. Tout d’abord, 
l’approche de la modélisation de la sonde de Kelvin est examinée 
pour la surface de TiOx  et l’absorbeur pérovskite MAPbl3. Ensuite, 
des mesures avec sonde de Kelvin et des simulations sont proposées 
pour des jonctions diffusées à base de silicium et pour des PSCs à 
base de TiOx méso poreux. Les variations du potentiel interne sont 
étudiées, ouvrant la voie à une amélioration supplémentaire des 
dispositifs. L’influence de l’état de surface des couches WOx sur des 
mesures à sonde de Kelvin est étudiée théoriquement. Différents 
facteurs à  l’origine des pertes de tension de circuit ouvert (Voc) des 
PSCs sont discutés. L’effet anormal d’hystéré  sis dans les PSCs est 
également simulé, en tenant compte des états de pièges d’interface et 
des ions mobiles. En outre, le design de cellules solaires tandem 2T 
pérovskite/silicium est étudié en détails. Une jonction tunnel à base 
de silicium entre les deux  sous-cellules supérieure et inférieure est 
proposée pour assurer le bon fonctionnement des cellules en série. 
L’influence du profil de dopage dans la jonction tunnel est discu  tée. 
Au final, le transport des porteurs dans les îlots quantiques 111-V/GaP 
est étudié dans le cadre plus général de l’intégration d’émetteurs Ill-V 
sur silicium. Les caractéristiques électrolumi  nescentes et électriques 
de ces structures sont simulées dans une approximation symétrie 
cylindrique.
 

Abstract

This PhD work focuses on  optoelectronic  deviee  simulations based 
on drift-diffusion models. Approaches are developed for the modelling 
of Kelvin Probe Force Microscopy (KPFM), per  ovskite-based  solar  
cells  (PSCs),  perovskite/silicon  tandem solar cells and Ill-V/GaP  
quantum  dots (QDs). Firstly, a new approach for the modelling 
of KPFM is applied to TiOx  slabs and  to  the  MAPbb  perovskite  
absorber.  Secondly,  KPFM measurements and simulations are 
proposed for silicon-based diffused junctions and mesoporous TiOx 
based PSCs. The built  in potential is investigated, and this study paves 
the way toward further deviee improvements. ln addition, the influence  
of the surface of WOx slabs on KPFM measurements is studied theo  
retically. Various factors influencing open circuit voltage (Voc) losses 
in PSCs are discussed. The abnormal hysteresis effect in the PSCs 
is  simulated as weil, considering  interface trap states  and  mobile  
ions. The  design  of  Iwo-terminal   perov  skite/silicon tandem solar 
cells is studied in detail. A silicon  based tunnel junction between the 
top and the bottom subcells is proposed for seriai current matching. 
The influence  of the doping profile in the tunnel junction is discussed. 
At the end of the manuscript, the carrier transport in Ill-V/GaP QDs is 
investi  gated, for the integration of Ill-V emitters on silicon. The electro  
luminescence and electrical characteristics of these Ill-V  light emitting 
deviees are simulated by using a cylindrical approxima tion.




