
HAL Id: tel-01882214
https://theses.hal.science/tel-01882214

Submitted on 26 Sep 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Reconnaissance d’expériences vécues dans les avis
d’utilisateurs : une méthode basée sur les événements

Ehab Hassan

To cite this version:
Ehab Hassan. Reconnaissance d’expériences vécues dans les avis d’utilisateurs : une méthode basée
sur les événements. Computers and Society [cs.CY]. Université Sorbonne Paris Cité, 2017. English.
�NNT : 2017USPCD021�. �tel-01882214�

https://theses.hal.science/tel-01882214
https://hal.archives-ouvertes.fr


UNIVERSITÉ PARIS 13,
PARIS SORBONNE CITÉ

Laboratoire d'Informatique de Paris-Nord (LIPN)
Representation des Connaissances et Langage Naturel (RCLN)

Thèse

présentée par
Ehab HASSAN

pour obtenir le grade de
Docteur d'université

Spécialité : Informatique

Event-Based Recognition Of Lived

Experiences In User Reviews.

Reconnaissance d'expériences vécues dans
les avis d'utilisateurs : une méthode basée

sur les événements.

soutenue publiquement le 03 Mai 2017
devant le jury composé de

Directeur
Mr Aldo GANGEMI (Pr) - LIPN, Université Paris 13

Co-encadrement
Mr Davide BUSCALDI (MCF) - LIPN, Université Paris 13

Rapporteurs
Mr Diego Reforgiato Recupero (Pr) - Université de Cagliari
Mr Yannick Toussaint (Pr) - LORIA Nancy

Examinateurs
Mme Valentina Presutti (Chercheur, HDR) - ISTC-CNR, Italie
Mr Thierry Charnois (Pr) - LIPN, Université Paris 13





Abstract

The quantity of user-generated content on the Web is constantly growing at a fast pace.

A great share of this content is made of opinions and reviews on products and services.

This electronic word-of-mouth is also an important factor in decisions about purchasing

these products or services. Users tend to trust other users, especially if they can compare

themselves to those who wrote the reviews, or, in other words, they are con�dent to share

some characteristics. For instance, families will prefer to travel in places that have been

recommended by other families. We assume that reviews that contain lived experiences

are more valuable, since experiences give to the reviews a more subjective cut, allowing

readers to project themselves into the context of the writer.

With this hypothesis in mind, in this thesis we aim to identify, extract, and represent

reported lived experiences in customer reviews by hybridizing Knowledge Extraction and

Natural Language Processing techniques in order to accelerate the decision process. For

this, we de�ne a lived user experience as an event mentioned in a review, where the author

is among the participants. This de�nition considers that mentioned events in the text are

the most important elements in lived experiences: all lived experiences are based on events,

which on turn are clearly de�ned in time and space. Therefore, we propose an approach

to extract events from user reviews, which constitute the basis of an event-based system

to identify and extract lived experiences.

For the event extraction approach, we transform user reviews into their semantic rep-

resentations using machine reading techniques. We perform a deep semantic parsing of

reviews, detecting the linguistic frames that capture complex relations expressed in the

reviews. The event-based lived experience system is carried out in three steps. The �rst

step operates an event-based review �ltering, which identi�es reviews that may contain

lived experiences. The second step consists of extracting relevant events together with

their participants. The last step focuses on representing extracted lived experiences in

each review as an event sub-graph.

In order to test our hypothesis, we carried out some experiments to verify whether lived

experiences can be considered as triggers for the ratings expressed by users. Therefore, we

used lived experiences as features in a classi�cation system, comparing with the ratings of

the reviews in a dataset extracted and manually annotated from Tripadvisor. The results

show that lived experiences are actually correlated with the ratings.

In conclusion, this thesis provides some interesting contributions in the �eld of opinion

mining. First of all, the successful application of machine reading to identify lived experi-

ences. Second, the con�rmation that lived experiences are correlated to ratings. Finally,

the dataset produced to test our hypothesis constitutes also an important contribution of

the thesis.

Keywords: Lived Experiences Extraction; Event Extraction; Machine Reading; Se-

mantic Web; Natural Language Processing; Sentiment Analysis; User Reviews.



Résumé

La quantité de contenu généré par l'utilisateur sur le Web croît à un rythme rapide.

Une grande partie de ce contenu est constituée des opinions et avis sur des produits et

services. Vu leur impact, ces avis sont un facteur important dans les décisions concernant

l'achat de ces produits ou services. Les utilisateurs ont tendance à faire con�ance aux

autres utilisateurs, surtout s'ils peuvent se comparer à ceux qui ont écrit les avis, ou, en

d'autres termes, ils sont con�ants de partager certaines caractéristiques. Par exemple,

les familles préféreront voyager dans les endroits qui ont été recommandés par d'autres

familles. Nous supposons que les avis qui contiennent des expériences vécues sont plus

précieuses, puisque les expériences donnent aux avis un aspect plus subjective, permettant

aux lecteurs de se projeter dans le contexte de l'écrivain.

En prenant en compte cette hypothèse, dans cette thèse, nous visons à identi�er, ex-

traire et représenter les expériences vécues rapportées dans les avis des utilisateurs en hy-

bridant les techniques d'extraction des connaissances et de traitement du langage naturel,

a�n d'accélérer le processus décisionnel. Pour cela, nous avons dé�ni opérationnellement

une expérience vécue d'un utilisateur comme un événement mentionné dans un avis, où

l'auteur est présent parmi les participants. Cette dé�nition considère que les événements

mentionnés dans le texte sont les éléments les plus importants dans les expériences vécues:

toutes les expériences vécues sont basées sur des événements, qui sont clairement dé�-

nis dans le temps et l'espace. Par conséquent, nous proposons une approche permettant

d'extraire les événements à partir des avis des utilisateurs, qui constituent la base d'un

système permettant d'identi�er et extraire les expériences vécues.

Pour l'approche d'extraction d'événements, nous avons transformé les avis des utilisa-

teurs en leurs représentations sémantiques en utilisant des techniques de �machine reading�.

Nous avons e�ectué une analyse sémantique profonde des avis et détecté les cadres linguis-

tiques les plus appropriés capturant des relations complexes exprimées dans les avis. Le

système d'extraction des expériences vécues repose sur trois étapes. La première étape

opère un �ltrage des avis, basé sur les événements, permettant d'identi�er les avis qui peu-

vent contenir des expériences vécues. La deuxième étape consiste à extraire les événements

pertinents avec leurs participants. La dernière étape consiste à représenter les expériences

vécues extraites de chaque avis comme un sous-graphe d'événements contenant les événe-

ments pertinents et leurs participants.

A�n de tester notre hypothèse, nous avons e�ectué quelques expériences pour véri�er

si les expériences vécues peuvent être considérées comme des motivations pour les notes

attribuées par les utilisateurs dans le système de notation. Par conséquent, nous avons

utilisé les expériences vécues comme des caractéristiques dans un système de classi�cation,

en comparant avec les notes associées avec des avis dans un ensemble de données extraites et

annotées manuellement de Tripadvisor. Les résultats montrent que les expériences vécues

sont corrélées avec les notes.



v

Cette thèse fournit des contributions intéressantes dans le domaine de l'analyse

d'opinion. Tout d'abord, l'application avec succès de �machine reading� a�n d'identi�er

les expériences vécues. Ensuite, La con�rmation que les expériences vécues sont liées aux

notations. En�n, l'ensemble de données produit pour tester notre hypothèse constitue

également une contribution importante de la thèse.

Mots-clés : Extraction des Expériences Vécues; Extraction d'événements; Machine

Reading; Web Sémantique; Traitement du Langage Naturel; Analyse des Sentiments; Avis

des Utilisateurs.
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Chapter 1

General Introduction
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1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1 Motivation

In the last years, the Web has signi�cantly changed how people express themselves and

interact with others. People can now share their reviews of products and services on

commercial websites and express their opinions and interact with others through platforms

such as blogs, social networks, and discussion forums.

All this user-generated content constitutes a valuable source of information in the con-

text of various �elds (e-commerce, politics, �nance, etc.). In the case of e-commerce, online

reviews constitute the backbone of electronic word-of-mouth communication (eWOM) and

they are often the primary factor in a user's decision to purchase a product or service

[Hennig-Thurau et al. (2004)]. As other types of content on the Internet, user-generated

content is also a�ected by the problem of information overload: the number of sites al-

lowing users to share their opinions is continuously growing, as the number of users. The

consequence is that the problem of making an informed decision about choosing a certain

product or service becomes more and more di�cult and time-consuming.

In certain cases, users share not only an opinion but also their experiences. This is

particularly true in the case of travel and catering, where the opinion is often motivated

by some �lived experience� when staying at some hotel and/or eating in some restaurant.

Sites like TripAdvisor1, Booking2 and AirBnB3 incentivise users to share their experiences,

both good and bad ones. These reviews often contain non-�ctional narrative or stories that

people tell about their experience, that allow other users to project themselves as potential

customers, comparing their desires and expectations to those of others in a similar context.

Therefore, lived experiences can give them speci�c and more interesting information than

general opinions, and provide a larger palette of perspectives than traditional sentiment

analysis, since experiences di�er among users and hint at their own preferences and reasons

for judgment.

1https://www.tripadvisor.com
2https://www.booking.com
3http://www.airbnb.com/
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Extracting lived experiences from user reviews may therefore improve the process of

taking a decision quickly about products and services, highlighting the reasons that trigger

a particular opinion, allowing users to project themselves in a particular situation and

understanding if they would be happy to share the same experience or not.

One of the problems with lived experiences is that it is sometimes di�cult to tell what

constitutes a lived experience or not. In general, we had to deal with a new kind of

knowledge extraction task, Lived Experience Extraction (LEE). LEE may be considered

partly related to event extraction, since events play a central role in lived experiences,

being also well delimited in space and time. In this thesis, we focused on the problems of

de�ning, �nding and representing lived experiences. To this purpose, we relied on methods

originated from Natural Language Processing and the Semantic Web, in particular deep

parsing, event extraction, and sentiment analysis.

1.2 Outline

The rest of this thesis is organized as follows:

In Chapter 2 we show the state of the art related to Knowledge Extraction from text, in

particular event extraction, in the Semantic Web context. We also collected some existing

de�nitions of Lived Experiences.

In Chapter 3, we discuss the steps necessary to adapt the machine reader tool FRED4

as an event extraction tool.

In Chapter 4, we show how event extraction on user reviews can be used to predict

ratings in open rating systems. This result is important because it shows that events are

correlated to the user ratings, and by consequence Lived Experiences too, since they are

based on events.

In Chapter 5 we describe how we identify and extract lived experiences from user

reviews, together with an experimental evaluation on hotel reviews.

In Chapter 6, we show some potential applications for lived experiences, such as the

prediction of ratings in open rating systems and the summarization of reviews.

Finally, we draw a balance of the thesis in Chapter 7, summarizing the major contri-

butions and the obtained results, with suggestions to some potential improvements and

future work.

4http://wit.istc.cnr.it/stlab-tools/fred

http://wit.istc.cnr.it/stlab-tools/fred


Chapter 2

Related Work

Contents
2.1 Knowledge Extraction from Texts . . . . . . . . . . . . . . . . . 5

2.1.1 Events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.2 Event Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.3 Lived Experience Extraction . . . . . . . . . . . . . . . . . . . . 20

2.2 Semantic Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2.1 Semantic Web Architecture . . . . . . . . . . . . . . . . . . . . . 25

2.2.2 Resource Description Framework (RDF) . . . . . . . . . . . . . . 27

2.2.3 SPARQL Query Language . . . . . . . . . . . . . . . . . . . . . . 30

2.3 Sentiment Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3.1 Polarity classi�cation . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3.2 Subjectivity analysis . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.3 Aspect-based Sentiment Analysis (ABSA) . . . . . . . . . . . . . 35

2.3.4 Opinion Summarization . . . . . . . . . . . . . . . . . . . . . . . 36

2.3.5 Opinion Spam Detection . . . . . . . . . . . . . . . . . . . . . . . 38

This chapter consists in an overview of some topics that de�ne the context and back-

ground of this thesis. First of all, in Section 2.1, we describe the general problem of text

mining, and we focus in particular on some knowledge extraction tasks that are related to

lived experiences, such as event extraction. In Section 2.2 we introduce the Semantic Web

technologies that are at the basis of machine reading and are used in the machine reader

that we used throughout this work, FRED, described extensively in Chapter 3. Finally, in

Section 2.3 we provide an overview of opinion mining and sentiment analysis, which are

related to the applicative domain of the thesis.

2.1 Knowledge Extraction from Texts

Most of the content available on the Web is in the form of text documents, such as news

articles, blogs, wikis or postings on social networks. This content o�ers a great poten-

tial for �nding useful information, but this potential is hampered by two problems: the

quantity of the text and the fact that the text is written to be understood by humans,

not by machines. Therefore, for several years, di�erent branches of the domain of arti-

�cial intelligence have been studying this problem, with the objective to allow machines

5
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to �understand� the meaning of a document, or, better, to transform it in a representa-

tion on which automated reasoning is possible. In other words, the aim is to transform

unstructured information, which is described in natural language, into a set of structured

knowledge described in a formal language. This transformation process is what is usually

named Knowledge Extraction. This process aims to provide the user with the desired infor-

mation without consulting many documents and thus facilitate access to the information

[Poibeau (2003)].

In contrast to databases where data is stored in a structured and well-organized manner,

texts written in natural language are considered to be unstructured sources. With the

vertiginous increase of these textual resources, the automatic extraction of information

sees a growing interest during the last twenty years. Indeed, drowned in this mass of this

unstructured information, it is very necessary to develop automatic systems which are

able, in our daily tasks (professional or personal), to retrieve and extract in a fast and

e�cient way the information that we need. In response to this, systems are designed to

automatically analyze text in order to extract a set of relevant information [Hobbs et al.

(2010)].

The �eld of knowledge extraction from texts has been developed during the 1980's

and 1990's. Especially, with the emergence of evaluation campaigns such as MUC

(Message Understanding Conference), ACE (Automatic Content Extraction), CONLL

(Conference on Natural Language Learning), or TAC (Text Analysis Conference). The

most common tasks in knowledge extraction are the extraction of named entities [Nadeau

and Sekine (2007)], the extraction of relations between these entities [Rosario and Hearst

(2005)], and the extraction of events (Section 2.1.2). We may consider that these tasks

are the �building blocks� of a more complex knowledge extraction system that can

assemble entities, relations and events together. Therefore, we provide a brief overview of

each of these tasks.

Named Entity Recognition (NER)

The term Named Entity (NE) appeared during the sixth edition of the Message Un-

derstanding Conference (MUC)1 evaluation campaign. The named entity recognition task

concerns the identi�cation of a set of the mentioned entities in the text. These entities can

be relatively general, such as proper names (names of persons, organization, places, etc.),

dates, monetary units, percentages, units of measures, etc. These objects are commonly

called Named Entities and are indispensable to understand the meaning of a text. In the

scope of this PhD thesis, these entities will be the participants in the lived experience

events.

There are several systems dedicated to named entities recognition task [Van Hooland

et al. (2015)]. We can cite Stanford Named Entity Recognizer2, Alchemy3, FOX4,

1http://www-nlpir.nist.gov/related_projects/muc/
2http://nlp.Stanford.edu/software/CRF-NER.shtml
3http://www.alchemyapi.com
4http://fox-demo.aksw.org

http://www-nlpir.nist.gov/related_projects/muc/
http://nlp.Stanford.edu/software/CRF-NER.shtml
http://www.alchemyapi.com
http://fox-demo.aksw.org
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Zemanta5, NERD6, AIDA7. The tool FRED8 [Gangemi et al. (2016)] is a service web

which allow to automatically transform knowledge extracted from text into RDF and

OWL. In his actual version, it uses Apache Stanbol9 and integrates TAGME [d'Aquin

et al. (2008)] for named entity recognition and resolution.

Relation Extraction (RE)

The purpose of the extraction of relations is to study the semantic and syntactic

links between several entities mentioned in the text. These relations may be binary (i.e.

between two objects), or n-ary (more than two related objects). For example, detect, in a

corpus of documents, that François Holland is the current president of the France, will

be translated into a relation type President between the entity François Holland and

the entity France. The detection of n-ary relations corresponds to what is called record

extraction, where we identify a network of relations between entities. The extraction of

events is a special case of this task.

Event extraction (EE)

Event extraction is another important task of information extraction. This task can

be seen as a special form of n-ary relation extraction where an action is linked to other

entities such as a date, place, participants, etc. This de�nition can vary according to the

theoretical points of view and the application. The detection of events increasingly interest

companies in many domains for its applications in economic and strategic intelligence. We

present in Section 2.1.2 an overview of the techniques which are used for the detection and

extraction of events from text.

2.1.1 Events

The concept of event is at the center of our work, since we consider events as the triggers

of lived experiences. All experiences are related to �something that happened�, which is a

rough de�nition of event. For this reason, we are going to dedicate this subsection to the

de�nition of events, a notion that has been widely used in Natural Language Processing

with signi�cant variance in its meaning.

Events are elusive entities; as the authors of [Welty and Aroyo (2012)] argue, even

human annotators do not agree on what is an event and what is its boundary in terms of

the extension of its participants, temporal and geospatial extent, etc. More aspects of

events appear when trying to recognize or extract them from text: polarity of speaker's

judgment on events, negation, modality, relations (temporal, causal, declarative, etc.) to

other events, etc.

5http://programmableweb.com/api/zemanta
6http://nerd.eurecom.fr/
7https://gate.d5.mpi-inf.mpg.de/webaida/
8http://wit.istc.cnr.it/stlab-tools/fred
9http://stanbol.apache.org

http://programmableweb.com/api/zemanta
http://nerd.eurecom.fr/
https://gate.d5.mpi-inf.mpg.de/webaida/
http://wit.istc.cnr.it/stlab-tools/fred
http://stanbol.apache.org
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For example, the text:

The Black Hand might not have decided to barbarously assassinate Franz Ferdinand

after he arrived in Sarajevo on June 28th, 1914.

expresses three events (decide, assassinate, arrive), with Black Hand being

a participant in two of them (decide, assassinate), Franz Ferdinand in the third (arrive),

a temporal extent for the third (June 28th, 1914 ), and a relative temporal extent for

the other two (given the third's extent and the past tense su�xes in the �rst and third),

a geo-spatial extent (Sarajevo), a judgment with negative polarity on the second event

(barbarously), a negation (not) over the modality (might) modifying the �rst event, and

an explicit temporal relation between the second and third event (after).

Etymologically, �event� is a polysemic word that comes from the latin �venire� (become).

The dictionary de�nes events as a thing that happens or something to which attach sig-

ni�cance. In addition, the de�nition of event has received fundamental attention across

academic �elds, from philosophy [Casati and Varzi (2014), Davidson (1993)] to cognitive

psychology [Zacks and Tversky (2001)].

In philosophy, events are properties, speci�cally properties of moments or intervals of

time [Montague (1969)]:

Then event of the sun's rising will be the property of being a moment at which

the sun rises, and events in general will form a certain class of properties of

moments [or intervals] of times. (1969: 149-150)

However, [Chisholm (1970)] show event as a state of a�airs that is not time-bound and

that therefore is such both it and its negation may occur. This de�nition is based on an

assumption of events to states of a�airs (i.e. entities that can be the objects of propositional

attitudes) rather that to properties.

A proposition could be de�ned as any state of a�airs which i necessarily such

that either it or its negation does not occur.... An event is any contingent state

of a�airs which is not a proposition and which implies change. (1970: 20)

For Davidson, events are �things that happen at some points in time� [Davidson (1993)].

By contrast, [Higginbotham et al. (2000)] found that categorizing events would be helpful

to de�ne them. They propose two categories of events universal and particular. Universal

events were de�ned as �things that can recur or be instantiated at di�erent places and

time�. However, particular events are �things that occur at a speci�c place and time�.

Some philosophers, as in [Casati and Varzi (2014)], show that an event is often de�ned

as an abstract concept, or de�ned within the context of a very speci�c domain (e.g. textual

news, time series, social media).
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In physics, Einstein in his Theory of Relativity used the term event to denote the

fundamental entity of observed physical reality - a single point in the time-space continuum.

In addition, an event denotes a phenomenon considered as localized and instantaneous,

occurring at a point and at a certain moment10.

In journalistic terms, an event denotes a topical fact, which may be predictable or

unpredictable: Natural disaster, sporting outcome, scienti�c outcome, political outcome,

election result, etc.

The notion of events has been also used in the linguistics literatures. WordNet11 [Miller

and Fellbaum (1998)], a large lexical database of English, de�nes events as �something that

happens at a given place and time�. In addition, linguists that have worked on the semantic

structure of events in text suggest other de�nitions containing time and situations. [Chung

and Timberlake (1985)] found that an event can be de�ned in terms of three components:

a predicate; an interval of time on which the predicate occurs; and a situation under which

the predicate occurs.

[Krieg-Planque (2009)] gives a simple de�nition of the event: �An event is an occurrence

perceived as meaningful within certain framework�. The term �occurrence� involves the

notion of temporality that determines a �before� and an �after� this occurrence. The frame

refers to a given system of expectation which determines whether the occurrence acquires

(or not) its remarkability and, consequently, is promoted (or not) to the rank of event.

In the area of information retrieval, the notion of events has been used in the task of

information extraction (e.g. entities, values, temporal expressions, relation, and events).

Some evaluation frameworks (e.g. Automatic Content Extraction (ACE), Message Un-

derstanding Conference (MUC), TimeML, etc.), were proposed de�nitions for events to

facilitate the task of event extraction.

The Automatic Content Extraction12 (ACE) evaluation [Doddington et al. (2004)], for

instance, de�nes an event as �a speci�c occurrence involving participants� and �something

that happens�. An event is identi�ed via an event trigger and an event extent. The event

trigger is the word that most clearly expresses the event's occurrence, and the extent,

which indicates the scope of the event, is de�ned as the sentence in which the event trigger

is mentioned.

These de�nitions make the implicit assumption that events should have one or more

participants. Yet, not all events have a clearly de�ned set of participants, thus limiting its

practical use. In addition, these de�nitions also do not explain how to address events with

ambiguous semantic scope (e.g. the May 25, 2011 Japan earthquake). However, instead

of de�ning all possible events, the ACE program a set of event types (e.g. Con�ict) and

subtypes (e.g. Attack) to be extracted from various text sources (e.g. Newswire, Blogs,

Conversation, Transcripts) and provides a set of corresponding prede�ned templates along

with their pre-de�ned attributes (time, place, participants, etc.).

10http://www.larousse.fr/encyclopedie/nom-commun-nom/événement/50167
11https://wordnet.princeton.edu/
12http://projects.ldc.upenn.edu/ace/docs/English-Events-Guidelines_v5.4.3.pdf

http://www.larousse.fr/encyclopedie/nom-commun-nom/�v�nement/50167
https://wordnet.princeton.edu/
http://projects.ldc.upenn.edu/ace/docs/English-Events-Guidelines_v5.4.3.pdf
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A template of the �Attack� event subtypes applied to the sentence �Rebel suicide

bombers launched a simultaneous attack on China Bay air force base in Trincomalee,

240 km (150 miles) northeast of Colombo...� is presented in Table 2.1.

Attribute Description Example

Attacker The attacking / instigating agent Rebel suicide bombers
Target The target of attack China Bay air force
Means The thing used in the attack Rebel suicide bombers
Time When the attack takes place -
Place Where the attack takes place Trincomalee, 240 km (150 miles)

northeast of Colombo

Table 2.1: Attack event template and sample extracted attributes

The ACE de�nitions are particular, but restricted to a small class of events. Focusing

on a restricted class of events is often useful to eliminate ambiguity and enables precise

annotations for evaluation purposes. In addition, this de�nition only applies to supervised

detection task, where the classes of events that should be detected are known a priori.

A disadvantage is that events such as Festivals and Concerts cannot be represented since

there are no corresponding templates.

In MUC (Message Understanding Conference) [Chinchor (1998)], an event is related

to an event category. More precisely, the category of event is associated with a template,

which gathers the relevant information concerning the event. The participants in MUC

had to create a template whenever they found an instance of a given event category in a

document.

The associated information with the events in the templates generally takes the form

of named entities. Therefore, the notion of event is materialized by a relation which can

be either between named entities, or carried by a verb.

The ISO-TimeML model [Pustejovsky et al. (2010)] is a rich speci�cation language for

event and temporal expressions in natural language processing text. Originally, TimeML

[Pustejovsky et al. (2003a)] has been developed in order to improve the performance of

Question Answering systems.

Events in TimeML are taken to be situations that occur or happen. They can be punc-

tual (e.g. John reached the summit) or last for a period of time (e.g. John walked up a

mountain). TimeML focused on events expressed by tensed or untensed verbs, nominali-

sation, adjectives, predictive clauses, or prepositional phrases. In addition, TimeML also

consider as events those predicates describing states or circumstances in which something

obtains or holds true [Saurii et al. (2005)].

TimeML does not identify event participants, but the event tag and its attributes have

been designed to interface with Named Entity taggers in a straightforward manner.

In Topic Detection and Tracking (TDT), [Allan (2002)], event was initially de�ned as

�some unique thing that happens at some point in time� [Allan et al. (1998a)]. According



2.1 Knowledge Extraction from Texts 11

to this de�nition, a de�ned time period must be associated with the event. Therefore, this

de�nition was further extended to include locations as well [YANG et al. (1999)], de�ning

an event as �something that happens at a speci�c time and place�.

The scope of an event, according to these de�nitions is open and may be interpreted

in a several ways. For instance, under these de�nitions, The World Trade Center attacks

that took place on September 11, 2001 is an event. However, textual news document that

reports on this event might mention the subsequent collapse of the World Trade Center

towers, which is an acceptable event according to the de�nition. Here, it is unclear whether

the events in our examples should be considered as separate events or one collective event.

To address the ambiguity of the initial TDT de�nition, an amended de�nition was

proposed [Allan (2002)], stating that an event is �a speci�c thing that happens at a speci�c

time and place along with all necessary preconditions and unavoidable consequences�. This

new de�nition considers our previous examples of the World Trade Center attacks and

subsequent collapse of the World Trade Center towers to be a single event. This de�nition

opens a number of questions as to what are the necessary preconditions and unavoidable

consequences for certain events [Makkonen (2003)]. For certain events (e.g., the terror

attack in Paris 2015), some of the preconditions and unavoidable consequences are unknown

or subject to discuss.

Overall, the TDT de�nitions of an event introduce some useful ideas and make some

clari�cation regarding event boundaries, but they do not cover all possible types of events.

2.1.2 Event Extraction

Once we know what an event is, then the problem is to �nd and extract them. In Section

2.1.1, we presented four models for de�ning events (i.e. ACE, MUC, TimeML, and TDT)

for the purpose of event extraction from text. In this section, we show some approaches

which use these de�nitions in order to extract events. Then, we describe a number of

representative approaches to event extraction from several sources as news, social media,

blogs, and forums.

For ACE (Automatic Content Extraction) [Doddington et al. (2004)], several systems

attempted to extract ACE events [Ahn (2006), Grishman et al. (2005), Hardy et al. (2006),

Liao and Grishman (2010)]

In [Ahn (2006)], the authors presented a simple, modular approach to event extraction.

They divided the event extraction task into di�erent subtasks, including identi�cation

of event anchors and identi�cation of event arguments, and then used machine learning

methods to optimize and evaluate the results for each subtask.

An event anchor is a word that best captures the core meaning of an event. Therefore,

the event anchors identi�cation task was treated as as a word classi�cation task where the

task is to classify every term in a document with a label de�ned by 34 event types. Lexical,

WordNet [Miller and Fellbaum (1998)], and Dependency features were used in this task in
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order to train MegaM13, a maximum entropy learner [Daumé III (2004)], and TiMBL14, a

memory-based learner, [Daelemans et al. (2004)] classi�ers.

Event argument identi�cation consists of determining entities, times, and values that

are associated with each event. This task was treated as a single multi-class identi�cation

task and with training a separate multi-class classi�er for each event type. To train the

classi�ers, a set of features such as POS tag, event type, entity mention, and dependency

path were used.

The evaluation of these tasks was carried out using ACE 2005 training corpus, which

contain 599 documents. 539 documents were used as training set and 60 documents as

test set. For event anchor, the authors show that using the maximum entropy classi�er

and then the TiMBL classi�er gives the best results. However, the two classi�ers have the

same performance for the argument identi�cation task.

Several MUC (Message Understanding Conferences) campaigns are interested in �lling

prede�ned templates with a number of attributes from newspapers. As in information

extraction, the literature of the domains o�ers both works based on symbolic approaches

and statistical approaches.

The �rst symbolic approach is described in [Aone and Ramos-Santacruz (2000)] where

the authors are interested in relations and events, as described inMUC-7 [Chinchor (1998)].

They developed the system REES (Relation and Event Extraction System), which was

evaluated by extracting 100 relation and event types, 61 of which are events, from a news

source. The authors developed ontologies of the relation and events to be extracted for

political, �nancial, business military, and life-related domains. Events are extracted with

their participants, e.g. �who did what to whom when and where?� For examples, for a

BUYING event, REES extracts the buyer, the artifact, the seller, and the time and the

location of the BUYING event.

The system consists of three main parts: (1) A tagging module which consists of three

modules: NameTagger: to recognize the names of people, organizations, places, and

artifact. NPTagger: to recognize non-recursive Base Noun Phrase (BNP) [Ramshaw and

Marcus (1995)], and then to detect complex NPs for the four main semantic types of NPs,

i.e., Person, Organization, Location, and Artifact. EventTagger: to recognize events

using lexico-syntatic patterns. These patterns tag events in the presence of at least one

argument speci�ed in the lexical entry for a predicate. Therefore, a lexicon entry is used

for each event-denoting word, generally a verb. New types of events can be extracted by

just adding new verb entries to the lexicon without creating new patterns. (2) A rule-based

co-reference resolution module that resolves de�nite noun phrases of Organization, Person,

and Location types, and singular person pronouns: he and she. (3) A template generation

module which used declarative rules to generate and merge templates automatically achieve

portability. MUC style data were used for training and testing. The system achieved a

0.70 F-Measure over 26 event types.

13http://www.isi.edu/~hdaume/megam/
14http://ilk.uvt.nl/timbl/

http://www.isi.edu/~hdaume/megam/
http://ilk.uvt.nl/timbl/
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In terms of statistical approaches, [Chieu et al. (2003)] develops the system ALICE

(Automated Learning-based Information Content Extraction) in order to extract events

using statistical learning. They evaluated four classi�cation algorithms (Maximum En-

tropy [Ratnaparkhi (1998)], SVM [Cortes and Vapnik (1995)], Naive Bayes [Duda et al.

(1973)], and Decision Tree [Quinlan (2014)] ) using the Weka package15 on the MUC-4 data

test. The objective of MUC-4 task is to extract information on terrorist events occurring

in Latin American countries from free text documents. For this task, authors �rstly ex-

tract manually templates paired with their corresponding documents that contain terrorist

events for training.

A set of features has been used to train the classi�ers as verbs, nouns, head word,

Named Entity, and coreference features. The best results are obtained using Maximum

Entropy classi�er and this approach achieves accuracy competitive to the best of the MUC-

4 systems.

For TimeML event types extraction, the work that has mainly drawing our attention

are those of [Saurí et al. (2005)] and [Bethard and Martin (2006)].

[Saurí et al. (2005)] developed the EVITA (Events In Text Analyzer) event recognition

tool. EVITA is used for event recognition and extraction in newswire text. Events are

identi�ed using lexical analysis, context analysis of verbs, lexical lookup of adjectival events,

and machine learning to determine whether an ambiguous noun is used in an event sense.

The TimeML annotation schema was used to identify time reference and events.

Preprocessing of the data was carried out using the Alembic Workbench tagger16 for

part of speech tagging, lemmatization, and chunking [Day et al. (1997)]. A shallow parser

is used to retrieve event referring expression conveyed by three part of speech categories:

verbes, nouns and adjectives. Events denoted by verbs are identi�ed by lexical look-up and

contextual parsing of the verbal chunk. Noun-based events are identi�ed using WordNet17

[Miller and Fellbaum (1998)] and disambiguation with Bayesian classi�er trained on Sem-

Cor18 texts. Adjectives are tagged as events when they appear as the head of a predicative

complement as such in TimeBank1.219.

In addition to identifying events, EVITA also identi�es certain grammatical features

associated with them such as polarity, modality, tense and aspect. EVITA achieves a

performance ratio of 0.80 F-measure.

[Bethard and Martin (2006)] show that the event identi�cation task can be formulated

as a classi�cation task. They developed the system STEP that is capable to identify

events in the purpose of question answering with a precision of 0.82 and recall of 0.71 on

the TimeBank data. For each word in a document, they assign a label which indicates

whether the word is inside or outside of an event. They use the standard B-I-O of the

15http://www.cs.waikato.ac.nz/ml/weka/
16http://www.timeml.org/terqas/alembic/AWB-overview.html
17https://wordnet.princeton.edu/
18http://web.eecs.umich.edu/~mihalcea/downloads.html#semcor
19http://www.timeml.org/

http://www.cs.waikato.ac.nz/ml/weka/
http://www.timeml.org/terqas/alembic/AWB-overview.html
https://wordnet.princeton.edu/
http://web.eecs.umich.edu/~mihalcea/downloads.html#semcor
http://www.timeml.org/


14 Related Work

word chunking task that augments each class label with an indicator of whether the given

word is Beginning, Inside, or Outside of a chunk [Ramshaw and Marcus (1995)].

In order to recognize whether a word is part of an event or not, they use a set of syntactic

and semantic features (A�x features, Morphological features, Word class features, Tempo-

ral features, Negation features, WordNet hypernym features) as input to YamCha20[Kudo

and Matsumoto (2001)], a general-purpose chunker, and TinySVM21 support vector ma-

chine implementation. Finally, each word in the document is classi�ed as either beginning

(B), inside (I) or outside (O) an event.

In addition to identifying events, STEP also identify the semantic class of an event with

a precision of 0.67 and a recall of 0.51. [Bethard and Martin (2006)] show that identifying

the semantic class of an event requires features that encode more of the semantic context

of the words.

Event extraction from news articles had got the largest portion among the approach

which attempt to study the event extraction task [Allan et al. (1998b), Chambers and

Jurafsky (2011), Gabrilovich et al. (2004), Ploeger et al. (2013), Tanev et al. (2008)].

[Tanev et al. (2008)] employed clustering techniques for real-time event extraction from

online news. They focused especially on violence and disaster events. Firstly, they collected

the news articles using EMM system [Best et al. (2005)], which regularly checks for updates

of headline across multiple sites. Next, the articles are grouped into clusters including

documents on one topic. For each cluster, the system tries to extract the main event by

analyzing all documents in the cluster.

A text processing task was applied into each document in each cluster in order to

produce a more abstract representation of the documents. This task includes the following

steps: tokenization, sentence splitting, named-entity recognition (e.g., people, numbers,

locations).

The event extraction task was performed by creating extraction patterns using a ma-

chine learning and knowledge based techniques. Therefore, they �rstly annotated a small

corpus with event information, e.g., date, place, actors, a�ected dead, etc. Then, they

learned automatically patterns for each event-speci�c semantic role and manually check,

modify, �lter out low quality patterns. Finally, the extracted patterns were matched against

the �rst sentence and the title of each article from the cluster.

The evaluation has been carried out on 368 English language news cluster, where 29

violent events are described. The results show that the system was able to recognize 27

events of 29 where 0.93 of coverage.

[Ploeger et al. (2013)] introduce an automatic activist events extraction method from

various news sources using NLP tools. They consider everything that happens as an event,

which may have actors, location, and occurs at a point in time. Therefore, each verb in a

sentence represents an event, since verbs report actions, occurrences, and state of a�airs.

20http://chasen.org/~taku/software/yamcha/
21http://chasen.org/~taku/software/TinySVM/

http://chasen.org/~taku/software/yamcha/
http://chasen.org/~taku/software/TinySVM/
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A preprocessing task was applied to the text in order to extract events. Firstly, the text

is split into sentences and words using Stanford's sentence splitter and word tokenizer22.

Then, verbs are spotted using Stanford's part-of-speech tagger [Toutanova et al. (2003)].

Actors, places, dates, and times are recognized using Stanford's named entity recognizer

[Finkel et al. (2005)].

In this research, the authors only consider named entities and timestamps grammat-

ically dependent on a speci�c event to be part of that event. Therefore, Stanford's de-

pendency parser [Klein and Manning (2003)] was used to resolve the dependency problem.

Then, a date normalization task was applied to transform any relative timestamps (e.g.

�Last Tuesday�) into full dates (e.g. �23-06-2013�). In addition, a named entity disam-

biguation was realized using TextRazor's23 API.

In order to represent extracted events, they use the Simple Event Model (SEM) [van

Hage et al. (2011)] which uses a graph model de�ned using the Resource Description

Framework Schema language (RDFS) and the Web Ontology Language (OWL). A corpus

of 45 documents concerning arctic oil exploration activism was used in the evaluation. A

gold standard was created by asking three domain experts to annotate every article with

events, actors, places, and times. The system were able to extract 1829 events with 0.71

precision 0.58 recall and 0.64 F-Measure.

Since social networking sites such as Facebook24 and Twitter25 have become an impor-

tant complementary source of such information, event extraction from these sites has been

also studied.

In [Ritter et al. (2012)], authors presented an open domain event extraction within

Twitter �TwiCal�. They employ an NLP based approach to �nd named entities and event

phrases from tweets. The extracted events are categorized into types based on latent

variable model.

Event phrases could be verbs, nouns, and adjectives. Therefore, in order to extract

events, [Ritter et al. (2012)] annotate 1000 tweets with event phrases, following annotation

guidelines similar to those developed for the event tags in Timebank [Pustejovsky et al.

(2003b)]. A contextual, dictionary, and orthographic features were used with features based

on Twitter-tuned POS tagger [Ritter et al. (2011)] and event dictionary terms gathered

from WordNet [Miller and Fellbaum (1998)] by [Saurí et al. (2005)] to build an event

classi�er �TwiCal-EVENT�, which was able to identify events with 0.64 F-measure using

4-fold cross validation over the 1000 manually annotated tweets.

[Di Eugenio et al. (2013)] present experiments on detecting life-event of a user from

twitter. They de�ne life events as a personal information concerning marriage, birth of a

child, graduation, or losing or getting a job. In their work, they are interested in detecting

two life events: marriage and employment. A list of keywords was used to collect tweets.

22nlp.stanford.edu/software/tokenizer.shtml
23 http://www.textrazor.com/
24http://www.facebook.com
25http://www.twitter.com

nlp.stanford.edu/software/tokenizer.shtml
http://www.textrazor.com/
http://www.facebook.com
http://www.twitter.com
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For employment, they used four keywords: new job, laid o�, interview, and job o�er.

However, For marriage, they select the top three relevant keywords as ranked by using

TF-IDF on multiple documents gathered by mining domain speci�c websites (brides.com;

weddingstylemagazine.com; weddings-magazine.com; theknot.com; insideweddings.com).

The three keywords turned out to be: engaged, married, wedding. Using these keywords,

4395 tweets were collected and used in the experiments.

In order to detect life events, a machine learning approach was used. Therefore, 2250

tweets were manually annotated with two or three classes: for example for marriage tweets,

the class YES-Tweeter was assigned to tweets where the tweeter is getting married. The

class YES-Other was assigned to tweets where somebody else is getting married. The class

NO was assigned to the rest. The inter agreement between annotators was acceptable on

marriage (K = 0.72) and excellent on employment (k = 0.88).

A several features were used with several machine learning techniques to build the

classi�er. The results show that unigram model, bag-of-word, using Complement Naive

Bayes (CNB) [Rennie et al. (2003)] and Support Vector Machine (SVM) [Cortes and Vapnik

(1995)] perform the highest accuracy. A bigram model improves slightly the results.

A semantic role labeling model was also used. This model consists of adding roles to

the semantic arguments associated with the predicate. e.g. for marry Arg0 is the causer,

whereas Arg1 and Arg2 represent the two married. The results on this model show that

there was no improvement as concerns Employment and a few improvements for Marriage.

[Dickinson et al. (2015)] also study the automatic identi�cation of prominent life events

in Twitter. They focused on �ve life events: having children, beginning school, marriage,

parent's death, and falling in love. A set of 1 million English written tweets was extracted

per life event using a list of keywords. For example, for getting married, wedding, mar-

riage,and church was used. WordNet [Miller and Fellbaum (1998)] was also used in order

to �nd related terms. In addition, they also used OnlineSlangDictionnary26 to extract

slang phrases. The di�erent tenses for each verb were also extracted using Verbix27.

A machine learning approach was tested to automatically identify life events. This

requires the development of a set of annotated training examples. Therefore, a corpus

of 14k tweets was annotated using the Crowd�ower28 platform29. The dataset with two

questions was uploaded to Crowd�ower. The �rst question: Is this tweet related to a

particular topic theme? . The second one: Is this tweet about an important life

event? . Intersecting the two sets of answers where both are �yes� allows to obtain tweets

about selected life events. By the end, 2241 tweets, which were written about an event

and their target theme, were generated.

26http://onlinesslangdictionary.com/thesaurus/
27http://www.verbix.com
28http://www.crowdflower.com/
29Crowd�ower is an online crowd sourcing annotating platform, where uploaded datasets are accompa-

nied by questions for the crowd to make judgements on.

http://onlinesslangdictionary.com/thesaurus/
http://www.verbix.com
http://www.crowdflower.com/
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To achieve the goal of this work, [Dickinson et al. (2015)] train a machine learning

classi�er using a set of content, semantic, and user features. They used three classi�ers

J48, Naive Bayes (NB) [Duda et al. (1973)], and Support Vector Machines (SVM) [Cortes

and Vapnik (1995)] and obtained results between 0.84 and 0.92 F1-measure.

Twitter has been also used to extract sport events. [Van Oorschot et al. (2012)] extract

game events (e.g. goals, fouls) from tweets about football match to automatically generate

match summaries. Events were detected and classi�ed using a machine learning approach.

They collected tweets about 61 Dutch premier league soccer matches. For each match,

they extracted the event time, and then classify the events using a pre-de�ned list of event

types.

Event times was detected by investigating three di�erent peak detection methods. The

�rst method checks, for each minute, if it is a local maximum of a window of two neighboring

minutes. If so, they select this minute as being a peak. The second method looks at the

di�erence in levels between di�erent minutes and decides a minute is a peak when its

change in volume compared to the previous minute is higher than a certain threshold. The

third method uses the intensity threshold measure for picking peaks and also apply baseline

correction to the tweet volume per minute signal. The results show that on average in 10.80

of the minutes of each games an event happens.

A machine learning approach was employed in order to classify the types of events. 5

types of events was used: Goal scored, own goal scored, yellow card, red card, and player

substitution. Di�erent features such as word frequency, information gain, and gain ratio

are used to train a SVM classi�er. The experimentation was carried out with three sets

of game minutes: All minutes, Peak minutes, and event minutes (the minutes where an

event takes place). The result shows that event minutes give the best results on event

classi�cation with 0.82 F-Measure.

Other works were studied the event extraction task from sports data based on web

casting and broadcast video [Tan et al. (2000), Xu et al. (2006, 2004), Zhang et al. (2007)].

In [Zhang et al. (2007)], authors present a multi-modal framework for semantic event

extraction from basketball games. The framework is based on web-casting text analysis.

Web-casting text is the description of the game progress. This description contains the

important events during the game with other information such as time, players, teams,

actions, etc.

The objectives of this research are to �rstly cluster the descriptions into di�erent groups

corresponding to certain events and then to extract keywords from the descriptions in each

group for event detection. Therefore, each description was considered as one document,

and each document was transferred into term-document vector. Cosine distance between

vectors was applied in order to cluster descriptions into di�erent group. Since the number

of semantic events for the basketball game is limited, semantic event for each group was

detected by using a pre-de�ned list of basketball events [Xu et al. (2006)] such as Shot,

Jumper, Layup, Foul, etc.. Each semantic event features one or several keywords related to
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this event (e.g. the Shot event features the shot, header keywords). Therefore, by detecting

these keywords, the relevant event can be recognized.

All the description of the game was then clustered into 9 groups corresponding to 9

semantic events. The terms in each group were ranked using tf*idf, where tf is the term

occurrence frequency in each group and idf is the inverse term occurrence frequency in

the entire document corpus. The authors view that the �rst rank words can be selected

as keywords for each group. Therefore, the text events can be detected by �nding the

item of description which contain the keywords and analyzing context information in the

description.

Health social forums contain concentrated discussion about treatments for a particular

disease. Therefore, there has been an increased interest in analyses of their content. One

of these interests is the extraction of adverse drug events since analyzing patient reports

of these events may add value to the current practice of Pharmacovigilance by providing

new perspectives for understanding drug e�ectiveness and side e�ects timely [Benton et al.

(2011)].

For this purpose, several studies have adopted co-occurrence analysis approaches to

extract adverse drug event from patient forums [Bian et al. (2012), Leaman et al. (2010),

Liu and Chen (2015)].

For instance, [Liu and Chen (2015)] exploited patient forums to extract adverse drug

reactions. They developed a framework which consists of medical entity extraction for

recognizing patient mentions of drug and events, adverse drug event extraction using a

statistical learning technique.

Authors, �rstly, collected 184.874 posting contributed by the American Diabetes As-

sociation (ADA) online community30. Then, a preprocessing task, which consist of text

cleaning and sentence segmentation, was realized. Then, they used a statistical learning

technique namely, Transductive SVM [Joachims (1999)] to extract relationships between

drugs and their adverse reactions using syntactic features. Therefore, syntactic depen-

dency tree is generated using Stanford Parser, and the shortest path is detected to extract

relevant syntactic dependency features to be used for TSVM learning.

The system achieved poor results with bag of words features, 0.60 with syntactic de-

pendency features and 0.69 when performing semantic �ltering consisting on negative ex-

pression removal.

By the end, events were also used to build a commonsense knowledge Database from

the web. [Hung et al. (2010)] elaborate on a framework that can be employed for mining the

web for event-based commonsense knowledge by using lexico-syntactic patterns matching

and semantic role labeling. A large number of raw sentences that possibly contain target

knowledge is collected through Web search engines. Web queries are formulated based on

a set of lexico-syntactic patterns.

30http://community.diabetes.org

http://community.diabetes.org
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For each raw sentence, the semantic roles were identi�ed. A semantic role is the re-

lationships that syntactic arguments have with verbs. The PropBank annotation scheme

[Palmer et al. (2005)] was used in order to identify six arguments which are associated with

a verb. After labeling the semantic rules, knowledge is extracted and stored in a database.

In order to keep the �nal knowledge item reliable, [Hung et al. (2010)] proposed a

strategy which allows to prune knowledge items with a high probability of questionable

semantic roles. The evaluation results showed that the proposed approach could auto-

matically accumulate commonsense knowledge e�ciently, with an accuracy rate close to

0.98.

The proposed approaches in the literature extract events from news articles, Twitter,

or some annotated text. Due to the di�erence in structure, these works are not suitable

for extracting events from user reviews. For example, tweets typically include a single

event while the user reviews include a sequence of events, which make our task di�erent

from that discussed in [Di Eugenio et al. (2013), Ritter et al. (2012)] and [Dickinson et al.

(2015)].

In addition, several approaches mentioned above use a prede�ned list of potentially

interesting events [Di Eugenio et al. (2013), Zhang et al. (2007)], and [Van Oorschot et al.

(2012)]. Unlike these approaches, we aim to extract all mentioned events in the review.

We do not use a prede�ned list of events, but we performed a deep semantic parsing of

text in order to obtain a semantic knowledge graph representation of it.

According to [McClosky et al. (2011)], parsing is an attractive approach for extract-

ing events and allows to extract events with their arguments dependently. Therefore,

the authors proposed an approach for supervised event extraction by taking the tree of

event-argument relations and using it directly as the representation in a reranking depen-

dency parser. This approach performs the event extraction task in three steps: (1) anchor

recognition to identify and label event anchors, (2) event parsing to form candidate event

structures by linking entities and event anchors. (3) event reranking in order to select the

best candidate event structure.

In order to evaluate this approach, [McClosky et al. (2011)] have used the bio-molecular

event corpus from the BioNLP'9 shared task [Kim et al. (2009)], which addresses the bio-

molecular event extraction task. They obtained a F-Measure of 53.5% in the development

set, which contains 150 biomedical abstracts (1809 events), and 48.6% in the test set, which

contain 260 abstracts (3182 events). These results show that parsing approaches are useful

for the event extraction task and give competitive results.

In this PhD thesis, we aim to extract authentic lived experiences from user reviews

(See chapter 5). We assumed that events could be the main elements in lived experience

contents. Therefore, we used the extracted events from the reviews to �rstly identify

reviews which contain lived experience contents. Then, we used these events with their

participants to extract authentic lived experiences and represent these experiences as event

sub-graphs.
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In the following section, we show some de�nition of lived experience from several do-

mains and describe some approaches for de�ning lived experience.

2.1.3 Lived Experience Extraction

The concept of lived experience involves what an experience is like for a person and how the

person recognizes and interprets the self-experienced experience. In distinguishing between

phenomenology and hermeneutics, it can be said that phenomenology concerns the lived

experience and is a descriptive way of seeing how things appear to a speci�c person, and

hermeneutics concern the person's interpretation of his or her lived experience involving a

speci�c phenomenon [Björk et al. (2005)].

The lived experience extraction task is not well studied yet. Lived experiences have

been studied mainly in the context of anthropological, historical, and health studies. For

example, [Halldórsdóttir and Hamrin (1996), Karian et al. (1998)], and [Pascal (2010)]

explored the lived experience of having cancer, as perceived by people who have been

diagnosed and treated for cancer, in order to understand this complex phenomenon. In

these studies, data were collected through interviews with people who were in the recovery

phase of cancer. The �nding can help the e�ort to understand and support cancer patients

on their illness trajectory.

Lived experience was also used to study other diseases. [Temple-Smith et al. (2004)],

and [Treloar and Rhodes (2009)] focused on the live experience of hepatitis C31. They

searched to explore how people who injected drugs perceives hepatitis C.

Several research in anthropology have studied the lived experience. For example,

[Dzurec (2000), Hart and Grace (2000), Parse (2003), Stuifbergen and Rogers (1997)] have

studied the lived experience of fatigue.

[Parse (2003)], for example, used parse research method [Parse (1987, 1998, 2001)] to

discover the meaning of feeling very tired. Therefore 10 women were asked to answer the

question: What is the structure of the lived experience of feeling very tired ?. The results

of this study indicate that the lived experience of feeling very tired devitalizing languor

arising with engaging endeavors amid pulsating moments of repose-revive.

The lived experience of human-becoming was studied by [Kagan (2004)]. The purpose

of this study is to discover the structure of the lived experience of feeling listened to32. The

parse [Parse (1998, 2001)] research method was chosen to guide the study and to discover

the structure of lived experiences of feeling listened to. Therefore, 10 person, living in

Chicago, were asked about their experiences feeling listened to. The results of this study

is that lived experience of feeling listened to is an unreserved a�rmation amid potential

irreverence arising with the liberating contentment of benevolent a�liations.

31Hepatitis C virus infection (HCV) is a blood-borne virus with injecting drug use being the primary

route of transmission in most countries.
32A phenomenon of health and quality of life related to the human-to-human relationship.
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In [Edmonds (2010)], authors explored the lived experience of nursing students who

study abroad. They identi�ed the bene�ts and impediments that could be used to produce

future research and to develop existing study abroad programs. In order to collect the data,

the question What is the lived experience of nursing students who study abroad? was asked

to students who completed a nursing study in England or Dominica between 2006 and

2008. The results show that there are vast bene�ts of study abroad programs of nursing

including, increased personal growth, awareness of diverse cultures, adapting despite an

unfamiliar environment, and increasing self-e�cacy.

[Connell (2003)] searched to understand the lived experience of daughters and their

elderly mothers in a caregiving situation. Phenomenology33 method was used to explore

the day-to-day lived experience for adult daughters caring for their mothers and for the

mothers receiving the care. The data were collected by conducting interviews with �ve

mother-daughter dyads.

Each care-receiving mother was asked What it is the experience like for you to be cared

for by your daughter?. In addition, each adult caregiving daughter was asked What is the

experience like for you in caring for your mother?. All interviews were transcribed by the

researcher and the text was manually analyzed.

The results of this study show that mothers and daughters share the same joys and

worries, from di�erent perspectives. Mothers worried about falling and injuring themselves

and daughters worried about making right decisions that a�ected their mothers' health.

All the mentioned study manually identi�ed lived experience for such domains. The

authors did interviews with users who have the experience in the domain. Then, the

interviews were transcribed and the text was manually analyzed in order to detect and

identify the lived experiences. In addition, the identi�cation of lived experiences in the

touristic domain still little touched. Researchers in human science, sociology, or philosophy

do not attempt to study the lived experiences of users who visit a city or try a product.

To our knowledge, the only studies devoted speci�cally to lived experiences from the

information extraction perspective concern personal story identi�cation [Gordon and Swan-

son (2009), Gordon (2008)], and experience mining [Inui et al. (2008)].

In [Gordon and Swanson (2009), Gordon (2008)], authors identi�ed personal stories in

weblog entries using machine learning techniques. They de�ned personal stories as textual

discourse that describes a speci�c series of causally related events in the past, spanning a

period of time of minutes, hours, or days, where the author or a close associate is among

the participants. Given this de�nition, the authors expected to more frequently see �rst

person pronouns (i.e. I, me, my) along with a greater proportion of past tense verbs.

In their work, the story identi�cation task has been treated as a binary classi�cation

task. The authors developed an automated story classi�er using supervised machine learn-

33Phenomenology is a way to investigate subjective phenomena, and is based on the belief that essential

truth about reality are grounded in everyday experience [Spielgelberg (1975), Van Manen (1984, 2015)]
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ing techniques in order to identify weblog posts that can be characterized as personal

story.

For this aim, a corpus of 5002 weblog entries was manually annotated. Each weblog

entry was assigned by story or non-story label. Blog entries would be labeled as story if

the annotator judged that the content of a blog post contains story content, even if some

non-story text was included. The label non-story was assigned to weblog entries which do

not contain story content. Accordingly, the label story was assigned to 240 of these entries

(4.8%).

In order to build the classi�er, 4252 of the annotated weblog entries were used as

a training set. A several variation of n-gram features (e.g. unigram and bigram) were

investigated to train a Support Vector Machine learning algorithm (SVM) [Cortes and

Vapnik (1995)]. A 10-fold cross validation technique [Devijver and Kittler (1982)] was

applied and the best results were obtained using unigram feature sets (Precision = 66%,

Recall = 48%, F-measure = 55%). Table 2.2 show a list of the top features indicative

of stories and non-stories, which are used in the classi�cation task and achieved the best

results.

Story Features Non-Story Features

went will

send 1

took /

back years

i blog

had has

evening team

down many

comments can

friend are

was love

art being

got use

did before

headed :

Table 2.2: The top 15 features for each class in [Gordon (2008)] system

By the end of this work, [Gordon and Swanson (2009), Gordon (2008)] were able to

create a large-scale comprehensive corpus of personal stories found in English-language

weblogs. They applied their classi�er to the ICWSM 2009 Spinn3r Dataset [Burton et al.

(2009)]34 and identi�ed a million weblog entries that contain personal stories.

34a collection of ten millions of weblog entries written between August 1 and October 1,2008.
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Experience mining [Inui et al. (2008)] substantially agrees with personal story extraction

in the kind of data and extraction criteria, involving factuality, direction involvement of

the author as the experiencer, and the kind of event to be considered.

In their work, the authors developed a language processing technology for automatic

extraction of personal experiences from English and Japanese weblog posts. Therefore,

they �rstly collected personal experiences concerning consumer products (automobiles,

cellular phones, etc.), touristic services, and then store them in a huge database. Each

experience was represented as a piece of structured information comprising such slots as

topic (What the experience is about? ), experiencer (the author of the text), event expression

(What event is experienced? ), event type (the semantic type of the experienced event), and

factuality (the temporal and modal status of the event).

[Inui et al. (2008)] decomposed this task into four subtasks. The �rst subtask con-

cerns the extraction of the mentioned events from the text. For this purpose, the authors

built a typological lexicon of expression of experiences. They considered three categories

of experience: (1) Sentiment experiences: predicative expression of Emotion (enjoy, dis-

appointed), Evaluation (tasty, inconvenient), and Reputation (popular, criticised), where

each expression has a sentiment orientation (i.e. positive or negative). (2) Happening

experiences: predicative expression referring to a non-volitional event or state which is

related to the use of a topic object and has a sentiment orientation (pass an exam, get

slim, broken, released, get used to,etc.). (3) Action experience: predicative referring to

experiencers' volitional actions related to the use of a topic object and do not necessarily

involve sentiment orientation.

Expression of emotion, evaluation, and reputation have been collected in existing

sentiment lexicons such as SentiWordNet [Esuli and Sebastiani (2006)] for English and

Kobayashi's sentiment lexicon [Kobayashi et al. (2007)] as well as Higashiyama's sentiment

lexicon [Higashiyama et al. (2008)] for Japanese. For the action expression, WordNet-like

lexicon has been employed. Happening expression has been collected by employing lexicons

such as those automatically acquired by [Takamura et al. (2005)].

The second subtask was Entity-event relation extraction which consist of identifying

the relation instances between an event and its subject. The third subtask concern the

identi�cation of the experiencer of each experience. This task was manipulated as an

extension of identifying opinion holders [Kobayashi et al. (2007)].

The last subtask was factuality analysis. For each mention, the authors identi�ed the

modal status of the event entity referred to in the event mention. Therefore, they annotated

each event mention in a given text with a triplet <Event-time, Modality, Modality-time>.

The Event-time represents the tense, aspect and polarity status of the event. The Modality

speci�es the author's mental or communicative attitude toward the event in question.

They de�ned 9 modality classes (A�rm, Infer, Doubt,Hear, Intend, Ask, Recommend,

Hypothesize, Other). The Modality-time slot describes the tense, aspect, polarity of the

modality.
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The factuality analysis was automated by creating a manually annotated corpus and

exploiting the machine learning techniques. Two annotators were asked to annotate the

event mentions with factuality triplet. 2646 sentences, including 4417 event mentions

were annotated. A set of bag-of-word features with part-of-speech tags and lexemes were

used to train two machine learning models. The �rst model consists of using SVM-HMM

algorithm [Tsochantaridis et al. (2005)] to train an Event-time model and SVM-Multiclass

package [Tsochantaridis et al. (2005)] to train a Modality model, which took care of the

Modality slot independently of the Event-time slots. The second model was the Factorial

CRFs (Conditional Random Fields) model which was employed using the GRMM toolkit35

[Sutton (2006)].

For the evaluation, a three fold cross validation technique [Devijver and Kittler (1982)]

was applied on the annotated corpus. The results show that the Factorial CRF-based

model performs better than the SVM model for all the slots. This shows the importance

of considering the inter-dependency between neighbored labels in the task of factuality

analysis.

This work was also supported by an application system36, which stores 50M experiences

instances extracted from 150M Japanese blog posts with semantic indices. Given one or

more topic objects speci�ed by a user, the system provides the user experiences related to

the topic.

The main objective of this PhD thesis is to extract authentic lived experience from

user reviews based on the semantic contents of reviews (See chapter 5). For this purpose,

we operationally de�ned a lived user experience as an event mentioned in a review, where

the author is among the participants. Our approach consists of three steps: (1) identify

reviews containing lived experience contents. This step is close to the work of [Gordon and

Swanson (2009), Gordon (2008)]. However, we used semantic features such as personal

events, and their participants to identify the relevant reviews. (2) extract lived experience

sentences from the reviews which contain these contents. (3) represent the extracted lived

experiences as event sub-graphs.

2.2 Semantic Web

The web has become an inexhaustible source of information. This ranges from simple

textual documents to multimedia content. The volume of these data increases exponentially

from year to year. Because of this large amount of data, we quickly become overwhelmed

by the amount of documents. Although many tools, such as search engines and content

aggregators, give us access to the information, this remains insu�cient, especially in the

era of the deluge of data. In addition, in traditional WWW, the data is unstructured

and hard to reuse when cross domain. Therefore, it is necessary to develop techniques for

35http://mallet.cs.umass.edu
36http://minna.naist.jp/

http://mallet.cs.umass.edu
http://minna.naist.jp/
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interacting with these data. These interactions must enable us to enrich the current Web

with innovative and high-potential features.

For this purpose, the W3C37 is drawn by creating the Semantic Web [Berners-Lee et al.

(2001)]. This is to provide technologies that allow the transition from a static Web to a

Web with data that can be interpreted by both humans and machines. The objective of

this Web is to link data from di�erent sites in order to provide a structure which allows

machines to communicate, exchange, and interpret data and enables users to �nd, share,

and combine information more easily. This initiative is also known as Linked Data, Linked

Open data or Linking Open Data.

Figure 2.1 presents the current status of the LOD38 in the form of a graph where the

nodes correspond to knowledge bases respecting the principles of the Web Semantic and

the arcs represent the links between these bases. Among the knowledge bases, the seman-

tic base DBPedia provides a large portion of the content of Wikipedia and incorporate

links to other knowledge bases such as GeoNames, W3C, Foaf-Pro�les, etc. The relations

between the knowledge bases (in the form of RDF triples, Section 2.2.2) allow Web ap-

plications to provide better service to their user by exploiting additional knowledge from

other knowledge bases.

In summary, the Semantic Web could be de�ned as a system that enables machines to

understand and respond to complex human requests based on their meaning. Such an �un-

derstanding� requires that the relevant information sources to be semantically structured.

According to the W3C, �The Semantic Web provides a common framework that allows

data too be shared and reused across application, enterprise, and community boundaries.�

This version of the Web is only an evolution of the current Web. HTML, CSS, and

HTTP will always be used, but should lead to a revolution of its. To achieve this goal, a set

of languages is proposed in order to automatically represent and manipulate the data on

the Web. In this section, we will look at these di�erent languages. We start with the RDF

data model (Section 2.2.2). Then, we will present the SPARQL query language (Section

2.2.3).

2.2.1 Semantic Web Architecture

In this section, we introduce a commonly global architecture of Semantic Web [Horrocks

et al. (2005);Harth et al. (2011)]. The Semantic Web de�ned by Tim Berners-Lee is struc-

tured in layers as shown in �gure 2.2. This �gure presents the technologies in superimposed

layers, from the most detailed element to the most abstract one39.

In this architecture, we identify three main parts:

37World Wide Web Consortium,http://www.w3.org/
38Linking Open Data cloud diagram, by Richard Cyganiak and Anja Jentzsch. http://lod-cloud.

net/
39http://www.w3.org/2007/03/layerCake.png

http://www.w3.org/
http://lod-cloud.net/
http://lod-cloud.net/
http://www.w3.org/2007/03/layerCake.png
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Figure 2.1: Linked Open Data
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Figure 2.2: Semantic Web Stack

• The protocols URI/IRI: refer to protocols which identify resources on the Web. Each

resource should be uniquely identi�ed. It gives access to the description of a given

entity.

• Languages:

� RDF/XML: are simple languages for expressing data models, which refer to

objects and their relationship.

� SPARQL/RDFS/OWL/RIF: refers to the modeling and interrogation languages

of semantic data.

• Software components: this part allows the implementation of applications which are

based on the protocols de�ned above. These applications rely on reasoning rules that

allow to infer new knowledge.

In the following sections, we will focus on the lower layers of the architecture, namely

the RDF language and the SPARQL query language.

2.2.2 Resource Description Framework (RDF)

In the Semantic Web, data are represented in Resource Description Framework (RDF)

format [Klyne and Carroll (2006)]. RDF is a data description language, recommended

by the W3C, allowing to represent information about resources in a graph format. The

resource can be anything, including documents, people, physical objects, and abstract

concepts. RDF is designed to represent structured metadata of WWW resource, such as

the title, author, time, location.

W3C proposed the �rst speci�cation of RDF in 199940. This speci�cation has been

following by another in 200441. More recently, a new version denoted RDF1.1 was published

40http://www.w3.org/TR/1990/REC-rdf-syntax-19990222/
41http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/

http://www.w3.org/TR/1990/REC-rdf-syntax-19990222/
http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/
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in 201442. The aim is to propose a data model simpler than other proposed models as XML,

in order to make the interaction and the di�usion of data on the Web more easy. RDF

allows to make statements about resources. A statement consists of three elements, namely

triples, and has the following structure:

<Subject> <Predicate> <Object>

The subject refers to a resource; the predicate is the relationship between the subject

and the object; the object refers to a resource or an attribute describing the subject. A

resource is identi�ed by a URI (Unique Resource Identi�er) [Masinter et al. (2005)], which

may be, for convenience, shortened by a namespace, or an IRI (Internationalized Resource

Identi�er). The notion of IRI is a generalization of URI, allowing non-ASCII characters

to be used in the IRI character string. URI can appear in all three positions of triple and

should not contain special characters as (�<�, �>�, �"�, �\\�, �|�, �{�, and �}�).

There are several syntax to represent RDF data:

• RDF/XML [Beckett and McBride (2004)] : is the �rst created representation. It

provides an XML syntax for RDF data. Triples are represented using XML tags. In

addition, triples are speci�ed within an XML element rdf:RDF. URI is identi�ed by

rdf:about attribute. Figure 2.3 gives an overview of RDF/XML representation for

a small description for the resource �Syria�. In this example, we have one subject:

["http://www.example.org/Location/Syria" ], two predicates: [hasCapital, hasPopu-

lation], and two objects ["http://www.example.org/Location/Damas", 23000000>]

Figure 2.3: RDF/XML Description for Syria

The xmlns:rdf namespace, speci�es that elements with the rdf pre�x are from the

namespace "http://www.w3.org/1999/02/22-rdf-syntax-ns#". The xmlns:ns names-

pace, speci�es that the elements with the ns pre�x are from the namespace

"http://www.example.org/vocbulary/". The <rdf:Description> element identi�es a

resource with the rdf:about attribute and contains elements that describe the re-

source.

• N-Triples [Carothers and Seaborne (2014)] : provides a simple line-based, plain-text

way for serializing RDF data. This type of representation allows to present each

42http://www.w3.org/TR/rdf11-concepts/

http://www.w3.org/TR/rdf11-concepts/
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triple in one line. In addition, each triple must end by a �.�. The URI should be in

�<>�. Figure 2.4 shows the representation of the source �Syria� using N-Triples.

Figure 2.4: RDF Description for Syria using N-Triple

• Turtle/Notation3 [Beckett et al. (2008)] : is an extension of N-Triples. It allows a

more concise representation for RDF data. For example, it use �,� to indicate the

presence of several pairs <subject,predicate> for the same object or �;� to indicate

the presence of several predicates for the same subject. In �gure 2.5, we show the

representation Turtle for our example.

Figure 2.5: RDF Description for Syria using Turtle

• RDF/JSON [Davis et al. (2013)] : This representation allows to serialize such a set

of RDF triples as a series of nested data structures. In general, a triple (subject S,

Predicate P, object O) is serialized as {�S� : { �P� : [ O ]}}. The object of the triple

O is represented as a further JSON object with several keys such as value, and type.

Type: is the type of the object (uri, literal,...). The value is the URI of the object, its

lexical value or a blank node label depending on whether the object is a uri, literal

or b-node. In �gure 2.6, An example of two triples that share the same subject, but

have di�ering objects and predicates.

Figure 2.6: RDF Description for Syria using RDF/JSON
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2.2.3 SPARQL Query Language

Since the RDF model became a W3C recommendation, it was necessary to create a query

language for the RDF data. Several languages for querying RDF data have been proposed

and implemented (e.g. TRIPLE [Sintek and Decker (2001)], RQL [Karvounarakis et al.

(2002)], RDQL [Seaborne (2004)], SeRQL [Broekstra and Kampman (2006)], SPARQL

[Prud'Hommeaux et al. (2008))]. A comparison of these languages is available [Haase

et al. (2004) ; Angles and Gutierrez (2005) ; Hutt (2005)]. These languages must allow to

query an RDF graph, to make a simple and complex selection, and to do an insertion or

an update.

The SPARQL language is becoming the reference language for querying RDF

datasets. On January 2008, SPARQL1.1 became an o�cial W3C Recommendation

[Prud'Hommeaux et al. (2008)] for querying semantic graphs, and SPARQL1.1 in March,

2013 [Harris et al. (2013)].

SPARQL can be used to express queries across diverse data source, whether the data

is stored as RDF or viewed as RDF via middleware. SPARQL supports multiple matches

(multiple selected variables), aggregation, subqueries, negation, constraining values in the

form of Boolean-valued expressions, and results construction. The results of SPARQL

queries can be result sets or RDF graphs [Harris et al. (2013)].

SPARQL de�nes a query language with a SQL-like style, where a simple query is based

on query patterns, and query processing consists of binding of variables to generate pattern

solutions (graph pattern matching). The structure of a SPARQL query [Domingue et al.

(2011)] is shown in Figure 2.7.

Figure 2.7: A SPARQL query structure

A SPARQL query can be divided into �ve sections (see [Harris et al. (2013)] for more

details):
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• PREFIX Declarations: They introduce the pre�xes to be used to substitute

the di�erent namespaces. Indeed, the use of namespaces allows to abbreviate

the URIs. This provides more clarity for reading a query triplet. The

declaration of pre�xes is optional. The syntax to declare a pre�x is : PREFIX

pre�x_name:<local_namespace>. For example, the namespaces of RDF, RDFs,

and OWL vocabularies:

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX owl: <http://www.w3.org/2002/07/owl#>

• Result Clause: identifying what information to return from the query. A SPARQL

query can take four forms:

� SELECT form: Provides answers in a tabular form about the value of the

requested variable(s). It like a SQL query executed against a relational database.

� ASK form: To request the existence of a pattern in the RDF graph. The results

is a boolean value (true, false).

� CONSTRUCT form: It is similar to the SELECT form, but it allows to con-

struct a new sub-graph from the speci�ed constraints.

� DESCRIBE form : Returns a single result RDF sub-graph containing RDF

data about the requested resource.

As in SQL, SPARQL query results may contain duplicates. Therefore, it is possible to

ensure the uniqueness of the result with the use of DISTINCT and REDUCED. The

modi�er DISTINCT enforces that no duplicates are included in the query results.

The modi�er REDUCED permits the elimination of duplicates.

• Dataset De�nition: de�nes the RDF graph(s) against which the query is executed.

This part is optional. When nothing is speci�ed, the default graph is selected.

• Query Pattern: specifying what to query for in the underlying dataset. This part is

indicated by the WHERE clause which indicates the core of a SPARQL query. It

is the declaration of the triplets, which correspond with the possible triplets of the

graph. These triple patterns are used to select the triples composing the result.

• Query Modi�ers: This part also optional. It allows to de�ne modi�ers which will act

on the result of the request. These modi�ers are ORDER BY, HAVING, GROUP

BY, LIMIT and OFFSET. As in SQL, the clause ORDER BY orders the results set,

the GROUP BY partition results into groups, the HAVING �lter aggregated results,

the LIMIT and OFFSET allow getting results in chunks.

SPARQL queries combine basic graph patterns into compound patterns with compo-

sition, optional or alternative parts. For instance, the FILTER clause adds constraints on
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the variables. It uses boolean conditions to �lter out unwanted query results. However,

the OPTIONAL clause allows to de�ne optionals conditions in the query. It tries to match

a graph pattern, but does not fail the whole query if the optional match fails. In addition,

SPARQL provides a means of combining graph patterns so that one of several alterna-

tive graph patterns may match. Pattern alternatives are syntactically speci�ed with the

UNION keyword.

The following SPARQL query shows an example querying the names, the emails of

peoples. The OPTIONAL clause allow to return the age of people if it exists in the

dataset. The FILTER condition indicates that If a solution has an age variable, then it

must be greater than 25.

PREFIX f o a f : <http :// xmlns . com/ f o a f /0.1/>

PREFIX ex : <http :// example . org /schema/>

SELECT ?name ?mbox ? age

WHERE {

?x f o a f : name ?name .

?x f o a f :mbox ?mbox }

OPTIONAL { ?x ex : age ? age . FILTER ( ? age > 25)}

ORDER BY ?name

}

2.3 Sentiment Analysis

Sentiment analysis, also called opinion mining, is the �eld of study that analyzes people's

opinions, sentiments, evaluations, appraisals, attitudes, and emotions towards entities such

as products, services, organizations, individuals, issues, events, topics, and their attributes

[Liu (2010)]. Since early 2000s, sentiment analysis has grown to be one of the most active

research areas in NLP. Because of the rise of the social Web, both the research and the

industry are interested in automatic processing of opinions in text. In this section, we

describe the common tasks of sentiment analysis and opinion mining. The plan is similar

to the one proposed by [Liu (2010)]. We provide a de�nition of each task, common issues

and main approaches.

2.3.1 Polarity classi�cation

Polarity classi�cation is probably the most studied subproblem of sentiment analysis. In

general, this task is to determine whether a text expresses a positive or a negative attitude

of its author towards the topic of the text.

The existing approaches to polarity classi�cation fall into two large categories [Pang

and Lee (2008)]:

Lexicon Based Approaches

A lexicon based approach uses some sort of an a�ective lexicon to derive the polarity

of the examined text. These lexicons are usually composed of terms and the correspond-

ing scores that represent the polarity of the terms. This approach uses string matching
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techniques between texts and the annotated lexicon, and calculates the average score of

the matched words.

The most common publicly available sentiment lexicons are WordNet-A�ect [Strappar-

ava et al. (2004)] and SentiWordNet [Baccianella et al. (2010)], which are the extensions of

WordNet [Miller and Fellbaum (1998)]. WordNet-A�ect is part of the WordNet Domains

project43 which assigns topical labels to WordNet synsets such as sports, politics, medicine.

SentiWordNet was constructed by automatic annotation of WordNet synsets with three nu-

meric scores representing positiveness (Pos), negativeness (Neg), and objectivity (Obj ) by

taking the advantage of graph-based model of the WordNet. SentiWordNet is evaluated

by [Baccianella et al. (2010)] on a manually annotated dataset, and authors report that it

can be used for sentiment analysis tasks.

In addition, we can cite the lexicon SenticNet [Cambria et al. (2010)], which is a

knowledge-based extension of the above-mentioned lexicons. SenticNet is also evaluated

by [Cambria et al. (2010)] on a manually annotated dataset, and the authors show that

this lexicon can be used for sentiment analysis.

Statistical Based Approaches

A common approach for polarity classi�cation is to train a supervised machine learning

classi�er over a set of given samples. The task is considered as a text classi�cation problem.

The most commonly used features are n-gram and POS tags, and the most commonly used

classi�ers are Support Vector Machine (SVM) [Cortes and Vapnik (1995)] and Naive Bayes

(NB) [Pang and Lee (2008)].

In the work of [Pang et al. (2002)] on polarity classi�cation task, authors use three

machine learning algorithms (Maximum Entropy [Ratnaparkhi (1998)], NB, and SVM)

and a set of features (e.g. uni-grams, bi-grams, POS tags) in order to classify movie

reviews. The data are collected from the Internet Movie Database (IMDb)44. The authors

reported that SVM algorithm outperforms the other algorithms, and a simple setup using

uni-grams features with binary weights yielded the highest accuracy. The IMDb dataset

was later used by other researchers thus producing comparable results ([Whitelaw et al.

(2005)], [Matsumoto et al. (2005)]).

In [Pang and Lee (2004)], the authors proposed to use a 2-stage classi�cation. The

�rst stage classi�es text into subjective and objective, and �lters out the objective portion,

while keeping the subjective portion for the second stage of classi�cation, which classify the

subjective texts into positive and negative. The idea is to prevent the polarity classi�er

from considering irrelevant texts. The authors showed that discarding objective texts

improves the accuracy of polarity classi�cation from 82.8% to 86.4%.

The authors in [Aly and Atiya (2013)] collected book reviews written in Arabic language

from Goodreaders45 social network. The corpus consists of about 63K book reviews. Each

43http://wndomains.fbk.eu
44http://www.imdb.com/reviews/index.html
45www.goodreads.com

http://wndomains.fbk.eu
http://www.imdb.com/reviews/index.html
www.goodreads.com
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review has a rating of 1 to 5 stars. The authors considered the reviews with rating 4

or 5 stars as positive and the reviews with 1 and 2 stars as negative. The authors used

this corpus for polarity classi�cation and rate prediction. Therefore, two machine learning

classi�ers were investigated on 1-gram, 2-gram, and 3-gram features. The results show

that SVM classi�er outperforms NB and the 3-gram are the best features.

Some researchers combine lexicon and statistical based methods to enrich the extracted

features to improve the result of polarity classi�cation [Dang et al. (2010)], [Hamouda and

Rohaim (2011)]. The idea is to extract sentiment and some linguistic features, such as

n-grams and POS tag, from the text and to add the sentiment score from the lexicon as

a feature value. Then, classi�ers are trained on these combined features to improve the

accuracy of the classi�ers.

In this thesis, we use the polarity classi�cation task in order to correlate open rating

system with the mentioned events in the text (Chapter 4), and also with the mentioned

lived experience events in the text (Chapter 6, Section 6.1). Our work is di�erent from [Aly

and Atiya (2013)], who use n-gram features to classify the polarity of book reviews which

are written in Arabic language. In our work, we use semantic features, such as events,

quality, participant of events to classify the polarity of hotel reviews which are written in

English language.

2.3.2 Subjectivity analysis

One of the common tasks of sentiment analysis is the subjectivity analysis. This task

consists of detecting the presence of subjective sentences in the text. It determines what is

subjective opinion (e.g. I like iPhone.), and what is objective one (e.g. Iphone is an Apple

product). An objective sentence presents some factual information about the world, while

a subjective sentence expresses some personal feelings, views, or beliefs [Liu (2012)].

Generally, subjectivity analysis is considered a binary classi�cation problem: for a given

text the system should return true if it contains subjective sentences and false otherwise.

The common approach is to use a machine learning classi�er trained on two sets of texts

representing positive and negative samples. For example, the work of [Wiebe et al. (1999)]

performed subjectivity classi�cation using the Naive Bayes classi�er with a set of binary

features, e.g., the presence in the sentence of a pronoun, an adjective, a cardinal number,

a modal other than will and adverb other than not. The results show that using these

features, the classi�er achieves an average accuracy 81.5 which is more than 20% higher

than the baseline accuracy.

[Pang and Lee (2004)] augmented the polarity classi�cation framework [Pang et al.

(2002)] with an additional preprocessing step where sentences from an analyzed text are

being classi�ed as subjective or objective. The authors translated subjectivity classi�cation

into a graph-partitioning problem and used the min-cut max-�ow theorem to solve it. The

sentences labelled as �subjective� are extracted and passed to a general polarity classi�er
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(n-grams model with SVM). They reported a statistically signi�cant improvement of the

classi�cation accuracy from 82.8 to 86.4.

[Benamara et al. (2011)] performed subjectivity classi�cation with four classes, S, OO,

O, and SN, where S means subjective and evaluative (their sentiment can be positive

or negative), OO means positive or negative opinion implied in an objective, O means

objective with no opinion, and SN mean subjective but non-evaluative (no positive or

negative sentiment). The result of the classi�cation showed that a subjective sentence may

not be evaluative (with positive or negative sentiment) and an objective sentence can imply

sentiment too.

[Abdul-Mageed et al. (2011)] developed a manually annotated text in Arabic language.

Two human annotators were asked to annotate newspaper documents with objective,

subjective-positive, subjective-negative labels. In their work, the author investigated 2-

stage sentiment classi�cation task on the corpus, where they �rst classify the text into

subjective and objective, then the subjective text is classi�ed into positive and negative.

In our work, we viewed the lived experience identi�cation (Chapter 5) as a subjectivity

classi�cation task. However, our work consists of identifying user reviews which contain

lived experience contents, a speci�c type of subjective text. Therefore, a corpus of user

reviews was manually annotated by two classes indicating whether reviews include lived

experience contents or not. Then, we employed a SVM classi�er using semantic features

such as lived experience events and their participants to perform the lived experience

identi�cation. This task is followed by an additional task consisting of extracting the lived

experience contents from the reviews by integrating the Web Semantic and the natural

language processing (NLP) techniques.

2.3.3 Aspect-based Sentiment Analysis (ABSA)

Although classifying opinionated texts is useful in many cases, it is often insu�cient for

many other applications because they do not identify opinion targets or assign sentiments

to such targets. A positive opinion document about the entity does not mean that the

author has positive opinions about all aspects of the entity. Evenly, a negative opinionated

document does not mean that the author dislikes everything.

In a typical opinionated document, the author writes both positive and negative aspects

of the entity, although the general sentiment on the entity may be positive or negative.

Polarity or subjectivity classi�cation does not provide such details. Therefore, to obtain

these details, we need to discover the aspects and determine whether the sentiment is

positive or negative on each aspect. This led us to discover a new type of research in senti-

ment analysis called Aspect-based Sentiment Analysis (ABSA) or Feature-based Sentiment

Analysis

In ABSA, the opinion target is decomposed into entity (product, service, person, event,

etc.) and its aspects (price, size, quality, location, etc.). Therefore, the goal of ABSA is to
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associate the relevant sentiment traces to the right and explicit spots in the text with the

correct polarity. Consequently, the ABSA task consists of two sub-tasks: (1) extracting

aspects from the opinion text. Then, (2) for each extracted aspect, determine the associated

sentiment (positive, negative, neutral).

[Hu and Liu (2004)] on their work of mining and summarizing customer reviews fol-

lowed this approach. They identify aspects (features) that customers have expressed their

opinions on using data mining algorithms. They considered that aspects are usually nouns

or noun phrases in reviews sentences. In order to identify them, they used NLProcesser lin-

guistic parser46 to parse reviews and produce the part-of-speech tag for each word (whether

the word is a noun, verb, adjective, etc). The occurrence frequencies for each aspect are

counted, and only the frequent ones are kept. The next step of this work consists of iden-

tifying review sentences which contain one ore aspects and determining the sentiment for

each sentence (positive or negative). For this purpose, authors �rstly identi�ed opinion

word in each sentence containing one or more aspect. To facilitate this task, they only

used adjectives as opinion word. Then, the sentiment of each opinion word was identi�ed

using WordNet [Miller et al. (1990)]. Thereafter, the orientation of the identi�ed review

sentences was predicted using opinion words and their sentiments.

[Long et al. (2010)] propose an approach to select review that talk about an aspect or

service by using information distance of the review on the aspect. Therefore, they extracted

aspects (nouns) based on frequency and information distance. Their method �rst �nds the

core aspect words using the frequency-based method. Other related words to an aspect

have been also found using the information distance based on Google and proposed by

[Cilibrasi and Vitanyi (2007)]. For example, for the aspect price, it may be �nd �$� and

�dollars�. All these words are then used to select reviews which discuss a particular aspect

most.

Our work on Aspect-based sentiment analysis in Section 6.2 is close to the work of

[Hu and Liu (2004)] on aspect extraction and sentiment classi�cation. However, we used

a machine reader to perform a deep semantic parsing of text in order to extract review

aspects and their associated opinion words.

The main objective of the work of [Hu and Liu (2004)] is to summarize user reviews

based on review aspects, opinion words, and the orientation of review sentences. In the

following section (Section 2.3.4), we show in details this type of user reviews summarization.

2.3.4 Opinion Summarization

Automatic summarization is a well known problem in text analysis. According to [Radev

et al. (2002)], a summary can be loosely de�ned as a text that is produced from one or

more texts, that conveys important information in the original text(s), that is no longer

46http://www.infogistics.com/textanalysis.html

http://www.infogistics.com/textanalysis.html
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than half of the original text(s). The main idea of text summarization is to provide a

shorter version of a text preserving its main idea.

[Radev et al. (2002)] and [Ganesan et al. (2010)] distinguish between two types of

summarization:

• Extractive Summarization: This type of summary can be generated by identifying

important material in the text. The summary can be created by reusing portions

(words, sentences, etc.) of the input text verbatim.

• Abstractive summarization: This type is known to be di�cult because it require

regenerating the extracted content. The summary are created by reformulating the

extracted information in novel term, fusion the process of combining extracted por-

tions, and compression the process of squeezing out unimportant material.

These approaches have been studied in the literature. For instance, [Witbrock and

Mittal (1999)] use statistical approach to choose important words and phrases and their

syntactic context from news article and then order the word into sentences using a bigram

language model. However, [Jing and McKeown (2000)] develop an automatic system to

perform the cut-and-paste process used by humans to reduce the gap between automatically

generated summaries and human-written abstracts. They extract sentences from article

and transform its into the corresponding summary sentences in its human-written abstract.

Opinion summarization can be seen as a form of text summarization. Its main goal is

to extract opinions from the text and present them in a shorter form. This task is critically

needed to help users better digest the large amounts of opinions expressed on the web.

Opinion summarization has been studied by [Ganesan et al. (2010)]. Authors propose a

summarization framework, Opinosis, that uses graphs to produce abstractive summaries of

highly redundant opinions by using shallow NLP, leveraging mostly the word order in the

text and its inherent redundancies. The results show that Opinosis summaries have better

agreement with human summaries compared to the baseline extractive method. 60% of

the generated sentences are no di�erent from human composed sentences.

Researchers have also studied opinion summarization in the tradition fashion, e.g.,

producing a short textual summary based on multiple reviews or even a single review [Ku

et al. (2006), Seki et al. (2006), Stoyanov and Cardie (2006)]. This text-based summary

gives the reader a quick overview of what people think about a product or service. However,

it may be suitable for human reading, but not suitable for analytical purpose because they

are often only qualitative but not quantitative.

A common form of opinion summary is based on aspects, and is called aspect-based opin-

ion summary (or feature-based opinion summary) [Hu and Liu (2004), Liu et al. (2005)].

In their work, authors mine and summarize customer reviews of a product by identify-

ing features that customers have expressed their opinions on, identifying review sentences

which contain one or more features, identifying the opinion orientation of each sentence,

and then producing the summary. The proposed summary by [Hu and Liu (2004)] look
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like that in Figure 2.8. In the �gure, picture quality and size are the product features.

253 user reviews expressed positive opinions about the picture quality, and 6 expressed

negative opinion. <individual review sentences> is a link pointing to the sentences and/or

the whole reviews that give the opinions.

Figure 2.8: An example summary [Hu and Liu (2004)]

This form of opinion summarization has two main characteristics: (1) it captures the

essence of opinion (entities and their aspects) and sentiments about them. (2) it is quan-

titative, which means that it gives the number or percent of people who hold positive or

negative opinions about the entities and aspects.

In our work for user review summarization in Section 6.2, we are interested in abstrac-

tive summary. Our objective is to generate an abstractive summary from user reviews

based on a machine reader and sentiment analysis dictionaries. Our work is close to the

work of [Hu and Liu (2004)] on aspect extraction and sentiment orientation. However,

we extract review aspects and their opinion words by employing a deep semantic pars-

ing of text. We used three sentiment lexicons (SentiWordNet [Baccianella et al. (2010)],

AFINN47, and [Liu (2012)] to detect the polarity of the opinion words. In addition, we

proposed to regroup similar aspects using WordNet:Similarity [Pedersen et al. (2004)] to

generate the abstractive summary. Furthermore, our summary representation is di�erent

from the representation model proposed by [Hu and Liu (2004)] (See Figure 2.8). Our

summary consists of a set of quadruple (Aspect, Attribute, Frequency, Polarity) indicating

the extracted aspects, their adjectives, their frequencies, and the associated sentiment.

2.3.5 Opinion Spam Detection

Public opinion do not only serve as feedback for product manufacturers (service providers,

political parties, etc.), but they also in�uence other people's decision when choosing a

product or a service. Hence, many parties are interested in publishing positive opinions

about themselves and negative opinions about their competitors. Since the Web provides

47https://github.com/abromberg/sentiment_analysis/tree/master/AFINN

https://github.com/abromberg/sentiment_analysis/tree/master/AFINN
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many ways to express opinion without any means of veri�cation of their trustworthiness,

a new research direction, called identi�cation of opinion spam, has been created. The

objective of this research is to detect such spamming activities to ensure that the opinions

on the Web are a trusted source of valuable information.

According to [Jindal and Liu (2008)], there are three types of spam reviews:

• Type 1 (untruthful reviews): These are fake reviews that are written not based

on the user experiences of using products or services, but are written with hidden

motives. They often give undeserving positive reviews to some target entities (prod-

ucts or services) in order to promote entities and/or give unjust or malicious negative

reviews to some other entities in order to damage their reputations.

• Type 2 (reviews on brand only): These reviews do not comment on the products

or services that they are supposed to review, but only comment the brand, the

manufacturers, or the seller of the products. These reviews are considered as spam

since they are not targeted at the speci�c products and are often biased.

• Type 3 (untruthful reviews): These are non-reviews. They have two main sub-

types: (1) advertisements and (2) other irrelevant reviews containing no opinions

(e.g., question, answers, and random text).

The main objective of opinion spam detection in review context is to identify every fake

review, fake reviewer, and fake reviewer group. This task can be formulated, in general, as

a classi�cation problem with two classes, spam and non-spam. This requires the annotation

of a set of reviews with the two labels mentioned above. However, manually labeling the

dataset for learning is very hard, if not impossible. Therefore, researchers tried to �nd

training examples for detecting possible spam reviews.

In the work of [Jindal and Liu (2008)], authors �rst re-framed the problem as one of

trying to recognize duplicate reviews, since a priori it is hard to see why posting repeats

of reviews is justi�ed. Therefore, they applied heuristic to extract untruthful reviews

from Amazon48. To collect such reviews, authors performed an analysis of 5.8 million

reviews from 2.14 million reviewers and 6.7 million products to �nd authors posted similar

repetitive comments about products which were considered as opinion spam.

To build a gold standard, [Ott et al. (2011)] composed a collection of fake reviews about

hotel to be used in addition to a set of �ltered reviews collected from TripAdvisor49 which

were considered as truthful. A part of the constructed gold standard was given to three

volunteers to perform an analysis of human performance at identifying deceptive opinions.

These results were compared to performance of machine learning approach that used n-

grams and features produced by Linguistic Inquiry and Word Count (LIWC)50 software

48http://www.amazon.com
49http://tripadvisor.com
50 a text analysis software program which calculates the degree to which people use di�erent categories

of words in texts http://www.liwc.net

http://www.amazon.com
http://tripadvisor.com
http://www.liwc.net
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developed by [Pennebaker et al. (2007)]. Their experiments showed that text classi�cation

performed the best using only unigram and bigrams based on the 50/50 spam and non-

spam class distribution. In addition, the comparison revealed that even a simple n-grams

based classi�er performs better than human experts at classifying reviews into deceptive

and truthful. Moreover, human biased towards the truthful decision (i.e. labeling most of

the reviews as truthful), while a classi�er based on a combination of n-grams and LIWC

features yielded up to 89.9 of F-Measure estimated by 5-fold cross validation.
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In this chapter, we present FRED, a machine reader tool that automatically generates

RDF/OWL ontologies and linked data from natural language text. Then, we present how

we employ this tool in order to extract events from text.

3.1 Introduction

Extracting, logically representing, and connecting elements from a sentence is crucial to

create semantic applications that are event-aware. In addition, it's important to disam-

biguate as much as possible the entities and concepts expressed, in order to make the

extracted model linked, and to exploit the full power of the Semantic Web and Linked

Data.

Machine readers have been introduced by [Etzioni et al. (2006)] as tools for text under-

standing. They combine di�erent text analysis layers (Part-Of-Speech tagging, syntactic

analysis, disambiguation, named entity recognition, event detection) to produce a rich

semantic representation of the text.

FRED1 [Gangemi et al. (2016),Presutti et al. (2012)] is a tool that automatically gener-

ates RDF/OWL ontologies and linked data from mutlilingual natural language text based

on Combinatory Categorial Grammar [Steedman (2000)], Discourse Representation The-

ory [Kamp (1981)], Linguistic Frame Semantics [Fillmore (1982)], and Ontology Design

1http://wit.istc.cnr.it/stlab-tools/fred
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Patterns [Gangemi and Presutti (2009)]. It is a machine reader for the Semantic Web. It

is able to produce such a formal knowledge representation, speci�cally for the Semantic

Web. This feature adds to the paradigm of machine reading the ability to interpret the

generated graphs by machines, according to a shared formal semantics.

3.2 FRED: A machine reader tool

FRED is a machine reader [Etzioni et al. (2006)] for the Semantic Web. It extracts

knowledge (named entities, senses, taxonomies, relations, events) from text, resolves it

onto the Web of Data, adds data from background knowledge, and represents all that in

RDF and OWL.

FRED performs the generation of the semantic graphs in two main steps: (1) Transform

natural language text into a logical form. It performs a deep semantic parsing of text and

extracts complex relations between the elements of the text using Boxer [Bos (2008)]. (2)

Transform the generated logical form into RDF/OWL graphs. For this step, FRED de�nes

and uses a set of translation and heuristic rules which allows to achieve this transformation.

Each of this step will be more explained in in the following.

3.2.1 From Natural Language into DRT Languages

The �rst step of FRED consists of transforming the input text into Discourse Represen-

tation Theory (DRT) form [Kamp (1981)]. DRT is a formal theory of meaning originally

described in [Kamp (1981)], and is equivalent to �rst-order logic (FOL). DRT uses an

explicit semantic structured language called Discourse Representation Structure (DRS),

a standard representation corresponding to natural language sentences. DRT provides

an event-based, Neo-Davidsonian [Kamp (1981)] (based on rei�ed n-ary relations just as

frames are) model to represent natural language.

In order to produce DRS output, FRED performs deep parsing of natural language text

and extracts complex relations using Boxer [Bos (2008)], an implementation of composi-

tional semantics of language. Boxer2 is open-source software that performs deep parsing

of natural language using Combinatory Categorial Grammar (CCG) parse tree [Steedman

(2000)]. The output of Boxer is event-based, verb-centric, semantic representations of nat-

ural language complying with DRT semantics. These representations are expressed in the

form of DRS using both VerbNet [Schuler (2005)]3, and FrameNet [Baker et al. (1998)] for

frame labelling and semantic role labelling, i.e. the representation of event types and the

relations between events and their participants.

In fact, VerbNet [Schuler (2005)] allows to identify the roles involved in a sentence,

and FrameNet [Baker et al. (1998)]4 uses these roles to detect a corresponding frame. The

2http://svn.ask.it.usyd.edu.au/trac/candc/wiki/boxer
3http://verbs.colorado.edu/~mpalmer/projects/verbnet.html
4FrameNet is a lexical resource that collects linguistic frames, each described with its semantic roles,

called frame elements, and lexical units (the words evoking a frame)

http://svn.ask.it.usyd.edu.au/trac/candc/wiki/boxer
http://verbs.colorado.edu/~mpalmer/projects/verbnet.html
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detection of these semantic frames [Coppola et al. (2009)] allows to recognize the complex

relation in natural language text. However, the generated FOL modeling style with

boxer is not always compatible with Semantic Web and Linked Data design. Therefore,

[Presutti et al. (2012)] adopted Boxer for tackling the frame detection task by integrating

it with a resource that provides the most completed mapping between VerbNet and

FrameNet. Figure 3.1 shows the output of Boxer for the sentence �People love movies�.

Figure 3.1: Boxer output for the sentence: People love movies.

As shown in this �gure, the box is divided into two sections, the top section contains the

discourse referents x0, x1, x2 ; the bottom section contains the predicates that constrain

their interpretation: x2 is an event described by the term love, which have two arguments,

an agent x0, of type people and a patient x1, of type movie.

3.2.2 From DRS Form to RDF/OWL ontologies

The second step of FRED consists of transforming the logical output of Boxer with frames

into RDF/OWL ontologies. This task has been achieved using a mapping model and a set

of heuristics that follow good practices of OWL ontologies and RDF data design. For this

task, [Presutti et al. (2012)] de�ne two types of transformation rules:

• Translation rules: indicate the rules which de�ne the global transformations from

DRS constructs to OWL constructs. Table 3.1 shows the main translation rules

which de�ned by [Presutti et al. (2012)] and used to transform DRS to OWL. It

indicates DRT constructs, their syntax in Boxer, their corresponding FOL, and their

corresponding OWL/RDF construct. In addition, Table 3.2 presents the most fre-

quently built-in predicates used in Boxer with their associated Semantic Web entity.

DRT construct Boxer syntax FOL construct OWL construct

Predicate pred(x) Unary predicate Φ rdf:type

Relation rel-name(x,y) Binary relation owl:ObjectProperty

Eq Rel eq(x,y) Identity owl:sameAs

Named Entity named(<var>, <name>, <type>) Unary predicate Φ owl:NamedIndividual

Discourse Referent (<var>) Quanti�ed Variable (generated) owl:NamedIndividual

DRS <drs> with event E Proposition P with predicate ΦE owl:NamedIndividual

Negated DRS not(<drs>) Negated Proposition ¬P GP with NotE owl:disjointWith E

Table 3.1: The main translation rules from DRS to OWL [Presutti et al. (2012)].
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Boxer built-in type Label Semantic Web entity

Per Person foaf:Person

Org Organisation foaf:Organisation

Loc Location dbpedia:Place

Tim Time to:Interval

Ttl Title dul:Role

Event Event dul:Event

Eq Equal to owl:sameAs

Table 3.2: Boxer built-in types and relations [Presutti et al. (2012)].

Based on the mappings reported in Table 3.1 and Table 3.2, the tool FRED

generates the RDF graph presented in Figure 3.2 for the sentence �People love

movies�. Events are modelled as subtypes of the class dul:Event. The referent x0

becomes fred:people_1, as well as alignment of predicates to existing semantic web

technologies, e.g. with owl:equivalentClass. The event type fred:Love is aligned to

vn.data:Love_31020100, and therefore, roles are labeled as vn.role:Experiencer and

vn.role:Theme.

Figure 3.2: FRED output for the sentence: People love movies.

• Heuristic rules: indicate the rules which de�ne local transformations that deal with

adapting the results of Boxer heuristics to the needs of a Semantic Web ontology.

FRED implements many heuristic rules such as, heuristic rule based on co-reference,

heuristic rule to do with naming, heuristic rule that creates individuals with a gen-

erating name to existentially quanti�ed variables that are not resolved as named

entities, and other heuristic rules to do with the generation of terminology associ-

ated with the de�nition of appropriate classes or properties.

3.2.3 Other FRED Components

Besides Boxer, the FRED tool leverages multiple natural language processing (NLP) com-

ponents by integrating their outputs into a uni�ed result, which is formalised as an RD-

F/OWL graph. The developers of FRED found that Boxer's pronoun CRR capabilities

are limited, Therefore, they integrated CoreNLP5 as an additional component for this

5http://nlp.standford.edu/software/corenlp.shtml

http://nlp.standford.edu/software/corenlp.shtml
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speci�c task. In addition, FRED exploits external services to enrich RDF/OWL results

with Named Entity Resolution (NER) and Word-Sense Disambiguation (WSD). For NER,

FRED uses Stanbol enhancers6. Stanbol allows to indicate any number of datasets to be

used as sources for entity recognition and resolution, hence providing great �exibility and

customizability with respect to the entities that are of interest for a FRED user. In addi-

tion, FRED also integrates TAGME [d'Aquin et al. (2008)], which use Wikipedia content

as context to disambiguate named entities.

For WSD, which is used for producing alignments with classes from external ontologies,

the tool FRED reuses the UKB tool [Agirre and Soroa (2009)]7, by aligning domain classes

to WordNet synsets, and the synsets to DOLCE+DnS foundational ontology8 andWordNet

lexnames (�super-senses�)9.

3.3 FRED as Event Extraction Tool

As we have shown above, FRED takes as input the Discourse representation Structures

(DRS) produced by Boxer. The output of Boxer is event-based, verb-centric, semantic

representations of natural language complying with the Discourse Representation The-

ory (DRT) semantics. Therefore, FRED is event-centric and it natively supports event

extraction.

FRED is available as a RESTful API and as a web application. In its current form, it

relies upon several NLP components: Boxer10 for the extraction of the basic logical form

of text and for disambiguation of events to VerbNet11, UKB12 or IMS13 or BabelNet API14

for word sense disambiguation, and Apache Stanbol15 for named entity resolution.

FRED contains several functionalities for event extraction, which can be summarized

according to typical subtasks:

• Event identity: FRED focuses on events expressed by verbs, propositions, common

nouns, and named entities (typically proper nouns).

• Event classi�cation: FRED uses Linked Data-oriented induction of types for the

identi�ed events, reusing e.g. VerbNet, WordNet16, DBpedia17, schema.org, and

DOLCE18 as reference ontologies.

6http://incubator.apache.org/stanbol/
7http://ixa2.si.ehu.es/ukb/
8http://www.ontologydesignpatterns.org/ont/dul/DUL.owl
9http://wordnet.princeton.edu/man/lexnames.5WN.html
10http://svn.ask.it.usyd.edu.au/trac/candc/wiki/boxer
11http://verbs.colorado.edu/~mpalmer/projects/verbnet.html?
12http://ixa2.si.ehu.es/ukb/
13http://www.comp.nus.edu.sg/~nlp/sw/
14http://lcl.uniroma1.it/babelnet/
15http://stanbol.apache.org
16http://wordnet.princeton.edu
17http://dbpedia.org
18http://www.ontologydesignpatterns.org/ont/dul/DUL.owl

http://incubator.apache.org/stanbol/
http://ixa2.si.ehu.es/ukb/
http://www.ontologydesignpatterns.org/ont/dul/DUL.owl
http://wordnet.princeton.edu/man/lexnames.5WN.html
http://svn.ask.it.usyd.edu.au/trac/candc/wiki/boxer
http://verbs.colorado.edu/~mpalmer/projects/verbnet.html?
http://ixa2.si.ehu.es/ukb/
http://www.comp.nus.edu.sg/~ nlp/sw/
http://lcl.uniroma1.it/babelnet/
http://stanbol.apache.org
http://wordnet.princeton.edu
http://dbpedia.org
http://www.ontologydesignpatterns.org/ont/dul/DUL.owl
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• Event unity: FRED applies semantic role labeling [Moschitti et al. (2008)] to verbs

and propositions in order to detect event boundaries, and frame detection [Coppola

et al. (2009)] for resolving roles against a shared event ontology. In other words,

FRED makes use of both VerbNet [Schuler (2005)] and FrameNet [Baker et al. (1998)]

for representing event types and the relation between events and their participating

individuals.

• Event modi�ers: FRED extracts logical negation, basic modalities, and adverbial

qualities, applied to verbs and propositions, which can then be used as event judgment

indicators.

• Event relations: FRED relates events via the role structure of verbs and propositions,

and extracts tense relations between them.

The following sentence is used as a lead example for showing FRED's functionalities:

The Renaissance was a cultural movement that spanned in Italy from the 14th to the 17th

century. Some sources report that the Renaissance might have been started by Greek scholars

from Constantinople.

The �gure 3.3 show the FRED's output diagram for the mentioned sentence above.

This diagram depict a subset of the generated triples, which cover the core semantics of

the text. In the diagram from this �gure, the following events are recognized, extracted,

classi�ed, and aligned to WordNet, VerbNet, and/or DOLCE: Renaissance (classi�ed

as a Movement, and aligned to the WordNet Motion synset, and to the DOLCE Event

class), span_1, report_1, and start_1 (classi�ed as occurrences of the Span,

Report and Start frames respectively, and aligned to VerbNet).

Figure 3.3: A FRED graph depicting the core subset of triples representing event-related
knowledge.

Furthermore, the events have participants (e.g. Italy, scholar_1, source_1, etc.,

also classi�ed and linked appropriately) through some roles labelled with properties derived

from VerbNet(e.g. vn.role:Agent, vn.role:Theme), or from the lexicon used in

the sentence (e.g. fred:from). In one case, a modal modi�er (Possible) to the event

start_1 is added.
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In order to well understand, we show by the following a subset of the generated triples

by FRED for the events which are detected from the mentioned sentences above.

xmlns:fred="http://www.ontologydesignpatterns.org/ont/fred/domain.owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"
xmlns:owl="http://www.w3.org/2002/07/owl#"

fred:span_1
fred:from fred:14th_1 ;
rdf:type fred:Span ;
vn.role:Theme1 fred:Renaissance ;
fred:locatedIn fred:Italy .

fred:report_1
vn.role:Theme fred:start_1 ;
vn.role:Agent fred:source_1 ;
rdf:type fred:Report .

fred:start_1
rdf:type fred:Start ;
vn.role:Agent fred:scholar_1 ;
vn.role:Theme fred:Renaissance ;
boxing:hasModality boxing:Possible ;

fred:Span
rdfs:subClassOf DUL:Event ;
owl:equivalentClass vn.data:Span_47080000 .

fred:Report
rdfs:subClassOf DUL:Event ;
owl:equivalentClass vn.data:Report_29090100 .

fred:Start
rdfs:subClassOf DUL:Event ;
owl:equivalentClass vn.data:Start_55010100 .

The text are represented as an RDF/OWL n-ary relation modelling the identi�ed

events, with their arguments modelled as typed individuals, and the semantic roles mod-

elled as object properties.

From these triples, the events span_1, report_1, and start_1 are detected as

a subtype of the Span, Report, and Start event types respectively. These event

types are modelled as subtype of the class DUL:Event, using the ontology DOLCE,

and are aligned to vn.data:Span_47080000, vn.data:Report_29090100, and

vn.data:Start_55010100 respectively, de�ned in VerbNet [Schuler (2005)]. The re-

lations between these event types and their arguments are modelled as object properties

according to the semantic roles that are recognized using VerbNet, e.g. vn.role:Agent

and vn.role:Theme. In case additional roles are detected but not recognized, FRED

creates new (role) object properties and labels them by reusing the appropriate text from

the input, e.g. fred:from, fred:locatedIn.

FRED also represents modality in its uni�ed OWL/RDF graph, by identifying the

corresponding patterns in Boxer output. Modality in FRED can be of two types:

boxing:Necessary which corresponds to forms such as (will, should, must, etc.) and

boxing:Possible for forms such as (may, might, etc.). Both are individuals of the
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nominal class boxing:Modality. In our example, the event start_1 has the modality

boxing:Possible which was indicated using the property boxing:hasModality and

formalise the �might have been started� fragment.

In addition, some relations between events are detected: report_1 vn.role:Theme

start_1, and span_1 before report_1.

Beside, negation could be detected by FRED using the corresponding patterns of

Boxer. FRED annotates the identi�ed event with the information that its truth value

is false using the property boxing:hasTruthValue. Figure 3.4 shows the output

diagram of FRED for the following sentence (See Chapter 2, Section 2.1.1):

The Black Hand might not have decided to barbarously assassinate Franz Ferdinand

after he arrived in Sarajevo on June 28th, 1914.

Figure 3.4: A diagram showing the FRED graph for the Black Hand sentence.

In this diagram, the event decide_1 has a truth value �False� which indicates a

negation (not) modifying this event.

Finally, FRED represents such modi�ers (i.e. adjectives) as qualities of the modi�ed

event by means of the DOLCE property dul:hasQuality. Our example in the Figure

3.4, indicates that the event assassinate_1 has a quality Barbarously, which was

indicated by the predicate dul:hasQuality.

By the follows, we show the generated RDF triples by FRED for two events decide_1,

and assassinate_1, respectively.

xmlns:fred="http://www.ontologydesignpatterns.org/ont/fred/domain.owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" >

fred:decide_1
boxing:hasTruthValue boxing:False ;
boxer:theme fred:assassinate_1 ;
boxer:agent fred:Black_hand ;
boxing:hasModality boxing:Possible ;
rdf:type fred:Decide .
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fred:assassinate_1
boxing:hasModality boxing:Possible ;
rdf:type fred:BarbarouslyAssassinate ;
vn.role:Agent fred:Black_hand ;
fred:after fred:arrive_1 ;
dul:hasQuality fred:Barbarously ;
vn.role:Patient fred:Franz_ferdinand .

fred:Decide
rdfs:subClassOf DUL:Event .

fred:BarbarouslyAssassinate
rdfs:subClassOf fred:Assassinate .

fred:Assassinate
rdfs:subClassOf DUL:Event .

The triples given as output by FRED are more than those visualized, for example

they include text spans and their reference to the semantic annotations, through the Ear-

mark [Peroni et al. (2011)], the NLP Interchange Format (NIF) [Hellmann et al. (2013)],

and semiotics.owl19 vocabularies. FRED provides annotations that link text fragments

to their corresponding graph elements. Text fragment are represented as o�sets (e.g.

fred:o�set_30_37_decided).

FRED will be demoed as an event extractor by showing event-intensive sentences, and

examples of views that focus on relevant event knowledge. RDF models can be morphed

to concentrate on speci�c features. For example, Figure 3.5 semantically summarizes the

model from the Black Hand sentence by only showing events with their relations, and their

main participant, obtained by means of the following SPARQL query:

PREFIX dul: <http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#>
PREFIX vnrole: <http://www.ontologydesignpatterns.org/ont/vn/abox/role/>
PREFIX boxing: <http://www.ontologydesignpatterns.org/ont/boxer/boxing.owl#>
PREFIX boxer: <http://www.ontologydesignpatterns.org/ont/boxer/boxer.owl#>
PREFIX : <http://www.ontologydesignpatterns.org/ont/boxer/test.owl#>
CONSTRUCT {?e :agent ?x . ?e ?r ?e1}
WHERE {
{{?e a boxing:Situation} UNION {?e a ?class . ?class rdfs:subClassOf+ dul:Event}}
?e ?p ?x
FILTER (?p = vnrole:Agent || ?p = boxer:agent || ?p = vnrole:Experiencer || ?p = vnrole:Actor

|| ?p = vnrole:Actor1 || ?p = vnrole:Actor2 || ?p = vnrole:Theme)
FILTER NOT EXISTS {?e vnrole:Theme ?x . ?e vnrole:Agent ?y

FILTER (?x != ?y)}
OPTIONAL {{{?e ?r ?e1} UNION {?e ?s ?z . ?z ?t ?e1}} {{?e1 a boxing:Situation} UNION

{?e1 a ?class1 . ?class1 rdfs:subClassOf+ dul:Event}} FILTER (?e != ?e1)}}

3.4 FRED Quality & Importance

The importance of FRED comes from its ability to perform speci�c knowledge extraction

tasks such as event detection [Hogenboom et al. (2011)], named entity recognition [Nadeau

and Sekine (2007)] and resolution [Bhattacharya and Getoor (2007)], taxonomy induction

19http://www.ontologydesignpatterns.org/cp/owl/semiotics.owl

http://www.ontologydesignpatterns.org/cp/owl/semiotics.owl
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Figure 3.5: A summarized FRED graph showing only event relations and agentive partic-
ipants for the Black Hand sentence.

[Ponzetto and Strube (2011)], sense tagging [Ciaramita and Altun (2006)] and disambigua-

tion [Navigli (2009)], terminology extraction [Hartmann et al. (2012)], relation extraction

[Ciaramita et al. (2005)], [Banko et al. (2008)], semantic role labeling [Moschitti et al.

(2008)], and frame detection [Coppola et al. (2009)].

FRED has been compared with other information extraction tools used for Semantic

Web tasks [Gangemi (2013)]. The author de�nes a number of basic semantic tasks by

providing a correspondence between NLP tasks and semantic web terminology. Table

3.3 reports the list of tasks with a brief explanation of such correspondences: each NLP

task is informally associated with a corresponding OWL-based semantics by indicating

the type of triples that may be produced starting from its output. The study compares

�fteen tools (including FRED) by assessing their coverage of, and performance on, the

listed tasks against a gold standard of 524 triples produced from a news text. The result

shows that FRED has the largest coverage of tasks and best accuracy performance for

some of them.

Task NLP terms Semantic Web triples

TopE Topic Extraction dc:subject

NER Named Entity recognition owl:NamedIndividual

NEReS Named Entity resolution owl:sameAs

TE Terminology extraction owl:Class || owl:ObjectProperty || owl:DatatypeProperty

TReS Terminology resolution owl:equivalentTo || rdfs:subClassOf || rdfs:subPropertyOf

Senses Sense tagging rdf:type

Tax Taxonomy induction rdfs:subClassOf

RE Relation Extraction owl:ObjectProperty || owl:DatatypeProperty

Events Event detection and SRL <Event> rdf:type <Event.type> . <Event> <semrolei> <Entityj>

Roles and Frames Frame detection <Event.type> rdfs:subClassOf <Frame>

Table 3.3: Summary of basic semantic tasks [Gangemi (2013)].

Table 3.4 shows the results of the evaluation. It reports a value for each semantic

task indicating the accuracy performance for each of them. The �−� sign indicates that

task not computed (i.e. task not addresses) while the �+� sign indicates that the task

computed (addressed). See [Gangemi (2013)] for a detailed description of each tool and

also for details about performance measures.

20http://www.mpi-inf.mpg.de/yago-naga/aida/

http://www.mpi-inf.mpg.de/yago-naga/aida/
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Tools TopE NER NEReS TE TReS Senses Tax RE Events Roles and Frames

AIDA20 − .89 .80 − − .64 − − − −
Alchemy21 .52 .89 − .20 − .64 − .30 − −

Apache Stanbol22 − .77 .25 − − .50 − − − −
CiceroLite23 − .89 .75 .21 .07 .64 − .25 .18 .22

DB Spotlight24 − .79 .55 − − .42 − − − −
FOX25 − .86 .75 .33 .65 .57 − − − −
FRED − .84 .60 .90 .07 .48 + .82 .87 .69

NERD26 − .88 .60 − − .69 − − − −
Open Calais27 .48 .82 − − − .57 − − .04 −
PoolParty KD28 .28 − − − − − − − − −

ReVerb29 − − − − − − − .27 − −
Semiosearch30 − − .60 − .46 − − − − −
Wikimeta31 − .86 .75 .04 .07 .80 − − − −
Zemanta32 − .93 − − − .27 − − − −

Table 3.4: Summary of evaluation results for basic tasks indicating accuracy values in the
interval [0,1] with 1 expressing the best possible accuracy [Gangemi (2013)].

In addition, FRED has been also compared with Semafor [Das et al. (2010)] for the

frame detection task. The results show that FRED is much faster than Semafor [Presutti

et al. (2012)] (See Figure 3.6). Table 3.5 summarizes the accuracy performance of the two

tools. The results show that FRED and Semafor have comparable precision, while the

value of recall is lower for FRED.

Figure 3.6: Time to provide answers in function of the number of sentences per document
as reported in [Presutti et al. (2012)].

21http://www.alchemyapi.com/api/demo.html
22http://dev.iks-project.eu:8081/enhancer
23http://demo.languagecomputer.com/cicerolite
24http://dbpedia-spotlight.github.io/demo/
25http://aksw.org/Projects/FOX.html
26http://nerd.eurecom.fr/
27http://viewer.opencalais.com/
28https://drupal.poolparty.biz/
29http://reverb.cs.washington.edu/
30http://wit.istc.cnr.it/stlab-tools/wikifier
31http://www.wikimeta.com/wapi/semtag.pl
32http://www.zemanta.com/blog/

http://www.alchemyapi.com/api/demo.html
http://dev.iks-project.eu:8081/enhancer
http://demo.languagecomputer.com/cicerolite
http://dbpedia-spotlight.github.io/demo/
http://aksw.org/Projects/FOX.html
http://nerd.eurecom.fr/
http://viewer.opencalais.com/
https://drupal.poolparty.biz/
http://reverb.cs.washington.edu/
http://wit.istc.cnr.it/stlab-tools/wikifier
http://www.wikimeta.com/wapi/semtag.pl
http://www.zemanta.com/blog/
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Tool Precision Recall F-Score

FRED 75.320 57.519 65.227

Semafor 75.325 74.797 75.060

Table 3.5: The performance comparison between FRED and Semafor on Frame detection
task [Presutti et al. (2012)].

Besides, FRED is available as a web application, as a RESTful service, as well as

Python API (fredlib33), which relies on the k∼ore REST services, and allows to query

FRED with a user-speci�ed corpus, also enabling the manipulation of the resulting graph.

Furthermore, FRED o�ers a several output results such as graphical graph, as shown

in Figure 3.7, RDF/XML, Turtle, RDF/JSON, etc. (See Section 2.2.2 for more details

about the syntax of these representations).

Figure 3.7: The graphical output of FRED for the sentence: Miles Davis was an american

jazz musician..

3.5 Conclusion

In this chapter, we presented the machine reader tool FRED. It is a tool to automatically

transforms the input text into RDF/OWL knowledge graph representation of the text.

FRED is event-centric, therefore, it supports event extraction task. It also supports multi

event detection sub-tasks such as event classi�cation, event modi�ers detection, and event

participants detection. Therefore, it is an intermediate component for event extraction and

33http://wit.istc.cnr.it/stlab-tools/fred/fredlib

http://wit.istc.cnr.it/stlab-tools/fred/fredlib
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representation, which can be augmented with background knowledge, and whose graphs

can be combined e.g. in time series for historical tasks.

In the following chapters, we use FRED as a semantic middleware in order to perform a

deep semantic parsing of user reviews and represent them as RDF/OWL knowledge graphs.

These semantic graphs could be then queried in order to extract such information such as

events, named entities, relations, etc. Our choice of FRED is based on its capabilities to

detect events in the open domain. In addition, in a recent landscape analysis of knowledge

extraction tools [Gangemi (2013)], FRED has got 0.73 precision, 0.93 recall, and 0.87

accuracy, largely better than the other tools attempting event extraction.

The work presented in this chapter has resulted in the following publication:

• Aldo Gangemi, Ehab Hassan, Valentina Presutti, and Diego Reforgiato. Fred as an

event extraction tool. In Proceedings of the Workshop on Detection, Representation,

and Exploitation of Events in the Semantic Web (DeRiVE 2013) at 12th International

Semantic Web Conference, ISWC 2013, Zurich, Switzerland, page 14, 2013.
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In this chapter we present the work carried out on event extraction from user reviews.

Our objective was to verify if events, as extracted by FRED, may be used as clues to

predict the polarity of a score assigned by a user. We measured the correlation between

user review contents and the rankings which are attributed by the user. In Section 4.1, we

provide some background on open rating systems. In Section 4.2, we present our approach

to extract events and build the classi�ers. In Section 4.3, we report the results about our

experiments in correlating events with ratings.

4.1 Introduction

With the explosion of Web 2.0, platforms such as blogs, discussion forums, peer-to-peer

networks and various other types of social media allow people to express themselves and

interact with others. They can post reviews of products and services in merchant websites

and express their opinions through these platforms. Online reviews are often the primary

factor in a customer's decision to purchase a product or service, and are a valuable source

of information that can be used to determine public opinion on these products or services.

55
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Open rating systems tackle the problem of setting ratings on a large and rapidly

growing body of content by using an open system for the expression of these ratings, i.e.,

anyone can publish ratings [Guha (2003)]. They allow to synthetically grasp the opinion

of the crowds with reference to speci�c entities: products, services, statements of ideas,

etc. This concept has proven highly successful and is currently employed at several Web

sites such as Amazon1, Booking.com2, Epinions3, iTunes4, TripAdvisor5, and many other

sites.

When an opinion is given by both synthetic ranking and a review, one may

wonder e.g. (as shown in Figure 4.1):

Figure 4.1: Proposed user questions when decision making process

• if ranking corresponds to arguments given analytically, and viceversa;

• if similar rankings from di�erent people are comparable analytically;

• what is, in summary, the analytical reason for the ranking;

• how to detect positive or negative spamming.

• what is the lived experiences of users.

• what are the really cool or bad events one might expect for a certain class of rated

entities.
1www.amazon.com
2www.booking.com
3www.epinions.com
4www.apple.com/itunes
5http://www.tripadvisor.com

www.amazon.com
www.booking.com
www.epinions.com
www.apple.com/itunes
http://www.tripadvisor.com
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In our research, we assume that reviews content should have an in�uence on the rating

score. Therefore, we intended to study the correlation between events which could be

extracted from user reviews and the rating scores given by users. We aimed to build an

approach addressing the �rst and the last task, i.e. if arguments given in reviews correlate

with open rating, and if it is possible to extract relevant event dictionaries from user reviews

and use these dictionaries to determine the polarity of reviews.

We formulate these tasks as a binary text classi�cation task. We explored machine

learning techniques to build a classi�er which allows to classify two types of reviews (pos-

itive and negatives) using event features.

To extract events from user reviews, we use FRED to perform a deep semantic parsing

of text which, allow us to obtain a RDF Linked-Data-ready graph representation of the

text. Those events will be used afterward to construct an event dictionary allowing to

discriminate review types.

4.2 Our Approach

Our approach for the polarity classi�cation task can be shown in Figure in 4.2. This

approach consists of four main steps:

Figure 4.2: Overview of the proposed approach

• Collect a positive and negative set of user reviews. We considered the reviews with

rating 5 stars as positive and the reviews with 1 stars as negative. This set will

be divided into both training set to build the classi�er and test set to evaluate the

polarity classi�cation task.

• Extract events with their associated features from both training and test set by

performing a deep semantic parsing of text.
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• From the training set, build an event dictionary DE for each class of reviews.

• Use the events in the dictionary as features to build machine learning classi�ers.

In the following sections, we show more details about each of these steps.

4.2.1 User Review

A review is an evaluation of a publication, product, service, company, or other object or

idea6. A user review is a review conducted by a computer user and used on merchant

websites to give customers an opportunity to rate and comment on products or services

they have purchased. Often, the company will include a URL on printed literature or

e-mail marketing to invite customers to review their service after a transaction has been

completed. Other consumers can read these reviews when making a purchase decision.

4.2.2 Event Extraction

Extracting, logically representing, and connecting elements from a sentence is crucial to

create semantic applications that are event-aware. In addition, it's important to disam-

biguate as much as possible the entities and concepts expressed, in order to make the

extracted model linked, and to exploit the full power of the Semantic Web and Linked

Data.

Event extraction (EE) can be broadly de�ned as the creation of speci�c knowledge

concerning facts and situations referred to in some content and/or data: texts, images,

video, databases, sensors, etc. One of the interesting task in this proposal is to search

and detect events, which appear in user reviews. We focus on events expressed by verbs,

propositions, common nouns, and named entities (typically proper nouns).

In order to extract events from user reviews, we performed a deep semantic parsing of

reviews and detecting the most appropriate linguistic frames capturing complex relations

expressed in the reviews. The deep semantic parsing allows to obtain a RDF/OWL knowl-

edge graph representation of the text. We employed a deep variety of machine reading

[Etzioni et al. (2006)], as implemented in the FRED tool7.

As anticipated in Section 3.2, FRED [Gangemi et al. (2016), Presutti et al. (2012)] is a

tool to automatically transform knowledge extracted from text into RDF and OWL, i.e. it

is a machine reader [Etzioni et al. (2006)] for the Semantic Web. FRED extracts knowledge

(named entities, senses, taxonomies, relations, events) from text, resolves it onto the Web

of Data, adds data from background knowledge, and represents all that in RDF and OWL.

In addition, It is event-centric, therefore it natively supports event extraction (See Chapter

3).

6https://en.wikipedia.org/wiki/Review
7http://wit.istc.cnr.it/stlab-tools/fred

https://en.wikipedia.org/wiki/Review
http://wit.istc.cnr.it/stlab-tools/fred
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FRED is available as a RESTful API and as a web application. In its current form, it

relies upon several NLP components: Boxer8 for the extraction of the basic logical form of

text and for disambiguation of events to VerbNet, UKB9 or IMS10 or BabelNet API11 for

word sense disambiguation, and Apache Stanbol12 for named entity resolution.

FRED contains several functionalities for event extraction including Event identity,

Event classi�cation (using VerbNet13, WordNet14, DBpedia15, schema.org, and DOLCE16

as reference ontologies.), Event unity (using VerbNet [Schuler (2005)] and FrameNet

[Baker et al. (1998)] to detect event arguments), Event modi�ers (negation, quality,

modality), and Event relations. The following segments of a user review is used as a lead

example for showing FRED's functionalities:

�When I asked for refund he was very rude, slamming things down on the counter and

swearing. He �nally refunded me after 5 minutes of arguing.�

In the diagram from Figure 4.3, the following events are recognized, extracted, classi�ed,

and aligned to WordNet, VerbNet, and/or DOLCE, ask_1, refund_1, slam_1, and

refund_2 (classi�ed as occurrences of the Ask, Slam and Refund frames respectively,

and aligned to VerbNet).

The output produced by FRED is a semantic graph which composed of many RDF

triples. For example, the triples which concern the event type Refund are:

xmlns:fred="http://www.ontologydesignpatterns.org/ont/fred/domain.owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"

fred:refund_1
rdf:type fred:Refund .

fred:Refund
rdfs:subClassOf DUL:Event .

These triples indicate that the event refund_1 has the type Refund, and the last

one was classi�ed as an Event using the ontology DOLCE.

The semantic knowledge graph given as output by FRED could be queried, using a

SPARQL query, to extract the required information. In our work, we want to extract

mentioned events in the text. Therefore, we applied the following SPARQL query to the

semantic graph of FRED using the SPARQL endpoint Corese17.
8http://svn.ask.it.usyd.edu.au/trac/candc/wiki/boxer
9http://ixa2.si.ehu.es/ukb/
10http://www.comp.nus.edu.sg/~nlp/sw/
11http://lcl.uniroma1.it/babelnet/
12http://stanbol.apache.org
13http://verbs.colorado.edu/~mpalmer/projects/verbnet.html?
14http://wordnet.princeton.edu
15http://dbpedia.org
16http://www.ontologydesignpatterns.org/ont/dul/DUL.owl
17Corese is a Semantic Web Factory (triple store & SPARQL endpoint) implementing RDF, RDFS,

SPAQRL 1.1 Query & Update. www.wimmics.inria.fr/corese

http://svn.ask.it.usyd.edu.au/trac/candc/wiki/boxer
http://ixa2.si.ehu.es/ukb/
http://www.comp.nus.edu.sg/~ nlp/sw/
http://lcl.uniroma1.it/babelnet/
http://stanbol.apache.org
http://verbs.colorado.edu/~mpalmer/projects/verbnet.html?
http://wordnet.princeton.edu
http://dbpedia.org
http://www.ontologydesignpatterns.org/ont/dul/DUL.owl
www.wimmics.inria.fr/corese
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Figure 4.3: The output of FRED for the example text: �When I asked for refund he was

very rude, slamming things down on the counter and swearing. He �nally refunded me

after 5 minutes of arguing�
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PREFIX dul: <http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#>
PREFIX vnrole: <http://www.ontologydesignpatterns.org/ont/vn/abox/role/>
PREFIX : <http://www.ontologydesignpatterns.org/ont/boxer/test.owl#>
PREFIX d0: <http://www.ontologydesignpatterns.org/ont/d0.owl#>
PREFIX schemaorg: <http://schema.org/>
PREFIX fred: <http://www.ontologydesignpatterns.org/ont/fred/domain.owl#>
SELECE distinct ?e ?et
WHERE {
{

{?e rdf:type/rdfs:SubClassOf* dul:Event}
UNION {?e rdf:type/rdfs:SubClassOf* schemaorg:Event}
UNION {?e rdf:type/rdfs:SubClassOf* d0:Event}
}
OPTIONAL {?e rdf:type/rdfs:SubClassOf* ?et Filter (?et != dul:Event)}
OPTIONAL {?e rdf:type ?et}
}

This query allows to extract all mentioned events in the text. ?e is the event occurrence

in the text and ?et is the type of the occurrence e. The event type et could be modelled

as subtype of the class dul:Event, schemaorg:Event, or d0:Event. Therefore, we

queried all the event occurrences which their types are sub-classes of the semantic class

Event in the ontologies DOLCE, schema.org, and d0. From our example, we are able

to extract three event types {Ask, Refund, and Slam}.

4.2.2.1 Event Negation Extraction

Negation is important for user judgment as well as for polarity classi�cation. In our

work, we assumed that negation can be useful to classify the two classes of reviews and

it can enrich our dictionary with additional events. The FRED tool can capture the

logical negation which could be associated with an event in the text using the property

boxing:hasTruthValue where boxing is the pre�x which refers to the OWL vocabulary

which is created by FRED in order to represent the negation. For example, the sentence

�I did not eat in the hotel restaurant� expresses an event type (Eat) with a negation (not).

The RDF/XML triples of FRED for this sentence are:

xmlns:fred="http://www.ontologydesignpatterns.org/ont/fred/domain.owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" >

fred:eat_1
boxing:hasTruthValue boxing:False ;
rdf:type fred:Eat .

fred:Eat
rdfs:subClassOf DUL:Event .

These triples indicate that the event eat_1 have a truth value (False) and the event

type of this event occurrence is Eat which was classi�ed as an Event using the ontology

DOLCE.
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To extract events with their negations, if they exist, from user reviews, we modi�ed

the previous SPARQL query to become as the following:

PREFIX dul: <http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#>
PREFIX vnrole: <http://www.ontologydesignpatterns.org/ont/vn/abox/role/>
PREFIX boxing: <http://www.ontologydesignpatterns.org/ont/boxer/boxing.owl#>
PREFIX boxer: <http://www.ontologydesignpatterns.org/ont/boxer/boxer.owl#>
PREFIX : <http://www.ontologydesignpatterns.org/ont/boxer/test.owl#>
PREFIX d0: <http://www.ontologydesignpatterns.org/ont/d0.owl#>
PREFIX schemaorg: <http://schema.org/>
PREFIX fred: <http://www.ontologydesignpatterns.org/ont/fred/domain.owl#>
SELECE distinct ?e ?neg ?et
WHERE {
{

{?e rdf:type/rdfs:SubClassOf* dul:Event}
UNION {?e rdf:type/rdfs:SubClassOf* schemaorg:Event}
UNION {?e rdf:type/rdfs:SubClassOf* d0:Event}
}
OPTIONAL {?e boxing:hasTruthValue ?neg}
OPTIONAL {? rdf:type/rdfs:SubClassOf* ?et Filter (?et != dul:Event)}
OPTIONAL {?e rdf:type ?et}
}

?neg indicates the optional negation which could be associated with an event. Us-

ing this query, we extracted the event Not-Eat. Notice that we added the pre�x boxing:

<http://www.ontologydesignpatterns.org/ont/boxer/boxing.owl#> to be able to extract the

negation which should have the predicate boxing:hasTruthValue.

4.2.2.2 Event Quality Extraction

Event quality is the adverbial word which could be associated with an event. It is a robust

determinant of the sentiment which could be associated with events. In addition, it is very

important element for user decision about products or services.

In our work, we assumed that event qualities can upgrade the results of our classi�cation

task. Therefore, we extracted these elements and tested their e�ects on the results of the

polarity classi�cation task. Extracting these elements from the semantic graph of FRED

is simple, whereas FRED represents such modi�ers (i.e. adjectives) as qualities of the

modi�ed term by means of the DOLCE property dul:hasQuality. Our example in the

Figure 4.3, indicates that the event slam_1 has a quality Down, which was indicated by

the predicate dul:hasQuality.

xmlns:fred="http://www.ontologydesignpatterns.org/ont/fred/domain.owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" >

fred:slam_1
rdf:type fred:Slam ;
dul:hasQuality fred:Down .

fred:Slam
rdfs:subClassOf DUL:Event .
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To extract the qualities from the text, we modi�ed our SPARQL to be as the following:

PREFIX dul: <http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#>
PREFIX vnrole: <http://www.ontologydesignpatterns.org/ont/vn/abox/role/>
PREFIX boxing: <http://www.ontologydesignpatterns.org/ont/boxer/boxing.owl#>
PREFIX boxer: <http://www.ontologydesignpatterns.org/ont/boxer/boxer.owl#>
PREFIX : <http://www.ontologydesignpatterns.org/ont/boxer/test.owl#>
PREFIX d0: <http://www.ontologydesignpatterns.org/ont/d0.owl#>
PREFIX schemaorg: <http://schema.org/>
PREFIX fred: <http://www.ontologydesignpatterns.org/ont/fred/domain.owl#>
SELECE distinct ?e ?neg ?qlt ?et
WHERE {
{

{?e rdf:type/rdfs:SubClassOf* dul:Event}
UNION {?e rdf:type/rdfs:SubClassOf* schemaorg:Event}
UNION {?e rdf:type/rdfs:SubClassOf* d0:Event}
}
OPTIONAL {?e boxing:hasTruthValue ?neg}
OPTIONAL { ?e dul:hasQuality ?qlt}
OPTIONAL {? rdf:type/rdfs:SubClassOf* ?et Filter (?et != dul:Event)}
OPTIONAL {?e rdf:type ?et}
}

?qlt in this query indicates the quality modi�er which could be associated with an event

and have the property dul:hasQuality.

4.2.2.3 Event Participants Extraction

Event participants are the semantic arguments associated with this event. Each event

argument plays a semantic role (e.g. Agent, Patient, Oblique, Theme, etc.). A semantic

role is the underlying relationship that a participant has with the main event in a clause.

Agent18 is the semantic role of a person or thing who is the doer of an event [Larson

(1984), Longacre (2013)], Patient is a semantic role of a person or thing that is a�ected by

an event [Larson (1984), Longacre (2013)], Oblique is the grammatical relation possessed

by all �objects of preposition� in English. Theme is a participant which is characterised as

changing or moved by an event.

In this work, we assumed that these arguments can improve our classi�ers. Therefore,

we extracted them from user reviews and then used them to build a dictionary of events

and event participants, which will be used to classify the polarity of user reviews.

One of the FRED's functionalities that it applies semantic role labeling [Moschitti et al.

(2008)] to verbs and propositions in order to detect event participants, and frame detection

[Coppola et al. (2009)] for resolving roles against a shared event ontology. In other words,

FRED uses VerbNet19 [Schuler (2005)] and FrameNet [Baker et al. (1998)] to represent

event types and the relation between events and their participants. In our example in Fig-

ure 4.3, the event refund_2 is detected as a subtype of the class FinallyRefund. The

last one is detected as a subtype of the event Refund. The event type Refund is modelled

18An agent is usually the grammatical subject of the verb in an active clause.
19http://verbs.colorado.edu/~mpalmer/projects/verbnet.html

http://verbs.colorado.edu/~mpalmer/projects/verbnet.html
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as subtype of the class dul:Event and is aligned to vn.data:Refund_13010000, de-

�ned in VerbNet. The relation between fred:FinallyRefund and its arguments are

modelled as object properties according to the semantic roles that are recognized, e.g.

vn.role:Agent and vn.role:Theme. However, fred:after, fred:minuteOf are

additional roles that are detected but not recognized. Therefore, FRED creates and labels

them by reusing the appropriate text from the input.

In the following, we show the output of FRED which concerns the event refund_2

and its participants.

xmlns:fred="http://www.ontologydesignpatterns.org/ont/fred/domain.owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"
xmlns:owl="http://www.w3.org/2002/07/owl#"

fred:refund_2
fred:after fred:minute_1 ;
vn.role:Agent fred:male_1 ;
rdf:type fred:FinallyRefund ;
vn.role:Theme fred:person_2 .

fred:minute_1
:hasQuantifier quantifiers:multiple ;
rdf:type fred:Minute ;
fred:minuteOf fred:argue_1 ;
dul:hasDataValue 5 ;

fred:FinallyRefund
rdfs:subClassOf fred:Refund .

fred:Refund
owl:equivalentClass vn.data:Refund_13010000 ;
rdfs:subClassOf DUL:Event .

We can notice from these triples that the participants of the event refund_2 are

{minute_1, male_1, person_2}. In addition, we can distinguish between two types

of event participants: (1) Direct participants: which are the arguments which connect to

event directly, i.e. the direct objects of the events (e.g. the mentioned participants above).

(2) Indirect participants: which represent the participants in an event participant, i.e.

the direct objects of the event participants. In our example, we can notice three indirect

participants {multiple, argue_1, 5} which are the participants in the direct event

participant minute_1.

In this work, we are interested in event participants for the �rst, second and third

degree. Therefore, we extracted them using the following SPQRQL query:

PREFIX dul: <http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#>
PREFIX vnrole: <http://www.ontologydesignpatterns.org/ont/vn/abox/role/>
PREFIX boxing: <http://www.ontologydesignpatterns.org/ont/boxer/boxing.owl#>
PREFIX boxer: <http://www.ontologydesignpatterns.org/ont/boxer/boxer.owl#>
PREFIX : <http://www.ontologydesignpatterns.org/ont/boxer/test.owl#>
PREFIX d0: <http://www.ontologydesignpatterns.org/ont/d0.owl#>
PREFIX schemaorg: <http://schema.org/>
PREFIX fred: <http://www.ontologydesignpatterns.org/ont/fred/domain.owl#>
PREFIX pos: <http://www.ontologydesignpatterns.org/ont/fred/pos.owl#>
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PREFIX x: <http://www.essepuntato.it/2008/12/earmark#>
PREFIX y: <http://ontologydesignpatterns.org/cp/owl/semiotics.owl#>

Select ?e ?neg ?qlt ?et ?x ?y ?z ?xx ?yy ?zz ?xxx ?yyy ?zzz

WHERE {
{?e rdf:type/rdfs:subClassOf* dul:Event}
UNION {?e rdf:type/rdfs:subClassOf* schemaorg:Event}
UNION {?e rdf:type/rdfs:subClassOf* d0:Event}
OPTIONAL {?e ?agent ?x
FILTER (?agent = vnrole:Agent || ?agent = boxer:agent
|| ?agent = vnrole:Experiencer || ?agent = vnrole:Actor
|| ?agent = vnrole:Actor1 || ?agent = vnrole:Actor2
|| ?agent = vnrole:Cause || ?agent = vnrole:Theme
|| ?agent = vnrole:Topic || ?agent = vnrole:Beneficiary
|| ?agent = vnrole:Actor || ?agent = vnrole:Cause)

OPTIONAL {?x ?aspect1 ?xx
FILTER (?aspect1 != rdf:type&& ?aspect1 != pos:boxerpos)

OPTIONAL {?xx ?aspect11 ?xxx FILTER (?aspect11 != rdf:type
&& ?aspect11 != pos:boxerpos)}
}}

OPTIONAL {?e ?atheme ?x
FILTER (?atheme = vnrole:Theme || ?atheme = vnrole:Theme1
|| ?atheme = vnrole:Theme2 || ?atheme = boxer:theme)
MINUS {?e ?agent1 ?a
FILTER (?agent1 = vnrole:Agent || ?agent1 = boxer:agent
|| ?agent1 = vnrole:Experiencer
|| ?agent1 = vnrole:Actor || ?agent1 = vnrole:Actor1
|| ?agent1 = vnrole:Actor2 || ?agent1 = vnrole:Cause) FILTER (?x != ?a)}}

OPTIONAL {?e ?patient ?y
FILTER (?patient = vnrole:Patient || ?patient = vnrole:Patient1

|| ?patient = vnrole:Patient2)
OPTIONAL {?y ?aspect3 ?yy

FILTER (?aspect3 != rdf:type && ?aspect3 != pos:boxerpos)
OPTIONAL {?yy ?aspect33 ?yyy

FILTER (?aspect33 != rdf:type && ?aspect33 != pos:boxerpos)}
}}

OPTIONAL {?e ?ptheme ?y
FILTER (?ptheme != ?atheme && (?ptheme = vnrole:Theme
|| ?ptheme = vnrole:Theme1 || ?ptheme = vnrole:Theme2
|| ?ptheme = boxer:theme))
{?e ?agent1 ?a
FILTER (?agent1 = vnrole:Agent || ?agent1 = boxer:agent
|| ?agent1 = vnrole:Experiencer || ?agent1= vnrole:Actor
|| ?agent1= vnrole:Actor1 || ?agent1= vnrole:Actor2
|| ?agent1 = vnrole:Cause) FILTER (?y != ?a)}}

OPTIONAL {?e ?oblique ?z
FILTER (?oblique != vnrole:Topic && ?oblique != vnrole:Beneficiary
&& ?oblique != vnrole:Patient && ?oblique != vnrole:Patient1
&& ?oblique != vnrole:Patient2 && ?oblique != vnrole:Theme
&& ?oblique != vnrole:Agent && ?oblique != boxer:agent
&& ?oblique != vnrole:Experiencer && ?oblique != vnrole:Actor
&& ?oblique != vnrole:Actor2 && ?oblique != vnrole:Cause
&& ?oblique != boxer:theme && ?oblique != vnrole:Theme1
&& ?oblique != vnrole:Theme2 && ?oblique != rdf:type)

OPTIONAL {?z ?aspect4 ?zz
FILTER (?aspect4 != rdf:type && ?aspect4 != pos:boxerpos)
OPTIONAL {?zz ?aspect44 ?zzz

FILTER (?aspect44 != rdf:type && ?aspect44 != pos:boxerpos)}}}
OPTIONAL {?e boxing:hasTruthValue ?neg}
OPTIONAL {?e dul:hasQuality ?qlt}
OPTIONAL {? rdf:type/rdfs:SubClassOf* ?et Filter (?et != dul:Event)}
OPTIONAL {?e rdf:type ?et}
}
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This query allows us to extract all mentioned events in the text with their negations,

qualities, and participants which have a semantic role such as Agent, Patient, Oblique,

Theme. ?x, ?y, and ?z indicate the direct participants of the event e (the participants of

the �rst degree in the semantic graph). ?xx, ?yy, and ?zz represent the indirect participants

(the participants of the second degree in the semantic graph). ?xxx, ?yyy, and ?zzz are

the indirect participants (the participants of the third degree in the semantic graph).

4.2.3 Classi�cation Methods

Generally, classi�cation is de�ned for the situation when there are m objects, each one

belonging to one of the n classes, and a classi�cation task would be to assign the belonging

class to a new given object. A common approach for solving text classi�cation problem

is by training a supervised machine learning classi�er such as support vector machines

(SVM) or a Naïve Bayes (NB) classi�er. The idea is given a set of training examples with

their associated labels, the training algorithm constructs a model which is able to predict

the category of a new example.

Therefore, to perform supervised classi�cation, we need to separate data into two types

of data set:

• Training Set: in this set, we have the input data together with the correct expected

class. This data are used to train the classi�er.

• Test Set: represents the data that we use to apply our model. This data do not have

any expected class, but we use the training set to predict the class of the test set.

Generally, this set is used to test the performance of the classi�er.

Generally, 70% of the data set is used as a training set to train the classi�er, and 30%

is used as a test set.

In our work, we choose to build our training model using two classi�ers, Naïve Bayes

and Support Vector machine, since they can perform well in text classi�cation tasks [Rish

(2001), Joachims (1998)].

Naïve Bayes (NB)

Naïve Bayes [Duda et al. (1973)] is a learning algorithm that is frequently employed to

tackle text classi�cation problem. It is considered to be one of the simplest among other

supervised learners. They are rather easy to implement and computationally inexpensive.

Yet, they provide quite good results [Rish (2001)] and often outperform more complex

learners. NB are based on the probability model that was formulated by Thomas Bayes,

called Bayes' theorem, which can be written in a simple word as follows:

posterior probability =
conditional probability . prior probability

evidence

The general notation of the posterior probability can be written as:
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P (Ci | F1....Fn) =
P (F1....Fn | Ci)P (Ci)

P (F1....Fn)

Where:

Ci class

F1....Fn set of features

The conditional probabilities P (F1....Fn | Ci) can be calculated as

follows:

P (F1....Fn | Ci) = P (F1 | Ci).P (F2 | Ci)....P (Fn | Ci)

P (F1 | Ci) means: How likely is it to observe this particular feature F1 given that it

belongs to class C.

The prior probabilities P (Ci) is the general probability of encountering a

particular class. In the case of polarity classi�cation, the priors could be formulated as:

P(Positive) = �the probability that any user review has a positive polarity�.

P(Negative) = 1− P (Positive).

The evidence P (F ) represents the probability of encountering a particular

feature F independent from the class label.

The objective function in the Naïve Bayes probability is to maximize the posterior

probability given the training data in order to formulate the decision rule.

Support Vector Machine (SVM)

Support vector machines (SVM) [Cortes and Vapnik (1995)] use an optimization tech-

nique called quadratic programming20 to divide samples of two classes as best as pos-

sible. SVM classi�er represents samples as points in a multidimensional space and then

looks for a hyperplane that separates points of one class from the points of another class.

The optimal hyperplane algorithm introduced originally by Vapnik in 1963 was a

linear classi�er [Vladimir and Vapnik (1995)]. Nevertheless, in 1992, Boser, Guyon and

Vapnik [Boser et al. (1992)] have proposed a way to build non-linear classi�ers by using

the kernel trick. The idea behind kernel methods is to map the input data points into

a higher dimensional space, where the separating hyperplane must be found. In the

literature, there is a large variety of kernels that can be used. Examples of such kernels

are: Linear, Polynomial, Normalised Polynomial, Laplacian, Gaussian or Euclidean.

The choice of a suitable kernel function K is crucial for the learning process and must

be performed depending on the particular problem that has to be solved. While there

exists an in�nite number of such hyperplanes, an SVM chooses the one with the largest
20is the problem of optimizing (minimizing or maximizing) a quadratic function of several variables

subject to linear constraints on these variables.
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margins between the hyperplane and the points representing a class. These points are

called support vectors (See Figure 4.4).

Figure 4.4

Cross Validation Technique:

The most popular manner to determine the optimal value of class C is through

cross-validation. The training data is randomly partitioned into k folds having

approximately equal size. Then, k − 1 folds are used for learning and the remaining one

for testing. The process is repeated for all the folds (k times) and an average of the

performances is computed [Olson and Delen (2008)].

To produce a classi�er's input, texts from the dataset are being represented as a features

vector, where feature values encodes the presences of these features in the text. In our work,

we use several semantic features, such as events, event qualities, and event participants

to train two classi�ers: Naïve Bayes and Support Vector Machine. The following section

describes the dataset that we are used (Section 4.3.1) and reports the experimental setting

(Section 4.3.2), and then turns to the results of our experiments (Section 4.3.3).

4.3 Experiments

Our experiment deals with TripAdvisor21 hotel reviews, which contain both open rating

and analytic text. The experiment tests if relevant event dictionaries can be extracted

from these reviews, and then used as features to predict whether a review is positive or

negative.

21http://www.tripadvisor.com/

http://www.tripadvisor.com/
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4.3.1 DataSet

[Ott et al. (2011)] have recently created the �rst publicly available22 dataset for deceptive

opinion spam research containing 800 positive reviews (400 truthful reviews and 400 fake

reviews) which have been assigned with 5-stars in the open system ranking and 800 reviews

for the negative polarity (400 truthful reviews and 400 fake reviews) which have 1-star in

the open system ranking. In this work, we were only interested in the truthful reviews

which are collected from the 20 most popular Chicago hotels on TripAdvisor. We selected

600 reviews, 300 user reviews for the positive reviews (15 reviews for each hotel) and 300

user reviews for the negative ones. In our experimentation, 420 user reviews were used as

a training set, 210 reviews for the positive class and 210 reviews for the negative one, and

180 user reviews were used to evaluate our classi�er (90 for each class).

We include 50% positive reviews and 50% negative reviews in our training set in order

to create a balanced dataset which allow to create a good event dictionary containing

extracted events from the same number of reviews for the two classes.

We chose to not take into account any mixed review (that is, reviews having 3 stars

in the system ranking) because they could contain mixed types of events (both positive

and negative), while we had the objective to �nd discriminant events, or at least to have

reviews in which most events show a correlation to the evaluation assigned by users.

rev.class Training Set Test Set Total

Positive 210 90 300

Negative 210 90 300

Total 420 180 600

Table 4.1: Characteristics of datasets used in our experiment

4.3.2 Development of the Review Classi�er

Using Only Events

Using our training set, we were able to recognize and extract 8388 events: 3106 for the

positive reviews and 5282 for the negative ones. The number of aggregated events is 1867:

716 for the positive reviews and 1151 for the negative ones (Table 4.2).

rev.class events aggregated events

Positive 3106 716

Negative 5282 1151

Overall 8388 1867

Table 4.2: The number of extracted events from our training set for the two classes of
review.

22Available by request at: http://www.cs.cornell.edu/~myleott/op_spam

http://www.cs.cornell.edu/~myleott/op_spam
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The number of common event types which appear in the two classes, positive and

negative, are 320. Therefore, our dictionary contains 1547 event types (716+1151−320 =

1547).

The resulting dictionary could not be used to discriminate between the two types of

events since it contains common events which appear in the two classes of review. So, we

decided to look at the frequencies of events and remove the events which are distributed

in the two classes in a manner homogeneous. Therefore, we decided to look at event

frequencies to indicate these events and remove them from the dictionary. We considered

that an event is representative to a class if the probability P (c|e) ≥ σ where:

c ∈ C = {+,-};

e: A generic event;

σ: A threshold that we determined empirically between 4 possibilities: {0.6, 0.7, 0.8,

0.9}. The best value of σ is 0.7 (See section 4.3.5).

For example, the event Love appeared 41 times in the positive reviews and 8 times in the

negative ones. It can be very useful to discriminate the positive reviews.

P (+|“Love”) = 41
41+8 ' 0.84 > 0.7.

P (−|“Love”) = 4
4+41 ' 0.16.

However, the event Cancel appeared 11 times in the negative reviews and

3 times in the positive ones. This event type is helpful to discriminate the negative review

because:

P (+|“Cancel”) = 3
3+11 ' 0.21.

P (−|“Cancel”) = 11
3+11 ' 0.79 > 0.7.

While, the event Stay frequented 321 times in the positive reviews and 262

times in the negative ones. This event appears almost identically in the two classes and

should be deleted since it cannot be useful for our classi�cation.

P (+|“Stay”) = 321
321+262 = 0.55 < 0.7.

P (−|“Stay”) = 262
321+262 = 0.45 < 0.7.

In the end, we removed 205 common events which do not help to discrimi-

nate the reviews types, and left 115 events among the events that exist in the two classes

(23 events for the positive reviews and 92 for the negative ones): the result was a

dictionary containing 1342 characterizing events: 396 uniques for the positive reviews, 23

common events discriminating the positive reviews, 831 uniques for the negative reviews,

and 92 common events but important to discriminate the negative reviews.
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In table 4.3 and table 4.4, we show the most frequent event types in the positive and

negative dictionaries, respectively used to classify the polarity of reviews. Table 4.5 shows

some of common event types that we are deleted from our dictionary.

Event Type C+(e) C−(e) P (+|e)
Walk 80 19 0.76

Love 41 8 0.84

Recommend 39 10 0.80

Enjoy 29 5 0.85

De�nitelyStay 20 3 0.87

HighlyRecommend 15 1 0.94

De�nitelyRecommend 10 0 1

ReallyEnjoy 8 0 1

Decorate 6 1 0.86

Welcome 5 1 0.83

Wish 5 1 0.83

Please 5 2 0.71

Not-Beat 4 0 1

Appreciate 4 0 1

Not-Believe 3 0 1

Not-Hear 3 1 0.75

RecentlyRenovate 3 1 0.75

Table 4.3: Most frequent event types used for classifying positive reviews

Add event qualities to the dictionary

As we mentioned above, we aimed to show the e�ects of event qualities on the results.

Therefore, we extracted them from our training set and added them to the event dictionary.

Using our training set, we were able to recognize and extract 9169 events and qualities:

3645 for the positive reviews and 5524 for the negative ones. The number of aggregated

events and qualities is 2267: 915 for the positive reviews and 1352 for the negative ones

(Table 4.6).

The number of common events and qualities are 451. Therefore, the new dictionary

contains 915 + 1352 − 451 = 1816 events and qualities. As we found when we built the

event dictionary, some common events and qualities could not be used to discriminate

between the two types of reviews. Therefore, we looked at their frequencies to indicate

whether they can be representative to a class or not. As like event dictionary, we used the

probability P (c|e) ≥ σ for this purpose.

According to the frequencies of these events and qualities, we removed 269 common

events and qualities which do not help to discriminate the reviews types, and left 182 events

and qualities among the events and qualities that exist in the two classes (43 events and

qualities for the positive reviews and 139 for the negative ones): the result was a dictionary
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Event Type C+(e) C−(e) P (−|e)
Call 16 93 0.85

Check 17 50 0.75

Find 18 48 0.73

Arrive 15 42 0.74

Give 14 41 0.75

Look 16 41 0.72

Ask 14 36 0.72

Request 4 34 0.89

Hear 7 28 0.80

Charge 8 27 0.77

Not-Work 2 25 0.93

Wait 6 25 0.81

Complain 4 14 0.78

Not-Want 0 13 1

NeverStay 0 11 1

Cancel 3 11 0.79

Not-Expect 2 7 0.78

Not-Care 1 5 0.83

Not-Feel 1 5 0.83

Not-Apologize 0 3 1

Table 4.4: Most frequent event types used for classifying negative reviews

Event Type C+(e) C−(e)

Stay 321 262

Have 175 252

Get 75 100

Go 42 83

Make 34 53

Take 25 56

Feel 23 20

Use 17 36

Not-Have 17 35

Come 16 37

Need 16 21

Think 15 25

Expect 13 21

Choose 10 13

Locate 13 7

Table 4.5: Some event types removed from the dictionary

containing 1547 characterizing events and qualities: 464 uniques for the positive reviews,

43 common events and qualities discriminating the positive reviews, 901 uniques for the
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rev.class events & qualities aggregated events & qualities

Positive 3645 915

Negative 5524 1352

Overall 9169 2267

Table 4.6: The number of extracted events and qualities from our training set for the two
classes of review.

negative reviews, and 139 common events and qualities, but important to discriminate the

negative reviews.

Add event participants to the dictionary

We also built other dictionary involving events and their participants, which can be

found in the training set. We extracted event participants for the �rst, second, and third

degree. Using the training set, we extracted 37941 events and event participants: 14222

for the positive reviews and 23719 for the negative ones. The number of aggregated

events and participants is 4835: 2019 for the positive reviews and 2816 for the negative

ones (Table 4.7).

rev.class events & participants aggregated events & participants

Positive 14222 2019

Negative 23719 2816

Overall 37941 4835

Table 4.7: The number of extracted events and event participants from our training set
for the two classes of review.

The number of events and event participants, which are found in the two classes of

reviews 1014. Therefore, our new dictionary contains 4835 − 1014 = 3821 features. As

we mentioned before, some common features could not improve the results of the polarity

classi�cation task. So, we should delete them from the dictionary. Using the probability

P (c|e) ≥ σ, we removed 626 common events and event participants and kept 388 ones

to obtain at the end a new dictionary of event and event participants containing 3197

features: 1005 uniques for the positive reviews, 121 common events and event participants

discriminating the positive reviews, 1802 uniques for the negative reviews, and 267 common

events and event participants which are important to discriminate the negative reviews.

4.3.3 Evaluation

Application to the training set:

The events, event qualities, and event participants were used as features for a multino-

mial Naïve Bayes and Support Victor Machine classi�ers. Each review is represented by a

feature vector where the i−th component value is the frequency of the i−th feature in the

review, and the last component is the type of the review (positive or negative). We chose
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the Weka23 implementation for the classi�er using cross-validation techniques to validate

the model (in particular, we used 10-fold cross-validation). We use the 420 reviews of the

600 truthful reviews which are created by [Ott et al. (2011)] as our training set. Our ap-

proach is evaluated in terms of precision (P), recall (R), and F-measure (F). The obtained

results can be observed in Table 4.8 and Table 4.9, respectively. (P) measures the ratio of

correctly classi�ed reviews among the retrieved user reviews, while R measures the ratio

of correctly classi�ed reviews to all reviews for this class, and (F) is the weighted average

of the precision and Recall. (P), R, and (F) are computed as follows:

P =
tp

tp + fp

R =
tp

tp + fn

F =
2 ∗ P ∗R
P +R

Where tp is true positive (i.e. the number of user reviews predicted positive that are

actually positive), fp is false positive (i.e. the number of user reviews predicted positive

that are actually negative), and fn is false negative (i.e. the number of user reviews

predicted negative that are actually positive).

Application to the test set:

To validate the obtained results, we applied our classi�er to the test set, which contain

180 user reviews were (90 positive reviews and 90 negative ones). Table 4.8 and Table 4.9

show the achieved results using SVM and NB classi�ers.

Training Set Test Set

Features Nb_Features P R F P R F

All_Eve 1547 79.8% 79.8% 79.8% 78.3% 77.8% 78%

Eveσ = 0.7 1342 82.6% 82.6% 82.6% 75.5% 73.3% 74.4%

All_Eve_Qlt 1816 79.5% 78.8% 79.1% 80.6% 80.6% 80.6%

(Eve-Qlt)σ = 0.7 1547 84% 84% 84% 80.6% 80.6% 80.6%

All_Eve_Part 3821 83.4% 83.1% 83.3% 82.8% 82.8% 82.8%

(Eve-Part)σ = 0.7 3197 88.4% 88.1% 88.3% 80.3% 79.4% 79.7%

Table 4.8: Overall results for review classi�cation using NB method

These tables show the results of our experiments using six con�gurations: All_Eve

con�guration presents the results of using all extracted events, without deleting the com-

mon events, as features, Eveσ = 0.7 presents the obtained results by deleting the events

which cannot discriminate the user reviews (common events) and used the rest as features,

23http://www.cs.waikato.ac.nz/ml/weka/
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Training Set Test Set

Features Nb_Features P R F P R F

All_Eve 1547 79.6% 78.3% 78.9% 76.2% 75% 75.6%

Eveσ = 0.7 1342 81.5% 79.5% 80.5% 73.8% 71.7% 72.7%

All_Eve_Qlt 1816 76% 75% 75.5% 73.9% 72.2% 73%

(Eve-Qlt)σ = 0.7 1547 82.6% 80.7% 81.6% 80.3% 77.8% 79%

All_Eve_Part 3821 81.3% 80.2% 80.7% 77.5% 75% 76.2%

(Eve-Part)σ = 0.7 3197 81.4% 80.2% 80.8% 78.7% 76.1% 77.4%

Table 4.9: Overall results for review classi�cation using SVM method

All_Eve_Qlt presents the achieved results by using all events with their qualities as fea-

tures, and (Eve-Qlt)σ = 0.7 presents the achieved results by deleting the common events

and qualities, and used the rest as features, All_Eve_Part indicates the results using

all extracted events and their participants as features, (Eve-Part)σ = 0.7 presents the

obtained results when we delete some common events and event participants.

As shown in these tables, NB outperforms SVM for all the used features. The best

results on the training set for NB classi�er were obtained using the con�guration (Eve-

Part)σ = 0.7. However, for the test set, All_Eve_Part achieves the best results using

NB method. For SVM classi�er, (Eve-Qlt)σ = 0.7 gives the best results for both training

and test set. In addition, using all events as features have been particularly good for the

two classi�ers. Further deleting some common events, we improve the results by about 3%

for NB classi�er and 2% for SVM on the training set. Furthermore, adding event qualities

to the event dictionary upgrade the results by about 2% for both NB and SVM classi�ers

on the training set and about 6% on the test set. Besides, adding participant features

to the dictionary improve the results by about 4% on the training set using NB method.

However, these features decrease the performance by about 1% on the training set using

SVM method.

4.3.4 Error Analysis

The classi�cation errors are due to discriminant events for a type reviews, which exist in

reviews of the other type. For example, from a positive review, according to a user, we ex-

tracted the following events: {Get, Help, Put, Take, Experience}. The classi�cation results

indicate that this review is negative. By looking in our dictionary, we only �nd the event

{Put} among the other speci�ed events. This event discriminates the negative reviews in

our dictionary, but it exists in a positive review. For this reason, we are motivated to study

and understand the impact of events. The other events of this review have been removed

from the dictionary because they are common events and do not help to discriminate the

two types of reviews.
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4.3.5 σ Estimation

To properly build and have a dictionary allowing to discriminate the two types of reviews,

we considered that an event is representative with respect to a class if the probability

P (c|e) ≥ σ. To determine the best value of σ, we tested 4 possibilities {0.6, 0.7, 0.8, 0.9}.

Table 4.10 and Table 4.11, respectively, show the results of our experiment using Naïve

Bayes and Support vector machine methods with 10 fold cross-validation technique in

the training with the 4 values of σ.

σ Precision Recall F-Measure

0.6 80.5% 80.4% 80.5%

0.7 82.6% 82.6% 82.6%

0.8 81.3% 81.4% 81.4%

0.9 80% 80% 80%

Table 4.10: Results for the 10-fold cross experiments for several values of σ for our training
set using NB method

σ Precision Recall F-Measure

0.6 80% 79.9% 80%

0.7 81.5% 79.5% 80.5%

0.8 80.4% 80.4% 80.4%

0.9 80% 79.9% 80%

Table 4.11: Results for the 10-fold cross experiments for several values of σ for our training
set using SVM method

These tables indicate that when σ = 0.7, we obtain the best performance for both NB

and SVM method. These results justify our choice of the value of σ as 0.7 when we built

our event dictionary in Section 4.3.2.

4.3.6 BaseLine

To be able to meaningfully evaluate our model, we needed to establish a reasonable baseline.

We compared our method against a simple baseline, which involves extracting just the verbs

which exist in our training set (240 user reviews: 120 for the positive class and 120 for

the negative one) and used them as features for a multinomial Naïve Bayes and Support

Vector Machine classi�ers to discriminate between the two types of reviews. We chose to

compare our method to this model, since most of our event features are represented by

verbs.

To extract those verbs, we used the semantic graph that is generated by FRED. FRED

graphs contain some annotations such as the Part-Of-Speech (POS) for each term in the
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text. The POS annotations have been represented using the ontology pos.owl24, and they

can be captured using the property boxerpos. For example, the output of FRED for the

sentence I did not eat in the hotel restaurant contains a triple that indicates that the POS

of the word Eat is a v :

xmlns:fred="http://www.ontologydesignpatterns.org/ont/fred/domain.owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"
xmlns:j.6="http://www.ontologydesignpatterns.org/ont/fred/pos.owl#"

fred:eat_1
rdf:type fred:Eat .

fred:Eat
j.6:boxerpos pos.owl:v ;
rdfs:subClassOf DUL:Event .

In order to retrieve verbs from the FRED's semantic graph, we used the following

query:

PREFIX pos:<http://www.ontologydesignpatterns.org/ont/fred/pos.owl#>
SELECT distinct ?p
WHERE {

{?p pos:boxerpos pos:v}
}

By following the same process that we are performed when we built the event

dictionary, we are able to extract from our training set 6883 verbs: 2539 for the positive

reviews and 4344 for the negative ones. The number of aggregated verbs is 1310: 504 for

the positive reviews and 806 for the negative ones (Table 4.12).

rev.class verbs aggregated verbs

Positive 2539 504

Negative 4344 806

Overall 6883 1310

Table 4.12: The number of extracted verbs from our training set for the two classes of
review.

The number of common verbs is 317. Therefore, the number of the dictionary which

contain all the mentioned verbs in the training set is 1310− 317 = 993. However, when we

use the probability condition P (c|e) ≥ σ to remove the verbs which are distributed in the

two classes in a manner homogeneous, we obtain a verb dictionary containing 768 verbs:

187 uniques for the positive reviews, 29 common verbs discriminating the positive reviews,

489 uniques for the negative reviews, and 93 common verbs but important to discriminate

24This ontology contains the part-of-speech tags used in the Penn Treebank Project. It also contains

three POS (v, a, n) used in Boxer as a simpli�cation of the Penn ones
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the negative reviews. We removed 195 common verbs from the dictionary and kept 122

common ones.

The two verb dictionaries are then used to build our classi�ers. Table 4.13 and Table

4.14, respectively, show the results in both training and test set using NB and SVMmethods

for each verb dictionary.

Training Set Test Set

Features Nb_Features P R F P R F

All_V erbs 993 74.2% 74% 74.1% 72.8% 73.1% 72.9%

V erbsσ = 0.7 796 76% 76% 76% 70.3% 70.9% 70.6%

Table 4.13: Overall results for review classi�cation using NB method and verb dictionary

Training Set Test Set

Features Nb_Features P R F P R F

All_V erbs 993 73.8% 73.5% 73.6% 70.5% 69.7% 70.1%

V erbsσ = 0.7 796 75.2% 74.7% 74.9% 68.8% 67.4% 68.1%

Table 4.14: Overall results for review classi�cation using SVM method and verb dictionary

We can notice from these tables and the obtained results for event dictionaries in Table

4.8 and Table 4.8, that events perform better than verbs for the polarity classi�cation. In

other word, our results in this task of correlating the reviews to their rating are better

than the baseline, we feel entitled to apply our method to the investigation about rating

motivation. Notice that verbs alone can be hardly used for summarization, because verb

vectors have no structure to be used for a semantic summarization task. Event graphs

provided by FRED have already shown intuitively.

4.3.7 Application to ESWC2014 challenge

To be able to meaningfully evaluate our model, we compared our approach with the systems

which participated in the Polarity Detection task, the elementary task in the ESWC-14

challenge on Concept Level Sentiment Analysis [Recupero and Cambria (2014)]. The

reviews which are used in this task were extracted from the Blitzer dataset25. To build our

classi�er for this task, we extract events with their qualities from the training set which

contain 8000 reviews (4000 positives and 4000 negatives). Then, we used them as features

for a multinomial Naïve Bayes classi�er.

Table 4.15 shows the results of our approach and the results of the top three partic-

ipants in this challenge. The evaluation is carried out on the test, which is composed

of 2429 sentences constructed in the same way and from the same sources as the Blitzer

dataset. Our system achieved the best performance on Recall and the second best system

in Precision and F-measure.
25http://www.cs.jhu.edu/~mdredze/datasets/sentiment/

http://www.cs.jhu.edu/~mdredze/datasets/sentiment/
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Participant Precision Recall F-Measure Final position

NCU 0.78 0.57 0.66 1

IBM 0.66 0.59 0.62 2

FBK 0.42 0.47 0.44 3

Our system 0.68 0.60 0.63

Table 4.15: Results of Polarity Detection Task at ESWC2014

4.4 Conclusion

In this chapter, we presented an approach to detect and classify the polarity for customer

reviews based on events. We performed a deep semantic parsing with the help of FRED

to obtain a RDF/OWL knowledge graph representation of the text. The semantic graph

was queried in order to extract event-based features and we used them in Naïve Bayes

and Support Vector Machine classi�ers to predict the classes of the reviews and study

the correlation between the reviews and theirs rating. We were capable to build event-

based dictionaries, which can help discriminate the two types of reviews. The results

in the classi�cation experiment show a certain dependence from the chosen training set.

However, we were able to use events and their participants and qualities to correlate the

reviews to their rating, con�rming our initial hypothesis that events may have an in�uence

on the rating scores given by users. We can conclude positively about our testing that

if machine reading is accurate enough, it can be employed to investigate the correlation

between synthetic and analytic judgments.

The work presented in this chapter has resulted in the following publication:

• Ehab Hassan, Davide Buscaldi, and Aldo Gangemi. Correlating open rating systems

and event extraction from text. In the 22nd International Conference on Neural

Information Processing, ICONIP 2015, Istanbul, Turkey, November 9-12, 2015, pages

367-375. Springer, 2015.
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In this chapter, we propose an operational de�nition of lived experience and present

our approach based on machine learning and machine reading to identify and extract lived

experiences from user reviews. Given a set of customer reviews of a product or a service,

the task involves three subtasks: (1) identifying reviews which contain lived experiences;

(2) for each pertinent review, identifying and extracting the relevant events with their

participants, which indicate lived experience contents; (3) representing lived experiences

in each review as an event sub-graph containing relevant events and their participants.

Finally, we also provide an API to get the extracted subgraphs as linked data.

This chapter is structured as follows: in Section 5.1 we recall the motivations behind

our work of extracting lived experiences from user reviews. In Section 5.2, we discuss our

operational notion of lived experience, and we show some explanatory examples. Section

5.3 presents the identi�cation of reviews, which contain lived experiences, the extraction of

lived experience contents, and the selection techniques. Section 5.4 describes the evaluation

performed for review identi�cation and lived experiences extraction tasks. Section 5.5

81
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introduces a web application, called LEE (Lived Experience Extraction)1 for the extraction

of Lived Experience in the form of RDF graphs.

5.1 Introduction

The web has signi�cantly changed how people express themselves and interact with others.

Now they can post reviews of products and services in merchant websites, as well as they

express their viewpoints and interact with others through blogs and forums. It is now well

agreed that user generated content contains valuable information that can be used for real

word applications (e-commerce, politics, �nance, etc.). As e-commerce is becoming more

and more popular, the number of user reviews for a speci�c product or service may be in

hundreds or even thousands. Because of this, taking a decision about commercial o�ers

from a large amount of data on the Web becomes di�cult, and takes a lot of time.

Figure 5.1: The number of user review on TripAdvisor for the Talbott Hotel

Automated solutions for this problem, either from recommender systems [Pazzani and

Billsus (2007)], commonly exploiting collaborative or content-based �ltering, or from user-

based ranking systems, have known limitation including provenance assessment, spam

detection, and genericity.

Reviews o�er (often implicitly) suggestions or opinions on the basis of lived experiences.

These reviews are very important in user decisions since they contain non-�ctional narra-

tive or stories that people tell about their experience with a product or service. Users can

rely on these reviews to project themselves as a potential future consumer, compare their

desires and requirements to those of other customers, and make a decision quickly. Lived

experiences can give them speci�c and more interesting information than general opinions,

1https://lipn.univ-paris13.fr/ClientProj/client.jsp

https://lipn.univ-paris13.fr/ClientProj/client.jsp
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and provide a larger palette of perspectives than traditional sentiment analysis, since ex-

periences di�er among users and hint at their own preferences and reasons for judgment.

This would allow them also to avoid the loss of time during the making-decision process,

and take a good decision since lived experiences are often decisive in customer selection.

5.2 De�ning a Lived Experience

We operationally de�ne a lived user experience (for the sake of our experiment) as an event

mentioned in a review, where the author is among the participants. In addition, we separate

lived experiences from generic user opinions, e.g. a situation involving the author giving an

opinion about a service or facility is not considered as a lived experience. In other words,

we want to detect events in which the author of a review is doing something together with

anything associated with a product or service, separating this �quasi-objective� reporting of

factuality from any judgment of it. This choice stands on the hypothesis that fake reviews

tend to contain opinions that are not associated with actual events. Our hypothesis is

supported by spam detection results on so-called defaming spam [Jindal and Liu (2008)].

As an example, let us consider the two following hotel reviews:

1. The view from this hotel's rooms is quite stunning. And that's what make it very

special, possibly better than the next door 4 star hotel and than many other hotels in

Paris. The bedrooms interior decor is extremely nice. I asked for a room overlook-

ing the pantheon and I got it. My deluxe room was number 32, and was tastefully

decorated with a classic and beautiful Pierre Frey wallpaper, and an extra day bed.

The bath had bathtub-shower combination and was separated from the toilet. If you

book directly through the hotel, you'll get a voucher for a free-drink upon arrival. It

was a bit cold at night at some point, maybe because it's March and the heating is

not constantly on anymore. Each room has its own heating control, though. Strongly

recommended.

2. our stay was absolutely perfect. its a cool hotel to look at, the design and feel is very

trendy and hip. all the sta� are terri�c, especially the concierge sta�-great info and

attitude. our room was on the top �oor, with great views. super comfy bed, and neat

bathroom. fantastic, choose this with no hesitation!

According to our de�nition, the �rst review contains three lived experiences represented

by events where the user is among their participants (1) I asked for a room overlooking the

pantheon and I got it. (2) My deluxe room was number 32, and was tastefully decorated

with a classic and beautiful Pierre Frey wallpaper, and an extra day bed. (3) If you book

directly through the hotel, you'll get a voucher for a free-drink upon arrival. The �rst

lived experience has two event types {Ask, Get}, the second and the third have one event

type {Decorate}, {Get}, respectively. All these events have the author as a participant

{I, My, You}. On the contrary, the other sentences in this review do not represent lived

experiences, as they do not contain events (The bedrooms interior decor is extremely nice)
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or they include events, but those events do not have the author as a participant (The bath

had bathtub-shower combination and was separated from the toilet).

In the second review, the user writes his opinion in general without telling anything

about his lived experiences (all the sta� are terri�c, super comfy bed, ...). We do not notice

any event or action (e.g. what, when, where, how), in which the user was participating.

The sentence �our room was on the top �oor, with great views� is not a lived experience

sentence. It does not contain events. The verb �be� is a state verb which does not indicate

an event. Following our operational de�nition, we discard this review from the set including

lived experiences.

We expect that when choosing a service or product, the decision process assisted by

lived experience extraction is quicker and more e�cient, since it will be made based on

the segments of relevant reviews that mostly stimulate identi�cation in the reader. This

is supported by results in [Du�y (2012)], which show that �[sites such as] TripAdvisor [...]

can involve an �apomediary e�ect� in which technological features and social identi�cation

combine in some circumstances to reduce information to a manageable level �.

Concerning representation, we adopt a neo-Davidsonian modeling of events [Kamp

(1981)] as modeled in the OWL knowledge graphs extracted by the FRED tool (cf. Section

5.3).

5.3 Extracting Lived Experiences

Figure (5.2) is an architectural overview of our lived experiences extraction system. The

input to the system is a user review. The output is the event-based lived experiences

mentioned in the review.

The LEE system performs lived experiences extraction in three main steps: (1) indi-

cating whether the review contains lived experiences contents or not; (2) if yes, identifying

lived experience sentences; (3) representing the results as event sub-graphs. These steps

are performed in multiple sub-steps.

Given the input, the system �rstly �nds event type features which are mentioned in a

review. After that, the review is classi�ed as a lived experience review if it contains one or

more lived experience content, or not otherwise. For lived experience reviews, the system

�nds the pertinent events that indicate the main parts of lived experiences. In the last

two steps, event participants are identi�ed, and lived experience contents are extracted.

Below, we discuss each of the sub-steps.

5.3.1 Event Extraction

As explained in Section 5.2, we consider events mentioned in user reviews, and have the

review author among the participants, as a lived experience. Therefore, a lived experience

should involve events and their participants, and the narrator should be among those
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Figure 5.2: Event-based Lived Experience Extraction

participants. In this section, we describe our approach to extract events from customer

reviews.

Event extraction (EE) can be broadly de�ned as the creation of speci�c knowledge

concerning facts and situations referred to in some content and/or data: texts, images,

video, databases, sensors, etc. In this research, we focus on events expressed by verbs,

propositions, common nouns, and named entities (typically proper nouns).

In order to extract events from user reviews, we followed our approach in chapter 4,

Section 4.2.2. We performed a deep semantic parsing of text which allow to obtain a

RDF/OWL knowledge graph representation of the text. We employed a deep variety of

machine reading [Etzioni et al. (2006)], as implemented in the FRED tool2 [Gangemi et al.

(2016), Presutti et al. (2012)]. FRED extracts knowledge graphs (formal representation

of named entities, senses, taxonomies, relations, events, etc.) from text, resolves it onto

Linked Open Data (DBpedia3, schema.org, RDF versions of WordNet4 [Miller and Fell-

baum (1998)], FrameNet [Baker et al. (1998)], VerbNet5 [Schuler (2005)], and adds data

from background knowledge.

By applying the following SPARQL query to the semantic graph produced by FRED,

we can extract event types with their main participants.

PREFIX dul: <http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#>

2http://wit.istc.cnr.it/stlab-tools/fred
3http://dbpedia.org
4http://wordnet.princeton.edu
5http://verbs.colorado.edu/~mpalmer/projects/verbnet.html?

http://wit.istc.cnr.it/stlab-tools/fred
http://dbpedia.org
http://wordnet.princeton.edu
http://verbs.colorado.edu/~mpalmer/projects/verbnet.html?
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PREFIX vnrole: <http://www.ontologydesignpatterns.org/ont/vn/abox/role/>
PREFIX boxing: <http://www.ontologydesignpatterns.org/ont/boxer/boxing.owl#>
PREFIX boxer: <http://www.ontologydesignpatterns.org/ont/boxer/boxer.owl#>
PREFIX : <http://www.ontologydesignpatterns.org/ont/boxer/test.owl#>
PREFIX d0: <http://www.ontologydesignpatterns.org/ont/d0.owl#>
PREFIX schemaorg: <http://schema.org/>
PREFIX fred: <http://www.ontologydesignpatterns.org/ont/fred/domain.owl#>
PREFIX pos: <http://www.ontologydesignpatterns.org/ont/fred/pos.owl#>
PREFIX x: <http://www.essepuntato.it/2008/12/earmark#>
PREFIX y: <http://ontologydesignpatterns.org/cp/owl/semiotics.owl#>

CONSTRUCT {
?e :agent ?x . ?x ?aspect1 ?xx . ?xx ?aspect11 ?xxx .
?e :patient ?y . ?y ?aspect3 ?yy . ?yy ?aspect33 ?yyy .
?e ?oblique ?z . ?z ?aspect4 ?zz. ?zz ?aspect44 ?zzz .
?e ?r ?e1 . ?e1 ?r1 ?e2 . ?e2 ?r2 ?e3 .
?e ?aspect ?mod . ?mod ?aspmod ?mod1 . ?mod1 ?aspmod1 ?mod2

}
WHERE{

{?e rdf:type/rdfs:subClassOf* dul:Event}
UNION {?e rdf:type/rdfs:subClassOf* schemaorg:Event}
UNION {?e rdf:type/rdfs:subClassOf* d0:Event}
OPTIONAL {?e ?agent ?x

FILTER (?agent = vnrole:Agent || ?agent = boxer:agent
|| ?agent = vnrole:Experiencer || ?agent = vnrole:Actor
|| ?agent = vnrole:Actor1 || ?agent = vnrole:Actor2
|| ?agent = vnrole:Cause || ?agent = vnrole:Theme
|| ?agent = vnrole:Topic || ?agent = vnrole:Beneficiary
|| ?agent = vnrole:Actor || ?agent = vnrole:Cause)

OPTIONAL {?x ?aspect1 ?xx
FILTER (?aspect1 != rdf:type && ?aspect1 != pos:boxerpos)
OPTIONAL {?xx ?aspect11 ?xxx FILTER (?aspect11 != rdf:type

&& ?aspect11 != pos:boxerpos)}}}
OPTIONAL {?e ?atheme ?x

FILTER (?atheme = vnrole:Theme || ?atheme = vnrole:Theme1
|| ?atheme = vnrole:Theme2 || ?atheme = boxer:theme)

MINUS {?e ?agent1 ?a
FILTER (?agent1 = vnrole:Agent || ?agent1 = boxer:agent

|| ?agent1 = vnrole:Experiencer || ?agent1 = vnrole:Actor
|| ?agent1 = vnrole:Actor1 || ?agent1 = vnrole:Actor2
|| ?agent1 = vnrole:Cause)

FILTER (?x != ?a)}}
OPTIONAL {?e ?patient ?y

FILTER (?patient = vnrole:Patient || ?patient = vnrole:Patient1
|| ?patient = vnrole:Patient2)

OPTIONAL {?y ?aspect3 ?yy
FILTER (?aspect3 != rdf:type && ?aspect3 != pos:boxerpos)

OPTIONAL {?yy ?aspect33 ?yyy FILTER (?aspect33 != rdf:type
&& ?aspect33 != pos:boxerpos)}}}

OPTIONAL {?e ?ptheme ?y
FILTER (?ptheme != ?atheme && (?ptheme = vnrole:Theme || ?ptheme = vnrole:Theme1
|| ?ptheme = vnrole:Theme2 || ?ptheme = boxer:theme))

{?e ?agent1 ?a
FILTER (?agent1 = vnrole:Agent || ?agent1 = boxer:agent

|| ?agent1 = vnrole:Experiencer || ?agent1= vnrole:Actor
|| ?agent1= vnrole:Actor1 || ?agent1= vnrole:Actor2

|| ?agent1 = vnrole:Cause)
FILTER (?y != ?a)}}

OPTIONAL {?e ?oblique ?z
FILTER (?oblique != vnrole:Topic && ?oblique != vnrole:Beneficiary

&& ?oblique != vnrole:Patient && ?oblique != vnrole:Patient1
&& ?oblique != vnrole:Patient2 && ?oblique != vnrole:Theme

&& ?oblique != vnrole:Agent && ?oblique != boxer:agent
&& ?oblique != vnrole:Experiencer && ?oblique != vnrole:Actor
&& ?oblique != vnrole:Actor2 && ?oblique != vnrole:Cause
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&& ?oblique != boxer:theme && ?oblique != vnrole:Theme1
&& ?oblique != vnrole:Theme2 && ?oblique != rdf:type)

OPTIONAL {?z ?aspect4 ?zz
FILTER (?aspect4 != rdf:type && ?aspect4 != pos:boxerpos)

OPTIONAL {?zz ?aspect44 ?zzz FILTER (?aspect44 != rdf:type
&& ?aspect44 != pos:boxerpos)}}}

OPTIONAL {?e ?aspect ?mod
FILTER (?aspect = owl:sameAs || ?aspect = dul:hasQuality

|| ?aspect = boxing:hasModality || ?aspect = boxing:hasTruthValue)
OPTIONAL {?mod ?aspmod ?mod1
FILTER (?aspmod!= rdf:type && ?aspmod != pos:boxerpos)

OPTIONAL {?mod1 ?aspmod1 ?mod2
FILTER (?aspmod1!= rdf:type && ?aspmod1 != pos:boxerpos)}}}

OPTIONAL {{?e ?r ?e1} {
{?e1 rdf:type/rdfs:subClassOf* dul:Event}} FILTER (?e != ?e1)

OPTIONAL {?e1 ?r1 ?e2 FILTER (?r1 != rdf:type && ?r1!= pos:boxerpos)
OPTIONAL {?e2 ?r2 ?e3 FILTER (?r2 != rdf:type && ?r2 != pos:boxerpos)}}}

OPTIONAL {?e rdf:type ?et . ?et rdfs:subClassOf+ ?et1
OPTIONAL {?et1 rdfs:subClassOf+ ?et2}}

}

This query allows to build a new event-based sub-graph from the semantic graph gen-

erated by FRED. This sub-graph contains all mentioned events in the text with their

participants and modi�ers. In this section, we used this query to only extract event types

from the text. The participants and modi�ers will be extracted and used in the following

sections. From our �rst example in the introduction, we are able to extract eight event

types {Get, Overlook, Recommend, Ask, Decorate, Have, Make, Separate}.

5.3.2 Personal Events Identi�cation

According to our de�nition in Section 5.2, we assume that events, which have the �rst or

the second person pronoun (i.e. I, You, We, Me, Us, My, Mine, our, ours, Your, Yours,

...) as a participant, are the most important elements in lived experiences. Therefore, we

keep those events, and use them in the identi�cation task (Section 5.3.3): such events can

have the user as a direct participant, i.e. the event has the author as its experiencer. For

example, the event type �Ask� in our �rst review in Section 5.2, have two direct participants,

one of them is the author of the text, who is identi�ed by the �rst person pronoun �I� in

the text, and the semantic class �Person� in the semantic graph produced by FRED. The

triples which concern this event type are:

xmlns:fred="http://www.ontologydesignpatterns.org/ont/fred/domain.owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"

fred:ask_1
rdf:type fred:Ask ;
vn.role:Agent fred:person_3 ;
vn.role:proposition fred:room_2 .

fred:Ask
rdfs:subClassOf DUL:Event .

fred:person_3
rdf:type Person .
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The triples indicate that the event occurrence ask_1 is detected as a subtype of the

Ask event type. The last one is modelled using the ontology DOLCE as subtype of the class

DUL:Event. In addition, this event has two direct participants: person_3 and room_2.

The participant person_3 is detected as a subtype of the semantic class Person.

However, other events can have the user as an indirect participants, i.e. the event

has the author as a participant in one of their direct participants. For example, the

event type decorate_1 in our �rst review in Section 5.2, have four direct participants.

These participants do not involve the author of the review. However, as we can show in

the following triples, the direct participant room_1 has a participant person_1 which

indicates the �rst pronoun �My� and identi�es the author of the text.

xmlns:fred="http://www.ontologydesignpatterns.org/ont/fred/domain.owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"

fred:decorate_1
rdf:type fred:Decorate ;
vn.role:Theme fred:wallpaper_1 ;
vn.role:Theme fred:bed_1 ;
vn.role:Destination fred:room_1 .

fred:Decorate
rdfs:subClassOf DUL:Event .

fred:room_1
fred:roomOf fred:person_1 ;
...

fred:person_1
rdf:type Person .

In order to identify personal event types, we veri�ed the participants until the third

degree. If an event have the author of the review as a direct participant (i.e. participant of

the �rst degree), e.g. the event Ask, or indirect participant (i.e. participant of the second

or the third degree), e.g. the event Decorate, we considered it as a personal event. For

example, from our �rst review in Section 5.2, we retain 3 event types {Get, Ask, Decorate},

which contain the user as a participant, and eliminate 5 event types {Overlook, Recommend,

Have, Make, Separate}, which do not contain the user among their participants.

These event types will be then used in the following step of our approach in order to

classify the user review and indicate whether if it contain lived experience contents or not.

5.3.3 Identi�cation of Reviews containing LEs

The next step of our approach consists of identifying reviews which contain authentic lived

experience, according to our de�nition of it. This step is very important for the extraction

of lived experiences. It allows to �lter out reviews which do not contain lived experiences

and keep reviews which contain this information in order to extract them in the next step.

In other word, applying �rstly the classi�cation task on the input reviews allows to perform
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the extraction process on the reviews, which certainly contain lived experience contents,

and to ignore the irrelevant reviews.

We viewed lived experience identi�cation as a binary text classi�cation task. We ex-

plored the use of machine learning techniques for identifying pertinent reviews, which con-

sist of lived experiences content. This required the development of a set of annotated train-

ing examples, where user reviews are assigned �LivedExperience� or �Non-LivedExperience�

labels. We identify lived experiences at the review entry level, unlike previous work that

treated the subjectivity classi�cation task at the segment or sentence level. We believe

that this approach is more useful for the extraction task.

5.3.3.1 Annotating User Reviews

We followed a traditional text classi�cation approach, in which a corpus of user reviews

was hand-annotated (LivedExperience / Non-LivedExperience) to be used as a training and

testing set. User reviews would be labeled as �LivedExperience� if an annotator judges that

the review contains at least one lived experience.

We did not use any crowdsourcing services such as Amazon's Mechanical Turk (AMT),

since in the experiment described in [Gordon and Swanson (2009)] (See Chapter 2, Sec-

tion 2.1.3), the authors found that the vast majority of annotations produced through the

AMT service were either completely random, or were generated by automated response en-

gines, yielding unsuitable results. Since our annotation task resembles the task of [Gordon

and Swanson (2009)], we feared that this kind of service would not give us good results,

even though it has been described as e�ective to expert annotation for natural language

processing tasks [Snow et al. (2008)].

Our solution was to annotate the corpus manually by an expert. Following our de�-

nition of what counted as lived experience, we annotated 383 user reviews, assigning the

label �LivedExperience� or �Non-LivedExperience� to each. The label �LivedExperience�

was assigned to 176 reviews (46%). To build our classi�er, we used 268 reviews as a

training set: 134 reviews with the �LivedExperience� class and 134 reviews with the �Non-

LivedExperience� class. The remaining 115 reviews have been used for the test set, 42

reviews were assigned by the label �LivedExperience�, and 73 reviews were assigned by the

label �Non-LivedExperience�.

5.3.3.2 Development of the Review Classi�er

In Section 4.2.3, we viewed that text classi�cation task is de�ned for the situation when

there are m objects, each one belonging to one of the n classes, and a classi�cation task

would be to assign the belonging class to a new given object. A common approach for

solving text classi�cation problem is by training a supervised machine learning classi�er

such as support vector machines (SVM) [Cortes and Vapnik (1995)] or a Naïve Bayes

(NB) [Duda et al. (1973)] classi�er. The idea is given a set of training examples with their
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associated labels, the training algorithm constructs a model which is able to predict the

category of a new example.

Events that include the author as a participant are used as features to train a Support

Vector Machine (SVM) and Naïve Bayes (NB) algorithms since they give good results in

text classi�cation tasks [Joachims (1998), Rish (2001)] (See Chapter 4 , Section 4.2.3 for

more details about SVM and NB).

Using our training set, we were able to recognize and extract 1834 personal event

types: 1374 are speci�c to the reviews containing lived experiences and 460 are speci�c to

non-lived ones. The number of aggregated events is 415: 270 for the lived experiences

reviews and 145 for the non-lived ones (Table 5.1).

rev.class personal events aggregated personal events

LivedExperience 1374 270

Non-LivedExperience 460 145

Overall 1834 415

Table 5.1: The number of extracted personal events from our training set for the two
classes of review.

For more details, the number of common events which appear in the two classes is 95.

Therefore, the number of features that we used in our classi�er is 320 (415− 95) personal

event types: 175 are speci�c to the reviews containing lived experiences, 50 are speci�c to

non-lived ones, and 95 event types are detected in both classes.

The event types that are homogeneously distributed in the two classes are not useful in

our classi�cation task, and have been removed. We considered an event as representative

to a class if the probability P (c|e) ≥ σ where:

c ∈ C = {LivedExperience, Non-LivedExperience};

e: A generic event;

σ: A threshold that we determined empirically between 4 possibilities: {0.6, 0.7, 0.8, 0.9}.

The best value of σ is 0.7 (See section 5.4.2.2).

For example, the personal event Get appeared 69 times in the �LivedExperience�

reviews and 12 times in the �Non-LivedExperience� ones. It can be very useful to

discriminate the �LivedExperience� reviews.

P (LivedExperience|“Get”) = 69
69+12 ' 0.85 > 0.7.

P (Non− LivedExperience|“Get”) = 12
69+12 ' 0.15 < 0.7.

However, the event Hesitate appeared 5 times in the �Non-LivedExperience� reviews. It

did not appear in the �LivedExperience� ones. This event type is helpful to discriminate

the �Non-LivedExperience� review:
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P (LivedExperience|“Hesitate”) = 0
0+5 = 0.

P (Non− LivedExperience|“Hesitate”) = 5
0+5 = 1 > 0.7.

While, the personal event Stay frequented 117 times in the �LivedExperi-

ence� reviews and 77 times in the �Non-LivedExperience� ones. This event appears

almost identically in the two classes and should be deleted since it cannot be useful for

our classi�cation.

P (LivedExperience|“Stay”) = 117
117+77 = 0.6 < 0.7.

P (Non− LivedExperience|“Stay”) = 77
117+77 = 0.4 < 0.7.

In the end, we removed 45 common events which do not help to discrimi-

nate the reviews types, and left 50 events among the events that exist in the two classes

(all of them are for the �LivedExperience� reviews). By the end, the number of features

that we are used in our classi�er became 275 personal event types: 175 are speci�c to the

reviews containing lived experiences, 50 commons events, but important to discriminate

the lived experience reviews, 50 are speci�c to non-lived ones.

In table 5.2 and table 5.3 we show the most frequent event types in the

�LivedExperience� and �Non-LivedExperience� reviews, respectively used to identify the

class of user reviews. Table 5.4 shows some of common event types that we are deleted.

Event Type ClivedExp(e) CNon−livedExp(e) P (LivedExperience|e)
Have 156 38 0.80

Get 69 12 0.85

Go 31 11 0.74

Walk 30 5 0.86

Check 21 4 0.84

Give 19 2 0.90

Pay 18 1 0.95

Upgrade 17 0 1

Arrive 14 4 0.78

Ask 14 4 0.78

Eat 14 2 0.88

Use 14 3 0.82

Spend 10 3 0.77

Visit 7 0 1

Decorate 2 0 1

Table 5.2: Most frequent personal event types used for classifying �LivedExperience� re-
views
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Event Type ClivedExp(e) CNon−livedExp(e) P (Non− LivedExperience|e)
Hesitate 0 5 1

Cannot 0 2 1

Mean 0 2 1

Separate 0 2 1

Admire 0 1 1

Alert 0 1 1

Become 0 1 1

Ensure 0 1 1

Figure 0 1 1

Imagine 0 1 1

Refer 0 1 1

Vacation 0 1 1

Table 5.3: Most frequent personal event types used for classifying �Non-LivedExperience�
reviews

Event Type ClivedExp(e) CNon−livedExp(e)

Stay 117 77

Recommend 25 12

Book 22 12

Say 13 10

Return 12 8

Call 8 4

Expect 8 12

Do 7 5

Greet 6 3

Travel 6 8

Bring 4 2

Table 5.4: Some removed personal event types

5.3.4 Event Filtering

In Section 5.3.3.1, we proposed to annotate a review with the label �LivedExperience� if

it contains at least one lived experience. Therefore, a lived experience review may contain

both lived experience and non-lived experience contents. The personal events identi�cation

task in Section 5.3.2 allowed us to �lter out the events which do not contain the user as a

participant, and keep the personal events which have the user as a participant. However,

some personal events could not represent lived experience even if they have the author of

the review as a participant. These irrelevant personal events should be also �ltered out in

order to only keep the relevant personal events and use them to extract the authentic lived

experiences.

Therefore, we employed a �ltering algorithm, which allows to study personal events by

taking into account the impact of their neighbors in the same review to �nally select the
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relevant ones. Event neighbors are supposed to have a big e�ect on the target event. We

considered that two events are neighbors if they are in the same reviews.

The algorithm 1 takes a lived experience review as input, and gives the label of each

personal event as output. We considered two labels: �LivedExperience� for relevant events,

and �NonLivedExperience� for irrelevant ones.

First, for each personal event in each input review, we calculate its distribution

in each class of training set reviews used in our classi�cation task. If an event was

distributed homogeneously in the two classes, we deleted it from the input review (line 3

to line 9). We considered that the event distribution is homogeneous if it is not higher

than 0.7 in one of the two classes of reviews (See Section 5.3.3.2). For example, the

sentence �I recommend the Talbott hotel� represents, according to our de�nition, a

lived experience content since it contains the event �Recommend� with a participant

�I� , which represents the author of the text. However, this segment does not indicate

lived experience since the author gives a general opinion without indicating any speci�c

information. The �rst step of our �ltering algorithm is able to �lter out this personal

event since it distributes in the two classes of reviews in manner homogeneous. As we can

see in table 5.4, this event appeared 25 times in the �LivedExperience� reviews of our

training set and 12 times in the �Non-LivedExperience� ones of the training set (i.e. the

distribution of this event is 25
25+12 ' 0.68 < 0.7 in the �LivedExperience� reviews, and

12
25+12 ' 0.32 < 0.7 ).

Second, we calculate the function F = αX(ej) + βY (ej) for the remaining events,

where α is the value that was weighted to target events, β presents the value that was

weighted to event neighbors. We choose α to be equal to the number of event neighbors

divided by the total number of personal events, and β is 1/the number of personal events.

α =
|Ri| − 1

|Ri|

β =
1

|Ri|
where Ri is the number of personal events in the input reviews.

The value of α is much larger than the β value since it was weighted to the target event.

These values stay the same and do not change for each event in the same review. X(ej)

represents the bigger distribution value of the target event in the two classes of reviews in

our training set. Y (ej) is the sum of the bigger distributions values of event neighbors in

the two classes of reviews in our training set. We assumed that the distribution value for

an event, target or neighbors should be positive if the event is distributed signi�cantly in

lived experience reviews from our training set, and negative otherwise.

Finally, the event is classi�ed according to the value of the function F (line 21 to line

24). If F value is higher than 0, the target event represents a lived experience.
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Algorithm 1: Event Filtering
Input: R = {R1, R2, ..., Rk} such as Ri = {e1, e2, ..., en}, α, β
Output: L = {(e1, l1), (e2, l2), ..., (en, ln)}

1 α = 0, β = 0

2 foreach Review Ri ∈ R do

3 foreach event ej ∈ Ri do
4 P (LivedExperience|ej) = frequency(ej),ej∈TS+

frequency(ej),ej∈TS , such as TS+ is the set of
�Lived Experience� reviews of our training set TS

5 P (Non-LivedExperience|ej) = frequency(ej),ej∈TS−
frequency(ej),ej∈TS , such as TS− is the set

of �Non Lived Experience� reviews of our training set TS
6 if P (LivedExperience|ej) < 0.7 and P (Non-LivedExperience|ej) < 0.7

then

7 delete ej from Ri: Ri = Ri − ej

8 α = |Ri|−1
|Ri| , such as |Ri| is the cardinality of the set of events Ri

9 β = 1
|Ri|

10 foreach event ej ∈ Ri do
11 if P (LivedExperience|ej) > 0.7 then µj = +P (LivedExperience|ej) ;
12 else if P (Non-LivedExperience|ej) > 0.7 then

13 µj = −P (Non-LivedExperience|ej)
14 Calculate X(ej), the bigger distribution value of the target event in the two

classes of reviews in our training set.
15 X(ej) = µj
16 Calculate Y (ej), the sum of the bigger distributions values of event

neighbors in the two classes of reviews in our training set
17 Y (ej) =

∑
ev∈Ri/ej

X(ev)

18 Calculate F = αX(ej) + βY (ej)

19 if F > 0 then return (ej , “LivedExperience”);
20 else

21 return (ej , “NonLivedExperience”)

The review provided as an example in Section 5.1 has three personal event types

{Get, Ask, Decorate}. These events are labeled as lived experience events by the �rst

step in our algorithm, since their distribution in the list of lived experience events in our

training set is clearly larger than their distribution in the non-lived experience list. The

next step is to calculate the function F to decide whether these events are pertinent or

not. The value of α in this example is equal to 3−1
3 = 0.67. However, β = 1

3 = 0.33. For

the target event {Get}, the event neighbors will be {Ask, Decorate}. Therefore,

P (LivedExperience|“Get”) = 69
69+12 ' 0.85 > 0.7.

P (Non− LivedExperience|“Get”) = 12
69+12 ' 0.15 < 0.7.
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X(Get) = 0.85.

P (LivedExperience|“Ask”) = 14
14+4 ' 0.78 > 0.7.

P (Non− LivedExperience|“Ask”) = 4
14+4 ' 0.22 < 0.7.

X(Ask) = 0.78.

P (LivedExperience|“Decorate”) = 2
2+0 ' 1 > 0.7.

P (Non− LivedExperience|“Decorate”) = 0
2+0 ' 0 < 0.7.

X(Decorate) = 1.

Y(Get) = 0.78 + 1 = 1.78.

F(Get) = 0.67 * 0.85+ 0.33 * 1.78 = 1.16

Therefore, this event represents a lived experience. Table 5.5 shows the obtained

results for each personal event in our example. According to their F values, all these

events represent lived experiences.

Event P (LivedExp) P (Non-LivedExp) F

Get 0.85 0.15 2
3 ∗ (0.85) +

1
3 ∗ (0.78 + 1) = 1.16 > 0

Ask 0.78 0.22 2
3 ∗ (0.78) +

1
3 ∗ (0.85 + 1) = 1.13 > 0

Decorate 1.00 0.00 2
3 ∗ (1) +

1
3 ∗ (0.85 + 0.78) = 1.2 > 0

Table 5.5: Results for the event �ltering algorithm.

5.3.5 Event participant extraction

A lived experience should involve events and their participants, and the narrator should

be among the participants. For each lived experience event, we need to identify its par-

ticipants, and to build a lived experience graphs. The participants in an event are the

arguments of semantic roles (e.g. Agent, Patient, Oblique, Theme, etc.) associated with

the event (See Section 4.2.2.3).

Applying the SPARQL query, which we have used in Section 5.3.1, allows to extract

event participants from FRED's knowledge graphs for the input review. We are only

interested in lived experience events, which are detected by our �ltering algorithm in the

precedent section. Therefore, we modi�ed this SPARQL query in order to only extract

participants of lived experience events. We added a �lter condition, which allows to only

query the relevant events with their participants and modi�ers as follows:
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PREFIX dul: <http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#>
PREFIX vnrole: <http://www.ontologydesignpatterns.org/ont/vn/abox/role/>
PREFIX ...
...
CONSTRUCT {

?e :agent ?x . ?x ?aspect1 ?xx . ?xx ?aspect11 ?xxx .
?e :patient ?y . ?y ?aspect3 ?yy . ?yy ?aspect33 ?yyy .
?e ?oblique ?z . ?z ?aspect4 ?zz. ?zz ?aspect44 ?zzz .
?e ?r ?e1 . ?e1 ?r1 ?e2 . ?e2 ?r2 ?e3 .
?e ?aspect ?mod . ?mod ?aspmod ?mod1 . ?mod1 ?aspmod1 ?mod2

}
WHERE{

FILTER ((regex(str(?e),"event_1","i")) || (regex(str(?e),"event_2","i"))
|| (regex(str(?e),"event_n","i")))

{?e rdf:type/rdfs:subClassOf* dul:Event}
UNION {?e rdf:type/rdfs:subClassOf* schemaorg:Event}
UNION {?e rdf:type/rdfs:subClassOf* d0:Event}
OPTIONAL {?e ?agent ?x

FILTER (?agent = vnrole:Agent || ?agent = boxer:agent
|| ?agent = vnrole:Experiencer || ?agent = vnrole:Actor
|| ?agent = vnrole:Actor1 || ?agent = vnrole:Actor2
|| ?agent = vnrole:Cause || ?agent = vnrole:Theme
|| ?agent = vnrole:Topic || ?agent = vnrole:Beneficiary
|| ?agent = vnrole:Actor || ?agent = vnrole:Cause)

OPTIONAL {?x ?aspect1 ?xx
FILTER (?aspect1 != rdf:type&& ?aspect1 != pos:boxerpos)
OPTIONAL {?xx ?aspect11 ?xxx FILTER (?aspect11 != rdf:type

&& ?aspect11 != pos:boxerpos)}}}
...
...
...

}

event_1, event_2,..., event_n in the added FILTER clause represent the

lived experience events. Therefore, this SPARQL query generates an event sub-graph

containing lived experience events, detected by the �ltering algorithm, with their direct

or indirect participants. A direct participant dpi φ ei is an argument of an event ei. An

indirect participant ipj ψ ei is a direct participant of an event ej that on its turn occurs

as a direct participant of ei (φ and ψ are semantic roles).

To improve our extraction method, and keep our lived experience graphs more informa-

tive, we extract event participants for the �rst, second and third degree. The participants

of the �rst degree represent the direct participant since they are associated directly with

the events. However, the participants of the second or the third degree represent the indi-

rect participants. In addition, we take advantage of FRED knowledge graphs by extracting

event modi�ers such as modality, negation, and adverbial qualities, which enrich relevant

events with additional semantic information that enables to distinguish the nuances or

polarity of the reported events. These modi�ers will be also extracted for the �rst, second,

and third degree (See Chapter 3).

For example, the generated event-subgraph for the personal event �Get� in our example

are represented by the following RDF/XML triples:

xmlns:fred="http://www.ontologydesignpatterns.org/ont/fred/domain.owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"
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fred:get_2
vn.role:Agent fred:person_6 ;
vn.role:Theme fred:voucher_1 ;
dul:associatedWith fred:book_1 ;
boxing:hasModality boxing:Necessary ;
fred:upon fred:arrival_1 .

fred:voucher_1
fred:for fred:free-drink_1 ;
:hasDeterminer quantifier:a .

fred:book_1
dul:hasQuality fred:Directly .

These triples indicate that the event get_2 has four direct participants {person_6,

voucher_1, book_1, arrival_1}, two indirect participants free-drink_1, and

two event modi�ers: a modality Necessary, and a quality Directly.

Using our training set, we were able to recognize and extract 4751 personal events

and event participants: 3534 are speci�c to the reviews containing lived experiences and

1217 are speci�c to non-lived ones. The number of aggregated events and participants is

1211: 810 for the lived experiences reviews and 401 for the non-lived ones (Table 5.6).

rev.class features aggregated features

LivedExperience 3534 810

Non-LivedExperience 1217 401

Overall 4751 1211

Table 5.6: The number of extracted personal events and their participants from our training
set for the two classes of review: features represents personal events & personal event
participants

For more details, the number of common events and their participants, which appear in

the two classes is 248. Therefore, the number of features that we are used in our classi�er

is 963 (1211 − 248) personal event types: 562 are speci�c to the reviews containing lived

experiences, 153 are speci�c to non-lived ones, and 248 events and event participants are

detected in both classes. As we mentioned in Section 5.3.3.2, some common features,

which are homogeneously distributed in the two classes of reviews, are not useful in the

identi�cation task. Therefore, we removed them. Using the probability P (c|e) ≥ 0.7, we

removed 134 common events and event participants and kept 114 ones. By the end, the

number of features that we are used in our classi�er became 829 (963−134) personal events
and participants: 562 are speci�c to the reviews containing lived experiences, 109 commons

events but important to discriminate the lived experience reviews, 153 are speci�c to non-

lived ones, and 5 commons events but important to discriminate the Non-lived experience

reviews.
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5.3.6 Extraction of sentences containing lived experiences

After the previous steps, we are ready to extract lived experience sentences, which consists

of the following steps:

• Input Review Segmentation: We divided the input review into its component sen-

tences using punctuation.

• Sentence Ranking: For each relevant event, all review sentences are ranked according

to the presence of the relevant event and its participants. We imposed two conditions

in this step:

1. The sentence must have at least one word evoking an event.

2. The rank should be larger than 2 in order to retrieve an informative sentence.

In other words, the sentence should have at least one relevant event, and at least 2

participants, where one of them is the author.

• Finally, the sentence with the highest rank is extracted.

The matching between a sentence contents, and events and their participants was

performed using the annotations which were provided by FRED. Additional triples are

generated by FRED in order to provide annotations that link text fragments to their cor-

responding graph elements. These annotations are expressed by means of the Earmark

[Peroni et al. (2011)], the NLP Interchange Format (NIF) [Hellmann et al. (2013)], and

semiotics.owl6 vocabularies. Text fragments are represented as o�sets. For example, some

of the annotations which concern the event get_2 in the semantic graph of FRED can be

shown in follows:

xmlns:fred="http://www.ontologydesignpatterns.org/ont/fred/domain.owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" >

fred:offset_537_540_get
semiotics:denotes fred:get_2 .

fred:offset_491_494_you
semiotics:denotes fred:person_6 .

fred:offset_543_550_voucher
semiotics:denotes fred:voucher_1 .

fred:offset_500_508_directly
semiotics:hasInterpretant fred:Directly .

These annotations show that the text fragment of the event get_2 is get in the

original text. person_6 is the pronoun you, etc. Therefore, using the semiotics.owl

properties semiotics:denotes, and semiotics:hasInterpretant, we are able to

retrieve the text fragment for each lived experience event and their participants.

6http://www.ontologydesignpatterns.org/cp/owl/semiotics.owl

http://www.ontologydesignpatterns.org/cp/owl/semiotics.owl
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The following shows the lived experience sentences extracted from our �rst example in

Section 5.1:

1. I asked for a room overlooking the pantheon and I got it.

2. My deluxe room was number 32, and was tastefully decorated with a classic and

beautiful Pierre Frey wallpaper, and an extra day bed.

3. If you book directly through the hotel, you'll get a voucher for a free-drink upon arrival.

5.3.7 Lived Experience Graph Representation

We represent lived experiences as event sub-graphs containing relevant events, with

their participants, and modi�ers. In order to create a compact representation of lived

experiences in customer reviews, we encode lived experiences as sequences of events,

where each event is represented as an n-tuple of participants. For example, for the �rst

example review, the encoding is as follows:

Ask(“Person”, “Room”[“A”]).

Get(“Person”, “Necessary”, “Arrival”, “Book”[“Direcly”],

“V oucher”[“A”, “Free−Drink”]).

Decorate(“Testefully”, “Bed”, “Room”[“Person”, “Multiple”, “Deluxe”, “32”,

“Hotel”[“This”, “4”]], “Wallpaper”[“Beautiful”, “Classic”]).

Figure (5.3), shows a diagram of the lived experience graph from that review:

5.4 Experimental Evaluation

5.4.1 Dataset

[Ott et al. (2011)] have recently created the �rst publicly available7 dataset for deceptive

opinion spam research. This dataset contains 800 positive reviews (400 truthful reviews

and 400 fake reviews), which have been assigned with 5-stars in the open system ranking

and 800 reviews for the negative polarity (400 truthful reviews and 400 fake reviews),

which have 1-star in the open system ranking. In this work, we are only interested in the

positive truthful reviews which are collected from the 20 most popular Chicago hotels on

TripAdvisor8. We have selected 383 user reviews to be annotated for the training and test

set. 17 reviews were excluded because of parsing problems. As we mentioned in Section

5.3.3.1, the label �LivedExperience� was assigned to 176 reviews (46%) and 207 reviews

7Available by request at: http://www.cs.cornell.edu/~myleott/op_spam
8http://www.tripadvisor.com/

http://www.cs.cornell.edu/~myleott/op_spam
http://www.tripadvisor.com/
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Figure 5.3: An event sub-graph representing lived experiences extracted from our �rst user
review in Section 5.1.

were assigned by the label �Non-LivedExperience�. 268 user reviews have been used as a

training set (134 user reviews for the �LivedExperience� reviews and 134 user reviews for

the �Non-LivedExperience� ones) for the lived experience identi�cation task, and 115 as

a test set (42 user reviews for the �LivedExperience� reviews and 73 user reviews for the

�Non-LivedExperience� ones).

We included 50% lived experience reviews and 50% Non-lived experience reviews in

our training set in order to build a good event dictionary containing extracted personal

events from the same number of reviews for the two classes.

5.4.2 Review identi�cation evaluation

As described, we have used the extracted personal events as a collection of features to

train two models: (1) Support Vector Machine (SVM) [Cortes and Vapnik (1995)] model
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rev.class Training Set Test Set Total

LivedExperience 134 42 176

Non-LivedExperience 134 73 207

Total 268 115 383

Table 5.7: Characteristics of datasets used in our experiment

with a radial basis function kernel, (2) Naïve Bayes [Duda et al. (1973)] , as our clas-

si�cation models. SVM and NB are very well suited for binary classi�cation tasks, and

they have the ability to deal with large space features. Since we were looking at entire

reviews rather than segments of sentences, we have also considered event type frequency.

Each review is transformed into a feature vector where the i−th component value is the

frequency of the i−th feature in the review, and then classi�ed as either �LivedExperience�

or �Non-LivedExperience�. We chose the Weka9 implementation for the classi�er using

cross-validation techniques [Olson and Delen (2008)] to validate the model (in particular,

we used 10-fold cross-validation).

Our system is evaluated in terms of precision (P), recall (R), and F-measure (F) (See

Section 4.3.3). We performed 10-fold cross-validation on the training set, and yielded good

results, see Table (5.8), and Table (5.9).

To validate the obtained results, we applied our review classi�er to the test set con-

taining 115 user reviews. Table (5.8), and Table (5.9) show the result.

As lived experiences consist of personal events, they should also contain their

participants. We assumed that event participants can upgrade the identi�cation task

results. By using events and their participants as features in our classi�er, we obtained

very close results to the previous ones that were obtained using only personal events.

However, we noticed a small decrease for both training set and test set, as shown in Table

Table (5.8), and Table (5.9).

Training Set Test Set

Features Nb_Features P R F P R F

All_Eve 320 84.3% 84% 84.1% 83.4% 83.5% 83.4%

Eveσ = 0.7 275 86.5% 85.8% 86.1% 85.1% 85.2% 85.2%

All_Eve_Part 963 82.7% 81.7% 82% 82.6% 82.6% 82.6%

(Eve-Part)σ = 0.7 829 84.4% 83.2% 84% 79% 79.1% 79%

Table 5.8: Overall results for review identi�cation using the method SVM

These tables show the results of our experiments in both training and test sets using

four con�gurations to train two classi�ers (SVM and NB): All_Eve presents the results

of using all extracted personal events, without deleting the common events, as features,

Eveσ = 0.7 presents the achieved results by deleting the common events and use the rest

9http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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Training Set Test Set

Features Nb_Features P R F P R F

All_Eve 320 82% 81.7% 81.8% 78.5% 78.3% 78.4%

Eveσ = 0.7 275 86% 86.2% 86.1% 82.8% 81.7% 82.2%

All_Eve_Part 963 78.7% 78.7% 78.7% 73.2% 73% 73.1%

(Eve-Part)σ = 0.7 829 82.1% 82.1% 82.1% 77.4% 77.4% 77.4%

Table 5.9: Overall results for review identi�cation using the method NB

as features, All_Eve_Part, presents the obtained results using all personal events and

their participants as features, and (Eve-Part)σ = 0.7 indicates the obtained results after

deleting some common events and event participants.

As shown in these tables, SVM performs better than NB for all the used con�gurations

in both training and test set. Eveσ = 0.7 achieves the best results for both training and

test sets in our two classi�ers. In addition, using all personal events (without deleting

the common ones) decreases the performance by about 2% for both training and test sets

using SVM classi�er and about 4% for both training and test sets using NB classi�er.

Furthermore, adding participant features to all personal events gives good results, but less

e�ective than the results obtained using personal event features with σ = 0.7 in our two

classi�ers. These features decrease the performance, which obtained using Eveσ = 0.7 by

about 4% in the training set and 1% in the test set for SVM classi�er, and by about 7%

in the training set and 9% for the test set for NB classi�er. Besides, deleting common

features from the dictionary that contain events and their participants give approximately

the same results using all the personal events in the training set, but for the test set we

notice some decrease.

Based on this evaluation, we use personal event features and the classi�er SVM in the

LEE system (see Section 5.4.3) to identify the input reviews with optimal accuracy. In

addition, we can notice that the results in our test set are very close to our original cross-

validation evaluation. This allows us to conclude that there is no evidence that the results

of our classi�er may get worse when applied to di�erent user reviews.

5.4.2.1 Comparison to other approaches

In order to meaningfully evaluate our model, we have established a reasonable baseline. We

chose to compare our method against three baseline models: (1) The model from [Gordon

and Swanson (2009)], called �personal stories�, (2) a verb model, and (3) a bag-of-words

model.

As we mentioned in Chapter 2 (Section 2.1.3), the closest study to our approach on

personal information identi�cation task is [Gordon and Swanson (2009)]. They employ

statistical text classi�cation technology on the content of blog entries to identify personal

stories in weblog entries. They investigated several variations of n-gram features (e.g.

unigrams and bigrams) to train a Support Vector Machine learning algorithm (SVM).
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They manually annotated 4252 weblog entries to be used as a training set, and then

performed a 10-fold cross validation. Their system achieved precision = 66%, recall =

48%, and F-Measure = 55% on this data. To compare our system to their system, we used

their pre-trained model10, and tested it on our training and test set. The achieved results

for this set can be shown in Table 5.10.

The verb model consists in using just verbs, which are extracted from our training set as

features for a SVM classi�er to discriminate between the two classes of reviews. We chose

to compare our method to this model, since most of our event features are represented by

verbs. To extract verbs from user reviews, we used the semantic graph of FRED which

contain syntactic part-of-speech annotations. We applied the SPARQL query, which are

used in Chapter 4 (Section 4.3.6) and allows to retrieve verbs, which have the POS �v�,

from the semantic graph produced by FRED.

The overall performance on the training set using 10-cross validation and on the test

set is shown in Table 5.10.

We also compared our model to another model which only uses bags of words as

classi�er features. We extracted all the words from our training reviews, and used them

to train a Support Vector Machine classi�er. We used this model in order to compare our

results using only lived experience events, to results obtained using all review contents.

Table 5.10 presents all the results (including our own) on the training set using 10-fold

cross validation.

Training Set Test Set

Model Precision Recall F-Measure Precision Recall F-Measure

Personal stories 59.8% 59.3% 59.6% 65.4% 55% 60%

Verbs 66.9% 66.7% 66.8% 75.9% 75.7% 75.8%

Bag-of-words 65% 63.3% 64.1% 69.4% 69.4% 69.4%

Eventσ = 0.7 86.5% 85.8% 86.1% 85.1% 85.2% 85.2%

Table 5.10: Overall results for lived experience identi�cation

As shown in this table, we outperform other models by nearly 26% against the personal

stories model, about 10% against the verb model, and 17% against the bag-of-words model

on the test set.

5.4.2.2 σ Estimation

To properly build and have a classi�er allowing to discriminate the two types of reviews,

we considered that an event is representative with respect to a class if the probability

P (c|e) ≥ σ. To determine the best value of σ, we tested 4 possibilities {0.6, 0.7, 0.8, 0.9}.

Table 4.10 and Table 4.11, respectively, show the results of our experiment using Support

Vector Machine (SVM) and Naïve Bayes (NB) methods with 10 fold cross-validation

10https://github.com/asgordon/StoryNonstory

https://github.com/asgordon/StoryNonstory
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technique in the training with the 4 values of σ.

σ Precision Recall F-Measure

0.6 82.1% 81.7% 81.9%

0.7 86.5% 85.8% 86.1%

0.8 84% 83.6% 83.8%

0.9 84.2% 79.9% 82%

Table 5.11: Results for the 10-fold cross experiments for several values of σ for our training
set using SVM method

σ Precision Recall F-Measure

0.6 84% 84% 84%

0.7 86% 86.2% 86.1%

0.8 84.7% 84.3% 84.5%

0.9 82.1% 76.1% 79%

Table 5.12: Results for the 10-fold cross experiments for several values of σ for our training
set using NB method

These tables show that the best performance for review identi�cation task using per-

sonal event features can be achieved using σ = 0.7 for both SVM and NB methods. This

justi�es our choice of σ as 0.7 to delete some common features and improve the results of

our classi�ers (Section 5.3.3.2).

5.4.3 Lived experience extraction evaluation

We evaluate the Lived Experience Extraction task using 80 reviews from our dataset. We

chose reviews that are classi�ed as lived experience reviews by our system, and are equally

annotated by the annotator. In total, 790 sentences are used in the evaluation.

Based on those reviews, 2 human evaluators have been asked to manually extract

sentences that denote lived experiences. Human evaluators took one week to perform

this task. For this reason, we only chose 80 reviews for the evaluation. Each annotator

classi�es each of the 790 sentences into two classes (Yes, No). The class �Yes� indicates

that the sentence represents lived experience. However, the class �No� indicates that

the sentence does not denote lived experience. The �rst annotator was assigned the

label �Yes� to 204 sentences and the label �No� to 586 sentences. However, the second

annotator was labeled 176 sentences by the label �yes� and 614 sentences by the label

�No�. The confusion matrix in Table 5.13 summarizes the annotation results for each

annotator.

In order to measure the inter-annotator agreement among the two judges, we used the

Kappa coe�cient (Cohen's kappa) [Cohen (1960)]. This coe�cient (K) is de�ned by:
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Annotator_1
Yes No

Annotator_2
Yes 175 1
No 29 585

Table 5.13: Results of human annotation for lived experience extraction

K =
po − pe
1− pe

where po is the relative observed agreement among annotators (i.e. the proportion of

items where there is agreement), and pe is the probability of random agreement (i.e. the

proportion of units which would be expected to agree by chance). For Table 5.13, we get:

po =
175+585

790 = 0.96

pe =
(175+1)∗(175+29)

790
+

(29+585)∗(1+585)
790

790 = 0.63

K = 0.96−0.63
1−0.63 = 0.89

The agreement between the two annotators is 0.89. In order to interpret this value,

we used the interpretation of Kappa which are proposed by [Landis and Koch (1977)]. In

Table 5.14, we show this interpretation.

Kappa Value Strength of Agreement

< 0.00 Poor

0.00− 0.20 Slight

0.21− 0.40 Fair

0.41− 0.60 Moderate

0.61− 0.80 Substantial

0.81− 1 Perfect

Table 5.14: The Kappa interpretation according to [Landis and Koch (1977)]

This table shows that K-Kappa is always less than or equal to 1. A value of 1 implies

perfect agreement and values less than 1 imply less than perfect agreement. According

to [Landis and Koch (1977)], our K-Kappa value is in the range (0.81 − 1.00), which

corresponds to �perfect agreement�. Therefore, our operational de�nition of what is a lived

experience in Section 5.2 could be considered e�cient and could be used to identify and

extract authentic lived experiences from user reviews.

For each review, we applied our system to extract lived experience sentences. All

the results extracted by our system are compared to the manually extracted results. In
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addition, we also compared our results to a virtual meta-annotator. The A1 ∩ A2 meta-

annotator extracts lived experience sentences when both annotators believe the sentence

to denote a lived experience.

Table 5.15 gives the precision (P), recall (R), and F-measure (F) results of our system.

We calculated these values at sentence level. For each sentence in the review, we consider it

a �TP � if it was labeled as lived experience by both the system and the human annotator,

�FP � if the system labeled it as a lived experience, but not the annotator, �FN � if the

annotator labeled the sentence as a lived experience, but the system failed to recognize it,

and �TN � if it was labeled as Non-lived experience by both the system and the human

annotator.

P =
TP

TP + FP

R =
TP

TP + FN

F =
2 ∗ P ∗R
P +R

Precision Recall F-measure

A1 0.55 0.70 0.62

A2 0.48 0.70 0.57

A1 ∩A2 0.49 0.74 0.58

Table 5.15: The results of lived experience extraction task.

In this table, column 1 identi�es the annotator that we compared our system with.

The results indicate that our system is closer to the �rst annotator than the second one.

The A1 ∩ A2 meta-annotator found 167 lived experience sentences and 623 Non-lived

experience sentences. Using our system, we extract 255 lived experience sentences and 535

Non-lived ones. The �TP � is 124 sentences, the �FP � is 131 sentences, the �FN � is 43, and

the �TN � is 492.

5.5 LEE as a RESTful API

The LEE system is available as a web application and RESTful web service11 featuring a

graphical user interfaces (Figure 5.4), and provides reusable RDF knowledge graphs e.g.

for recommendation services.

11https://lipn.univ-paris13.fr/ClientProj/client.jsp

https://lipn.univ-paris13.fr/ClientProj/client.jsp
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Figure 5.4: LEE RESTful Interface

REST [Fielding (2000)] stands for REpresentational State Transfer. REST is web

standard based architecture and uses HTTP protocol for data communication. It revolves

around resource where every component is a resource and a resource is identi�ed by global

ID - typically using URI and is accessed by a common interface using HTTP standard

methods. REST o�ers several HTTP methods, e.g.:

• GET: provides a read only access to a resource.

• POST: used to create a new resource.

• PUT: used to modify an existing resource.

• DELETE: used to remove a resource.

• OPTIONS: used to get the supported operation on a resource.

A web service, as de�ned by [Gottschalk et al. (2002)], is a collection of open protocols

and standard used for exchanging data between applications or systems. Web services

based on REST architecture are known as RESTful web services. These web services use

HTTP methods to implement the concept of REST architecture.

The LEE API is implemented as a JAVA/JAVA EE software using the Jersey

framework. Jersey provides a servlet which analyzes the incoming HTTP request and

selects the correct class and method to respond to this request. More speci�cally,

LEE API processes HTTP GET requests in order to query the LEE system with a

user-speci�ed review text. Figure 5.5 shows the LEE API pipeline.

We found in Section 5.4.2 that the LEE system achieves the best performance for the

review �ltering task using personal event features for SVM classi�er, in particular with a

radial basis function kernel. Therefore, in this pipeline, the LEE system extracts personal

events and uses them with the SVM model that we described in Section 5.4.2 to predict

whether the input review contains lived experiences or not. If the input review contains
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Figure 5.5: LEE RESTful Pipeline.

lived experiences contents, the system start the extraction task (See 5.4.3). The response

of the GET request will be the output of LEE system which could be represented in three

types:

• Text: this type shows the text segments which represent lived experience contents,

(e.g. the three lived experience sentences in Section 5.3.6).

• Graphical View: this type allows to show the extracted live experiences in the form

of semantic graphs, (e.g. �gure 5.3).

• RDF/XML: using this type, we represent the results as a set of RDF triples.

If the input review does not contain lived experience contents, the output will be �This

review do not have any Lived Experience�.

5.6 Conclusion

In this chapter, we de�ned lived experiences and we proposed a set of techniques for

identifying and extracting them from user reviews.

Our experimental results indicate that the proposed techniques are e�ective in identi-

fying lived experiences. The results in the review identi�cation task show that personal

events can be used to discriminate reviews which contain lived experience content. In
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addition, the results in the extraction task show that our techniques are very promising,

especially considering that according to our knowledge, no method has yet attempted to

extract lived experiences from user reviews.

We believe that this problem will become more and more important, considering the

growing amount of user-opinion-based decisions made on the Web. Extracting lived experi-

ences from user reviews is useful for potential users, due to the ability to take into account

the cognitive or emotional identi�cation of the reader with the author of a review, either

for establishing non-�ctional experiences, or for �ltering reviews based on the closeness in

taste or life habits.

The work presented in this chapter has resulted in the following publication:

• Ehab Hassan, Davide Buscaldi, and Aldo Gangemi. Event-based recognition of lived

experiences in user reviews. In Knowledge Engineering and Knowledge Management:

20th International Conference, EKAW 2016, Bologna, Italy, November 19-23, 2016,

Proceedings 20, pages 320-336. Springer, 2016.
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In this chapter, we discuss the experiments that we carried out for two potential ap-

plications of lived experiences: opinion mining and summarization. In the �rst case, we

show how lived experiences may be applied to opinion mining to predict the rating of re-

views. We carried out some experiments with machine reading for summarization that are

discussed in the second section of this chapter. Lived experiences were not used for this

task, but we think that they may be successfully applied to user reviews summarization.

6.1 Correlating open rating systems and lived experiences

extraction from text

6.1.1 Introduction

In chapter 4, we studied the correlation between event types which are extracted from

user reviews and the rating scores given by users for these reviews. We tested whether

it is possible to extract relevant event dictionaries from user reviews and then use these

dictionaries to classify the polarity of reviews. The results show that some events have an

in�uence on the rating scores given by users. We found that event features can discriminate

the two types of reviews (Positive, Negating) with a F-measure of 88.3% (See table 4.8).

In chapter 5, we classi�ed mentioned events in user reviews into two types: (1) Personal

events, which contain the authors of the reviews among their participants, and (2) General

events, which do not have the authors of the reviews as participants. This classi�cation is

111
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based on our de�nition of lived experience. We considered a lived user experience as an

event mentioned in a review, where the author is among the participants. In addition, we

viewed that personal events could be also classi�ed into two types: (i) Lived Experience

events, which represent authentic lived experiences, and (ii) Non-Lived Experience events,

which have the author as a participant, but do not represent authentic lived experience.

The events, that we are used in Chapter 4 to study the correlation are all mentioned

events in the text, Personal and General events. However, in this research, we aim to

study the correlation between only live experience events (the (i) type, according to our

classi�cation in chapter 5) and ranking derived from open rating systems. The objective

is to show if there is an in�uence of lived experience contents on user ranking. In other

words, we aim to build an approach to test if lived experience contents can distinguish

between two types of user reviews (Positive, and Negative).

As in Chapter 4, we formulate these tasks as a binary text classi�cation task. We

explored Web Semantic and natural language processing techniques to extract lived expe-

rience features from user reviews, and machine learning techniques to build a classi�er so

as to classify two types of reviews (Positives and Negatives) using these features.

As an example, let us consider the �rst hotel review in Chapter 5, Section 5.2:

• The view from this hotel's rooms is quite stunning. And that's what make it very

special, possibly better than the next door 4 star hotel and than many other hotels in

Paris. The bedrooms interior decor is extremely nice. I asked for a room overlook-

ing the pantheon and I got it. My deluxe room was number 32, and was tastefully

decorated with a classic and beautiful Pierre Frey wallpaper, and an extra day bed.

The bath had bathtub-shower combination and was separated from the toilet. If you

book directly through the hotel, you'll get a voucher for a free-drink upon arrival. It

was a bit cold at night at some point, maybe because it's March and the heating is

not constantly on anymore. Each room has its own heating control, though. Strongly

recommended.

According to our de�nition of lived experience, this review contains three lived experi-

ences: (1) I asked for a room overlooking the pantheon and I got it. (2)My deluxe room was

number 32, and was tastefully decorated with a classic and beautiful Pierre Frey wallpaper,

and an extra day bed. (3) If you book directly through the hotel, you'll get a voucher for

a free-drink upon arrival. These lived experiences are represented by three personal event

types {Got, Ask, Decorate}, respectively. All these event types have the author among

their participants {I, My, You}.

In this work, we �rstly extract these event types by performing a deep semantic parsing

of text. Then, we veri�ed whether they represent authentic lived experiences or not.

Afterward, we use the events, which represent authentic lived experiences as features to

build the classi�er and study the correlation between these features and the rating given

by the user, who is wrote this review.
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6.1.2 Our Approach

Our approach for the polarity classi�cation task using lived experience contents is similar

to our approach in Chapter 4. However, in this work, we added two main steps, which

consists of identifying personal events, which have the author among their participants,

and then detecting the relevant events, which represent lived experience, and �ltering out

the irrelevant ones. Figure 6.1 show an architectural overview of this approach.

Figure 6.1: Overview of the proposed approach

Given a set of user reviews, we �rstly extract all mentioned event types. Then, we

�lter out the general events, and keep the personal ones, which have the narrator among

the participants. Afterward, we study personal events by taking into account the impact

of their neighbors in the same reviews to �nally select the relevant ones, which represent

authentic lived experience. By the end, we use lived experience events to build an event

dictionary DE , and use the events in the dictionary as features to build machine learning

classi�ers to classify the polarity of the input reviews. Each of these steps will be discussed

in the following sections.

6.1.2.1 Event Extraction

In order to extract events from user reviews, we followed our approach in Chapter 4,

Section 4.2.2. We performed a deep semantic parsing of text which allow to obtain a

RDF/OWL knowledge graph representation of the text. We employed a deep variety of

machine reading [Etzioni et al. (2006)], as implemented in the FRED tool1 [Gangemi et al.

(2016), Presutti et al. (2012)].

1http://wit.istc.cnr.it/stlab-tools/fred

http://wit.istc.cnr.it/stlab-tools/fred
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By applying the SPARQL query, which we have used in Chapter 5, Section 5.3.1, to

the semantic graph produced by FRED, we extract all mentioned event types in the user

reviews with their participants. For our example in Section 6.1.1, we are able to extract

eight event types {Get, Overlook, Recommend, Ask, Decorate, Have, Make, Separate}.

These events represent all mentioned events in the reviews, general and personal.

6.1.2.2 Personal Events Identi�cation

The second step of our approach consists of detecting personal event types and �ltering out

the general ones. According to our de�nition of user lived experience, we considered events

which have the author of the review among their participants as lived experiences events.

In other word, lived experience events are the events, which have the �rst or second person

pronoun (i.e. I, You, We, Me, Us, My, Mine, our, ours, Your, Yours, ...) as a participant

(See Chapter 5, Section 5.3.2). For instance, from our example in Section 6.1.1, we are

able to detect three lived experience event types {Get, Ask, Decorate}, and �lter out the

rest (i.e. {Overlook, Recommend, Have, Make, Separate}).

6.1.2.3 Event Filtering

We have shown in Chapter 5, Section 5.3.4, that some personal events could not represent

lived experience even if they have the author of the review as a participant. Our objective

in this step is to detect relevant events which really represent lived experience, and �lter

out the irrelevant ones. Therefore, we employed a �ltering algorithm, which allows to study

personal events by taking into account the impact of their neighbors in the same review to

�nally select the relevant ones, which represent lived experience events.

The algorithm 1 takes a personal event as input, and gives the label of it as output. We

considered two labels: �LivedExperience� for relevant events, and �NonLivedExperience�

for irrelevant ones. For this, we calculate the function F = αX(ej) + βY (ej) for each

personal event, and then classi�es it according to the value of the function F . If F value

is higher than 0, the target event represents a lived experience. The review provided as

an example in Section 6.1.1 has three personal event types {Get, Ask, Decorate}. These

events are labeled as lived experience events using this algorithm, and will be then used as

features to construct the polarity classi�ers.

6.1.2.4 Event Participants Extraction

In Chapter 5, we have shown that lived experiences involve events and their participants.

These participants are the arguments of semantic roles (e.g. Agent, Patient, Oblique,

Theme, etc.) associated with these events. We assumed that event participants could

be useful for the polarity classi�cation task and can upgrade our results. Therefore, we

extracted and used them as features in order to classify the two types of user reviews.
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In this work, we are interested in event participants for the �rst, second, and third

degree in the semantic graph. Therefore, in order to extract them, we use the SPARQL

query, which we used in Chapter 5 , Section 5.3.5. This query generates an event sub-

graph containing lived experience events, with their direct and indirect participants. Direct

participants are the arguments which connect to an event directly. i.e. the direct object of

the events. Indirect participants are the participants of direct event participants. i.e. the

direct objects of the direct event participants.

This query also allows to extract event modi�ers such as modality, logical negation,

and adverbial qualities for the �rst, second, and third degree in the semantic graph.

For example, From our example in Section 6.1.1, we are able to extract the following

participants and modi�ers:

Ask(“Person”, “Room”[“A”]).

Get(“Person”, “Necessary”, “Arrival”, “Book”[“Direcly”],

“V oucher”[“A”, “Free−Drink”]).

Decorate(“Testefully”, “Bed”, “Room”[“Person”, “Multiple”, “Deluxe”, “32”,

“Hotel”[“This”, “4”]], “Wallpaper”[“Beautiful”, “Classic”]).

These lived experience events and participants will be then used as features to build a

new classi�er and test their abilities to classify the polarity of user reviews.

6.1.3 Experiments

6.1.3.1 Dataset

In order to experiment our approach, we used the dataset of [Ott et al. (2011)], that we have

used in Chapter 4, Section 4.3.1, in order to classify the polarity of user reviews using all

mentioned events in the text, personal and general. This dataset contains 600 user reviews

collected from the 20 most popular Chicago hotels on TripAdvisor2, 300 user reviews for

the positive reviews and 300 user reviews for the negative ones. In our experimentation,

420 user reviews were used as a training set, 210 reviews for the positive class and 210

reviews for the negative one, and 180 user reviews were used to evaluate our classi�er (90

for each class).

rev.class Training Set Test Set Total

Positive 210 90 300

Negative 210 90 300

Total 420 180 600

Table 6.1: Characteristics of datasets used in our experiment

2http://www.tripadvisor.com/

http://www.tripadvisor.com/
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6.1.3.2 Review Classi�er Construction

Using our training set, we were able to recognize and extract 2903 lived experience

events: 1104 for the positive reviews and 1799 for the negative ones. The number of

aggregated lived experience events is 759: 306 for the positive reviews and 453 for the

negative ones (Table 6.2).

rev.class LivedExp events aggregated LivedExp events

Positive 1104 306

Negative 1799 453

Overall 2903 759

Table 6.2: The number of extracted lived experience events from the two classes of review.

For more details, the number of common events which appear in the two classes is 142.

Therefore, the number of features that we used in our classi�er is 617 (759 − 142) lived

experience event types: 164 are speci�c to the positive reviews, 311 are speci�c to negative

ones, and 142 lived experience event types are detected in both classes.

As we have shown in Chapter 4, Section 4.3.2, that some common events are not useful

in our classi�cation task and could not be used to discriminate between the two types of

reviews. Therefore, these event types should be removed in order to build a good classi�er.

We considered that an event is representative to a class if the probability P (c|e) ≥ σ where:

c ∈ C = {+,-};

e: A generic event;

σ: A threshold that we determined empirically between 4 possibilities: {0.6, 0.7, 0.8, 0.9}.

The best value of σ was 0.7 (See section 6.1.3.6).

For example, the personal event Love appeared 28 times as a lived experience event

in the positive reviews and 7 times in the negative ones. It can be very useful to

discriminate the positive reviews.

P (+|“Love”) = 28
28+7 ' 0.8 > 0.7.

P (−|“Love”) = 7
28+7 ' 0.2.

However, the event type Ask appeared 26 times as a lived experience event

in the negative reviews and 9 times in the positive ones. This event type is helpful to

discriminate the negative reviews.

P (+|“Ask”) = 9
9+26 ' 0.26.

P (−|“Ask”) = 26
9+26 ' 0.74 > 0.7.

While, the event Stay frequented 118 times as a lived experience event in

the positive reviews and 125 times as a lived experience event in the negative ones. This
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event appears almost identically in the two classes and should be deleted since it cannot

be useful for our classi�cation.

P (+|“Stay”) = 118
118+125 = 0.49 < 0.7.

P (−|“Stay”) = 125
118+125 = 0.51 < 0.7.

In the end, we removed 97 common events which do not help to discrimi-

nate the reviews types, and left 45 events among the events that exist in the two classes

(23 events for the positive reviews and 92 for the negative ones): the result was a

dictionary containing 520 characterizing events: 164 uniques for the positive reviews, 10

common events discriminating the positive reviews, 311 uniques for the negative reviews,

and 35 common events but important to discriminate the negative reviews.

As we mentioned in Section 6.1.2.4, that event participants and modi�ers could be

useful for the polarity classi�cation task. Therefore, we extract these arguments for the

�rst, second and third degree and used them with their events to build an event-participant

dictionary.

Using our training set, we were able to extract 2486 lived experience events and event

participants: 668 for the positive reviews, 1153 for the negative ones, and 458 for both

positive and negative reviews (i.e. common events and event participants which appear

in the two classes of reviews). As we mentioned above, some common features could

not improve the results of the polarity classi�cation task. So, we should delete them.

Using the probability P (c|e) ≥ 0.7, we removed 191 common events and event participants

and kept 237 ones to obtain at the end a new dictionary of event and event participants

containing 2058 features: 668 uniques for the positive reviews, 76 common events and event

participants discriminating the positive reviews, 1153 uniques for the negative reviews, and

161 common events and event participants which are important to discriminate the negative

reviews.

6.1.3.3 Evaluation

As we mentioned above, we used our dictionaries as a collection of features to train a

multinomial Naïve Bayes and Support Vector Machine classi�ers as our classi�cation mod-

els. Each review is transformed into a feature vector where the i−th component value is

the frequency of the i−th event in the review, and then classi�ed as either �Positive" or

�Negative".

Our approach is evaluated in terms of precision (P), recall (R), and F-measure (F).

We performed 10-fold cross-validation on the training set and yielded good results. The

obtained results can be observed in Table 6.3 and Table 6.4, respectively.

To validate the obtained results, we used our dictionaries to classify the test set which

contains 180 user reviews. The achieved results for this set can be also shown in Table 6.3

and Table 6.4, respectively.
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Training Set Test Set

Features Nb_Features P R F P R F

All_LE_Eve 617 70.5% 70.5% 70.5% 65.0% 65.0% 65.0%

LE_Eveσ = 0.7 520 75.8% 75.5% 75.7% 65.7% 65.6% 65.7%

All_LE_Eve_Part 2486 77.9% 77.4% 77.7% 76.8% 76.7% 76.7%

(LE_Eve-Part)σ = 0.7 2058 84.1% 83.8% 84.0% 73.4% 73.3% 73.4%

Table 6.3: Overall results for review classi�cation using NB method with four con�gura-
tions.

Training Set Test Set

Features Nb_Features P R F P R F

All_LE_Eve 617 70.3% 68.8% 69.5% 67.3% 67.2% 67.2%

LE_Eveσ = 0.7 520 73.7% 70.7% 72.2% 65.7% 65% 65.3%

All_LE_Eve_Part 2486 73.3% 71.4% 72.3% 70.8% 70% 70.4%

(LE_Eve-Part)σ = 0.7 2058 79.8% 76.4% 78.1% 68.5% 66.7% 67.6%

Table 6.4: Overall results for review classi�cation using SVM method with four con�gura-
tions.

These tables show the results of our experiments using lived experience features with

four con�gurations: LE_All_Eve con�guration presents the results of using all extracted

lived experience events, without deleting the common events, as features, LE_Eveσ = 0.7

presents the obtained results by deleting the lived experience events which cannot discrimi-

nate the user reviews (common events) and used the rest as features, LE_All_Eve_Part

indicates the results using all extracted lived experience events and their participants as

features, (LE_Eve-Part)σ = 0.7 presents the obtained results when we delete some com-

mon lived experience events and event participants.

As shown in these tables, the results using lived experience events when σ = 0.7 have

been particularity good. However, using all lived experience events without deleting the

common ones decrease the performance by about 5% for the training set and 1% for the

test set for NB method, and about 3% for the training set using SVM. Further adding

participant features to all lived experience events give good results, but less e�ective than

the results obtained using lived experience features (event and participants) with σ = 0.7,

which achieves the best results for both training set and test set, and also for both classi�ers

NB and SVM. Using these features allows to obtain a slight increase, (8%) for both training

and test sets for NB, and (4%) for the training set and (2%) for the test set for SVM,

compared to the achieved results using event features.

In table 6.5 and table 6.6, we show the most frequent features in the positive and

negative dictionaries, respectively, used to classify the polarity of reviews and gave the

best results.Table 6.7 shows some of the common features that we are removed from our

dictionary.
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Lived Experience Features (f) C+(f) C−(f) P (+|f)
Great 59 20 0.75

Walk 41 9 0.82

Love 28 7 0.8

Enjoy 17 5 0.77

View 15 2 0.88

Really 15 5 0.75

Friendly 12 5 0.71

Excellent 10 2 0.83

De�nitelyStay 10 1 0.91

HighlyRecommend 7 1 0.88

De�nitelyRecommend 6 0 1

Shopping 6 1 0.86

Table 6.5: Most frequent features used for classifying positive reviews

Lived Experience Features (f) C+(f) C−(f) P (−|f)
Call 10 76 0.88

Pay 17 44 0.72

bed 10 28 0.74

Ask 9 26 0.74

Charge 2 23 0.92

Hear 6 20 0.77

Manager 1 19 0.95

End 5 15 0.75

Hard 5 15 0.75

Change 1 12 0.92

Complain 2 12 0.82

Cancel 3 11 0.79

Table 6.6: Most frequent features used for classifying negative reviews

Table 6.8 shows the results that we are obtained in studying the correlation between

all event features, personal and general, with the ranking given by users for the same

training set and test set using NB classi�er. In this table, All_Eve con�guration presents

the results of using all extracted events, without deleting the common events, as features,

Eveσ = 0.7 presents the obtained results by deleting the events which cannot discriminate

the user reviews (common events) and used the rest as features, All_Eve_Part indicates

the results using all extracted events and their participants as features, (Eve-Part)σ = 0.7

presents the obtained results when we delete some common events and event participants.

Using (Eve-Part)σ = 0.7 features, we achieved the best results (See Chapter 4, Section

4.3.3).

From Table (6.3) and Table (6.8), we observe that performance using all event fea-

tures, general and personal, with their participants ((Eve-Part)σ = 0.7) is more e�cient
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Lived Experience Features (f) C+(f) C−(f)

Hotel 135 177

Stay 118 125

Go 41 75

Here 45 30

Again 35 23

Day 18 23

Feel 17 18

Bathroom 10 6

Breakfast 10 5

Come 10 14

Know 10 20

Make 15 30

Table 6.7: Some common features removed from the dictionary

Training Set Test Set

Features Nb_Features P R F P R F

All_Eve 1547 79.8% 79.8% 79.8% 78.3% 77.8% 78%

Eveσ = 0.7 1342 82.6% 82.6% 82.6% 75.5% 73.3% 74.4%

All_Eve_Part 3821 83.4% 83.1% 83.3% 82.8% 82.8% 82.8%

(Eve-Part)σ = 0.7 3197 88.4% 88.1% 88.3% 80.3% 79.4% 79.7%

Table 6.8: Overall results for review classi�cation using all event features, personal and
general, for NB method

than performance using only lived experience events, with their participants ((LE_Eve-

Part)σ = 0.7) for the polarity classi�cation task. However, It is clear that lived experience

events and their participants, which constitute (64%) of the total events and participants,

achieve results very close to the results that have been obtained using all events and par-

ticipants. In other word, lived experience events present the most e�cient events in user

reviews and could be used to classify the sentiments of user reviews with good results.

6.1.3.4 Error Analysis

As we have shown in Chapter 4, Section 4.3.4, the classi�cation errors are due to discrimi-

nant events for a type reviews, which exist in reviews of the other type. For example, from

a positive review, according to a user, we extracted the following events: {Help, Put, Take,

Experience}. The classi�cation results indicate that this review is negative. By looking in

our dictionary, we only �nd the event {Put} among the other speci�ed events. This event

discriminates the negative reviews in our dictionary, but it exists in a positive review. For

this reason, we are motivated to study and understand the impact of events. The other

events of this review have been removed from the dictionary because they are common

events and do not help to discriminate the two types of reviews.
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In addition, many user reviews do not contain lived experience events. The user writes

his opinion in general: {The bath had bathtub-shower combination and was separated from

the hotel, The room was small, Sta� Helpful, ...}. These reviews are di�cult to be classi�ed

using lived experience event features. Therefore, we attempt to resolve this problem by

adding some related features to our dictionaries.

6.1.3.5 Application to ESWC2014 challenge

As in Chapter 4 , Section 4.3.7, we compared our approach with the systems which partic-

ipated in the Polarity Detection task, the elementary task in the ESWC-14 challenge on

Concept Level Sentiment Analysis. The reviews which are used in this task were extracted

from the Blitzer dataset3. To build our classi�er for this task, we extract personal events

with their participants from the training set which contain 8000 reviews (4000 positives and

4000 negatives). Then, we used them as features for a multinomial Naïve Bayes classi�er.

Table 6.9 shows the results of our approach and the results of the top three

participants in this challenge. The evaluation is carried out on the test set, which is

composed of 2429 sentences constructed in the same way and from the same sources as

the Blitzer dataset. Our system using lived experience features achieved the second best

performance on Recall and the third best system in Precision and F-measure.

Participant Precision Recall F-Measure Final position

NCU 0.78 0.57 0.66 1

IBM 0.66 0.59 0.62 2

FBK 0.42 0.47 0.44 3

Event Approach 0.68 0.60 0.63

LivedExp Event Approach 0.64 0.59 0.61

Table 6.9: Results of Polarity Detection Task at ESWC2014

6.1.3.6 σ Estimation

To properly build and have a dictionary, allowing to discriminate the two types of reviews,

we considered that a lived experience event is representative with respect to a class if the

probability P (c|e) ≥ σ. To determine the best value of σ, we tested 4 possibilities {0.6,

0.7, 0.8, 0.9}. Table 6.10, show the results of our experiment using NB method and 10 fold

cross-validation with the 4 values of σ.

This table indicates that when σ = 0.7, we obtain the best performance. These results

justify our choice of the value of σ as 0.7 when we built our lived experience event dictionary

in Section 6.1.3.2.
3http://www.cs.jhu.edu/\char‘~mdredze/datasets/sentiment/

http://www.cs.jhu.edu/\char `~mdredze/datasets/sentiment/
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σ Precision Recall F-Measure

0.6 73.6 73.5 73.5

0.7 75.8 75.7 75.5

0.8 72.5 72.9 72.3

0.9 71.9 71.8 71.9

Table 6.10: Results for the 10-fold cross experiments for several values of σ for our training
set

6.1.4 Conclusion

We presented an approach to study the correlation which could be found between lived

experience events and the ranking given by users. We employed FRED to extract lived

experience-based features from text. In order to detect lived experience events, we �rstly

identi�ed personal events, which have the narrator among their participants. Then, we

employed a �ltering algorithm, which allow to �lter out irrelevant personal events, which

do no represent lived experience and keep relevant ones, which identify authentic lived

experience. We were capable to build a lived experience feature dictionary, which can

discriminate the two types of reviews. We compared the classi�cation results using lived

experience events with the result of using all mentioned events, general and personal. We

found that lived experience events are very important arguments in user reviews and very

useful for the polarity classi�cation task.

The work presented in this section has resulted in the following publication:

• Ehab HASSAN, Davide BUSCALDI, and Aldo GANGEMI. Correlating open rating

systems and lived experiences extraction from text. In the 12th International Confer-

ence on Semantic Systems, SEMANTiCS 2016, Leipzig, Germany, September 12-15,

2016.
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6.2 User Reviews Summarization

6.2.1 Introduction

With the rapid expansion of e-commerce, the number of reviews for a speci�c product

or service grows rapidly. Some popular products or services can get hundreds or even

thousands of reviews at some large merchant sites (e.g. TripAdvisor4, Booking5, Amazon6,

etc.). In addition, many reviews are long and have a few sentences containing opinions on

the product or the service. This makes the process of making a decision about a service

or a product is hard. Therefore, summarizing user reviews could be helpful to resolve this

problem.

Text summarization is a task consisting in the production of a concise description of a

longer, more complex text [Radev et al. (2002)]. As we have shown in Chapter 2 (Section

2.3.4), summarization approaches can classi�ed into two types: extractive and abstractive.

In the �rst case, the original text is reduced to a smaller one, keeping the most important

fragments. In the latter, a new text is produced on the basis of the context of the original

one. Therefore, abstractive summarization needs a deeper comprehension of the underlying

semantics, where extractive summarization can be considered as a shallower task, where

the semantics does not play an important role.

In this research, we study the problem of generating feature-based summaries of user

reviews in the touristic domain. This summarization is di�erent from traditional text

summarization because we only mine the features (or attributes) of the hotel on which the

customers have expressed their opinions and whether the opinion are positive or negative.

Therefore, we proposed an abstractive summarization method based on a machine reader

and sentiment analysis dictionaries. Abstractive summarization is a useful task, especially

in the summarization of customer reviews.

One of the most recent applications of the abstractive approaches is the summarization

of product reviews and opinions [Ganesan et al. (2010)]. This is particularly useful in cases

where there are many reviews and most of them are redundant: a user may have to read

a great quantity of text before being able to obtain a precise idea of the qualities and the

disadvantages of a product.

Machine readers have been introduced by [Etzioni et al. (2006)] as tools for text under-

standing. They combine di�erent text analysis layers (Part-Of-Speech tagging, syntactic

analysis, disambiguation, named entity recognition) to produce a rich semantic represen-

tation of the text, which is the reason why we chose to apply them to user reviews in the

touristic domain for the abstractive summarization of opinions.

Our approach is close to the work of [Hu and Liu (2004)], where the author mined

and summarized all the customer reviews of a product (See Chapter 2, Section 2.3.4).

4http://www.tripadvisor.com
5www.booking.com
6www.amazon.com

http://www.tripadvisor.com
www.booking.com
www.amazon.com
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The authors generate feature-based extractive review summaries by (1) mining product

features, that have been commented on by customers; (2) identifying opinion sentences,

which contain one or more features, in each review and deciding their orientations (positive,

or negative); (3) generating the summary, according to, �rstly, the frequency of appearances

of extracted features in the reviews, and then to the orientation of each extracted sentence.

However, in our work, given a set of customer reviews of an hotel, we produced an

abstractive summary represented by the 4-tuple (Feature, Attribute, Frequency, Polarity).

The feature tuple represents the aspect that customers have expressed their opinion on,

attribute is the opinion words which could be associated with the features, frequency

indicates the features frequency in an hotel reviews, and polarity represent the opinion

orientation (positive, negative, neutral) of the extracted attributes.

6.2.2 The proposed Techniques

Figure 6.2 gives the architectural overview of our opinion summarization system. The

input to the system is a set of user reviews. The output is the abstractive summary of

these reviews.

Figure 6.2: Overview of the proposed approach

Our system performs the summarization in four main steps: (1) Identify features that

have been commented by customers; (2) Identify opinion words and their polarity, and

deciding whether each opinion word is positive, negative, or neutral; (3) Regroup similar

features together; (4) Summarize the results using the redundant opinions.

Given an input composed by a set of user reviews, the system �rst extract all features

that appear explicitly as nouns or noun phrases in the reviews and have at least one opinion
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word associated with them, together with their attributes and eventually the associated

logical negation. Then, the polarity of each opinion word is identi�ed using three sentiment

lexicons (SentiWordNet ([Baccianella et al. (2010)]), AFINN7 and [Liu (2012)]). In the last

two steps, features are regrouped and a �nal summary is produced. Below, we discuss each

of these steps.

6.2.2.1 Features and Opinion Extraction

The �rst step consists in the identi�cation of features (or aspects) that are the object of

evaluation by users. When users write a review of an hotel, for instance, they usually

evaluate not the hotel in its entirety, but speci�c features of the hotel. Then, we need

to �nd the attributes (or opinion words) used to express the opinions. We assumed that

features are usually nouns or noun phrases, and such attributes are usually expressed as

adjectives. For example, the following segment of a user review �The hotel is Great,

the sta� is helpful, and the room is nice� contains three explicit features {�Ho-

tel�, �Sta��, �Room�} represented by nouns, and three explicit attributes {�Great�,

�Helpful�, �Nice�}, which are associated with these features, respectively.

In order to extract the features with their associated attributes from user reviews,

we perform a deep semantic parsing of text, obtaining a RDF Linked-Data-ready graph

representation of the text. We employ a deep variety of machine reading systems, as imple-

mented in the FRED tool8 [Gangemi et al. (2016), Presutti et al. (2012)], which extracts

knowledge (named entities, senses, taxonomies, relations, events) from text, resolves it

onto the Web of Data, adds data from background knowledge, and represents all that in

RDF and OWL (See Chapter 3, Section 3.2).

FRED is a tool to automatically transform knowledge extracted from text into RDF

and OWL, i.e. it is a machine reader for the Semantic Web. It is available as a RESTful

API and as a web application. In its current form, it relies upon several NLP components:

Boxer9 for the extraction of the basic logical form of text, BabelNet [Navigli and Ponzetto

(2010)] for word sense disambiguation, and Apache Stanbol10 for named entity resolution.

The �gure 6.3 shows the output diagram for the mentioned sentence above. In this

diagram, the following terms are detected, hotel_1, staff_1, and room_1, and clas-

si�ed as occurrences of the Hotel, Staff, and Room frames, respectively. Each term is

associated with an adjective, which is represented as a quality modi�er of the term using

the DOLCE property dul:hasQuality.

As we have shown in Chapter 4, Section 4.3.6 and Chapter 5, Section 5.4.2.1, the se-

mantic graphs produced by FRED contain additional triples that annotate the fragments

from the text with their syntactic part-of-speech annotations. These annotations are ex-

7https://github.com/abromberg/sentiment_analysis/tree/master/AFINN
8http://wit.istc.cnr.it/stlab-tools/fred
9http://svn.ask.it.usyd.edu.au/trac/candc/wiki/boxer
10http://stanbol.apache.org

https://github.com/abromberg/sentiment_analysis/tree/master/AFINN
http://wit.istc.cnr.it/stlab-tools/fred
http://svn.ask.it.usyd.edu.au/trac/candc/wiki/boxer
http://stanbol.apache.org
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Figure 6.3: A FRED graph depicting the core subset of triples representing event-related
knowledge.

pressed by means of the pos.owl ontology, which contains three part-of-speech tags (v, a

,n). In the following, we show the generated triples for our mentioned example above.

xmlns:fred="http://www.ontologydesignpatterns.org/ont/fred/domain.owl#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"

fred:hotel_1
dul:hasQuality fred:Great ;
rdf:type fred:Hotel .

fred:Hotel
pos:boxerpos pos.owl:n .

fred:staff_1
dul::hasQuality fred:Helpful ;
rdf:type fred:Staff .

fred:Staff
pos:boxerpos pos.owl:n

fred:room_1
rdf:type fred:Room ;
dul:hasQuality fred:Nice .

fred:Room
pos:boxerpos pos.owl:n

The triples indicate that the part-of-speech of each detected class is a noun (n). Each

nous class is associated with an adjective, which is represented as a quality modi�er. Since

review features are usually nouns or noun phrases in user reviews, we only interested in

features that appear explicitly as nouns or noun phrases in the reviews. Therefore, applying

the following SPARQL query to the semantic graph produced by FRED, we can extract

these features with their opinion words:

PREFIX dul: <http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#>
PREFIX vnrole: <http://www.ontologydesignpatterns.org/ont/vn/abox/role/>
PREFIX boxing: <http://www.ontologydesignpatterns.org/ont/boxer/boxing.owl#>
PREFIX boxer: <http://www.ontologydesignpatterns.org/ont/boxer/boxer.owl#>
PREFIX : <http://www.ontologydesignpatterns.org/ont/boxer/test.owl#>
PREFIX d0: <http://www.ontologydesignpatterns.org/ont/d0.owl#>
PREFIX schemaorg: <http://schema.org/>
PREFIX fred: <http://www.ontologydesignpatterns.org/ont/fred/domain.owl#>
PREFIX pos: <http://www.ontologydesignpatterns.org/ont/fred/pos.owl#>
PREFIX BE: <http://www.essepuntato.it/2008/12/earmark#>
SELECT distinct ?Feature ?neg ?qlt
WHERE {
{
{?Feature rdf:type ?FeatureType}.
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{{?FeatureType pos:boxerpos pos:n}
UNION{?FeatureType rdfs:subClassOf* ?FeatureType_1 . ?FeatureType_1 pos:boxerpos pos:n}}.
{{?FeatureType dul:hasQuality ?qlt}

UNION{?Feature dul:hasQuality ?qlt}}
}
OPTIONAL {?sit boxing:involves ?Feature . ?sit boxing:involves ?qlt .

?sit boxing:hasTruthValue ?neg}
}

This SPARQL query allows to extract noun features (?Feature) with their adverbial

qualities (opinion words) (?qlt). Therefore, from our example, we are able to extract

three features {Hotel, Staff, Room}and three opinion words {Great, Helpful,

Nice}. (?neg) represents the logical negations, which could be associated with a feature.

Logical negations are very important to determine the polarity of features. Therefore, we

extracted them from the FRED's graphs using the property boxing:hasTruthValue

(See Chapter 3 , Section 3.3). If a segment of a user review contains a logical negation

which modify the polarity of a feature, we extracted and added it to the associated attribute

with this feature. For example, the segment �The room is not nice� describes a feature

�Room�, an attribute �Nice�, and a negation �Not�. Using our query, we extracted this

feature and we considered that its associated attribute is �Not-Nice�.

6.2.2.2 Opinion Orientation Identi�cation

We now identify the polarity of the extracted opinion word. We had three types of polarity

which can be assigned to opinion word (e.g. positive, negative, or neutral). In order to

detect the opinion words polarities, we used three sentiment lexicons:

• SentiWordNet [Baccianella et al. (2010)] lexicon: an enhanced lexical resource explic-

itly devised for supporting sentiment classi�cation and opinion mining applications.

It is the result of the automatic annotation of all the synsets of WordNet [Miller et al.

(1990)] according to the notions of �positivity�, �negativity�, and �neutrality�. Each

synset s is associated to three numerical scores Obj(s), Pos(s), and Neg(s), describing

how objective, positive, and negative the terms contained in the synset are. Each of

the three scores ranges from 0.0 to 1.0, and their sum is 1.0 for each synset. In our

work of polarity detection of opinion words, we considered that the polarity is �Pos-

itive�, if the score > 0.5, �Negative�, when the score < 0.5 and �Neutral� otherwise

(i.e. score = 0.5).

• AFINN11 lexicon: is a list of English words rated for valence with an integer −5
(Negative) and +5 (Positive). The words have been manually labeled by Finn Arup

Nilesen in 2009−2011. This lexicon contains 1468 unique words and phrases. In our

work, we considered the polarity of an opinion word is �Positive� if the score > 0,

�Negative� if the score < 0, and �Neutral� if the score = 0.

11https://github.com/abromberg/sentiment_analysis/tree/master/AFINN

https://github.com/abromberg/sentiment_analysis/tree/master/AFINN
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• Liu (2012) lexicon: a list of English positive and negative opinion words (around

6800 words). In our work, we considered an opinion word to be �Positive� if it has

been found in the positive list, �Negative� if it has been found in the negative list,

and �Neutral� if we do not �nd it in these two lists.

Using these lexicons, each extracted opinion word has three polarities (P1, P2, P3).

Therefore, to determine the �nal polarity of an opinion word, we proposed four simple

rules, which reduce the three polarities to a single value. Table 6.11: show the proposed

rules:

P1 P2 P3 Result

a a a a

a a b a

a a c a

a b c Neutral

Table 6.11: The proposed rules to obtain the �nal polarity of an opinion word.

In this table, a, b, and c are the three extracted polarities using our lexicons. Each

of them could be Positive, Negative, or Neutral. The �rst, second, and third rules in

this table indicate that the �nal polarity depends on the majority of the three extracted

polarities. For example, the �nal polarity of (Positive, Positive, Negative) will be Positive.

However, the last rule shows that if we have three di�erent polarities for an opinion word

(i.e. Positive, Negative, Neutral), then the �nal polarity will be Neutral. Besides, for the

features which have a logical negation, the �nal polarity will be the opposite of the detected

�nal polarity using the three lexicons. For our example �The room is not nice� , the �nal

polarity which is detected using the three lexicons is �Positive�. However, the �nal polarity

that we are mentioned for the �Room� feature is �Negative�, since a logical negation is

associated with it.

In this work, we are interested in only positive and negative orientations. Therefore, we

deleted the features which have opinion words with neutral polarity, and kept the features

that have attributes with positive and negative polarities. These features are then put

into positive and negative categories according to the detected polarity. This is helpful

for the next step of features regrouping, which allows to regroup features in each category

separately.

6.2.2.3 Features Regrouping

In this step, we aim to regroup the remaining features, in each category, in order to generate

the abstractive summary. We assumed that such features can have degrees of similarity

between them. Therefore, measuring the similarity between features, which are in the same

category, could be helpful to regroup them. For this, we used WordNet:Similarity package
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[Pedersen et al. (2004)]. This package contains several semantic relatedness measures (e.g.,

Path Length [Patwardhan et al. (2003)], lch [Leacock and Chodorow (1998)], wup [Wu and

Palmer (1994)], res [Resik (1995)], and Lin [Lin (1998)], jsn [Jiang and Conrath (1997)]).

In this research, we used the Lin similarity. In this measure, the similarity between A

and B is measured by the ratio between the amount of information needed to state the

commonality of A and B and the information needed to fully describe what A and B are.

This similarity could be calculated using the following function:

sim(A,B) =
2 ∗ logP (LCS(c1, c2))
logP (c1) + logP (c2)

This similarity ranges from 0.0 to 1.0. In our work, we considered that two features

can be grouped together (i.e. consider as synonyms) if their similarity score is greater

than 0.5. For example, the Lin similarity between the two features (Room, Area) is

0.98. Therefore, we have grouped them. In order to choose the �nal feature between

the two regrouped features, we proposed to rank them according to the frequency of their

appearances in the reviews, and chose the feature with the bigger ranking. In our example,

the Room feature appeared 7 times in the positive category of 15 user reviews, and Area

feature appeared 4 times in the same category. Therefore, we considered them as a Room

feature.

We did not take into account this method to group together the attributes since the

WordNet:Similarity package does not o�er good semantic similarity measures for adjectives

(the only one is the Lesk measure which is not as reliable as the Lin one).

6.2.2.4 Summary Generation

After all the previous steps, we are ready to generate the �nal feature-based reviews sum-

mary, which consists of the following steps:

• Each pair (Feature, Attribute), in each category (Positive, Negative), are ranked

according to its frequency in the category.

• For each feature, in each category, we chose the pair (Feature, Attribute) with the

highest ranking to be as a part of our abstractive summary.

• The highest ranking for a pair (Feature, Attribute) should be greater than 2.

By the end, the abstractive summary is represented using 4-tuple (Feature, Attribute,

Frequency, Polarity). This representation enables potential users to see how the existing

customers feel about the most frequent features (positive or negative). In addition, it

could be helpful for user decision since they contain the most redundant features with

their attributes (opinion word) and their polarities.
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6.2.3 Experiments and Results

We used the dataset which was created by [Ott et al. (2011)] (Chapter 4, Section 4.3.1).

We selected 300 truthful reviews. These reviews present the comments of users in the 20

most popular Chicago hotels. We have 15 reviews for each hotel. The summarization task

carried out for each hotel separately. In other word, we summarize the reviews for each

hotel separately.

For example, for the A�nia hotel, we analyzed the reviews with FRED, extracting 140

attributed features. In Figure 6.4 we show a subset (80) of the features retrieved from the

15 reviews and the associated attribute/opinion word.

Figure 6.4: An excerpt (80 out of 140) of the attributed features extracted from the 15
reviews concerning A�nia hotel.

The next step was to �nd the polarity of each attribute. As we mentioned in Section

6.2.2.2, we used three sentiment analysis dictionaries to perform this task. Therefore, for

each attribute, we obtain three polarities. We reduced the three polarities to a single value

using the rules in Table 6.11. For instance, �comfortable" has a positive polarity in all

three dictionaries, and �nervous" has negative polarity in all dictionaries. Therefore, the

�nal polarity for �comfortable" is positive. However, the �nal polarity for �nervous" is

negative. The features, which have attributes with a neutral polarities, have been �ltered

out. For instance, the features �Area", �Bathroom�, and �Noise� in Figure 6.4, which have

the attributes �Separate�, �Large�, and �Little�, respectively, have been deleted. Then, the

remaining features were regrouped according to the relatedness between them, and also

according to their frequencies in the used 15 reviews . For example, the features {�Room�,

�Bathroom�}, have been regrouped as one feature �Room�. The Lin similarity between
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them is 0.75. The frequency of �Room� is 7. However, the �Bathroom� frequency is 4.

Afterward, we summarized the reviews according to the polarity of each feature and then,

according to the features frequencies. By the end, the 15 reviews were summarized to the

attributed features in Table 6.12.

Feature Attribute Freq Polarity Feature Attribute Freq Polarity

Sta� Helpful 2 + Hotel Great 3 +

Location Perfect 2 + Location Excellent 2 +

Rate Great 2 + Rate Bad 2 −
Room Spacious 3 + Room Nice 2 +

Bed Comfortable 2 +

Table 6.12: The result of the summarization of the 15 reviews for A�nia hotel.

6.2.4 Conclusions

We proposed a set of techniques for summarizing user reviews based on Semantic Web

and sentiment analysis methods to provide a feature-based abstractive summary of a large

number of customer reviews. Therefore, we �rstly performed a deep semantic parsing on

the user reviews in order to transform them into RDF/OWL graphs. Then, we queried

the generated graphs in order to extract features with their associated attributes. After-

ward, the polarity for each extracted attribute has been detected using three sentiment

analysis lexicons. Finally, the extracted features were regrouped and the �nal summary

was generated according to the redundant features and their associated polarities.

Although this is a very preliminary work, we were able to reduce e�ectively the complete

set of opinion to a synthetic table of features and attributes. Further directions may be

to combine the attributes that are very similar (�perfect", �excellent"), using semantic

similarity measures developed for Semeval STS12, and �nd a way to deal with con�icting

ratings. We need also to carry out a more comprehensive evaluation and compare to other

summarization methods, such as the one proposed by [Popescu and Etzioni (2007)].

The work presented in this section has resulted in the following publication:

• Ehab Hassan, Davide Buscaldi, and Aldo Gangemi. Machine reading for abstrac-

tive summarization of customer reviews in the touristic domain. Septième Atelier

Recherche d'Information SEmantique RISE, Rennes 30 juin 2015, page 6.

12http://alt.qcri.org/semeval2015/task2/

http://alt.qcri.org/semeval2015/task2/




Chapter 7

Conclusion and Perspectives

Contributions

The �rst contribution of this thesis has been to adapt the machine reader tool FRED as

an open event extraction tool. The ability of FRED to automatically generate RDF/OWL

ontologies and linked data from natural language text has been exploited for event extrac-

tion. The information provided by FRED doesn't limit to the events themselves, but also

their classes, modi�ers, and participants.

The second contribution of this work is the demonstration that events are correlated

to the rankings assigned by users to the reviews. To do this, we used the events identi�ed

by FRED as features to classify reviews using machine learning methods.

The third contribution is the de�nition itself of lived experiences: A user lived experi-

ence is an event mentioned in a user review, where the author is among the participants.

This de�nition considers events, which have the narrators of the reviews among their par-

ticipants, as the most important elements in lived experiences.

A related contribution is the method to recognize these lived experiences in user reviews.

The method works in three main steps. Firstly, it identi�es reviews which contain lived

experiences contents. Afterward, it extracts lived experiences from identi�ed reviews in the

�rst step. Finally, it represents extracted lived experiences as event-based graphs. These

events are extracted by performing a deep semantic parsing on user reviews, and then used

in all our system steps. For the review identi�cation step, we transformed this task into

a binary text classi�cation task. We used extracted events as features to train machine

reading classi�ers, which allow to identify the relevant reviews. For the extraction step,

a �ltering algorithm was employed to �lter out irrelevant events, which do not represent

lived experiences, and keep relevant ones. After that, event participants and modi�ers for

each relevant event are extracted and used to extract mentioned lived experiences. The last

step of our system consists of using relevant events and their participants and modi�ers to

represent authentic lived experiences as event graphs.

Finally, we were able to use lived experiences, together with their participants and

modi�ers, as features in an opinion mining system, showing that, exactly like events, lived

experiences are correlated to the rankings assigned by users to the reviews.

More contributions are constituted by the corpora that have been built from TripAdvi-

sor, currently available at http://www-lipn.univ-paris13.fr/~hassan/Lived_

Experience_Extraction/ and a web application and RESTful API, which are pub-
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licly accessible at https://lipn.univ-paris13.fr/ClientProj/client.jsp,

and provide reusable RDF knowledge graphs that can be reused in other applications,

e.g. for recommendation services.

Perspectives

The system presented in this thesis succeeds at identifying, extracting, and representing

lived experiences from user reviews. Nevertheless, many aspects can be improved or ex-

tended and some issue are still open for lived experience extraction and representation.

Gold Standard for Lived Experience Reviews

In future, we intend to create a large-scale comprehensive corpus of lived experience reviews

in order to provide a gold-standard. The application of our lived experience classi�er, which

we have used in order to identify reviews containing lived experiences, to a large corpus of

user reviews, allows to identify a large dataset of lived experience reviews. A sample of this

dataset will be manually annotated in order to provide the gold standard. According to our

knowledge, no method has yet attempted to extract lived experiences from user reviews.

Therefore, creating a gold standard and a corpus of texts containing lived experiences will

enable this research and motivate researchers in this area to discover and ameliorate this

kind of knowledge extraction from text.

Experiments in Large Dataset and other domains

Our system of lived experience recognition, presented in Chapter 5, has been tested on a

small corpus consisting of 383 user reviews in the touristic domain. In future work, we aim

to test our system in a large dataset. In addition, we will increase the scale of experiments

to include other review domains (e.g. Products, Restaurants, Books, etc).

Sentiment Analysis of Lived Experiences

Since user preferences change among users, user sentiment on extracted lived experiences

may be di�erent, depending on their desires and requirements. Representing lived ex-

periences with their associated sentiments could be helpful in user decision. Our lived

experience extraction system, presented in Chapter 5, extracts authentic lived experiences

without detecting sentiments which could be associated with them. Therefore, we aim to

extend our system to apply a �ne-grained sentiment analysis to the extracted lived expe-

riences. We can follow our approach, presented in Chapter 6, Section 6.2, to perform this

task. We �rstly identify lived experience features and opinion words. Afterward, senti-

ment lexicons and opinion ontologies will be used to detect the polarity of extracted lived

experiences. Finally, any detected sentiment will be associated with the aspects of lived

experience, which could be then matched to user preferences.

https://lipn.univ-paris13.fr/ClientProj/client.jsp
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Enriching Lived Experience Graphs

We represented extracted lived experience as event sub-graphs containing lived experience

events with their participants and modi�ers. As merchant websites o�er reviews with

additional information about users (e.g. pro�le name, city, number of posted reviews, etc.),

it could be useful to add this information to our lived experience graphs. Therefore, we aim

to link the generated event sub-graphs to contextual knowledge (user ranking, user pro�les,

etc), which can enhance these sub-graphs. This information with the detected sentiment

of each sub-graph allow to create a bank of knowledge graphs representing event-oriented

lived experiences.

Lived Experiences Summarization

Extracting lived experience from reviews helps users making a good and faster decision.

However, the number of extracted lived experiences from a large dataset of user reviews

could be in hundreds. Eventually, the process of making a decision about a service or prod-

uct requires some time. Therefore, summarizing user reviews based on lived experience

could be used to avoid this problem. We have shown in Chapter 2 that summarization

approaches can be classi�ed into two types: extractive and abstractive. In future work,

we aim to generate both extractive and abstractive summaries for user reviews based on

extracted lived experiences. For the extractive summary, we will use machine learning

techniques e.g. clustering to regroup similar lived experience. Then, for each cluster, we

retrieve the most representative sentence to be in our �nal summary. For the abstractive

summary, we can perform two approaches. The �rst one is similar to our approach, rep-

resented in Chapter 6, Section 6.2, where lived experience features will be extracted and

regrouped based on their frequencies and polarities. The second approach will be based

on regrouping the di�erent event-based lived experience graphs that share experiencers,

places, time, sentiments, or other features. Semantic similarities will be used to �rstly mea-

sure the similarity between lived experience events. Then, for similar events, the similarity

between their participants will be measured.

Other potential applications of Lived Experience Extraction

Spam Detection

Opinion spam detection is a new research direction in the sentiment analysis area. The

objective of this research is to detect such spamming activities to ensure that the opinions

on the Web are a trusted source of valuable information. In future work, we aim at using

lived experience contents to detect opinion spam in user reviews. We can formulate this

task as a binary text classi�cation task with two classes spam and non-spam. We will

explored the use of machine learning technique to build the reviews classi�ers. Extracted

lived experience from each class will be used as features to train the classi�ers.
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Product or Service Pro�le

Many merchant websites propose several types of products or services. For example,

TripAdvisor1 proposes �ve types of travel, {Families, Couples, Solo, Business, Friends},

for each of its services (e.g. Hotel, Restaurant, Holiday Rentals, etc). In addition, Tri-

padvisor classi�es posted user reviews according to these types. Therefore, extracting

lived experience from reported reviews for each type, and summarizing them could be an

application to determine the most appropriate travel type for each service.

1https://www.tripadvisor.com/

https://www.tripadvisor.com/
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