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de l’Université de recherche
Paris Sciences Lettres – PSL Research University
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Résumé

Dans le cadre de cette thèse, j’ai étudié le refroidissement et le piégeage d’un gaz

d’atomes de Dysprosium dans des potentiels lumineux. Cet atome lanthanide possède

dans son état électronique fondamental un moment magnétique très élevé, permettant

l’exploration du domaine des gaz dipolaires ultrafroids. Ce caractère dipolaire enrichit la

gamme des phénomènes physiques réalisés expérimentalement, en tirant avantage de

la nature anisotrope et à longue-portée de l’interaction entre dipôles magnétiques. De

plus, grâce à sa structure électronique riche, le Dysprosium offre la possibilité de créer

un fort couplage entre le spin atomique et des champs lumineux, tout en gardant un

taux de chauffage faible par rapport au cas usuel des atomes alcalins. Ceci ouvre la voie

vers l’implémentation de champs de jauge artificiels, qui suscitent un vif intérêt dans

le domaine des atomes froids dans un contexte de simulation quantique. Ce travail de

thèse, consiste en l’étude des mécanismes d’interactions dans un gaz de Dysprosium

ultrafroid, allant des collisions assistées par la lumière à la relaxation dipolaire en passant

par le refroidissement par évaporation. J’expose également la réalisation expérimentale

d’un champ magnétique effectif en utilisant un déplacement lumineux dépendant du

spin, permettant de contrôler optiquement la force des interactions atomiques au moyen

d’une résonance de Feshbach.



Abstract

In this thesis, I present the study of the laser trapping and cooling of a Dysprosium

atomic gas. This latter belong to the lanthanide family, it exhibits a large angular

momentum in its electronic ground state, making it a suitable candidate for investigating

dipolar quantum gases. These systems present a major interest as they can lead to the

observation of novel quantum phenomena thanks to the anisotropic and long-range

character of the interaction between magnetic dipoles. Moreover, Dysprosium has a

rich electronic structure offering the possibility to implement strong light-spin coupling

with a reduced heating with respect to alkali species, which paves the way toward the

realization of synthetic gauge fields. In this work, I present the experimental investigation

of different interaction mechanisms occurring in an ultracold gas of Dysprosium, ranging

from light-assisted collisions to dipolar relaxation and evaporative cooling. I expose also

the experimental realization of an effective magnetic field, using spin-dependent light-

shift, allowing optical control over atomic interactions by means of Feshbach resonances.
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Introduction

“ The rare-earth elements perplex us in our researches, baffle us in our speculations, and haunt

us in our very dreams. They stretch like an unknown sea before us, mocking, mystifying and

murmuring strange revelations and possibilities”, describes Sir William Crookes, a british

chemmist, in 1887. Rare-earth elements continue to intrigue us thanks to their peculiar

features, and with their emergence in the field of ultracold quantum gases about ten

years ago, they opened the door for exploring a diversity of new phenomena. Apart

from Ytterbium (Yb) the rare-earth elements, also known as lanthanides, have a non

vanishing total angular momentum in the ground state providing them with quite

interesting properties such as a sizable permanent magnetic moment. Thus they make a

suitable candidate for studying dipolar quantum gases. These latter expand the scope of

ultracold atom experiments by introducing two main features: long-range and anisotropic

interactions. The emergence of dipolar gases field was driven by the search for novel

quantum many-body phenomena (quantum ferrofluids [1], roton instability [2, 3],...)

that would arise from the long-range and anisotropic dipole-dipole interaction (DDI) in

contrast to the usually considered short-range and isotropic contact interaction at very low

temperatures. A second consequence to the large angular momentum of lanthanides is the

richness of the excitation electronic structure, offering various experimental possibilities

based on the interaction of the spin with complex light fields.

In the course of this thesis work, we are interested in the Dysprosium (Dy) atomic specie,

an element with unsurpassed magnetic dipole moment among all neutral atoms.

Ultracold systems: a unique platform for investigating many-body hamiltoni-

ans

The achievement of Bose-Einstein condensates (BEC) [4, 5] in 1995, followed few

years after by the successful realization of a degenerate Fermi gases (DFG) [6, 7], these
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tremendous progresses mark a turning point in the field of quantum atomic, molecular

and optical (AMO) physics. Ever since, great experimental efforts have been made,

leading to the observation of a series of fascinating phenomena from which we can

cite the superfluid to the Mott-insulator transition [8], the detection and manipulation

of single atoms using quantum gas microscopes [9, 10, 11, 12], the realization of low

dimensionality systems [13, 14, 15, 16] and the list continues to grow. These experimental

developments in the ultracold quantum gases field stimulated an intensive theoretical

investigation as well, resulting in the prediction of novel quantum states, for example

supersolid systems or topological quantum matter [17, 18, 19].

The high control and flexibility achieved experimentally in ultracold atom experiments

make them ideal for studying many-body hamiltonians both in the mean field regime (in

degenerate dilute gases) and the strongly correlated limit (eg. in optical lattices). It is

possible to tune different degrees of freedom of the studied system by means of external

fields (magnetic, electric and optical). For example, the interactions between particles

can be scanned in strength and even change sign (attractive or repulsive interaction)

using Feshbach resonances, by applying an external magnetic field. Feshbach resonances

were used to study of the BEC-BCS crossover in superfluid Fermi systems [20, 21] and to

create molecules formed from ultracold atoms [22]. The internal state of the atom can

be controlled also using laser beams, radio-frequency or microwave fields. In addition,

selecting any desired spatial geometry for the system is nowadays possible making

use of recent developed technologies, for example spatial light modulators or digital

micromirror devices, allowing for potential shape tailoring [23].

This rich and versatile toolbox made it possible to implement and study topics normally

encountered in condensed matter physics, such as the Ising model [24], electronic

transport in metals [25, 26] and even systems that gained an increase interest in solid

state field lately like graphene [27, 28].

The idea of mimicking condensed matter systems with ultracold quantum gases is very

appealing since they offer an unprecedented clean and tunable platform for investigating

different phenomena. This concept of simulating the physics of a complex system with

a simplest one provided that both evolve with similar hamiltonians is reminiscent of

the proposal made by Feynman in 1982 [29]. Quantum simulation [30] and quantum

computation [31] are among the biggest challenges for the ultracold quantum gases

community.
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What could dipolar gases bring to the field?
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Figure 1 – A span of the experimentally achievable dipolar systems. Alkali atoms
are included for comparison. The dipolar scattering length is presented as a function
of the dipole moment (expressed in Debye). One should include also Rydberg atoms
which have large electric dipole moments of tens of thousand Debye (out of scope on
this graph). This graph is taken from ref. [32].

As it was mentioned above, dipolar quantum gases introduce long-range and anisotropic

interactions between particles which enrich the spectrum of what can be achieved in cold

atom systems (Fig. 1 presents a span of different dipolar systems achieved experimen-

tally). The successful laser cooling of magnetic atom Chromium (Cr) in 2005 [33] was

the first experimental realization of a dipolar BEC that lead to the observation of a large

span of dipolar effects at the many-body level, ranging from the anisotropic deformation

of the expanding BEC [34] to the collapse of the BEC in d-wave due to dipole-dipole

interactions (DDI) [35]. Nevertheless, strong dipolar regime was reached only in the

vicinity of Feshbach resonances where the contact interaction, naturally dominant for Cr,

can be reduced. We emphasis here the ability offered by ultracold systems to tune the

interplay between the long-range anisotropic DDI and the short-range isotropic contact

interactions.

In 2011, Dysprosium was brought to degeneracy in the group of B. Lev [36], followed by

the Bose-Einstein condensation of Erbium (Er) [37], another element from the lanthanide
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family. Both atomic species exhibit a large magnetic dipole moment (µ = 10 µB and 7 µB

for bosonic Dy and Er in their ground states, respectively). For Dy, DDI is naturally the

leading term for interaction potentials allowing the manifestation of a strongly dipolar

character; a fascinating example of this manifestation was the observation of self-bounded

quantum droplets [38], a novel quantum state produced for the first time in an ultracold

quantum gas.

Dipolar quantum gases are also interesting for studying the unconventional maxon-

roton dispersion spectrum under proper parameters [39, 40], in close analogy to the

excitation spectrum in a superfluid liquid Helium, that has been studied by Landau [41]

and by Feynman [42] few years later. In such a system, excitations with low momenta are

acoustic phonons for the lowest energy branch, while at higher momenta, the dispersion

relation exhibits a local maximum and a minimum with elementary excitations called

maxons and rotons, respectively. These type of excitations would arise from the interplay

between attractive and repulsive interactions in a Bose gas.

Let us consider a dipolar BEC trapped in a pancake-shaped potential with the dipoles

oriented perpendicularly to the trap plan. It was shown in ref. [39] that the BEC can be

dynamically stabilized if a strong short-range repulsive interaction is present, otherwise

the BEC becomes unstable if its density exceeds a critical value nc. We can understand

this instability in the following way: in the strong dipolar regime, the atoms feel the 3D

nature of the DDI interaction despite the quasi-2D trap and for a large atomic density,

the BEC collapses. Interestingly, the dispersion relation for a stable BEC has a minimum,

in a tight analogy to the roton minimum of Helium (the observation of a roton mode

population in a dipolar quantum gas of Er was reported recently [3]). Here it is important

to note that the instability expected in the presented above configuration is fundamentally

different from the one occurring in a condensate with an attractive short-range interaction

(when the scattering length is negative). In the latter, the chemical potential is negative

and the ground-state does not exist. On the contrary, the chemical potential is positive

for a dipolar BEC and the instability results from the momentum-dependent effective

coupling strength. The presence of a roton minimum, just below the instability critical

point, suggests the existence of a new ground-state that has a wave order density, a key

feature in a supersolid state [43]. It was shown theoretically that the supersolid state in a

dipolar BEC is unstable and that the BEC undergoes a series of local collapses due to

the roton instability [44, 45]. However, it is predicted that the system can be stabilized
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in the presence of a single component polarized Fermi gas [46]. Dysprosium is thus an

ideal candidate for implementing such a system as it comes naturally with five relatively

abundant isotopes, three bosons and two fermions that were all successively brought to

degeneracy.

Another interesting implementation of a dipolar quantum gas would be loading it

in an optical lattice [47, 48]. These artificial crystals produced by interfering light fields

gained major experimental and theoretical interest in the past decade given its features

permitting the simulation of perfect solide state crystalline structure [49]. These systems

were used to enter the strongly correlated regime. However the inter-particle interaction

remained short-ranged and effective long-range character was mediated by presence of

the optical lattice. In contrast, the implementation of such systems with dipolar gases

would result in a real next-neighbour interaction [47, 50, 51].

Dysprosium, an ideal candidate for creating artificial gauge fields

As it was explained above, ultracold gases are suitable for performing quantum

simulation. However, the charge neutrality of atoms is a limiting factor preventing the

observation of a large variety of intriguing phenomena that exist in condensed-matter

physics and that arise usually from the Lorentz force, for example the fractional quantum

Hall states in a 2D electron system. Nevertheless, it is possible to circumvent this

limitation by creating a hamiltonian mimicking the interaction between a charged particle

and an applied magnetic field. One can exploit the analogy between the Lorentz and

Coriolis forces to create a synthetic magnetic field. The scheme in which the atomic

sample is spatially rotated was implemented both in a Bose gas [52] and in a Fermi

gas [53]. The emergence of vortices was the manifestation of the synthetic field creation,

although the high field regime remained out of reach due to the limited rotation speed

achieved experimentally. Another alternative would be to dress the atomic state with

light. In the quantum physics formalism, the hamiltonian describing the state of a single

particle can be written as:

H =
h̄2

2m

(
k− qA

h̄

)2

where A is the vector potential such that B = ∇×A. In comparison to the Lorentz

force (FL = v× qB), only the terms qB, qA are relevant. Hence, a synthetic magnetic
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field would arise from the creation of a spatially dependent vector potential. This spatial

variation can be generated thanks to an opticall dressing of the atomic state with the

appropriate configuration [54]. Such atom light coupling links the spin of the particle to

its momentum, or the so called spin-orbit coupling (SOC). This scheme was implemented

with alkali atoms [55]. In this system a major limitation is the resulting large heating

rate due to the increasing photon scattering rate when the frequency of the dressing

optical field is tuned close to the atomic transition or when its intensity is increased;

making the high field regime out of reach. Using Dy instead turns out to be more

efficient. Thanks to its large spin and narrow optical transitions, it is conceivable to

generate a synthetic magnetic field with a comparable magnitude to the one achieved

with alkalis but with a drastically reduced heating rate [56]. In degenerate Fermi gas, a

SOC is predicted to induce p-wave pairing in a superfluid [57], hence the topology of

the Fermi surface is modified. The realization of a such topological superfluid paves

the way towards the observation of exotic edge states known as Majorana fermions [58,

59]. SOC was implemented experimentally with alkali metals atom (Potassium and

Lithium) [60, 61], the limitation for long observation times remained the large heating

rate. The experimental realization of a such scheme with Dy fermionic isotope confirmed

the possibility of obtaining a long-lived spni-orbit coupled DFG [56].

Spin-dependent interactions

In the field of ultracold gases, the use of optical fields to control the atomic state

proved to be an efficient tool. The atom-light interaction is governed by the atomic

polarizability on the one hand, and by the optical beam parameters on the other hand.

The atomic polarizability is an intrinsic feature of the atomic specie and it is fixed by

its electronic configuration. The polarizability comprises three different contributions: a

scalar, vector and a tensor part. In the presence of a light field, the resulted interaction

between the latter and the atom can by described by the sum of three operators:

Utot = Us + Uv(û, Ĵ) + Ut(û, Ĵ2)

where û is the light polarization unit vector and Ĵ is the total angular momentum operator.

The first operator Us is independent of the atom internal state, it has an effect of shifting

the different spin levels energies by an amount only determined by the light intensity.
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In contrast with this scalar operator, the vector Uv and tensor Ut operators depend on

the spin of the atom and the light field polarization. This dependency can be used to

perform spin selective interaction. In comparison to the case of alkali atoms for which

the tensor contribution is negligible, Dy possesses a sizeable tensor term and the balance

between this term and the vector term can be tuned by changing the polarization of

the optical field. One can take advantage of the flexibility of the atom-light coupling to

create non-classical states. For example, we recently generated a coherent superposition

between the two maximally stretched spin states with opposite orientation (| − J
〉

and

|J
〉
). For Dy, J � 1, hence this state can be considered as a Shrödinger-cat state, i.e. a

coherent superposition between two quasi-classical states well separated in phase space.

Outline

In this thesis, I will study different types of interactions in a dipolar gas of the bosonic

isotope 164Dy and how to control them. The manuscript is organized as follows:

Chapter 1 In this chapter, I give a general description of Dysprosium physical properties

(electronic configuration, isotopes, etc). I set forth different types of interactions present

in a Dy gas, mainly the short-range contact interaction and the long-range dipole-dipole

interaction. I discuss the effects of anisotropy on both types of interactions.

Chapter 2 In the first part of this chapter, I expose briefly the experimental setup. I

discuss the peculiarity of a Dy magneto-optical trap (MOT) and focus on light-assisted

collisions in such a system. In the second part of the chapter, I describe the optical

trapping by means of a far detuned beam, that is used to transport atoms from the

MOT chamber to the science cell. The study of the transport sequence is also presented

and I show that there are optimal transport durations that minimize the centre of mass

excitation at the end of the displacement.

Chapter 3 Two main points are studied in this chapter: anisotropy effects on atoms in

optical dipole traps and dipolar relaxation, that play a major role in Dy atomic gases.

For the first point, I present the experimental investigation of the induced heating in

both far detuned optical dipole trap and a trap working close to an atomic transition
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at λ = 626 nm. The observed dependency on the light polarization is linked to the

anisotropy of the atomic polarizability. As for the second point, I study the manifestation

of the dipolar character of Dy through dipolar relaxation and its variation with the

applied magnetic field.

Chapter 4 In this chapter, I describe the dynamics of the system during an evaporative

cooling process. I discuss the effects of different physical parameters (gravity, interactions,

etc) on the evaporation efficiency and discuss the limits. I present also the peculiarity of

Dy Feshbach spectrum and focus on a relatively large resonance that can be used to tune

the interaction in the system.

Chapter 5 This chapter deals with spin-dependent atom-light interaction in a Dy gas.

I show that we can exploit this dependency to create an effective magnetic field. This

effect is confirmed by the observation of a Feshbach position shift in the presence of a

light field. Furthermore, we recover the Feshbach resonance by scanning the intensity of

the optical beam instead of scanning a magnetic field, which could be implemented in

future work on the BEC.



Chapter 1

General properties of Dysprosium

The early works on laser cooling techniques [62] opened the door for studying

many-body physics with a high degree of control. Experiments mainly used alkalies

species driven by the simplicity of their electronic configuration. However, implementing

schemes with other species, such as the open-shell lanthanide atoms, can lead to the

observation of a rich span of many-body phenomena, thanks to their peculiar features:

large angular momenta, rich electronic excitation spectrum, etc. In our experiment, we

use the highly magnetic Dysprosium atom. The group of B. Lev (Stanford) was the first to

obtain a Bose-Einstein Condensate (BEC) in 2011 [36] and a Degenerate Fermi Gas (DFG)

one year later [63], then followed by the group of T. Pfau (Stuttgart). Our experiment is

the third to be built. Ever since more and more groups are using Dy or other atoms with

similar properties like Erbium (Er) or Thulium (Tm), proving that the atomic elements of

the lanthanide family open the door to new perspectives in the field. In our experiment,

a particular interest is given to the interaction between the large spin of Dy and near

resonant light.

The aim of this chapter is to introduce the properties of Dy and give the important

parameters for its cooling and trapping.

1.1 Physical properties

Dysprosium was identified for the first time by a french chemist, Paul Émile Lecoq de

Boisbaudran, in 1886 when he succeeded in separating this new element from a sample of

Holmium. The origin of the appellation Dysprosium comes from Greek δυσπροσιτος (dus-

prósitos) which means hard to get as it was difficult to isolate from the Holmium. The first



10 Chapter 1. General properties of Dysprosium

pure sample of Dy was obtained in 1950. Dysprosium belongs to the lanthanide family (cf.
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Figure 1.1 – Periodic table of chemical elements

Fig. 1.1) with an atomic number Z = 66. It has seven stable isotopes, which are reported

in Tab. 1.1. The existence of four isotopes with a relatively similar natural abundance is

of a great interest in the field of cold atoms as it is possible to study different systems

(Bose gas, Fermi gas, mixtures, etc) with the same experimental setup. In this work, we

will mainly discuss the study and production of ultracold 164Dy samples.

Isotope 156Dy 158Dy 160Dy 161Dy 162Dy 163Dy 164Dy

Natural Abundance 0.06 % 0.1 % 2.3 % 18.9 % 25.5 % 24.9 % 28.3 %

Quantum Statistics boson boson boson fermion boson fermion boson

Table 1.1 – Stable isotopes of Dysprosium

1.1.1 Electronic configuration

Following the Madelung rule for filling the electronic orbitals, one gets that the

ground state configuration is [Xe]4f106s2. The 4f shell has seven available orbitals (l = 3,

|ml | ≤ 3) for only 10 electrons. According to the Hund rule, the electronic configuration

with the lowest energy is the one maximizing the orbital angular momentum L and the

spin momentum S:

ml = -3 ml = -2 ml = -1 ml = 0 ml = 1 ml = 2 ml = 3
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It results in an orbital angular momentum L = 6, a spin S = 2 and a total angular

momentum J = L + S = 8. Fermionic isotopes have in addition a nuclear spin I = 5/2.

This large angular momentum confers important characteristics on Dy, mainly an un-

surpassed magnetic moment µ ' 10 µB with µB is the Bohr magneton (Dy magnetic

moment is 10 times larger than the one for alkali atoms and it is the largest among neutral

elements of the periodic table), hence Dy is a quantum dipolar gas suitable for studying

dipolar interactions. It posesses a rich excitation spectrum (a fraction is presented in

Fig. 1.2) offering several cooling schemes. In 1970, John Conway and Earl Worden gave a

quite detailed description of the Dy spectrum in the University of California Radiation

Laboratory Report UCRL-19944, where they listed more than 22000 lines between 230 nm

and 900 nm for the neutral and singly-ionized Dysprosium DyI and DyII (cf. ref. [64] for

more details). The values of the ground state angular momentum J and Landé’s factor g

were determined experimentally by Cabezas et al. in 1961 [65]. These measurements are

considered to be the first experimental proof that the ground state level is the 4f106s2 (5I8).

Dy is also used in aeronautic and the production of permanent magnets. And from the

fundamental physics point of view, Dy is a promising candidate for realizing P and P-T

violation experiments, as it has a pair of almost degenerate levels with opposite-parity

and the same angular momentum (J = 10) [66].

1.1.2 Cooling scheme
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Figure 1.2 – A glance of Dy’s excitation spectrum
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Transition Blue Red

Linewidth [2π× MHz] 32.2 0.136

Isat [mW/cm2] 56.3 72×10−3

TDoppler [µK] 773 3.3

Trecoil [nK] 329 149

vrecoil [mm/s] 5.8 3.9

Table 1.2 – Characteristics of the used optical cooling transitions.

The complexity of the excitation spectrum can be overwhelming at first sight, but from

a laser cooling point of view only two transitions are relevant: a broad transition at

λ = 421.290 nm that offers a significant cycling rate ideal for large capture velocities

magneto-optical traps (MOTs), Zeeman slowing and imaging, and a relatively narrow

transition at λ = 626.082 nm suited for cold MOTs and atomic spin manipulation (see

details in chapter 2). These two transitions result from the promotion of one electron

from the outer shell 6s to the excited orbital 6p. For the 421 nm blue transition, the spin

is conserved which gives a spectral term 4f10(5I8)6s6p(1Po
1), while it is not for the red

transition: 4f10(5I8)6s6p(3Po
1). This latter is a singlet to triplet transition (forbidden) and

therefore has a narrow linewidth (cf. Tab. 1.2). The coupling between the two angular

momenta of the inner shell (J = 8) and the outer shell (J = 1), gives rise to three excited

states with momenta J′ = 7, 8 and 9. A list of the different lines corresponding to these

momenta is given in Tab. (1.3). The two excited states that we consider are those with a

total angular momentum J = 9.

Spectral term J λ [nm] gJ

4f10(5I8)6s6p(1Po
1) 7 404.71 1.26

8 418.80 1.29

9 421.29 1.22

4f10(5I8)6s6p(3Po
1) 8 597.61 1.20

7 599.02 1.22

9 626.08 1.29

Table 1.3 – The lines of the 4f10(5I8)6s6p(1Po
1) and 4f10(5I8)6s6p(3Po

1) transitions.
J is the total angular momentum of the excited state, λ is the wavelength of the
transition in air and gJ is its Landé factor.



1.2 Interactions in dipolar quantum gases 13

1.1.3 Isotope shift

The charge distribution of the atomic nucleus gets slightly modified for different

isotopes. This effect results in an energy shift of the excitation spectrum [67]. The total

shift is the sum of a field shift and a mass shift. The first is due to the influence of the

nuclear charge distribution on the binding energy of electrons and the second comes

from the influence of the nuclear recoil energy. For Dy bosonic isotopes, we measure a

shift of ∆ν = {476, 491} MHz/[m.a.u], for the blue and red transitions, respectively.

1.2 Interactions in dipolar quantum gases

Scattering phenomena play a fundamental role in the study of quantum gases, it is

thus important to understand and characterize the different interaction processes. In this

section, I will present the main interaction potentials to be considered for a Dy gas: the

Van der Waals and the dipole-dipole potentials. We neglect higher order interactions

like the electric quadrupole-quadrupole potential as it was shown that it is much weaker

than the other two [68]. In the second part of this section, I will recall the expressions of

the scattering cross sections for both types of interaction as it will be needed to calculate

the collision rate (cf. chapter 4).

1.2.1 The anisotropic dispersion interaction

The dispersion potential, also known as the Van der Waals (VdW) potential, arises

from the interaction between induced electric dipoles of two atoms and has the following

form:

UVdW(r) = −C6

r6 (1.1)

where r is separation between two interacting atoms and C6 is called the Van de Waals

coefficient. This potential is short-ranged and has a spherical symmetry for alkali atoms.

For atoms with a strong magnetic character like Dy, the C6 coefficients depend on the

projection of the total angular momentum onto the internuclear axis. The exact calculation

of this potential is very challenging for Dy due to the complex electronic configuration,

nevertheless numerical simulations have been performed for interacting Dy atoms in

their ground states (see refs. [69, 68]).
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Let’s consider two colliding atoms in their ground states with angular momenta J1 =

J2 = 8. The total angular momentum of the pair is then J = J1 + J2, and we define Ω to

be its projection along the internuclear axis. We consider a weak interaction such that

both atoms remain in the J1 = J2 = 8 manifold after the collision. The matrix elements of

the VdW potential are given by [70, 68]:

〈
J1M1, J2M2|UVdW|J1M′1, J2M′2

〉
= −C6 (M1M2, M′1M′2)

r6

= ∑
{na Ja Ma,nb Jb Mb}

1
(E1 + E2)− (Ena Ja + Enb Jb)

×
〈

J1M1, J2M2|V̂dd|na Ja Ma, nb Jb Mb
〉〈

na Ja Ma, nb Jb Mb|V̂dd|J1M′1, J2M′2
〉

(1.2)

where r is the internuclear separation. J1, J2 are angular momenta of the two incoming

states and M1, M2 are their projections along the internuclear axis such that Ω =

M1 + M2. M′1 and M′2 are the corresponding projections of the outgoing states after the

interaction. One has to sum over all electronic states |na Ja Ma, nb Jb Mb
〉

of atoms a and b

excluding states with energies equal to the ground states energies E1 and E2. Ja, Jb are

the intermediate angular momenta for atoms a and b respectively, Ma and Mb are their

respective projections along the internuclear axis and na, nb account for the remaining

state parameters. V̂dd corresponds to the electric dipole-dipole interaction operator. As

we can see from eq. (1.2), the C6 coefficients depend on the values of M1, M2, M′1 and

M′2, thus the interaction energy depends on the relative orientation of the atoms. This

effect finds its origin in the anisotropic coupling of the unpaired electrons of the 4f shell.

The general expression of the C6 coefficients can be written as [68]:

C6
(

M1M2, M′1M′2
)
= ∑

Ja Jb

K J1 J2
Ja Jb

AJ1 J2 Ja Jb
M1 M2,M′1 M′2

(1.3)

where

AJ1 J2 Ja Jb
M1 M2,M′1 M′2

= ∑
Ma,Mb

(1 + δM1,Ma)
(

1 + δM′1,Ma

)


 J1 1 Ja

−M1 (M1 −Ma) Ma




 J2 1 Jb

−M2 (M2 −Mb) Mb





 Ja 1 J1

−Ma (Ma −M′1) M′1




 Jb 1 J2

−Mb (Mb −M′2) M′2


 (1.4)
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and

K J1 J2
Ja Jb

=

(
1

4πε0

)2

∑
na,nb

|
〈

J1 ‖ d1 ‖ na Ja
〉〈

J2 ‖ d2 ‖ nb Jb
〉
|2

(Ena Ja + Enb Jb)− (E1 + E2)
(1.5)

〈
α ‖ d ‖ β

〉
denotes the reduced matrix element of the transition-dipole-moment operator

between two levels |α
〉

and |β
〉
.

The AJ1 J2 Ja Jb
M1 M2,M′1 M′2

coefficients conserve Ω = M1 + M2 = M′1 + M′2, the projection of

the total angular moment J along the internuclear axis. The determination of the

K J1 J2
Ja Jb

values is the challenging part as it requires a good knowledge of the different

transitions frequencies and oscillator strengths from the ground to the various excited

states. Numerical calculations show that the C6 coefficients take values ranging from

1860 to 1890 a.u. depending on the value of Ω.

1.2.2 The dipole-dipole interaction

The presence of a large angular momentum for Dy changes drastically the inter-

atomic interactions. Particles can be considered as magnetic dipoles with a momentum

µ = µBgJ J ' 10 µB for Dy in the ground state. The interaction between two dipoles ~µ1,

~µ2 is then mediated by the dipolar potential

UDDI(r) =
µ0

4πr3

[
(~µ1 · ~µ2)−

3
r2 (~µ1 ·~r) (~µ2 ·~r)

]
(1.6)

where µ0 is the vacuum permeability and r the internuclear separation. This potential

presents two main features: a long-range character through the 1/r3 decay (to be com-

pared to the 1/r6 decay for the VdW potential) and an anisotropic behaviour as the

interaction strength depends on the relative orientation of the dipoles.

In the presence of an external magnetic field that sets the orientation of the dipoles and

for identical dipole moments, eq. (1.6) can be written as:

UDDI(r, θ) =
µ0µ2

4π

1− 3 cos2 θ

r3 (1.7)

with θ being the angle between the quantization axis set by the magnetic field and the

internuclear axis. The potential vanishes for an angle θ ' 54.7◦. Also, the potential is

negative for θ = 0 i.e. the interaction is attractive when dipoles are aligned in a head to

tail configuration, while it is repulsive when θ = π/2 i.e. when dipoles are parallel. This
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anisotropy of the interaction defines if a BEC is a stable solution of the Gross-Pitaevskii

equation (GPE) [35].

1.2.3 Scattering properties for a cold dipolar gas

Elastic collisions assure the thermalization of the atomic cloud, and the efficiency

of the evaporation cooling needed to reach quantum degeneracy is strongly related

to the collisional rate. The scattering event can be described as a total wave function

resulting from the sum over an incoming and outgoing waves [71, 72]. The differential

cross-section is given by:

dσ

dΩsolid
= | f (θ)|2 (1.8)

with f (θ) being the amplitude of the scattered wave. The total cross-section is obtained

by the integration of eq. (1.8) over the solid angle Ωsolid.

σ =
4π

k2

∞

∑
l=0

(2l + 1) sin2 δl (1.9)

with k being the wave-number of the incoming wave, l the angular momentum of the

outgoing wave and δl the phase shift between incoming and outgoing waves at r → ∞.

The energy of the collision is E = h̄2k2

2mr
where mr is the reduced mass of the atomic pair

and it is equal to m/2 for identical particles.

For interaction potentials decaying as r−i, the phase shift is proportional to:

δl ∝ k2l+1 for partial waves such as l <
i− 3

2
(1.10)

δl ∝ ki−2 for larger partial waves l >
i− 3

2
(1.11)

the former is dominant for short-range interaction potentials like the VdW potential and

the latter is dominant in the long-range regime. For the VdW potential (i = 6) all phase

shifts vanish for k→ 0 except for l = 0 (s-wave). In this case the low-energy interaction

is isotropic and it is characterized by a single parameter, the scattering length a:

σ = 8πa2 (1.12)
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The value of a can be tuned through an external magnetic field (Feshbach resonances).

For a DDI potential (i = 3) all phase shifts are proportional to k and therefore all partial

waves contribute to the scattering cross-section.

This extra potential introduces a new length scale to the system, the dipolar length:

aD =
µ0µ2m
12πh̄2 ' 130.8 a0 (1.13)

which for 164Dy in its ground state has a comparable magnitude to the background

scattering length abg. The dipolar interaction strength is often described as the ratio of

aD by a, εdd = aD/a on the order of 1.3 for a = abg. This means that naturally the DDI is

the dominant interaction which is interesting for studying dipolar gases without making

use of Feshbach resonances which are accompanied by atom losses due to three-body

recombination (cf. chapter 4).

Dipolar scattering theory predicts a universal behaviour of the elastic cross-section at low

energy [73, 74]. It exists two different regimes:

• low energy collisions: the cross-section is constant and set by the dipolar moment

and atomic mass.

• high energy collisions: σ ∼ aD/κ, with κ being the wave-number of the relative

motion of the colliding partners.

The transition between the two regimes occurs at ED = µ0µ2

4πa3
D

. ED/kB ' 185 µK ('
3.8 MHz) for 164Dy, hence we are always in the low collision energy regime. The constant

values of the cross-sections in the regime E < ED are given by [75, 76, 77]:

σB =
32π

45
a2

D + 8πa2 for identical bosons (sum over even partial waves). (1.14)

σF =
32π

15
a2

D for identical fermions (sum over odd partial waves). (1.15)

To conclude, the presence of the dipole-dipole interaction changes drastically the proper-

ties of a quantum gas. The long-range and anisotropic characters expand the scope of

ultracold atom experiments and attract considerable attention.





Chapter 2

Experiment

Lanthanide atoms have a complex electronic structure with respect to alkali species

but cooling schemes still relatively simple [78, 79, 80, 81]. In our experiment, only two

optical transitions are used: the broad transition at λ = 421 nm that has a natural

linewidth Γ = 2π× 32 MHz, and the narrow-line transition at λ = 626 nm, with a natural

linewidth Γ = 2π× 136 kHz. The first transition is used for the Zeeman slower (ZS), the

transverse cooling and for the imaging, and the latter is used for the magneto-optical

trap (MOT) and further atomic spin manipulation.

This chapter sets forth the different cooling stages in our setup. In the first section, I

will give a short summary of the general features of the experimental apparatus and

cooling lasers as well as the experimental sequence. A more detailed description of the

experimental setup can be found in Davide Dreon’s Ph.D. thesis [82]. The study carried

on light-assisted collisions in the MOT will be discussed in the second part of this chapter.

In the last part, I will detail the procedure for trapping and transporting atoms by mean

of an optical dipole trap (ODT).

2.1 Experimental setup

2.1.1 The vacuum and laser systems

Our vacuum system (shown in Fig. 2.1) can be decomposed in two sections separated

by a differential pumping stage: the high vacuum part (HV) which pressure is on the

order of 10−8 mbar, and the ultra-high vacuum part (UHV) with a pressure two orders of

magnitude lower.
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• The HV section comprises the oven and spectroscopy chambers. Our oven is a

commercial double effusion cell. We refill the crucible with ∼ 10 g of metallic Dy

crumbs every six months approximatively. The sample is heated to 1050 ◦C in order

to obtain an atomic jet (the melting point of Dy is 1412 ◦C at atmospheric pressure).

The oven is shielded and water cooled in order to keep it at room temperature

during operation.

After exiting the oven, atoms enter a cubic chamber where we perform spectroscopy

on the red, λ = 626 nm narrow transition. We use a technique based on the fluores-

cence Lamb-dip to lock the MOT laser. We have a 40 L ion pump connected to this

chamber. Then atoms cross an octagonal chamber where we carry out spectroscopy

on the blue transition λ = 421 nm. We use a modulation transfer spectroscopy

technique to lock the laser, which allows us to reach a stability of 1 MHz on the

blue line. In this chamber we implement also transverse cooling of the atomic beam.

• There are three main parts in the UHV section: the Zeeman slower, the MOT

chamber and finally the science cell. We installed a gate valve at the entrance of

the ZS that offers the possibility to open and refill the oven without affecting the

vacuum in the UHV section. We have also a mechanical shutter that permits to

block the atomic jet if needed. At the same level, we implemented a second ion

pump. Typical pressure in this region is 5× 10−9 mbar. At the exit of the 50 cm

long ZS, atoms enter the MOT chamber. It is a cubic piece with CF60 windows on

the facets and CF16 connections on the vertices. A third ion pump is connected

to this chamber, and the typical pressure is 4× 10−10 mbar. The final piece of our

vacuum system is the glass cell. It is connected to the MOT chamber through a

custom T-shape piece. At the level of this piece we have a hybrid ion-getter pump

that assures a pressure below 10−11 mbar. The glass cell has parallelepiped shape

with 6 cm long, 2.5 cm large and 5 mm thick, with no coating.

The used lasers are: a commercial Toptica lasera for the blue transition and a home made

laser for the red transition. This latter is obtained by a sum-frequency generation of

λ1 = 1050 nm and λ2 = 1550 nm using a non-linear crystal.

aTA-SHG Pro, TOPTICA Photonics AG
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Figure 2.1 – Top view of the vacuum system

2.1.2 Typical experimental sequence

In this section, I will concentrate only on the first stage of the experimental sequence:

from the MOT loading to the transport of atoms to the glass cell. Further manipulations

taking place in the glass cell will be discussed in chapter 4 and 5.

At the exit of the oven, atoms have a typical velocity of v ∼ 520 m/s. Therefore multiple

cooling steps are necessary in order to load the MOT which has a capture velocity on the

order of vc ∼ 8 m/sa.

Transverse cooling

We start with a 2D-cooling scheme that enhances the collimation of the atomic beam

by reducing the transverse velocity of the particles and thus increases the atomic flux in

the MOT chamber. We apply two retro-reflected blue beams perpendicularly to the atomic

trajectory. The beams have an elliptical shape with an aspect ratio of 1 : 3, a detuning

∆ = −ΓBlue/2 and a power P ∼ 50 mW per beam (I/Isat ' 1.13). The implementation of

the transverse cooling increases the atom number loaded in the MOT by a factor 2.5, as

shown in Fig. 2.2.

Zeeman slower

The deceleration of atoms to the MOT capture velocity takes advantage of the radiation

pressure force as they undergo multiple absorption/emission cycles. We send a resonant

blue beam in the counter-propagation direction of atoms with a typical power of 60 mW.

aThis low capture velocity is due to the narrow linewidth of the MOT transition (ΓRed = 2π×136 kHz).
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Figure 2.2 – Measured atom number in the MOT with: 1) Transverse cooling at full
power, 2) Transverse cooling at half power and 3) without transverse cooling.

Along their path, atoms slow down such that their Doppler shift brings them out of

resonance. To compensate for this effect, we use a well designed magnetic field that shifts

Zeeman levels such that the resonance condition is always fulfilled.

Magneto-optical trap

We prepare the MOT in two steps: a loading phase followed by a compression phase.

Fig. 2.3 shows a typical loading sequence. During the first step, we enhance the loading

by artificially brodening the red transition linewidth. This is done by modulating the

MOT light at a frequency ν = 135 kHz over a total range of 6 MHz. This technique

allows us to increase the atom number in the MOT by a factor of 2. We load up to 3× 108

atoms. At the end of the 7 s loading step, we ramp down the modulation as well as

the power of the MOT light and the detuning in order to obtain a colder and denser

cloud. The reached values of the intensity and detuning at the end of the compression

phase are critical for the ODT loading. We realized a full study of the MOT behaviour

under different regimes and we developed a model based on rate equations [83] (cf.

Appendix B). Here, I will only expose the main results of this study.

The peculiarity of a Dy MOT with respect to an alkali MOT is the linewidth of the

transition on which it is operating (ΓRed = 2π×136 kHz against few MHz for alkalis)

and the large spin of the atom (J = 8 in the ground state for the bosonic isotope). These

two features lead to a complex dynamic of the MOT. The narrow linewidth of the red

transition results in a weak optical force. The radiative pressure force along the vertical
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PZS
60 mW

I/Is
52

0.13

∇B
1.71 G/cm

∆
−2π × 4.48 MHz

−2π × 1.8 MHz

Bz
' 1 G

PIPG
50 W

Transport
(' 1.2 s)

ODT Loading
(600 ms)

MOT compression
(400 ms)

MOT Loading
(7 s)

Figure 2.3 – Typical experimental sequence: only the first stage (from the MOT
loading to the transport) is presented here. PZS is the power of the Zeeman slower
beam, I/Is is the saturation parameter per MOT beam, ∆ is the MOT laser detuning
from the atomic resonance, ∇B is the magnetic field gradient, Bz is a vertical bias
magnetic field and PIPG is the power of ODT beam.

direction z around equilibrium position zc and for an atom at rest is given by

Fz =
h̄kΓ

2
s

1 + 2s + 4∆2
loc/Γ2

(2.1)

with s = I/Is being the saturation parameter per beam (the saturation intensity for the

red transition Is = 72 µW/cm2) and ∆loc = ∆ − δµBz/(2h̄) is the local detuning at a

position z, taking into account the laser detuning ∆ and the Zeeman shift. Note that this

expression corresponds to half the radiative force from a laser beam oriented upwards,

of saturation parameter 2s0, and this is due to the geometry of our MOT beams.

When the laser detuning (intensity) increases (decreases), the optical force gets weaker

and gravity starts to play a key role. The MOT begins to fall under the effect of the

latter, as one can see in Fig. 2.4.a, and it equilibrates in a region far from the zero

of the quadrupole magnetic field. Then the splitting between different Zeeman sub-

levels increases and transitions other than the one between |J = 8, MJ = −8
〉

and

|J′ = 9, M′J = −9
〉

get inhibited, as they become far detuned. This mechanism leads to a

spontaneous spin polarization of the sample in the absolute ground state. This behaviour

was observed also in a narrow-line Er MOT [80]. The interplay between trapping forces

and gravity was studied in ref. [84] for a Sr MOT. Our model is inspired from this work

to which we add effects due to the large spin.

In the spin-polarized regime (for large detunings), we recover a simple 2-level system and
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the problem can be solved analytically. We get that the temperature becomes independent

from the detuning and can be written as:

T = α
h̄Γ
kB

sη

2
√

s (η − 2)− 1
(2.2)

with α a coefficient taking into account the geometry of our MOT beams and η = h̄kΓ
2mg ∼

168 the ratio between the radiative force and the gravity (η is on the order of 105 for

alkalis).
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Figure 2.4 – a) MOT’s vertical position as function of the laser detuning. b)
Schematic of the lowest Zeeman sub-levels in the case of a small (left) or large laser
detuning (right).

In Fig. 2.5.a the measured temperature as function of the detuning for a saturation

parameter s = 0.65 and a magnetic field gradient ∇B = 1.71 G/cm is shown. We can see

that the temperature becomes independent of the detuning for |∆| > 2π×1 MHz. The

solid black line represents the expected value for the simple 2-level model.

The temperature as a function of the saturation parameter is shown in Fig. 2.5.b. The

measurement is done at a detuning ∆ = −2π×1.8 MHz and with the same gradient. The

solid line curve is obtained from the 2-level simple model and the dashed line curve is the

expected temperature value when taking into account heating due to intensity fluctuation
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in the low field regime. The theoretical curve reproduces the overall behaviour but we

see a clear deviation from the model for large intensities. This deviation is due to the

fact that the sample does not remain spin-polarized due to optical pumping, hence the

2-level model breaks down. In fact in our model we calculate the temperature from the
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Figure 2.5 – a) Variation of the temperature with the detuning for a fixed inten-
sity I/Is = 0.65. The solid line gives the expected value from the spin-polarized
model. b) Variation of the temperature with the intensity for a fixed detuning
∆ = 2π×1.8 MHz. The solid line is obtained from the simple 2-level model, the
dashed line curve takes into account heating due to experimental imperfections.

competition between friction forces and heating caused by photon scattering. We neglect

other mechanisms that can lead to an increase of the temperature. For example, we see

that this latter increases linearly with the atomic peak density (density at the centre of the

trap) (cf. Fig. (2.6)). This phenomenon was studied before [85, 86] and it was attributed

to multiple scattering of photons within the cloud which heats the sample. The total

temperature is then given by:

T(npeak) = Tsingle atom + γnpeak (2.3)

Experimentally, we measure the temperature for different atomic densities for s = 0.65

and ∆ = −2π × 1.84 MHz. The atomic density is changed by changing the magnetic

field gradient. We obtain

γ = 8(1)× 10−11µK/cm3.

The measured atom number, volume and peak density for different light intensities

are reported in Fig. 2.7. We observe two different behaviours at low or large intensity.

There is a quick increase of the loaded atom number at the beginning as the trap depth
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Figure 2.6 – Variation of the temperature with the atomic peak density. Different
colors correspond to different data sets taking for different values of the magnetic
gradient. The values of the gradient in the legend are given in G/cm.

increases. Then we observe a slow decay of the atom number in the MOT as the intensity

continues to increase (for s > 5). We link this decay to 2-body atom losses (to be discussed

in the following section). As for the volume, the quick increase at the beginning results

from the temperature increase, since the MOT size is related to the temperature by:

σu =

√
kBT
mω2

u
(2.4)

with ωu the angular trapping frequency along the direction u = {x, y, z}. For the high

intensity regime, we observe a reduction of the MOT size that cannot be explained by

eq. (2.4). A possible origin of this behaviour can be the multiple-scattering effect [87, 85,

86]. As the atomic density increases (Fig. 2.7.c), an absorbed photon can be emitted and

then reabsorbed by a neighbouring atom. The multiplication of the absorption/emission

cycles results in a repulsive interaction between atoms due to the radiation pressure

force. Let us consider the simple case of a spherically symmetric harmonic trap (we

neglect anisotropic geometry of the MOT, as well as the anisotropic light diffusion). The

repulsion force between two atoms separated by a distance r reads

F = ΓΠeh̄k
σabs

4πr2 (2.5)

where we introduce the excited state population Πe and the absorption cross section σabs.

The balance between thermal effects and repulsion between atoms leads to an atomic
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density:

n =
2π

21/3 sη

(
s (η − 2)− 1

sη

)1/3 1
λ2|zc|2/3z1/3

c,0

(2.6)

where zc (zc,0) is the vertical MOT position for a detuning ∆ 6= 0 (∆ = 0). For a large

saturation parameter s we expect to reach a constant value of the atomic density. The

volume can then be obtained using V = N
n . The solid line curve in Fig. 2.7.b presents the

expected value from this model. The agreement with the experimental measurement is

relatively good.
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Figure 2.7 – a)Loaded atom number in the MOT as function of the saturation
parameter (for s ranging between 0.065 and 52). b)The variation of the MOT volume
with the light intensity, the solid line is given by a constant density model (cf. text).
c) The measured peak density as a function of the saturation parameter.

2.2 Trap losses due to binary collisions

The development of optical cooling and trapping techniques revived the interest in

the study of collisions in atomic gases. The lower temperature regime presents two main

differences with respect to thermal collisions:

• a long de Broglie wavelength, typically hundred times the chemical bond.

• a long interaction time with respect to the spontaneous emission lifetime. Multiple

photons can be exchanged during the collision.

The intensive studies of cold and ultracold collisions, starting from 1986 [88], were

motivated by various questions, for example:

• how do collisions affect densities in atomic traps?

• how can the outcome channel of a collision be modified by an optical field?

• what is the quantum nature of the scattering process?
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• Is it possible to reach quantum degeneracy with laser cooling techniques?

In this section, I will focus on light-assisted inelastic collisions in MOTs. I will start by

giving an overview of the developed models and main experimental investigations of

atomic trap loss due to binary collisions [71, 89]. Then, I will present our experimental

study of two-body losses in a Dy MOT for different light parameters, and conclude with

the MOT parameters leading to an optimal loading of the optical dipole trap.

2.2.1 Light-assisted collisions: models and limits

During an exothermic collision, the internal atomic energy (e.g. fine or hyperfine

structure splitting energy) converts into kinetic energy shared by the atomic pair, which

as a consequence heats the atomic sample. If the acquired energy is sufficiently high

for the atoms to escape the trap, the collision results solely in atom losses. A simplified

collisional scheme is presented in Fig. 2.8. Two atoms in the ground state interact through

the attractive C6/R6 potential with R being the internuclear separation (shown as the

S + S potential in Fig. 2.8). In the presence of an optical field, one or both atoms of the

pair can absorb a photon and get promoted to an excited state. In this case, the interaction

is mediated by the resonant dipole-dipole force and the atomic pair approaches along

attractive or repulsive C3/R3 potential depending on the light detuning with respect to

the asymptotic resonance. The three possible excitation configurations are presented by

the numbers 1, 2 and 3 in Fig. 2.8:

1. a resonant excitation with respect to the asymptotic resonance frequency ω0, defined

as Ve(R) − Vg(R) = h̄ω0 in the asymptotic regime (i.e. for a large internuclear

separation R) with Ve and Vg being the excited-state and ground-state potentials

respectively.

2. If the laser field has a frequency ω1 detuned to the blue with respect to the

asymptotic resonance, then the repulsive C3/R3 potential will prevent the atomic

pair from shrinking and thus 2-body collisions get prohibited. This mechanism is

called optical shielding [90].

3. The third case corresponds to the situation where the laser field frequency is red

detuned with respect to the asymptotic resonance. The absorption of a photon

excites the atomic pair around the Condon point Rc and forms a quasimolecule.

This process is called photoassociation [91, 92]. After the excitation, the quasimolecule

vibrates within the potential and can be ionized in the presence of a second laser
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field of a frequency ω2 or decay to the ground state accompanied by the emission of

a photon. The photoassociation technique is used to perform precision spectroscopy

measurements that give an insight into the properties of the scattering process

(molecular potentials, radiative lifetimes, etc) [93, 94].

h̄ω0
h̄ω1

h̄ω1

h̄ω2

S + S

S + P

Rc

12
3

R

V
(R

)

Figure 2.8 – A simplified schematic of excited-state binary collisions: 1) laser field
resonant with the excited molecular potential, 2) blue detuned laser field and 3) red
detuned laser field.

We now focus on the first case. It is possible to divide collisions in two categories:

• ground-state collisions: two atoms in the ground state interact through the S + S

potential for which the encounter pair could undergo an elastic collision (not

exothermic) or a hyperfine-structure changing collision (HCC). The latter corre-

sponds to the transition to a lower molecular hyperfine level during the collision

and the released energy is equal to the Zeeman energy difference between the

initial and final hyperfine levels. Since the released energy is relatively small (few

GHz), the HCC mechanism dominates for low intensity optical fields as the trap

becomes shallow and the needed energy for an atom to escape the trap decreases.

• excited-state collisions: atoms can absorb a MOT beam photon and this light-

assisted collision occurs on an excited state. The two atoms approach each other

along the attractive C3/R3 potential (here we consider only attractive potentials

since repulsive potentials do not contribute to collisions that result in atom losses)

and during this time, the pair can undergo a fine-structure changing collision

(FCC) or a radiative escape (RE). The former mechanism is comparable to the

HCC mechanism but taking place between two fine-structure levels. The latter

mechanism describes a spontaneous emission occurring during the approach and

the quasimolecule relaxes to the ground state. The gained kinetic energy can be
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sufficient for the pair to escape the trap.

The Gallagher-Pritchard model

In 1989, Gallagher and Pritchard developped a semi-classical model [95] motivated

by the experimental observation of trap atom losses due to exothermic collisions in a

cold sample of Cs atoms [96]. They calculated the FCC and RE rates for a Na MOT and

predict that the FCC is the dominant collisional mechanism. The scheme for the FCC

·10−2

h̄ω

∆FS∆RE

h̄ω

S+ S

S+ P1/ 2

S+ P3/ 2

R0 R

V
(R
)

'

Figure 2.9 – Schematic of the FCC and RE mechanisms for the Na example

and RE mechanisms is shown in Fig. 2.9. The absorption of a photon at a frequency ω

excites the population to the S + P3/2 state (for the Na example). If the quasimolecule

incurs a crossing to the S + P1/2 potential, the collision leads to an energy transfer of

∆FS/2 for each atom (∆FS is the fine-structure splitting). If a spontaneous emission takes

place before reaching the potentials crossing, then the energy transferred to each atom is
h̄
2 (ω−ω′) with ω′ being the frequency of the emitted photon.

The rate of exciting quasimolecules starting from two atoms at an internuclear separation

R0, in the presence of laser field of a frequency ωL and an intensity I, is given by [71]:

R (R0, ωL, I) =

[
(ΓM/2)2

∆2
M + (ΓM/2)2

]
I

h̄ωL
σ (2.7)

where ∆M = ωL −ω(R0) is the laser detuning with respect to the resonance frequency

taken at an internuclear separation R0 (distance at which the excitation occurs). This

latter is given by ω (R0) = ωA − C3/h̄R3
0, with ωA being the atomic resonant frequency.

ΓM is the molecular spontaneous decay rate and σ is the photoabsorption cross section

taking into account all attractive molecular potentials.
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After the excitation, the atoms start to accelerate toward each other until reaching a short

range distance R. The acceleration time can be calculated as following:

t(R0) =
√

m/4
∫ R0

0
dR
[

C3

R3 −
C3

R3
0

]
(2.8)

this time can be also expressed as function of the detuning: t(R0) =
(

∆τ
∆

)5/6
Γ−1

M , ∆τ

being the detuning at the reached distance Rτ.

If the atomic pair survives spontaneous emission, then the probability of undergoing a

FCC is

PFCC =
ηγ

1− γ2 + ηγ2 (2.9)

where η is the FCC probability after a single passage through the crossing and γ =

e−ΓMt(R0) is the survival probability against a spontaneous emission. Using eqs. (2.7), (2.8)

and (2.9), one can calculate the FCC rate constant between an excited-state and a ground-

state atoms:

βFCC =
1
4

∆2
M + Γ2

A/4
ΓA/4

h̄ωL

Iσ

∫ ∞

0
dR04πR2

0R (R0, ωL, I) PFCC(R0) (2.10)

with ΓA being the atomic spontaneous emission decay rate.

The RE rate constant can be calculated in the same fashion with replacing PFCC(R0) by

PRE(R0). The probability that a spontaneous emission occurs at R < RE with RE being

the internuclear separation at which the gained kinetic energy is sufficient to escape the

trap is given by:

PRE(R0) =
tE(R0)ΓMγ

1− γ2 + ηγ2 (2.11)

where tE(R0) is the time spent in the region R < RE.

The Julienne-Vigué model

In 1991 Julienne and Vigué revisited the Gallagher-Pritchard model, taking into

account the role of the angular momentum and thermal averaging [97]. In this updated
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model, the rate of FCC and RE is written in the following form:

β =
1

2d2
g

πv
k2 ∑

l,ε
(2l + 1)PTL(ε, l)PES (R, ε, l, ∆, I) (2.12)

dg is the ground-state degeneracy, k is the wave vector of the reduced particle, v is the

asymptotic velocity when the two atoms are far apart, PTL is the probability that the loss

mechanism supervenes after reaching an internuclear separation RTL, PES is the excitation

and survival probability and ε accounts for all attractive excited potentials that contribute

to the collision.

Julienne and Vigué discussed also the nature of the collision interaction. They demon-

strated that the FCC mechanism arises from spin-orbit (radial) coupling at short range

and Coriolis (angular) coupling at long range. Thus spin-orbit coupling dominates for

heavy atoms and Coriolis coupling dominates for light atoms with small spin-orbit terms.

To summarize, both Gallagher-Pritchard and Julienne-Vigué models predict FCC

and RE rates in pretty good agreement with experimental results. Nevertheless they

present some limitations, for example both semiclassical models assume that the decayed

population after a first excitation does not contribute to the collision any more. This

condition is valid for low intensity lasers, but for high intensity fields the decayed

population can get re-exited which modifies significantly the probability of excitation at

different internuclear separations along the collision path.

2.2.2 Experimental investigation of 2-body losses in a Dy MOT

The experimental investigation of the 2-body collisional losses can be done by mea-

suring the MOT atom number’s decay with time, governed by the following equation:

Ṅ(t) = −N(t)
τ
− β

∫

V
n2 (r, t) d3r (2.13)

where one should integrate the spatial atomic density over the total volume V. τ is the

one-body lifetime resulting from collisions with residual gas in the vacuum chamber. It

is estimated to τ = 12(2) s.

In the low density regime, the density can be approximated by a gaussian profile, and
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eq. (2.10) can be rewritten as:

Ṅ(t) = −N(t)
τ
− βN2 (t)

(2π)3/2 wxwywz
(2.14)

with wx,y,z the 1/e MOT sizes. For high density regime, the atomic density becomes

constant as the volume increases with the atom number [87]. In this case, eq.(2.10) has

an analytical solution:

N(t) =
N0e−t/τ

1 + N0τβ

V (1− e−t/τ)
(2.15)

with V = (2π)3/2wxwywz.

Experimental sequence and fitting procedure

We prepare the MOT as described in the previous section, then we hold it for variable

time durations and we record the atom number and the trap sizes. In the following,

the given values of the laser detuning or intensity are those reached at the end of the

compression phase. We performed two sets of experiments to measure: the variation of

β as a function of the detuning for a fixed s = 0.65, and as a function of the intensity for

a fixed detuning ∆ ∼ −2π×4.4 MHz. Fig. 2.10 shows an example of two decay curves

measured for different detunings ∆/2π = −0.7 and − 2.17 MHz (circles and triangles

respectively). The fitting procedure of the data is slightly tricky as none of the previously
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Figure 2.10 – Decay curves for ∆ = −2π×0.7 MHz (circles) and ∆ =
−2π×2.17 MHz (triangles).

announced cases (constant volume or constant density) is observed experimentally. Both

the atomic density and the MOT volume changes with time and atom number as shown
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in Fig. 2.11. We start by fitting the growth of the volume with atom number (we observe
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Figure 2.11 – a) Variation of the atomic peak density with time during an atom
number decay sequence. The exponential fit gives an initial peak density n0 =
4.4× 109 cm−3 and a decay time τ = 7.6 s. b) Variation of the MOT volume with
atom number. The fitted slope is α = 10.3 mm3/108at.

a linear dependency) then we include this result in the differential equation (2.14) that

we solve numerically. We fit the data (atom number decay over time) with the obtained

solution with three free parameters: the initial atom number N0, the one-body lifetime

τ and the two-body loss constant β. The binary collisional loss process dominates at

short times as the density is high while background collisions (one-body loss mechanism)

account for the observation at longer times. We use bootstrap fitting technique a to have a

robust estimation of the fitting parameters and the corresponding error bars. Results are

presented in Fig. 2.12.

Interpretation of experimental results

The fitted value of the 2-body loss constant β accounts for all collisional loss processes

and it is difficult to attribute the losses to a specific process without further experimental

investigation.

We developed a simple model inspired from the above exposed models. Details of

this model can be found in refs. [82, 83]. As a first approximation, we consider only

one effective excited potential described by Vmol =
−λh̄Γ
(kr)3 , with a 1/e molecular lifetime

(µΓ)−1, where Γ is the excited state natural linewidth (ΓRed in our case) and k is the

light wave-vector. λ and µ are dimensionless parameters that characterize the molecular

aIt is a fit procedure that relies on random sampling with replacement. It is convenient since it does not
require any knowledge of the statistic distribution of the fitted parameter.
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potential. With this simple model, β can be extracted by:

β =
∫

drΓass(r)Ploss(r) (2.16)

where the quasi-molecule association rate Γass and the loss probability Ploss are given by:

Γass(r) =
µΓ
2

2s

1 + 4 [∆loc −Vmol(r)/h̄]2 /(µΓ)2
(2.17)

Ploss(r) = exp


 −µ

2
√

λ
(kr)5/2

√
h̄Γ
2Er

f

[(
1 +

E?

|Vmol(r)|

)−1/3
]
 (2.18)

with Er being the recoil energy, f (x) =
∫ 1

x
du√

u−3−1
and E? is the cutoff energy above which

a particle leaves the trap.

In the spin-polarized regime, the collisional loss constant β has an analytic expression:

βpol =
2π2λ2µ

3

(
Γ

∆loc

)2 sΓ
k3 exp


−0.264λ1/3µ| Γ

∆loc
|5/6

√
h̄Γ
Er


 . (2.19)

The obtained values from eq. (2.19) are presented with the dashed lines in Fig. 2.12. The

solid line in Fig. 2.12.a is the fit result with λ and µ as free parameters. We get λ = 0.75

and µ = 0.5. For the variation of β with the laser intensity, the agreement with the

model is good for large values of the saturation parameter (plotted for λ = 0.68 and

µ = 1.05). The values of λ and µ can be compared to those obtained by averaging over

all excited states. The large spin of Dy results in a complex net of molecular potentials

(2(2J + 1)(2J′ + 1) = 646 molecular potentials). When averaging over 323 attractive

molecular curves one gets λ̄ = 0.68 and µ̄ = 1.05.

To conclude, we measure βmin ' 2.3(5)× 10−11cm3/s in the spin-polarized regime, for a

saturation parameter s = 0.65, which is the optimal starting point for loading the optical

dipole trap.

In the presented above model, we consider only RE mechanism. The FCC mechanism can

be mapped to the case of Dy by replacing the fine-structure levels with levels resulting

from the j− j coupling between electrons from the inner 4f shell and 6s outer shells. The

difficulty remains in the determination of the excited states participating to the collision,

due to the complexity of Dy’s electronic structure.
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Figure 2.12 – a) Variation of the 2-body loss constant with the detuning for s = 0.65.
The solid line is a fit result with λ = 0.75 and µ = 0.5. The dashed line is obtained
for λ = λ̄ and µ = µ̄. b) Variation of the 2-body loss constant with the saturation
parameter for ∆ ' −2π×4.4 MHz. The dashed line is obtained for λ = λ̄ and
µ = µ̄.

2.3 Optical dipole trap

The idea of trapping and storing neutral atoms using a laser field was firstly suggested

by Letkhov in 1978 [98]. The first experimental demonstration of such a trap was done

by Chu et al. in 1986 [99] and it is considered as a breaking through result in the field

of cold atoms as it opened the door to different implementations: evaporative cooling,

optical tweezers for single atoms, optical lattices, etc. Here, I will recall the principal of

an optical dipole trap (ODT) and give the important parameters to characterize it. A

more detailed description can be found in ref. [100].

Let’s consider an atom in the presence of an external electric field ~E (r, t) = êE(r)e−iωt +

c.c where ê is the polarization unit vector, E(r) is the electric field amplitude at a position

r and ω is the field frequency. The atom can be considered as an oscillator with an

induced dipole moment ~p = α(ω)~E. We introduce here the complex polarizability α that

is a function of the frequency ω. The resulting interaction potential can be written as

Udip = −1
2
〈
~p · ~E

〉
= − 1

2ε0c
<[α]I(r) (2.20)

the brakets
〈
·
〉

correspond to time average and I(r) = 2ε0c|E(r)|2 to the laser intensity.

The force felt by the atoms in the presence of the laser field is given by ~Fdip = −~∇Udip(r).

We can calculate also the scattering rate by considering the atom as an oscillator that un-

dergoes absorption/emission cycles. The power absorbed by the atom and the scattering
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rate are

Pabs =
〈
~̇p~E
〉
= 2ω=[pE∗] =

ω

ε0c
=[α]I(r) (2.21)

Γsc =
Pabs

h̄ω
=

1
h̄ε0c
=[α]I(r) (2.22)

The presence of an external electric field shifts the energy levels of an atom. The

interaction hamiltonian is Hint = −µ̂E with µ̂ = −er̂ being the electric dipole operator.

The energy shift can be calculated using a second order time dependent perturbation

theory for non-degenerate levels. In the simple case of a 2-level atom:

∆E = ±|
〈
e|µ|g

〉
|2

∆eg
|E|2 = ±3πc2

2ω3
0

ΓI(r)
(

1
ω−ω0

+
1

ω + ω0

)
' ±3πc2

2ω3
0

Γ
∆

I(r) (2.23)

the ± sign accounts for the shift of the ground and excited states respectively, Γ is the

linewidth of the excited state and ∆ is the laser detuning with respect to the atomic

resonance. According to eq. (2.23), a red-detuned laser beam (i.e. ∆< 0) will result in

shifting the ground state level downward thus atoms get attracted to high intensity

regions. In the same way atoms get repelled from high intensity regions for a blue-detuned

laser field (∆> 0). In the general case of a multi-level atom, one needs to know all dipole

matrix elements µij =
〈

j|µ|i
〉

(cf. next chapter). The calculation of the µij coefficients

for Dy is challenging due to the complexity of the electronic spectrum. Few theoretical

works exist with this regard [101, 69]. Experimentally, we use gaussian laser beams with

an intensity profile:

I (r, z) =
2P

πw2(z)
exp

( −2r2

w2(z)

)
(2.24)

where z is the propagation direction, P is the power of the laser beam and w(z) =

w0

√
1 +

(
z

zR

)2
is the 1/e2 radius where w0 denotes the beam waist and zR =

πw2
0

λ is

the Rayleigh length. Combining eqs. (2.20) and (2.24) one can approximate the dipolar

potential with a harmonic potential around z = 0 and r = 0:

Udip ' −U0

[
1− 2

(
r

w0

)2

−
(

z
zR

)2
]

(2.25)
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we define the radial and axial frequencies as:

ωr =

√
4U0

mw2
0

(2.26)

ωz =

√
2U0

mz2
R

(2.27)

where U0 = P<[α]
ε0cπw2

0
. Hence a good characterization of the trap depth requires a good

knowledge of the atomic polarizability. Recent measurements by the group of R. Grimm

of the Dy dynamical polarizability at λ = 1064 nm determined the values of scalar and

tensor polarizabilities αs = 184.4 (2.4) a.u. and αt = 1.7 (6) a.u. [102]. They measured

collective oscillations in the optical trap and then used Potassium atoms, trapped by

the same beam, as a reference. This technique enhanced the accuracy with which the

atomic polarizability is determined. The announced values are larger than the measured

ones by both Lev and Pfau groups and in a good agreement with the reported numerical

studies [69].

2.3.1 Experimental setup

At the end of the MOT compression phase we shine on a 50 W laser beama working

at λ = 1070 nm and focused at the MOT position. We use this trap to transport atoms

from the MOT chamber to the science cell. The transport is done by moving the focal

point position thanks to a motorized translation stageb. The optical scheme is shown in

Fig. 2.13.

We measure the size of the beam at different positions and extract wx0 = 34.5(2) µm and

wy0 = 34.2(7) µm for the horizontal and vertical directions respectively. The fitted M2 is

on the order of 1.1 for both directions. We observe a slight astigmatism ' 0.5 mm, which

is smaller than the Rayleigh length zR = 3.5 mm. The presence of astigmatism reduces

the axial confinement which is a crucial aspect for this beam as we use it to transport

atoms from the MOT chamber to the glass cell. To estimate the quality of our beam, we

compute a power series expansion around z = 0 to get the curvature of the 1
wx(z)wy(z)

curve that is proportional to the intensity. For a gaussian beam the quadratic term is

aIPG Ytterbium Fiber Laser Model YLR-50-LP-Y12
bAerotech ANT130-160-L
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Figure 2.13 – Optical scheme of the transport trap

proportional to λ2

π2w6
0
, as a consequence one gets ωz ∝

√
curvature. We obtain

√
curvexp

curvideal trap
= 0.85

consistent with the measured astigmatism.

2.3.2 Measurement of oscillation frequencies

Axial dipole mode

The axial trapping frequency is recorded through the center of mass oscillation after

applying a sudden position shift δ of the potential along the axial direction z. Let us

consider the 1D-motion of a single atom along z in a finite depth trap, the oscillation

frequency can be expressed as:

ω = ωz f (zmax/zR) (2.28)

f (x) =
π

2

/∫ x

0
du
(

1
1 + u2 −

1
1 + x2

)−1/2

(2.29)

with ωz defined in eq. (2.27) and zmax is the maximum value of z reached during the

oscillation. Two main points have to be noted:

• the finite excitation amplitude leads to a frequency downshift. For a zero-temperature

cloud in a real trap, the oscillation would be dampless, of frequency ω(δ/zR). One
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should keep in mind that the center of mass oscillation amplitude is constant in an

ideal harmonic trap even for T > 0, the damping we are considering here is due to

anharmonicities).

• For a finite-temperature cloud, the thermal energy distribution leads to a distri-

bution of oscillation frequencies, leading to damped oscillations, with a mean

oscillation frequency Ω lower than ωz.

In the limit of a small excitation amplitude δ, the center of mass oscillation can be

approximated by:

z(t) = δ
∫

dερ(ε)e−ε/(kBT) cos [ω(zmax(ε))]

/∫
dερ(ε)e−ε/(kBT) (2.30)

' A cos [Ωt + φ] e−t/τ (2.31)

ρ(ε) is the density of state for a 1D dipole trap. The frequency Ω and damping time τ

depend on the truncation parameter η = U0/(kBT).

So far we assumed that the atom was located on the z axis. However, at finite temperature

we expect a thermal excitation of the radial motion. This leads to an effective reduction

of the axial potential energy, given by the thermal average over the radial coordinate:

Ueff(z) = 〈Udip(r, z)〉r (2.32)

Expected corrections to the oscillation frequency as a function of the finite excitation

amplitude the temperature are shown in Fig. 2.14. Experimentally, we fit the sloshing
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Figure 2.14 – a) Variation of the axial trapping frequency with the oscillation
amplitude. b) Variation of the axial trapping frequency with the η: for a 1D system
(solid line) and when taking into account radial effects (dashed line). c) Oscillation
damping time τ as a function of η.

motion of the atomic cloud’s centre of mass (cf. Fig. 2.15) and extract the values of axial
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frequency ω = 2π × 10.7(3) Hz and τ = 0.24(0.02) s, that corresponds to a truncation

parameter η ' 7.
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Figure 2.15 – Center of mass oscillation along the axial direction. The fit function
(solid line) is given by eq. (2.31).

Transverse radial mode

The previous analysis of large amplitude motion can be transposed to the radial

direction using:

ω = ωrg(rmax/w0) (2.33)

g(x) =
π√

8

/∫ x

0
du
(

e−2u2 − e−2x2
)−1/2

(2.34)

For the radial direction, the confinement is much higher thus the radial motion is very

small and it is difficult to measure with our imaging system. Instead we measure the

trapping frequency by exciting the breathing mode. This is done by ramping down the

laser power adiabatically then ramp it up to its maximal value suddenly. The description

made above can be transposed to the radial breathing mode in the collisionless regime,

with an expected breathing frequency of 2ωr in the harmonic regime. The frequency gets

reduced in the presence of collisions [103].

Experimentally, we measure ωr = 2π × 1.83(4) kHz and τ = 2.6(2) ms.

The scalar part of the dynamical polarizability can be deduced from the trapping fre-

quencies values:

αs =
ω2

r mπw2
0ε0c

4P
(2.35)

=
ω2

z mπz2
Rw2

0ε0c
2P

(2.36)
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From the previous discussion, we see that we cannot determine αs with an accuracy

higher than 20% due to the uncertainty on the value of the frequencies. It is mostly the

thermal effects that limit the precision of the measurement. In ref. [102], the authors

measured the trapping frequencies for different temperatures and they extrapolate to

the zero-temperature regime. Using αs = 184 a.u. and a power P = 40 W we get a trap

depth U0 ' 1 mK.

2.3.3 Loading the ODT

The starting point for loading the ODT is the spin-polarized regime for the MOT in

order to minimize binary collisional losses. Then we play with the loading duration, the

MOT position with respect to the focal point of the laser beam and the MOT density to

optimize the loading efficiency. For example, we see that the loading is more efficient

when we are out of focus as the effective volume of the trap is larger. Fig. 2.16.a shows

the atom number loaded in the ODT as function of the MOT loading duration. The

exponential fit gives a characteristic time τ = 4.13 s.

The density of the MOT plays also an important role during the loading of the trap. For

a fixed intensity I/Is = 0.13 and gradient ∇B = 1.71 G/cm, we compare the efficiency

of the loading at three different detunings ∆ = −2π × {1.1, 1.8, 2.2} MHz (always in

the spin polarized regime). Results are plotted in Fig. 2.16.b. We measure the loaded

atom number in the trap while holding the MOT and the laser beam on for various

durations. We clearly see that the efficiency decreases for the large value of the detuning

∆ = −2π×2.2 MHz (triangles) as the MOT volume increases and hence the density gets

lower.

After all optimizations, we get an overall loading efficiency ≥ 10 % with Ndip ' 1.5× 107.

2.4 Optical transport of a thermal cloud

Cold atom experiments get to be more and more complex with multiple stages.

Different lasers and magnetic fields are necessary to control the atomic state. Hence a

good flexibility of the experimental apparatus is needed. In order to have more optical

access, we perform optical transport from the MOT chamber to the glass cell.

In the first part of this section, I will expose the simple case of a harmonic trap and
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Figure 2.16 – a) Atom number loaded in the ODT as function of the MOT loading
duration. b) Atom number loaded in the ODT as function of the holding time of
the MOT and trap together for ∆ = −2π×1.1 MHz (circle), ∆ = −2π×1.8 MHz
(square) and ∆ = −2π×2.2 MHz (triangle).

show that there are optimal transport times for which the excitation induced during the

movement is reduced. Then, I will consider the case of a real trap. Finally, I will compare

experimental results to simulations and discuss optimal transport parameters.

2.4.1 Harmonic case

The transport problem can be treated classically. We consider only the motion of the

atoms along the axial direction as the radial confinement is ∼ 100 times larger than the

axial one, thus the excitation of the motion can be neglected along the radial direction

over the transport duration. As a first approximation, we consider the trapping potential

to be harmonic with an axial trapping frequency ωz. We note z0 (t) the center position of

the trap at a time t. In the moving frame attached to the trap, the potential acceleration

can be considered as an extra force described by −mz̈0 (t). One can get the cloud’s center

of mass position by applying Newton’s law:

z (t) = z0 (t) +
∫ t

0
dt′ sin

[
ωz
(
t′ − t

)]
z̈0
(
t′
)

(2.37)

We set the boundary conditions to be: z (0) = ż (0) = 0. For a finite transport time T, the

center of mass position is given by:

z (t > T) =
|F [z̈0] (ωz) |

ωz
sin (ωzt + φ) (2.38)
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with F [z̈0] (ωz) the Fourier transform of z̈ defined as:

F [z̈0] (ωz) =
∫ +∞

−∞
z̈0 (t) e−iωztdt (2.39)

Using the relation: F
[

f (n) (t)
]
(ωz) = (iωz)

n F [ f (t)] (ωz), we can rewrite eq.(2.38) as:

z (t > T) = |F [ż0] (ωz) | sin (ωzt + φ) (2.40)

At the end of the transport, the cloud center of mass oscillates at the trap frequency ωz

and with an amplitude given by the Fourier transform of the velocity profile applied

to the trap. These oscillations can be translated into heating (or atom losses for finite

trap depth). One can reduce this effect by choosing wisely the velocity profile of the trap

displacement.

An example of the acceleration and velocity profiles used in our experiment is presented

in Fig.2.17 (cf. Appendix A for more details on the used velocity profiles). For this

example, the Fourier transform of the velocity profile can be calculated analytically and

we get that the center of mass oscillation amplitude A ∝ sinc
(

ωzT
4

)
. We define T0 = 2π

ωz
,

the trap oscillation period. Then we see that A vanishes for transport duration T = 2nT0,

with n ∈N. In principle, one can transport an atomic cloud in a non-adiabatic manner

without introducing any heating. This technique is widely studied in literature and

known as the Shortcut to Adiabaticity [104].
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Figure 2.17 – Example of acceleration and velocity profiles applied to the translation
stage
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2.4.2 The real trap

Experimentally, two points need to be taken into consideration in order to optimize

the transport. First, real traps have a finite depth and for large oscillation amplitudes,

anharmonicity starts to play a role. Secondly, the finite lifetime in the dipole trap sets

an upper bound on the transport duration. In Fig.2.18.a, is presented the measured

oscillation amplitude of the center of mass as function of the transport duration. The

calculated amplitudes for the used acceleration profiles, following the simple model

presented in the previous paragraph, are also plotted (square). We see that for T > 1.1 s

we have a good agreement between our experimental results and the expected values.

For shorter times, the observed deviation can be due to anharmonicities. As one can

see in Fig.2.18.c the center of mass oscillation is quickly damped, thus the harmonic

trap approximation fails. We observe effects of shortcut to adiabaticity at T ' 0.9 s and

T ' 1.2 s for which we see local minima of the oscillation amplitude A. Fig. 2.19.a shows

the measured atom number after transport as a function of the duration of the latter. For

large T, the observed atom loss can be explained by the finite lifetime in the dipole trap.

For short T, the dipole trap potential becomes tilted due to acceleration. In the moving

frame, the expression of the trapping potential is given by:

U (r, z) = − U0

1 + z2

z2
R

e−2r2/w2(z) + maz (2.41)

with a being the acceleration profile applied to the trap. For mazR on the order of U0,

the trap becomes highly asymmetric and its effective depth gets reduced. In this case,

atom loss is caused by spilling (cf. Fig. 2.19). We set the time duration of the transport to

T = 1.173 s (duration that corresponds to the minimization of the sloshing at the end of

the transport).

We perform two sets of measurements to estimate the overall efficiency of the transport

and the lifetime in the ODT along the path from the MOT chamber to the glass cell. We

do round-trips between the MOT position and different positions along the transport path

with a variable waiting time either at the reached position z or at MOT position (Fig. 2.20)

such that the total duration of each measurement is equal to 2T = 2.346 s. Firstly we

notice that we have large losses around z = 80 mm from the MOT position, which

corresponds to the position of an ion pump. The magnetic field created by this pump can

be responsible for the observed losses, either by deforming the trap or by causing losses
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Figure 2.18 – a) Oscillation amplitude at the end of the transport as function of the
transport duration. The expected values from the harmonic model calculated for the
experimentally applied velocity profiles are presented in black squares (the dashed
line is drawn to guide the eye). b,c) Examples of centre of mass oscillation at the end
of transport for long and short transport duration.

through dipolar relaxation (to be studied in the next chapter). We use coils set around the

optical table to compensate for this field. Secondly, taking into account that the lifetime

in the glass cell is approximatively twice larger than the one in the MOT chamber (cf.

Fig. 2.19.b), we can set a lower limit to the mechanical efficiency of the transport. We

compare the remaining atom number in the trap after a wait time twait = 2.346 s in the

MOT chamber (time needed to do a round trip between the MOT chamber and the glass

cell) to the one obtained after a round trip to the glass cell multiplied by eτMOT /eτcell , with

τMOT = 4.7(7) s and τcell = 9.7(4) s the lifetimes in the MOT chamber and glass cell,

respectively. We measure an efficiency of 94%. In the glass cell, we have Ndip ' 1× 107.

To conclude, we were able to transport atoms from the MOT chamber to the glass cell

using a shortcut to adiabaticity technique that minimizes the induced heating during



2.4 Optical transport of a thermal cloud 47

1 1.5 2 2.5 3 3.5
0

0.5

1

Ttransport [s]

N
/

N
m

ax

0 2 4 6 8 10 12
0

0.5

1

t [s]

N
/

N
m

ax

a) b)

Figure 2.19 – a) Atom number after transport (normalized to the maximum value)
as a function of the transport duration. b) Measured decay curves in the MOT
chamber (circle) and in the glass cell (square). The fitted lifetime durations are
τMOT = 4.7(7) s and τCell = 9.7(4) s.
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Figure 2.20 – Atom number in the ODT after a round trip starting from the MOT
position (z = 0). z ' 280 mm is the glass cell central position. The total round trip
duration is fixed to T = 2.346 s. a) The holding takes place at the reached position.
b) The holding takes place at the MOT position after the round-trip.

the movement. At the end of the transport, the centre of mass oscillation amplitude is

∼ 30 µm i.e. ∼ 100 times smaller than the Rayleigh length zR. The oscillation amplitude

is also small with respect to the cloud size along the axial direction which is 1.3 mm.

We have ∼ 1× 107 atoms in the ODT which is a good starting condition for loading the

cross-dipole trap and proceed with the evaporation cooling to reach quantum degeneracy.





Chapter 3

Atom-Light interaction: trapping vs

heating

The atom light interaction is an essential ingredient in cold atoms experiments. From

trapping to atomic state manipulation with light, examples are numerous. In the first part

of this chapter, I will introduce the peculiarity of Dy when interacting with an external

AC electric field. Due to its large spin (J = 8 in ground state), vectorial and tensorial

contributions of the atomic polarizability cannot be neglected. As a consequence, the

atom-light interaction is spin-dependent. The second part of the chapter will deal with

with inter-atomic interactions in the presence of an external magnetic field. As it was

explained in chapter 1, the DDI plays a key role in dipolar gases. In this section I will

focus on one aspect of the DDI which is the dipolar relaxation; a binary loss mechanism

dependent on the strength of the applied magnetic field. I will start by reminding the

theoretical model from which we can derive the 2-body loss rate constant, and I will then

present and discuss our experimental results.

3.1 Optical light shift and photon-scattering rate

Let us start by recalling the equations connecting the atomic polarizability to the

optical potential felt by atoms in the presence of an external laser field. We consider

an atomic cloud submitted to a laser beam of angular frequency ω and intensity I(r).

The atoms are in the state |βJMJ
〉
, where J is the total angular momentum, MJ is the

azimutal quantum number corresponding to the projection of the angular momentum on

the quantization axis and β contains all the remaining quantum numbers.
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The presence of a laser beam will induce an energy shift on the atomic levels. This

effect is the well known light shift, or also called the dynamical Stark shift. For a laser

beam which electric field polarization is set by the complex unit vector u, the light shift

operator takes the following form [105]:

V̂J = −
1

2ε0c
I(r)

×
(

αs(ω)1̂− iαv(ω) [u? × u]
Ĵ

2J
+ αt(ω)

3
[(

u? · Ĵ
) (

u · Ĵ
)
+
(
u · Ĵ

) (
u? · Ĵ

)]
− 2Ĵ2

2J (2J − 1)

)

(3.1)

where the coefficients {αs, αv, αt} stand for scalar, vector and tensor dynamic dipole

polarizabilities respectively and Ĵ is the total spin operator.

The first remark that one can make is that the vector part vanishes for a linear polarization

of the laser electric field as [u? × u] = 0. Secondly, the tensor part vanishes for a total spin

J = 1/2 (cf. eq. (3.4)). The situation is different for lanthanide atoms like Dysprosium or

Erbium that have respectively J = 8 and J = 6 in their ground state.

Moreover the quadratic dependence on MJ of the tensor part opens the door to spin-

dependent manipulation of the atomic system. This kind of selective atom-light interac-

tion can be used to create non-classical spin states, as it will be explained in the chapter 5.

The difficulty remains in the correct determination of the atomic polarizabilities as it

requires a good knowledge of the excitation spectrum of the atomic species. They can be

calculated using the following formulas [69]:

αs = −
1√

3 (2J + 1)
α
(0)
J (ω) (3.2)

αv =

√
2J

(J + 1) (2J + 1)
α
(1)
J (ω) (3.3)

αt =

√
2J (2J − 1)

3 (J + 1) (2J + 1) (2J + 3)
α
(2)
J (ω) (3.4)
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where
{

α
(0)
J (ω), α

(1)
J (ω), α

(2)
J (ω)

}
take into account the parameters of all dipole-allowed

transitions. They can be obtained by a sum-over-state formula:

α
(K)
J (ω) =

√
2K + 1×∑

J′
(−1)J+J′





1 K 1

J J′ J



 |
〈

J′||d||J
〉
|2

× 1
h̄
<
[

1
ωJ′ J −ω− iΓJ′/2

+
(−1)K

ωJ′ J + ω− iΓJ′/2

]
(3.5)

In the equation (3.5), |
〈

J′||d||J
〉
|2 denotes the reduced dipole transition element from

spin state J to an intermediate spin state J′, ωJ′ J is the transition frequency and ΓJ′ is the

linewidth of the spin state J′. The curly brackets correspond to the Wigner 6-j symbol.

The photon-scattering operator can be obtained in the same fashion by replacing − 1
2ε0c

by 1
h̄ε0c in eq. (3.1) and taking the imaginary part of:

[
1

ωJ′ J −ω− iΓJ′/2
+

(−1)K

ωJ′ J + ω− iΓJ′/2

]
.

The estimation of the photon-scattering rate is very important, as it sets the typical time

for coherence and atom losses.

For Dy, a few theoretical [101, 69] and experimental [36, 106, 107, 102] investigations were

carried out with the goal of determining the values of αs, αv and αt, but the effects of

the anisotropy on the trap depth and the heating rate were less treated. The anisotropic

character of the dynamical polarizability was studied in an Erbium atomic ensemble [108],

where it was demonstrated that the depth of the optical dipole trap depends on the laser

field polarization. The potential depth is linked to the total polarizability by

U0 = − 1
2ε0c
< [αtot(ω)] I0

where αtot is the total polarizability (accounting for the scalar, vector and tensor contri-

butions), I0 = 2P
πwxwy

is the intensity at the center of a Gaussian laser beam of power P

and {wx, wy} are the beam waists. The determination of αtot was done by measuring ωi,

i ∈ {x, y}, the radial trapping frequencies as a function of the light polarization. The

value of αtotwas then extracted through the use of the following relation:

ωi =

√
4αtotP

ε0cπwxwyw2
i m
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To recapitulate, the anisotropy of the dynamical polarizability leads to a dependency

of the light-shift operator on the laser field polarization. Recent results obtained in our

transport beam show that for some specific laser polarizations, the light-shifts of the

ground and excited states are identical [109], in a similar fashion to the effect obtained

with a magic wavelength.

Next we will discuss the lifetime and heating of a cold atomic sample in the ODT and their

dependence on the laser field polarization. A good knowledge of this dependence allows

one to choose the most suitable experimental parameters, in terms of light polarization

and magnetic field orientation, in order to increase the lifetime and minimize the heating.

This optimization is crucial for the transport of atoms from the MOT chamber to the

glass cell.

Two sets of measurements were carried out in order to characterize the effects of the

polarizability anisotropy: the first was done with a laser beam at a wavelength λ, of

1070 nm (the transport beam, described in chapter 1) and the second, close to the 626 nm

narrow transition that is used both for the MOT and for spin dynamics experiments (see

chapter 5).

3.2 Lifetime and heating in a dipole trap at λ = 1070 nm

The electronic excitation spectrum of Dysprosium is quite complex due to the un-

paired electrons of the submerged 4f shell. The calculation of the polarizabilities at

λ = 1070 nm far detuned from any resonance, should account for all excited states. In

practice, it is mostly the broad transitions corresponding to the different excited state

manifolds J′ = {7, 8, 9} (with λ7 = 404.7 nm, λ8 = 418.8 nm and λ9 = 421.291 nm) that

contribute to the value of αs, but the spin-dependent terms are actually dominated by

the rest of the spectrum.

For a laser beam with a general polarization along u = cos θz + eiφ sin θx, the photon-

scattering rate can be written as follows:

Γ̂sc,J =
1

h̄ε0c
I(r)

[
α′s(ω)1̂ +

α′v(ω)

2J
sin 2θ sin φĴy

+ α′t(ω)
3

J (2J − 1)

(
cos2 θĴ2

z + sin2 θĴ2
x + sin 2θ cos φ

(
Ĵz · Ĵx + Ĵx · Ĵz

2

)
− Ĵ2

3

)
(3.6)
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where α′s, α′v and α′t are the imaginary parts of the scalar, vector and tensor polar-

izability, respectively. No experimental measurements exist for these three coeffi-

cients at λ = 1070 nm. However, the calculated values for λ = 1064 nm read:

{α′s, α′v, α′t} = {49.4,−11.3, 5.8} a.u.. It shows that the vector and tensor contributions are

considerable and should be taken into account.

3.2.1 Case of a circular polarization

Let us now consider a circularly polarized ODT, i.e. u = z±ix√
2

(in this case the quanti-

zation axis is the ŷ axis). We denote σ+ and σ− the right and left handed polarizations

respectively. The photon-scattering rate reads:

Γ̂sc,J =
1

h̄ε0c
I(r)

[
α′s(ω)1̂± α′v(ω)

2J
Ĵy − α′t(ω)

3Ĵ2
y − Ĵ2

2J (2J − 1)

]
(3.7)

and the projection over the state |J, MJ
〉

gives:

〈
J, MJ |Γ̂sc,J |J, MJ

〉
=

1
h̄ε0c

I(r)

[
α′s(ω)± α′v(ω)

MJ

2J
− α′t(ω)

3M2
J − J (J + 1)

2J (2J − 1)

]
(3.8)

with (±) corresponding to the σ(∓) polarization. The lifetime in the dipole trap is

expected to reach its maximal value for a σ− polarization, for an atomic sample spin

polarized in the ground state |J = 8, MJ = −8
〉

(the quantization axis is set by an external

magnetic field along the y direction). On the one hand, the photon-scattering rate is

reduced in such a configuration according to eq. (3.8), and on the other hand, the only

possible excitation occurs between |J = 8, MJ = −8
〉

and |J = 9, MJ = −9
〉
; thus the

sample remains spin polarized in the absolute ground state and dipolar relaxations are

prohibited. In order to verify this prediction, we measure the lifetime in the ODT as a

function of the polarization. We set the B field to be coinciding with the propagation

direction of the beam. We extract the decay time τ with an exponential fit. Results are

presented in Fig. 3.1. The two sets of data correspond to the same direction of B-field

but with opposite polarities, so the σ− polarization (squares) is transformed into a σ+

polarization (circles). The angle θ = 0 defines the angle of the λ/4 wave-plate that gives

a circular polarization (σ±).

Our experimental result confirms the hypothesis made above: the lifetime is maximal

for a σ− polarization.
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Figure 3.1 – Variation of the lifetime in the ODT as function of the polarization. θ
denotes the angle of the λ/4 wave-plate, θ = 0 gives the σ+ (circle) and σ− (square)
polarizations. The two curves correspond to the B-field pointing into opposite
directions.

3.2.2 Case of a linear polarization

We prepare the MOT in the spin-polarized regime, as it was explained in the previous

chapter. In this conditions, the MOT equilibrium position is well below the zero of the

quadrupole magnetic field (which is at the center of the MOT chamber). We use a vertical

bias B-field to adjust the zero position in order to have a spatial matching of the MOT

and the ODT. Then it is not possible to set a circular polarization for the trap. Let us now

consider the case where the laser beam is linearly polarized in the {x, z} plane (i.e for

φ = 0). The quantization axis is set by an external magnetic field, B = B z. The Rayleigh

scattering rate (process after which the atom returns to its initial state) is given by:

〈
J, MJ |Γ̂sc,J |J, MJ

〉
=

1
h̄ε0c

I(r)
[
α′s(ω)

+ α′t(ω)
3

J (2J − 1)

[
M2

J

(
cos2 θ − 1

2
sin2 θ

)
+ J (J + 1)

(
1
2

sin2 θ − 1
3

)]
(3.9)

The heating rate due to the gained recoil energy after the spontaneous emission can be

deduced from eq. (3.6):

Q̇ =
h̄2k2

2m
Γsc,J (3.10)

with k = 2π
λ being the wave vector and m the atomic mass.

For a spin polarized atomic sample in the absolute ground state |J = 8, MJ = −8
〉
, we
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can see from eq. (3.9) that the heating rate is minimal for θ = π/2, i.e. a laser polarization

perpendicular to the magnetic field direction. Experimentally, we measure the number of

loaded atoms in the ODT as function of its polarization angle θ, as well as the in situ size

of the cloud which is proportional to
√

T. As one can see in Fig. 3.2, we get the expected

behaviour: the heating is maximal for a linear polarization parallel to the magnetic field

direction and it is π-periodic. Also, we compare the ratio between the maximal and

minimal expected heating (cf. Fig. 3.3) calculated using the theoretical values of the

polarizability given in ref. [69], with the observed one: Q̇th(θ = 0)/Q̇th(θ = π/2) = 1.19

and σ2
exp(θ = 0)/σ2

exp(θ = π/2) = 1.23(13). The agreement between the model and our

results is relatively good.

To make sure that the observed behaviour is not due to Raman transitions caused by
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Figure 3.2 – a) Atom number loaded into the dipole trap as a function of the laser
beam polarization. We normalize to N0, the atom number loaded in the trap for a
horizontal polarization and a vertical magnetic field. b) Variation of the cloud size
with the laser beam polarization normalized to the maximum value.

the multi-mode character of the IPG laser, as it was explained in ref. [107], we repeat the

same experiment with a single-mode lasera, working at λ = 1064 nm with P = 45 W. The

latter is focused at the MOT position with a waist similar to the previously used IPG

laser (w ' 35 µm).

The same behaviour is recorded and clearly indicates that Raman transitions induced by

the multimode nature of the laser have no significant effect on the temperature increase

(cf. Fig. 3.4).

To summarize, we find that the behaviour of the far detuned ODT at λ = 1070 nm

depends on the polarization of the laser field. This anisotropic effect is not observed for
aAzur Light fibre laser ALS-IR-1064-50-I-SM
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Figure 3.3 – Calculated heating rate for a linearly polarized laser beam with
λ = 1070 nm, P = 45 W and w = 35 µm. The initial sate is the absolute ground
state |J = 8, MJ = −8

〉
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Figure 3.4 – a) Variation of the loaded atom number in the single-mode laser beam
with respect to its polarization, to be compared to the behaviour in a multi-mode laser
beam (Fig. 3.2). We normalize to N0 the maximal loaded atom number. b) Variation
of the cloud size with respect to the polarization normalized to the maximum value.

alkalis for example, showing the importance of the vector and tensor contributions from

the dynamical polarizability. For the transport beam, we choose a linear polarization

perpendicular to the vertical quantization axis. This polarization can be decomposed as
1
2 (σ
− + σ+). We have also demonstrated that the σ− would be the optimal polarization

for loading the ODT if the direction of the magnetic field can be set arbitrary with respect

to the beam propagation. As for the σ+ contribution it can be neglected due to the small

Clebsch-Gordon coefficient between the levels |J = 8, MJ = −8
〉

and |J′ = 9, M′J = −7
〉

(cf. Fig. 3.6).
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3.3 Lifetime and heating in a dipole trap at λ = 626 nm

The narrow transition at λ = 626 nm between J = 8 and J = 9 is used for the MOT

and for the manipulation of the atomic spin (cf. chapter 1 and chapter 5). Since it is a

transition relatively isolated from the rest of the excitation spectrum, the calculation of

the atomic polarizability can be done by neglecting all other transitions. We then get:

{αs, αv, αt} =
3πε0c3

ω3
0

Γ
∆

{
9

51
,

152
153

,− 40
153

}
(3.11)

with ω0 being the resonance frequency of the transition, Γ its linewidth and ∆ the laser

detuning from the resonance. The imaginary parts of the polarizability are proportional

to the real parts, with: α′i =
Γ

2∆ αi for i = {s, v, t}.
In contrast to the case λ = 1070 nm studied previously, the real part of the tensor

polarizability is now negative. Then one should expect an opposite behaviour for the

heating with respect to the laser field polarization. In other words, we expect to see

minimal heating rate for a polarization parallel to the local magnetic field.
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Figure 3.5 – a) Atom loss rate as a function of the polarization. We normalize to the
initial atom number before applying the red beam. b) Heating rate as a function of
the polarization. θ denotes the angle between the polarization unit vector and the
vertical axis.

Experimentally, we measure the atom number decay and the heating of a cloud

submitted to a red beam with different polarization. Experimental results (Fig. 3.5) show

an opposite trend to the expected one. This is due to the fact that one should take into

account also the heating due to the energy released after a dipolar relaxation; process
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in which two atoms undergo a collision followed by a spin flip of one or both atoms

(this process can be neglected for far detuned traps, treated previously, as it will be

explained in the following). This dipolar relaxation interaction is studied in detail in the

next section. In order to see effects due to dipolar relaxation, we need to have a spin

mixture sample. This is possible due to Raman scattering, a two-photon process that

changes the spin state of the atom. The Raman rate is proportional to the product of the

Clebsch-Gordan coefficients linking the two spin states (given in Fig. 3.6 for the relevant

states).

We can separate two cases:

• if the laser beam is linearly polarized parallel to the magnetic field, the atom

can be excited to the state | J′ = 9, MJ = −8
〉

and subsequently decay to

the state |J = 8, MJ = −7
〉

by spontaneous emission (scheme presented in

red in Fig.3.6). The probability to find the atom in the state MJ = −7 is then

Pπ,−7 ∝ (−0.333)2 (−0.943)2 ' 0.1.

• if the laser beam is linearly polarized, perpendicular to the magnetic field direction,

then we can consider that we have a superposition between a σ− light and a

σ+ light (blue scheme). For the σ− light, the only possible transition is between

| J′ = 9, MJ = −9
〉

and |J = 8, MJ = −8
〉
, thus the sample remains spin-

polarized. While for the σ+ light, the probability to end up in MJ = −7 is:

Pσ+,−7 ∝ 0.0812 0.4572 ' 0.001.

We see that the probability to transfer atoms to the MJ = −7 spin state is a hundred time

larger for a laser polarization parallel to the magnetic field direction in comparison with a

polarization perpendicular to this latter. Also, we can compare the heating due to dipolar

relaxation to the one expected from photon-scattering. The experiment was carried

out at a magnetic field of 1 G amplitude. The energy due to the Zeeman splitting is:

∆E/kB = gJµBB = 83 µK. This energy is comparable to the one gained by the atom due

to Rayleigh photon-scattering during the experimental sequence. With our experimental

parameters, we calculate the increase of the temperature during the 50 ms holding time,

we get ∆T (θ = π/2) = 86 µK and ∆T (θ = 0) = 19 µK. Experimentally, we measure

lower temperature increase (∆T (θ = π/2) = 11 µK and ∆T (θ = 0) = 1.8 µK). In fact,

there is another process that comes into play which is plain evaporation.
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Figure 3.6 – Clebsch Gordon coefficients for the J = 8→ J′ = 9 transition. Only
MJ < −7 are presented.

3.4 Dipolar relaxation

The dipolar relaxation is an exothermic process consisting in an inelastic collision in

a non-zero magnetic field, followed by a spin flip of one or both atoms and an energy

release corresponding to the Zeeman energy difference between the initial and final

state. The released energy can be translated into atom losses if it exceeds the trap depth,

otherwise it leads to a heating of the sample. This process limits the atomic density in a

trap and can prevent reaching quantum degeneracy.

3.4.1 Theoretical derivation of the two-body loss rate and its dependence on the

B-field

In this section, I will derive the expression of the two-body loss rate, following the

model presented in ref. [110].

The dipolar interaction potential between two spin states Ĵ1 and Ĵ2 is given by:

UDDI(r) = µ0(gJµB)
2

(
Ĵ1 · Ĵ2

)
− 3

(
Ĵ1 · r̂

) (
Ĵ2 · r̂

)

4πr3 (3.12)

with r = |r| = |r2 − r1| the interatomic separation. The interaction potential UDDI is

invariant under a simultaneous rotation of the spin and the spatial coordinates with

respect to a chosen axis, thus the total angular momentum is conserved. On the contrary,

the projection of the spin momentum varies by ∆MJ = 0, ±1 and the projection of the
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orbital momentum by ∆l = 0, ±2, which means that the spin flip is accompanied by a

spinning of the atomic pair.

We consider two spin states oriented along the quantization axis z, we can then decompose

the tensor part of eq. (3.12) in terms of J+ =
(

Jx + i Jy
)

and J− =
(

Jx − i Jy
)
, the raising

and lowering spin operators.

Ĵ1 · Ĵ2 − 3
(
Ĵ1 · r̂

) (
Ĵ2 · r̂

)
= J1z J2z

+
1
2
(J1+ J2− + J1− J2+)

− 3
4
(2zJ1z + r− J1+ + r+ J1−)× (2zJ2z + r− J2+ + r+ J2−)

(3.13)

we define z = z
r , r+ = x+iy

r and r− = x−iy
r , with {x, y, z} are the position operators. We

can isolate three different contributions:

• the J1z J2z and zJ1zzJ2z terms describe elastic collisions that conserve the spin of each

atom.

• the (J1+ J2− + J1− J2+) term describes a spin exchange between the pair but the total

spin is conserved.

• the terms responsible for the dipolar relaxation are the following: zJ1z · r+ J2−,

r+ J1− · zJ2z for a single spin flip, and r+ J1− · r+ J2− for a double spin flip.

In the presence of an external magnetic field, the Zeeman sub-levels are splitted and

the energy difference between two successive spin states is equal to ∆E = gJµBB. Let

us consider two colliding atoms with |Ki| = ki and |Kf| = k f the relative momenta

corresponding to the initial and final states |i
〉

and |f
〉
. The energy conservation condition

sets:

h̄2k2
f

2mr
=

h̄2k2
i

2mr
+ ∆MJ × gJµBB (3.14)

where mr =
m
2 is the reduced mass.

In order to understand the dependence of the dipolar relaxation on the magnetic field,

we need to derive the collision cross-section σ that links the expected two-body loss rate
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βdr to experimental conditions (e.g. the temperature of the cloud, the magnetic field,

etc.). βdr can be accessed experimentally by measuring the decay rate for different B-field

amplitudes.

The collision cross-section can be calculated using scattering theory. For relatively weak

magnetic field, the dipole-dipole interaction can be treated using perturbation theory

and one can apply the first order of the Born approximation (check ref. [111] for the

detailed calculation). This approximation is valid if the following condition is fulfilled:

Rddki � 1, with Rdd =
mµ0(gJ µB)

2
J2

4πh̄2 being the characteristic length scale of the dipole-

dipole interaction potential. In other words, this approximation is valid if the amplitude

of the dipole-dipole interaction is weak with respect to other energy scales of the system

or for a low energy system. Rdd is on the order of 20 nm for Dy in its ground state,

which means that the temperature of the sample should be ≤ 5 µK to be in the regime

where the approximation is valid. Otherwise, one should take into account molecular

potentials while calculating the scattering cross-sections. In the Born approximation, the

cross-section is given by:

σ =

(
m

4πh̄2

)2 1
kik f

[∫
|ŨDDI (Ki −Kf) |2δ

(
|Kf| − k f

)
dKf

+ ε
∫

ŨDDI (Ki −Kf) Ũ?
DDI (−Ki −Kf) δ

(
|Kf| − k f

)
dKf (3.15)

where ŨDDI(K) is the Fourier-transform of the DDI potential, contracted between the

initial state |i
〉

and final state |f
〉
:

ŨDDI(K) =
∫ 〈

i|UDDI(r)|f
〉
e−iK·rd3r = µ0 (gJµB)

2 J1 J2

(
cos2 α− 1

3

)
(3.16)

with α being the angle between K and the magnetic field B. The ε factor is equal to +(-)1

if the two colliding particles are bosons (fermions) with identical spin states either in the

incoming or outgoing channel, and 0 if the spin states are different in both incoming and

outgoing channel.

In the context where the two colliding atoms are initially both in the maximally stretched
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state |J, MJ = +J
〉
, solving eq. (3.15) gives:

σ0 =
16π

45
J4

(
µ0 (gJµB)

2 m
4πh̄2

)2

[1 + εh(1)]

σ1 =
8π

15
J3

(
µ0 (gJµB)

2 m
4πh̄2

)2 [
1 + εh(k f /ki)

] k f

ki

σ2 =
8π

15
J2

(
µ0 (gJµB)

2 m
4πh̄2

)2 [
1 + εh(k f /ki)

] k f

ki

(3.17)

{σ0, σ1, σ2} are respectively the cross-sections for elastic collisions and 1,2 spin-flip inelas-

tic collisions. The h(x) function is defined as:

h(x) = −1
2
− 3

8

(
1− x2)2

x (1 + x2)
ln

(
(1− x)2

(1 + x)2

)
(3.18)

For a thermal cloud, the incoming momentum is given by ki =
mvrel

2h̄ and one has to

average over all possible relative velocities vrel. The thermal averaging of a function

f (vrel) can be calculated using:

〈 f (vrel)〉th =

(
m

4πkBT

)3/2 ∫ ∞

0
4πv2

rele
−mv2

rel/(4kBT) f (vrel)dvrel (3.19)

Fig. 3.7 shows the variation of the ratio 〈k f /ki〉th with the temperature of the sample for

three different values of the applied magnetic field. The calculation is done for a single

spin-flip (∆MJ = 1). The variation of the function h(〈k f /ki〉th) with the temperature is

also presented.

In our case, we are rather in the situation where MJ < J. Then the cross-sections need

to be adjusted with respect to the different cases. We suppose that we have only atoms

in the two lowest spin states |J = 8, MJ = −8
〉

and |J = 8, MJ = −7
〉

(cf. experimental

realization in the next section). The possible collisions that can take place are:

• From a spin polarized to a spin mixture pair with 1 spin-flip:

| MJ1 = −7, MJ2 = −7
〉
→ | M′J1

= −8, M′J2
= −7

〉
. The corresponding

cross-section is given by:

σ
p→m
1,ε=1 = σ1(MJ1 − 1)2 (J2 + J −M2

J1
+ MJ1

)
/
(
2J3) (3.20)
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Figure 3.7 – a) The variation of the ratio 〈k f /ki〉th with the temperature for different
values of the magnetic field. The calculation is done for a single spin-flip, i.e.
∆Mj = 1. b) The corresponding h(〈k f /ki〉th) function.

• From a spin polarized to a spin polarized pair with 2 spin-flips:

| MJ1 = −7, MJ2 = −7
〉
→ | M′J1

= −8, M′J2
= −8

〉
. The corresponding

cross-section is given by:

σ
p→p
2,ε=1 = σ2

(
J2 + J −M2

J1
+ MJ1

)2
/
(
4J2) (3.21)

• From a spin mixture to a spin polarized pair with 1 spin-flip:

| MJ1 = −7, MJ2 = −8
〉
→ | M′J1

= −8, M′J2
= −8

〉
. The corresponding

cross-section is given by:

σ
m→p
1,ε=1 = σ1(MJ1)

2 (J2 + J −M2
J1
+ MJ1

)
/
(
2J3) (3.22)

σ{1,2},ε are given by eq. (3.17). The notation σa2→a3
a1,ε=1 corresponds to the cross section for

a1 = {1, 2} spin-flip with a gas initially in the state a2 = {p, m} that ends in the state

a3 = {p, m} after the collision (p for a spin polarized state and m for a spin mixture).

Now that we expressed cross-sections for the different cases, we can derive the 2-body

loss coefficient βdr.

• For a spin polarized initial state (1st and 2nd cases):

βa
dr = 〈

[
σ

p→m
1,ε=1 + σ

p→p
2,ε=1

]
vrel〉th (3.23)

• For a spin mixture initial state (3rd case):
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For a spin mixture sample with two different spin states a and b. One need to

take into account contributions from collisions between (a− a), (b− b) and (a− b)

spin states. Loss rate coefficients βa
dr and βb

dr associated with (a− a) and (b− b)

collisions can be obtained from eq. (3.23). The inter-species loss rate coefficient is

given by:

βab
dr = βba

dr = 〈
[
σ

m→p
1,ε=1 + σm→m

1,ε=0 + σm→m
2,ε=0

]
vrel〉th (3.24)

In our experiment σm→m
1,ε=0 = σm→m

2,ε=0 = 0.

The 〈·〉th braket denotes the thermal averaging.

3.4.2 Experimental investigation of the dipolar relaxation in a thermal gas

The experiment was carried out in the cross-dipole trap (cf. next chapter). We first

perform an evaporation to 10% of the initial trap depth over 0.7 s in order to lower the

temperature of the cloud, then we compress the trap to 50% of its initial value to suppress

atom losses due to evaporation. This step is followed by a 450 ms waiting time to permit

the system to reach an equilibrium state. At this point, we have a spin-polarized sample

in the absolute ground state |J = 8, MJ = −8
〉
. We then shine a red beam on the cloud to

transfer a fraction of the population to higher MJ states. We use a laser beam linearly

polarized parallel to the magnetic field direction, detuned by ∆ = −2π×2 GHz from the

resonance. This beam couples the state |J = 8, MJ = −8
〉

to the state |J′ = 9, MJ′ = −8
〉
,

then by spontaneous emission, a fraction of the population can be transferred to the

excited Zeeman sub-level |J = 8, MJ = −7
〉
. In our experiment, we estimate the Raman

scattering rate to be ΓRaman ' 11.6 s−1 between |J = 8, MJ = −8
〉

and |J = 8, MJ = −7
〉
.

We apply the red beam for a duration between 0 and 50 ms and we measure the atom

number decay. The time evolution of the different states population is given by:

N′a (t) = ΓRamanNb (t)−
1
τ

Na (t)−
βa

Vmean
N2

a (t)−
βab

Vmean
Na (t) Nb (t) (3.25)

N′b (t) = −ΓRamanNb (t)−
1
τ

Nb (t)−
βab

Vmean
Na (t) Nb (t) (3.26)

where τ corresponds to the one-body lifetime fixed by collisions with the residual gas in

the glass cella, Vmean is the average volume given by Vmean =
√

8 (2π)3/2 σxσyσz with σi

aIts value is determined from independent measurements and estimated to τ = 21(4)s.
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being the 1/
√

e spatial width along the three axis {x, y, z}. We assume that the only state

populated with MJ > −8 is MJ = −7 and we neglect population in higher MJ states.

We define Na to be the population of the state |J = 8, MJ = −7
〉

and Nb the population

in |J = 8, MJ = −8
〉
. Since b corresponds to the ground state |J = 8, MJ = −8

〉
, the

two-body loss coefficient βb is set to zero.

We solve the differential system numerically and we fit the solution to experimental
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Figure 3.8 – a)Example of decay curves for B = 1 G (square) and B = 10 G (circle).
b) Temperature increase during a sequence

data with four free parameters: initial atom number in each spin-state Na0 and Nb0, loss

coefficient for collisions between two identical spins βa and the inter-species loss rate βab.

Results are presented in Fig. 3.9. The obtained values of the βab constant agree quite well

with the theoretical description. The observed deviation between experimental values

of the βa and theoretical curves can be understood as follow: in our experiment, the

population of the b state is much larger than the one in the a state (Na ∼ 0.1Nb). As a

consequence, the fitting of the βa coefficient is less robust since the corresponding decay

term is proportional to N2
a .

The main uncertainty on the value of the loss coefficient β is related to the uncertainty

on the volume. As one can see in Fig. 3.8, the temperature of the cloud increases during

the time of the experiment, and so the average volume is not constant. For estimating

error bars, we fit data for the lowest and highest temperature reached during the 50 ms

evolution and we take the difference between the two obtained values.

The overall agreement between our experimental results and the theory is good. We

should also note that our experimental conditions are at the limit of the validity of

the Born approximation. In order to be totally rigorous, one should take into account
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Figure 3.9 – a) The βa coefficient as a function of the B-field. b) The βab coefficient as
a function of the B-field. The shaded areas give the calculated two-body loss coefficient
for T∈ [5, 10] µK.

molecular potentials in the calculation of the two-body loss coefficient.

For large amplitudes of the magnetic field, the two-body loss coefficient is expected to

vary as
√

B. We verify this dependence by plotting the fitted value of β as function of
√

B (Fig. 3.10).
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Figure 3.10 – a) The βa coefficient as a function of
√

B. b) The βab coefficient as a
function of

√
B. The shaded areas give the calculated two-body loss coefficient for

T∈ [5, 10] µK.

To conclude, those studies show how peculiar this atom is compared to alkali species

and therefore the complexity it involves to cool towards quantum degeneracy. The

understanding and characterization of these effects is essential for choosing optimal

experimental parameters.



Chapter 4

Interactions between Dysprosium

atoms and evaporative cooling

Forced evaporative cooling has proved to be an efficient technique allowing to reach

quantum degeneracy [112, 113], ever since the first observation of a Bose-Einstein Con-

densate (BEC) in 1995 [5, 4]. The principle consists in reducing the depth of the trap

holding the atomic cloud in a controlled manner such that highly energetic particles

escape the trap; the thermalization of the remaining atoms leads to a narrower energy

distribution, thus a colder cloud. I will expose in this chapter the study we performed on

evaporative cooling in our Dy gas under different experimental conditions after transport

from the MOT chamber to the science cell.

The chapter will be organized as it follows: in the first section, I will present the investi-

gation of evaporative cooling in a single beam ODT and discuss the limits. The second

part covers the loading and characterization of the crossed optical dipole trap (cODT).

In the third section, I will set out the peculiarity of the anisotropy induced Feshbach

spectrum in Dy that can be used to tune the nature and strength of interactions in the

sample. Finally, I will report on the experimental investigation of evaporative cooling in

the cODT.

4.1 Forced evaporation in a single far detuned optical beam

Let us start by recalling important parameters to consider for the cooling process.

In a harmonic trap with a geometric mean trapping frequency ω̄ = (ωxωyωz)1/3, the
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atomic peak density for a thermal gas is given by:

n0 = Nω̄3
(

m
2πkBT

)3/2

(4.1)

where N is the trapped atom number and T the temperature of the cloud. The efficiency

of the evaporative cooling process depends on the elastic collision rate that ensures an

efficient thermalization of the sample. The mean collision rate per atom is given by:

Γel =
n0√

8
σelv (4.2)

with v =
√

16kBT
πm being the mean relative thermal velocity. For the elastic cross-section σel,

one needs to take into account contributions from the short-range interactions mediated

by the VdW potential and contributions from the long-range interactions due to DDI, as

described in chapter 1 (section 2.3). Combining eqs. (4.1) and (4.2), we can rewrite the

collisional rate as:

Γel = Nω̄3 m
2π2kBT

(σD + σs) (4.3)

As we can see the main reduction of the elastic collisions rate comes from lowering the

ODT laser power since ω̄ ∝
√

P. Hence the variation of the power profile over time has to

be well chosen such that the temperature drop compensates for the trap depth reduction

i.e. η = U0/kBT remains constant, with U0 denoting the trap depth. The goal of the

evaporation is to increase the phase space density which is given by:

PSD = n0Λ3
dB = N

(
h̄ω̄

kBT

)3

(4.4)

where Λ3
dB is the de Broglie wavelength. In a 3D harmonic trap, the BEC phase transition

occurs at a value of the PSD = ζ(3) ' 1.2.

Experimentally, we reach the glass cell with ∼ 1× 107 atoms in the ODT at an initial

temperature Tinitial ' 119 µK, which set Γel, initial ' 450 s−1 and PSDinitial ' 2.1× 10−5.

We need then to proceed with an evaporation sequence with a well chosen laser power

profile in order to increase the PSD. It was shown in ref. [114] that for a harmonic trap, if

the evaporation occurs with a constanta parameter η = U/kBT, the optimal ramp for the

athis is not rigorously true during the evaporation sequence but it consists in a good starting point to
understand the dynamics.
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laser power that maximizes the PSD has the following form:

P(t) = P0

(
1 +

t
τevap

)ξ

(4.5)

with P0 the initial laser power. We define r = Pf/Pi the ratio between initial power and

the reached power at the end of the evaporation. We define the characteristic time of the

evaporation ramp as:

τevap = tevap

(
r1/ξ − 1

)−1
(4.6)

where tevap is the total duration of the ramp. We performed two sets of measurements to

optimize the evaporation ramp. First, we set r = 0.1, tevap = 5 s and we scan the power

law exponent ξ (results presented on the left hand side in Fig. 4.1). Secondly, we keep

the same ratio r = 0.1, we set ξ = 1 (τevap is negative in this case) and we scan the total

duration of the ramp tevap (results presented in Fig. 4.1, right panels). In Fig. 4.1, we

introduce the evaporation’s efficiency γ defined as:

γ = − ln[PSDfinal
/

PSDinitial]

ln[Nfinal
/

Ninitial]
(4.7)

We see that the optimal PSD that we can reach is 4 orders of magnitude lower than the

condensation threshold. In fact we notice that the elastic collision rate is reduced by a

factor ∼ 10 with respect to its initial value. The thermalization becomes extremely slow,

which is limited by the finite lifetime in the trap. The evaporation is almost stagnant, as

lowering the trap depth results only in atom losses. The problem with a single beam

trap is that the confinement along the axial direction is weak, hence the atomic cloud is

quite elongated along this direction which results in a lower atomic density. To overcome

this limitation one solution consists in increasing the atomic density by increasing the

confinement of the trap. This can be done by intersecting the first ODT with a second

one, and atoms will be trapped in the crossed region.
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Figure 4.1 – Evaporation in a single beam: the measured remaining atomic fraction,
collisional rate, PSD and evaporation’s efficiency (from top to bottom) as a function
of the power law exponent ξ (left) and the evaporation total duration tevap (right).
For both sets of measurement the laser power is ramped down to 10% of its initial
value. The data on the left were taking with tevap = 5 s, and ξ was fixed to 1 for the
data on the right.

4.2 Crossed dipole trap

4.2.1 Characterization of the crossed dipole trap

We transfer the atoms from the transport beam to a crossed optical dipole trap (cODT)

formed by two intersecting far detuned optical beams with a relative angle θ ' 90◦

(cf. Fig. 4.2). Both lasersa are single mode and operate at a wavelength λ = 1064 nm.

Both optical beams have an elliptic shape {wx1, wy1} = {44.8, 28.3} µm and {wx2, wy2} =
{63.1, 40.9} µm (here, y defines the vertical direction) and reach a maximum power on

the atoms of 5 W and 9 W, respectively. In the crossed region, the overall trap depth is

aALS-IR-10-1064-SF, Azur Light System
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Figure 4.2 – Left: top view of a schematic of the three ODTs crossing in the glass
cell. Right: absorption imaging of the three ODTs.

simply given by Ucross = U1 + U2, with U1 (U2) the trap depth of ODT1 (ODT2) alone.

The effective waists of the crossed region can be obtained by:

weff,i =

((
U1

Ucross

1
w2

i1

)
+

(
U2

Ucross

1
w2

i2

))−1/2

(4.8)

where i denotes the horizontal and vertical directions {x, y}. The trapping frequency

of the crossed region is equal to the quadratic sum of the two trapping frequencies for

each beam ωcross =
√

ω2
1 + ω2

2 for the three axis {x, y, z}. For a gaussian beam, ω scales

as
√

P with P the total power. During the evaporation, the laser power is reduced and

effects of gravity start to play a role. We are interested in the trap shape deformation

along the vertical direction when taking into account the gravity g = gŷ; we restrict the

discussion to the potential along the ŷ axis only:

U(x = 0, y, z = 0) = −U0 exp

(
−2y2

w2
y0

)
−mgy (4.9)

The potential shape can be characterized by the dimension less parameter α =
mgwy0

U0
. If α

is larger than a critical value αc = 2
/√

e ' 1.213 then the potential does not feature a

minimum and atoms are lost. In the opposite case, the minimum exists and we denote

y = y∗ its position. Nevertheless, the trap depth and as a consequence the trapping

frequency are reduced. In Fig. 4.3, we plot the variation with α of the minimum position

y∗, the trap depth U∗ and the trapping frequency ω∗.

For P = Pmax we measure ωx0 = 2π × 379 Hz and ωy0 = 2π × 792 Hz. We measure

also trapping frequencies of the crossed region for different powers along the vertical
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Figure 4.3 – Gravity effects: a) deformation of the trap shape for different values of
α. b) variation of the trap minimum position as a function of α. c) and d) reduction
of the trap depth and trapping frequency with α, respectively.

and horizontal directions. Results are reported in Fig. 4.4. For the horizontal direction

(Fig. 4.4.b) the solid line corresponds to a frequency reduction given by ωx(r) = ωx0
√

r

with r = Pf/Pi. The measured values are well represented by this curve. For the vertical

direction (Fig. 4.4.a) the square-root behaviour is plotted in dashed line. We see that the

measured frequencies are well below the expected values from the ideal case. The solid

line is a fit to the experimental data taking into account effects of gravity with one free

parameter being the initial trap depth. We get U0/kB = 148(5) µK, to be compared with

the expected value for an ideal case which is U0/kB = 195 µK (the observed discrepancy

can be due to the fact that the laser beams do not have ideal gaussian profiles). From

now on, we use the result of the fit to determine the vertical trapping frequency as a

function of the power.
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Figure 4.4 – a) Vertical trapping frequency of the cODT as a function of r = Pf/Pi.
In dashed line is the expected behaviour in the absence of gravity (ω = ωmax

√
r),

and in solid line is the one with gravity effects. b) Horizontal trapping frequency as
a function of r. The solid line presents the expected square-root behaviour.

4.2.2 Optimizing the loading into the cross dipole trap

We start optimizing the loading of the cODT by adjusting the spatial overlap between

the transport beam (IPG laser) and the cODT position. We measure the transferred atom

number in the intersection region as a function of the final position of the IPG focal

point (Fig. 4.5). We observe two local maxima separated by ' 3 mm that corresponds

to the IPG Rayleigh length. Indeed the loading efficiency is higher out of focus since

the effective volume of the transport beam becomes larger and coincides better with

the effective volume of the cODTa. For |z| > zR the spatial overlap is too weak and the

loading efficiency drops. This behaviour was observed also when loading the IPG beam

from the MOT (chapter 2).

In order to have an efficient transfer from one trap to the other, the trap depths should

be similar. In our case the IPG trap has a depth of ' 1 mK while the cODT depth is

approximatively 7 times lower. Hence a first step of evaporation on the IPG alone is

required. We performed two sets of measurement to optimize this evaporation ramp.

The first sequence consists in optimizing the transferred atom number into the cODT as

a function of the evaporation ratio r = PIPG,f/PIPG,i. We use a power profile for the IPG

laser given by eq. (4.5) with ξ = 1.75 and tevap = 2.5 s. We plot in Fig. 4.6 the loaded

atom number in the cODT (squares) as well as the atom number in IPG (without the

aThe effective radial waist of the crossed region is on the order of 50 µm while the IPG waist is 34.5 µm.
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Figure 4.5 – Loaded atom number in the cODT as a function of the final position of
the transport beam focal point. zR denotes the Rayleigh length of the transport beam.
For this measurement, the depth of the transport beam was reduced to 15% of its
initial value.

cODT) as a function of r. The maximum is reached for r = 0.15 where we have a loading

efficiency of ∼ 37%.
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Figure 4.6 – The transferred atom number from the IPG to the cODT (squares)
and the remaining atom number in the transport beam in the absence of the cODT
(circles) as a function of the IPG evaporation ratio r.

To make sure that these parameters give the optimal starting condition for the evaporation

sequence that will follow, we measure the PSD in the cODT after an evaporation ramp

where the depth of this latter is reduced to 5% from its initial value. We scan both r and

tevap of the IPG evaporation step. Results are reported in Fig. 4.7. We fix r = 0.15 and

tevap = 3 s.
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Figure 4.7 – a) Measured PSD in the cODT as a function of starting conditions. We
scan the IPG evaporation ratio r and duration tevap. After the loading of the cODT,
the IPG is turned off and we proceed with an evaporation sequence over the cODT
depth down to 5% of its initial value. The PSD is measured at the end of this step. b)
The measured PSD as a function of r for tevap = 3 s.

4.3 Controlling the interactions via Feshbach resonances

Feshbach resonances have emerged as an essential tool for tailoring interactions in

cold atoms experiments [115]. For two colliding particles, a resonance appears when

the energy of the entrance channel matches the energy of a bound state of a molecular

potential, as described in Fig. 4.8.a. The energy of the closed potential VClosed can be

tuned thanks to the Zeeman effect by means of an external magnetic field. This is usually

referred to as magnetic Feshbach resonance. It is also possible to use an external electric

field [116] or an optical field to induce a Feshbach resonance [117, 118]. The use of

magnetic fields is commonly implemented because of its ease and it will be the focus of

this section.

In the presence of a Feshbach resonance, the phase shift is modified during a binary

collision which results in field-dependent expression for the scattering length a (Fig. 4.8.b):

a(B) = abg

(
1− ∆

B− B0

)
(4.10)
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with abg being the background scattering length, B0 the pole of the resonance and ∆

its widtha. In a classical picture, the scattering length a can be seen as the radius of an

effective hard sphere potential during a contact interaction. The elastic cross-section is

thus proportional to a2. As a result, one can tune the strength of the contact interaction

by tuning the value of a. For dipolar gases, this experimental knob is very appealing

as one can adjust the interplay between long-range DDI and the short-range contact

interaction, i.e. by adjusting the ratio εdd = aD/a (cf. chapter 1 section 2). This feature

was exploited to reach the strongly dipolar regime that lead to the observation of a large

span of dipolar effects such as magnetostriction [34], BEC collapse in a d-wave [119] or

more recently the realization of quantum droplets in a Dy BEC [38]. It can be used also

to stabilize the BEC and prevent its collapse due to DDI.

To detect the Feshbach spectrum, one technique consists in observing atom losses as

0
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Figure 4.8 – a) Schematic of molecular potentials during a binary collision. Esc is
the scattering energy at the entrance channel. A Freshbach resonance occurs if Esc
matches the energy of a bound-state of the closed channel. µentrance and µclosed are the
magnetic moments of the entrance and closed channels respectively. b) Schematic
of the scattering length’s variation with the magnetic field B (blue curve). The red
curve presents the variation of the binding-energy with magnetic field (see text). B0
denotes the resonance pole position, ∆ is the resonance width, Bc is the zero crossing
and δB is the zero binding-energy shift with respect to an open channel.

a function of the applied magnetic field. Close to a resonance, losses driven by 3-body

recombination are enhanced. A resonance pole position can be approximatively located

as the magnetic field for which the atom loss is maximum. An example of a loss spectrum

is presented in Fig. 4.9. The characterization of a resonance can for example be done by

aDefined as the magnetic field difference between the pole and the field corresponding to a null scattering
length.
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measuring the bound state energy versus magnetic field using a standard technique of

molecular association by magnetic field modulation [120].
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Figure 4.9 – Measured loss spectrum for a magnetic field ranging from 1 to 6 G. The
maximum loss positions correspond to Feshbach resonances poles. The measurement
was done at T = 1.5 µK. Nmax is the measured atom number far from resonances.
We have Nmax ' 1× 104.

The experimental investigation of the Feshbach spectrum was performed for the three

bosonic isotopes in their ground state [121, 120] over a large span of magnetic field while

the Feshbach spectrum of fermionic isotopes is less treated (only one measurment for the

isotope 161Dy at low field). Few theoretical studies exist as well [122]. The first striking

feature of the studied spectra is the high density of Feshbach resonances, a behaviour

completely different from what has been observed in alkali-metal cold gases. We see in

average between 3 and 5 resonances per Gauss.

This behaviour results from:

• the large number of Zeeman sub-levels leading to numerous closed channels,

• the various types of anisotropic interactions (DDI, anisotropic dispersion interaction)

allow to couple together many different channels.

Experimental measurements report resonances at high and low fields (down to ∼0.2 G),

with some broad resonances above a dense background of narrow ones. A sensitive

dependence of the resonance density on the temperature of the sample was observed

even in the nK regime [121]. As a matter of fact, the observed density exceeds the

one predicted by theory assuming a zero temperature regime. This dependence on

temperature signals the dominant role of higher partial waves in Dy.
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4.3.1 Nature of Dy Feshbach spectrum

In alkali atom systems, Feshbach resonances occur due to couplings between hyperfine

states that are absent for a Dy bosonic isotope. In fact, Feshbach resonances can only be

induced by a coupling to rotating bound states in a Dy gas. Numerical calculations using

coupled-channel technique [68, 122] show that anisotropy effects due to the DDI and the

anisotropic dispersion interaction affect significantly the Feshbach spectrum.

Dy has a complex web of molecular potentials. For two atoms in their ground state

|J = 8, MJ = −8
〉
, there is precisely one channel with zero relative orbital angular

momentum l. Hence Feshbach resonances occur only via anisotropic coupling to bound

states with l 6= 0, in opposition to alkali atoms in their lowest hyperfine level where

multiple l = 0 (s-wave) channels are present. From a theoretical point of view, the

hamiltonian describing the system has the following form:

H = − h̄2

2mr

d2

dR2 +
l2

2mrR2
︸ ︷︷ ︸

radial and rotational energies

+ Hz︸︷︷︸
Zeeman term

+ V(R, χ)︸ ︷︷ ︸
electronic term

(4.11)

where the electronic term V(R, χ) includes nuclear repulsion and anisotropic effects, it

goes to zero for an inter-nuclear separation R → ∞. χ takes into account all electronic

variables (the nuclear spin I = 0 for Dy bosonic isotopes, but need to be taking into

account for the fermionic case). The Zeeman term is given by:

Hz = gJµB(J1z + J2z)B (4.12)

with J1z (J2z) the spin operator along the quantization axis of atom 1 (2). In the basis

|J = J1 + J2, MJ , l, ml
〉
= Yml

l (θ, φ)|J, MJ
〉

the Zeeman and rotational hamiltonians are

diagonal with an energy:

E = gJµBMJB +
h̄2l(l + 1)

2mrR2

The coupling between the basis vectors is mediated by the electronic term V(R, χ).

The hamiltonian H conserves the projection of the total angular momentum MJ =

MJ1 + MJ2 + ml and is invariant under the parity operation, thus only even (odd) l are

coupled. For homo-nuclear collisions there are only coupling between states with even

values of J + l.
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As for the electronic hamiltonian V(R, χ), it conserves the projection Ω of J along the inter-

nuclear axis but it does not conserve J. Under the Born-Oppenheimer approximation,

it is possible to calculate the eigenenergies of V(R, χ) at each inter-nuclear separation

R. It results in a total of 153 potentials divided in 81 and 72 potential curves with a

gerade (superposition of even J states) and ungerade (superposition of odd J states)

symmetries respectively. Since these potentials depend on the electronic structure of

the atom, Feshbach resonances positions differ for different isotopes. We observe this

behaviour experimentally in the measured loss spectra for 164Dy and 162Dy at low field

that are shown in Fig. 4.10. In addition, fermionic isotopes exhibit even denser Feshbach

spectrum due to the presence of a hyperfine structure [121].

On the one hand, if R is large enough such that the two atomic electronic clouds

do not overlap, then V(R, χ) is the sum of the DDI potential and the VdW potential

(the quadrupole-quadrupole potential can be neglected as it was demonstrated that

its contribution is much smaller than the other two). On the other hand, for short

range distances the coupling is more complex. It can be simplified when considering

only coupling between electrons from the isotropic 6s shell. This approximation can be

justified by the fact that the 4f shell is located deep within the electronic cloud and does

not overlap significantly with the electronic cloud of a neighbouring atom.

The numerical calculations of the Feshbach spectrum using the described above model

have two main results. First, several partial-waves contribute to a single resonance. As a

consequence the usual labelling of Feshbach resonances based on the partial-wave that

induces it (s-wave, p-wave, etc) does not apply in this case. Secondly, the positions and

widths of the resonances converge only if a high number of partial-waves is included in

the calculation.

Another feature of lanthanide atoms Feshbach spectrum is the chaotic character observed

in the distribution of spacings between two successive resonances. This behaviour was

observed in both Dy and Er systems [123, 124].

4.3.2 Characterization of a Feshbach resonance

We are interested in particular in a relatively broad resonance around 7 G, for the

bosonic isotope 164Dy, that we will use later during the evaporation sequence. First

we start by calibrating the magnetic field using a radio-frequency (RF) spectroscopy

technique. We have initially a trapped gas in the ground state |J = 8, MJ = −8
〉

in the



80 Chapter 4. Interactions between Dysprosium atoms and evaporative cooling

0.2

0.4

0.6

0.8

1

N
/

N
m

ax

0 0.2 0.4 0.6 0.8 1
0.2

0.4

0.6

0.8

1

Bz [G]

N
/

N
m

ax

164Dy

162Dy

Figure 4.10 – Measured loss spectrum with 164Dy (top) and 162Dy (bottom).

presence of a large magnetic field B = Bẑ such that higher Zeeman sub-levels can not be

thermally populated. The Zeeman splitting between successive levels is given by:

h̄∆Z = gJµBB (4.13)

∆Z/B ' 2π × 1.74MHz/G (4.14)

We drive the system with a RF field Bmod = Bmod cos ωmodtû. In the weak excitation limit,

only the first excited state |J = 8, MJ = −7
〉

is populated. The excitation is monitored

through atom losses induced by dipolar relaxation; we observe also an increase of the

temperature close to the resonance (Fig. 4.11.a and b). We measure atom losses and

the variation of the temperature for various values of the magnetic field and we fit the

data with a Lorentzian curve to extract the resonance position. Results are reported in

Fig. 4.11.c. The Feshbach resonance is identified as follows: we reduce the temperature

to T ' 1.5µK (cODT evaporation to 10% of its initial power) at a low field B ∼ 0.5 G, far

from any resonance. We then ramp up the magnetic field to a target value in 100 ms. We

hold the system for 2 s and we image the cloud after 5 ms time-of-flight (ToF) thanks to an

absorption imaging technique. The magnetic field scan is done with 4 mG resolution and

we average over six points. Results are presented in Fig. 4.12. We observe the presence of

a double structure feature both in the atom loss and temperature spectra; we believe that

they correspond to two different Feshbach resonances. In the following, we consider only
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Figure 4.11 – Rf spectroscopy: a) Normalized atom number as a function of the RF
frequency for an applied magnetic field B' 0.5 G. The resonance position corresponds
to the Zeeman splitting frequency between the levels |J = 8, MJ = −8

〉
and

|J = 8, MJ = −7
〉
. The observed atomic loss is due to dipolar relaxation. b)

Temperature increase around the resonance. c) Calibration of the magnetic field:
resonance frequency as a function of the applied current.

the large peaks (cf. Fig. 4.12). We fit the atom loss data to extract the pole position. We

recover B0 = 7.179(7) G. We determine the resonance width by fitting the temperature

data. The width of a Feshbach resonance ∆ is defined as the difference between the pole

position B0 and the zero-crossing of the scattering length Bc (cf. Fig. 4.8.b). When the

scattering length a vanishes, the elastic cross-section reaches a minimum value (only

contribution from the DDI) which leads to a reduction of the thermalisation efficiency

resulting in an increase of the temperature. We measure ∆ = 27(8) mG. We compare

these values to the one reported by the Pfau group [1]. They give B0 = 7.117(3) G and

∆ = 50(15) mG. The observed large difference on the width value can be due to different

experimental conditions (different temperature for example). As it was explained above,

the temperature affects drastically the Feshbach spectrum of Dy. The broadening of

the resonance suggests contributions from higher order partial-waves to the collisional

process. In addition, the presence of the double structure can lead to an uncertainty on

the position and width of the resonance.

4.4 Forced evaporation in the cross dipole trap

At the end of the cODT loading step, the IPG laser is turned off and our starting

conditions for the forced evaporative cooling ramp are reported in Tab.4.1
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Ninital Tinital [µK] Peak density [cm−3] Γel, initial[2π ×Hz] PSDinitial

5.5× 105 16 6.6× 1012 106 1.6× 10−3

Table 4.1 – Initial conditions in the cODT

We choose a ramp decomposed in n linear step for the cODT power profile. At each

step the trap depth is reduced by a factor r, such that the trap depth at the end of the

evaporation is given by:

Ufinal = rnUinitial (4.15)

The duration of each step is optimized by maximizing the final PSD (i.e. for U =

Ufinal). We studied the forced evaporative cooling efficiency under different experimental

circumstances.

4.4.1 Evaporation model

In the following, we describe a simple model, based on refs. [125, 126], that allows to

calculate different physical quantities like the atom number or temperature of the cloud



4.4 Forced evaporation in the cross dipole trap 83

during the evaporative cooling process.

For a potential with a maximal trap depth U0, we define the truncation parameter η = U0
kBT

where T is the temperature of the sample. In the harmonic approximation, the potential

seen by the atoms is given by:

U(r, t) =




−U0(t) + 1

2 mω̄2r2 for r <
√

2U0
mω̄2

0 otherwise

The energy of the atomic sample can be obtained from:

E =
∫

dερ(ε)ε f (ε) (4.16)

with ρ(ε) being the density of states and f (ε) the partition function. For a harmonic trap,

we get:

E = 3
N
β

P(4, η)

P(3, η)
(4.17)

where N is the atom number and we define β = 1/kBT. P(n, η) is the regularized

incomplete gamma functiona. We can differentiate eq. (4.17) to obtain:

Ė
E
=

Ṅ
N

+ (1− F(η))
Ṫ
T
+ F(η)

U̇0

U0
(4.18)

where we define the function F(η) = 1 + 3 P(4,η)
P(3,η) − 4 P(5,η)

P(4,η) .

A second information can be obtained from the different atom and energy loss processes:

Ṅ
N

= −Γev − k1 − k2〈n〉 − k3〈n2〉 (4.19)

Ė
E
= −Γ(E)

ev − k1 − k(E)
2 − k(E)

3 (4.20)

In this general model, we define Γev as the evaporation rate induced by atomic collisions

and Γ(E)
ev is the corresponding energy loss rate. k1, k2 and k3 are 1, 2 and 3-body loss

rates, respectively. Their corresponding energy loss rates are denoted with (E). Finally,

n denotes the atomic density. For the following measurements, we neglect the 2 and

3-body losses. This approximation is valid for the following reasons:

aP(n, η) =
∫ η

0 duun−1e−n
∫ ∞

0 duun−1e−n → 1 for η → ∞
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• we are initially spin polarized in the absolute ground state, then 2-body losses

mediated by the dipolar relaxation are prohibited;

• the atomic density is quite low thus 3-body losses are negligible.

The evaporation rate is proportional to the collisional rate Γel (eq. (4.2)). The correction

due to the finite trap depth is given by:

Γev = Γel e−η

(
η − 4

P(4, η)

P(3, η)

)
(4.21)

and the corresponding energy loss rate is:

Γ(E)
ev = Γel e−η

[
η(η + 1)

P(3, η)

3P(4, η)
− 4(η + 1)

3
− P(5, η)

3P(4, η)

]
(4.22)

Eqs. (4.18), (4.19) and (4.20) form a differential equation system that describes the system

evolution. We use this model to estimate our trap depth and the one-body loss rate.

We measured the lifetime and temperature evolution in the cODT for different maximum

trap depths. For these measurements, we start by an evaporation phase where the trap

depth is reduced by a ratio r. Then we re-compress the trap to its initial value, hence

varying η. We solve the differential equations system numerically and we fit the result to

our experimental data with two free parameters: the one-body lifetime τ = 1/k1 and the

initial trap depth U0. For the collisional rate, we use a = 92 a0 for the value of the elastic

scattering length [127]. Fig. 4.13 shows an example of our results. The solid line on the

temperature graph is the result of the numerical solution using for U0 and τ the fitted

values. The agreement between the model and the experimental data is quite good. The

extracted values of U0 and τ from all the experimental measurements are:

U0 = 218(50)µK

τ = 19.2(1.6) s

The large error bar on U0 can be understood as we neglect different sources of heating,

mainly technical heating proportional to the laser power. This effect will be studied in

the last section of this chapter. The obtained 1-body loss rate agrees with the lifetime set

by the vacuum in the science cell.
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Figure 4.13 – Variation of the atom number (a) and temperature (b) of the atomic
cloud over time. The data were taken after a first evaporation step where the trap
depth was reduced by a factor 2 then re-compressed to full power. The solid line is
obtained by fitting the atom number decay using the evaporation model described in
the text, with two free parameters: the initial trap depth U0 and the one-body lifetime
τ. The solid line on the temperature graph is the result of the theoretical model with
U0 and τ the fitted values.

4.4.2 Gravity effects on the evaporation efficiency

In the second section of this chapter, we showed that gravity plays an important role

when the trap depth is reduced. We study in this section the effects of gravity on the

evaporation efficiency in three different situations:

• geff = 0: we compensate the shift due to gravity by applying a magnetic field

gradient.

• geff = g: no compensation is applied.

• geff = 2 g: we add a magnetic field gradient to effectively double the effect of

gravity.

For the three sets of measurement, the reached trap depth at the end of the evaporation

ramp is 8.5% of its initial value, taking into account deformations due to gravity.

Fig. 4.14 shows the evolution of different physical quantities (atom number, temperature,

PSD, etc) during the evaporation ramp for the three situations discussed above. At first

sight, we do not observe an important difference between the three cases. In order to

have a better estimation of the evaporation efficiency, we extract the efficiency coefficient
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γ that we define here as:

γ = −d ln(PSD)

d ln(N)
(4.23)

Results are plotted in Fig. 4.15. We observe two different behaviours at large and low

atom number. For the three sets of measurements the evaporation efficiency is higher at

the beginning (for N > 105). The fitted values of γ in this regime are {2.22, 2.39, 2.54}
for geff = {0, 1, 2} g, respectively. For the final steps of the evaporation ramp, we get

γ = {0.88, 1.23, 0.85} for geff = {0, 1, 2} g, respectively.

To summarize, gravity tends to enhance the evaporation efficiency (can be seen as a 1D

evaporation along the vertical direction). Nevertheless, the gain remains relatively small.

In the case of the doubled gravity measurement, the trap is significantly deformed at the

end of the evaporation ramp and does not have a gaussian shape any more.

4.4.3 Interaction effects on the evaporation efficiency

A possible origin of the observed efficiency reduction at the end of the evaporation

ramp is the decrease of the collisional rate. Experimentally, we can tune it by working

close to a Feshbach resonance. The following studies were performed close to the 7 G

Feshbach resonance described in the previous section. For a reminder, the pole of the

resonance is at B0 = 7.179(3) G and its width is ∆ = 27(5) mG. We carry out a set

of measurements where we vary the value of the applied bias field during the whole

evaporation ramp. The trap depth is reduced to 6% of its initial value. The reached

values at the end of the evaporation (atom number and temperature) are reported in

Tab. 4.2. We compare these values to the one obtained far from a Feshbach resonance at

B ' 0.5 G (also presented in Tab. 4.2). We see that we can achieve lower temperatures

when approaching the resonance pole i.e. when increasing the scattering length a. We plot

in Fig. 4.16 the attained PSD as a function of the applied magnetic field. The maximum

value is obtained for a ' 330 a0 where we gain approximatively a factor of 4 with respect

to the PSD value far from the resonance. Closer to the resonance pole, atom losses are

increased hence the PSD decreases.

To conclude, we observe an enhancement of the evaporation efficiency when increas-

ing the collisional rate. However, working close to a Feshbach resonance comes with the
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Figure 4.14 – Gravity effects on the evaporation efficiency: evolution of the trap
depth, atom number, temperature, PSD and collisional rate (from left to right) during
the evaporation ramp. We compare the cases with a the gravity fully compensated,
in the absence of compensation and with doubling the effects of gravity (from top to
bottom).

drawback of enhanced 3-body loss which scales as a4 and therefore is extremely sensitive

to field fluctuations. Possible solutions can be:

• increasing the collisional rate by rising the trapping frequencies (by changing the
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Figure 4.15 – Gravity effects on the evaporation efficiency for geff = 0 g (a), geff = 1 g
(b) and geff = 2 g (c).

waist of the laser beams).

• working close to a Feshbach resonance only at the first steps of the evaporation

ramp where the atomic density is still relatively small to avoid 3-body losses.
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D

Figure 4.16 – Achieved PSD at the end of the evaporation ramp for different applied
magnetic fields close to a Feshbach resonance. The dashed line shows the resonance
pole position.



4.5 Heating in the cODT 89

Bz [G] a [a0] Nfinal Tfinal [nK]

0.487 ' 92 1.4(2)× 104 198(3)

7.141 ' 158 1.4(4)× 104 180(10)

7.159 ' 215 1.6(3)× 104 172(4)

7.168 ' 332 1.7(3)× 104 160(3)

7.178 ' 4098 1.2× 104 154(3)

Table 4.2 – Atom number and temperature that we reach at the end of the evaporation
ramp for different scattering length a.

4.5 Heating in the cODT

The measured evaporation efficiency is lower than the reported values in other groups

(γ ' 3 for the Pfau group). Experimentally we observe some heating proportional to the

laser power. It is quite difficult to disentangle two competing effects: the technical heating

related to the stability of the laser and the cooling due to evaporation. We proceed as

follows to estimate the heating rate:

• we evaporate the sample to a ratio revap then we re-compress the trap to a ratio

rcomp in order to avoid plain evaporation.

• we hold the sample at rcomp and we measure the temperature increase over time.

• for each value of rcomp we extract the heating rates obtained with different values

of revap and we extrapolate to revap = 0.

Fig. 4.17 shows an example of the atom number and temperature evolution over time for

revap = {0.05, 0.125, 0.25, 0.5} (brown, red, blue and orange respectively) and rcomp = 1.

The extracted heating rate as a function of the compression ratio (Pfinal = rcompPinitial) are

presented in Fig. 4.18. We observe a linear increase of the heating rate as a function of

rcomp, reaching a maximum value of 600 nK/s at full power. At the beginning of the

evaporation ramp the technical heating can be neglected as the initial temperature is

relatively high. However, the sample is more sensitive to this heating at the end of the

evaporation (Q̇ ' 40 nK/s at rcomp = 0.06) where the reached temperature is on the

order of 100 nK.
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Figure 4.17 – Evolution of the atom number (a) and temperature (b) as a function
of the holding time for revap = {0.05, 0.125, 0.25, 0.5} (from bottom to top) and
rcomp = 1 (cf. text).
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Figure 4.18 – Extracted heating rate in the cODT as a function of the laser power
(Pfinal = rcompPinitial).

To summarize, we studied the evaporative cooling process under different experimental

conditions. The maximum achieved PSD is on the order of 0.5, corresponding to a gain

of a factor 300 with respect to the cloud arriving in the science cell. We need to gain

another factor of 5 to cross the BEC transition. Different parameters are limiting the

PSD at the end of the evaporation ramp, from which we can name the initial low atom

number in the cODT (we are able to reach temperatures on the order of 30 nK but with

a low atom number not allowing the formation of a BEC). Secondly, we saw that the

technical heating cannot be neglected at the end of the evaporation ramp and can prevent

the formation of a BEC.

In order to solve these problems, we made some updates on the experimental setup:
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• we exchanged one arm of the cODT (the 5 W laser) with a 50 W laser beam,

allowing to increase the initial atom number in the cODT.

• we implemented a scheme allowing to artificially enlarge the beam size by modu-

lating its position to enhance the cODT loading efficiency.

• we implemented a Doppler cooling scheme in the ODT to increase the initial PSD.





Chapter 5

Manipulating the atomic spin with

light

Ultracold quantum gases provide an interesting platform for studying complex many-

body phenomena thanks to the ability to precisely control their different degrees of

freedom (both external and internal). There are several theoretical and experimental

investigations on tailoring the atomic state using external electric or magnetic fields [128,

129, 59]. In this chapter, I will present a first test of spin-dependent interactions in our

system using an off-resonant laser beam working close to the 626 nm transition. We

take advantage of the spin-dependent vector and tensor parts of the light-shift operator

to tune the splitting between different Zeeman sub-levels of the ground state, which is

equivalent to applying an external magnetic field.

5.1 Spin-dependent light-shift

The general expression of the light-shift operator is given by eq. (3.1) (chapter 3). The

benefit of working close to the 626 nm transition comes from the fact that we can create a

strong spin-light coupling with a reduced heating thanks to the narrow linewidth of this

electronic transition. In the following, we will mainly consider a right circularly polarized

(σ−) laser beam. We recall the potential shift and photon scattering rate formulas for this
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polarization:

〈
V̂
〉
|J,MJ

〉 = − I(r)
2ε0c

(
αs(ω) + αv(ω)

MJ

2J
− αt(ω)

3M2
J − J(J + 1)

2J(2J − 1)

)
(5.1)

〈
Γ̂sc
〉
|J,MJ

〉 = I(r)
h̄ε0c

(
α′s(ω) + α′v(ω)

MJ

2J
− α′t(ω)

3M2
J − J(J + 1)

2J(2J − 1)

)
(5.2)

For the red transition the scalar, vector and tensor parts of the dynamical polarizability

are given by eq. (3.11). One can draw the analogy between the vector and tensor parts of

the light shift operator and the linear and quadratic Zeeman shifts, respectively.

The Rayleigh heating rate is given by:

Q̇ =
h̄2k2

2m
〈
Γ̂sc
〉
|J,MJ

〉. (5.3)

As an example, we plot in Fig. 5.1 the variation of the ground state energy shift and the

corresponding Rayleigh heating rate as a function of the laser beam wavelength. We

calculate these quantities for a focused gaussian beam, circularly polarized σ−, with

wx = 60 µm and wy = 30 µm being the horizontal and vertical waists respectively and a

total power of 1 W (typical values that we use experimentally). The dashed line sets the

resonance position. We see that the heating rate becomes negligible for large detunings

while the energy shift remains significant since the former scales as 1/∆2 and the latter

scales as 1/∆ (∆ is the laser detuning with respect to the atomic resonance).
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Figure 5.1 – a) Variation of the ground state energy shift with respect to the laser
beam wavelength. b) Variation of the Rayleigh heating rate as a function of the laser
beam wavelength. The simulation is done for a laser power P = 1 W. The dashed
line denotes the atomic resonance position.
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Experimentally, we can scan the laser detuning on a range of few hundreds of GHz.

Fig. 5.2 shows the energy shift and heating rate for the different Zeeman sub-levels of the

J = 8 manifold as a function of the laser power (we use the same beam parameters as

above). The calculation is done for a detuning ∆ = −2π × 100 GHz.

For a laser power of 1 W, the potential shift seen by the atoms in the ground state

|J = 8, MJ = −8
〉

is equivalent to the shift induced by an external magnetic field with

B ' 400 mG. Moreover, a σ− polarization tends to reduce the energy of the ground

state for an increasing laser power (high-field seeker state) while a σ+ polarization has

an opposite behaviour. This is due to the sign of the vector term; for MJ = −8 this

contribution is negative for a σ− polarization and positive for σ+. Finally, we see that

the Rayleigh heating rate is quite small (to be rigorous one should take into account the

heating induced by dipolar relaxation, c.f. chapter 3)
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Figure 5.2 – a) Calculated potential shift as a function of the laser power for the 17
Zeeman sub-levels of the J = 8 manifold. b) The corresponding Rayleigh heating rate
as a function of the laser power. The detuning is set to ∆ = −2π × 100 GHz.

5.2 Calibration of the coupling strength

We calibrated the coupling strength using a Rabi oscillation experiment. We apply a

focused red laser beam, detuned by ∆ = −2π × 3 GHz, on the atomic cloud for variable

durations. We have initially a spin-polarized sample in the absolute ground state at a

temperature T ' 2 µK. We probe the populations of the different Zeeman sub-levels

thanks to a projective measurement along the vertical direction with a Stern-Gerlach
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experiment. We define the magnetization as:

mz =
〈

Ĵz
〉

(5.4)

Fig. 5.3 gives an example of the evolution of the magnetization over time. The observed
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Figure 5.3 – Evolution of the magnetization as a function of the applied laser pulse
duration. The measurement was performed with a detuning ∆ = −2π× 3 GHz and
a power P ' 0.2 W. The dashed line corresponds to expected evolution of the spin
state when not including the non-linear term Ĵ2

y /306 of eq. (5.5). The solid line is a
fit to the experimental data (see text for the used expression).

damping of the oscillation can be understood when taking into consideration effects from

the non-linear term Ĵ2
y . In fact, eq. (3.1) can be simplified by projecting the light polar-

ization vector along the eigen-axis of the polarization ellipse. For a circular polarization

along the axis ẑ−ix̂√
2

, one gets:

V̂ = V0

(
1
17

1̂ +
19

306
Ĵy +

1
306

Ĵ2
y

)
(5.5)

where V0 is defined as:

V0 =
3πc2Γ
2ω3

0

I(r)
∆

(5.6)

with Γ and ω0 the linewidth and the resonance frequency of the atomic level, respectively;

I is the intensity of the laser beam and ∆ its detuning.

Let us consider a sample initially spin-polarized in the absolute ground state | J =
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8, MJ = −8
〉

z. In the y basis, this state can be written as:

|J, MJ = −J
〉
=

1
2J

J

∑
m=−J

(−1)m

√√√√√


 2J

J + m


|m

〉
y (5.7)

If we consider only the quadratic term (it is the only term responsible for the variation of

the spin projection MJ , hence the variation of the magnetization), the evolution of the

spin state can then be expressed as:

|ψ(t)
〉
=

1
2J

J

∑
m=−J

(−1)m

√√√√√


 2J

J + m


e−im2 ωc

19 t|m
〉

y (5.8)

where we define the Rabi frequency ωc as h̄ωc =
19

306 V0. This non-linear coupling leads

to a relative dephasing between the different m2ωc terms. We can then show that

the evolution of the magnetization can be obtained analytically and has the following

form [130]:

mz(t) = −J cos(ωct)
[

cos(
ωct
19

)

]2J−1

(5.9)

The dashed line in Fig. 5.3 corresponds to the theoretical expected oscillation without

including the non-linear term. The solid line is a fit to the data using eq.(5.9) with ωc

being a free parameter.

Few remarks can be made at this point:

• the simple model described by eq. (5.5) does not account for Zeeman shift due

to external magnetic field (for these calibration measurement, we use a vertical

field with B ' 20 mG to set the quantization axis). This can explain the observed

mismatch between experimental data and the theoretical expectations (for the

example shown in Fig.5.3, we measure a frequency ωc = 2π × 1.56(14) MHz

and the expected value is ωc = 2π × 3.3 MHz). Also, one needs to take into

account experimental imperfections like magnetic field fluctuations or coupling

inhomogeneities due to the comparable sizes of the atomic cloud and the red laser

beam.

• The dynamics induced by the quadratic term only is quite interesting to study. One

expect to see a collapse of the magnetization caused by the dephasing explained
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above, but we also expect to witness a revival of mz at specific times (the evolution

is periodic and at half of the period the magnetization is flipped, i.e. only the state

|J = 8, MJ = +8
〉

is populated). This coupling can be used to create non-classical

states obtained by coherent superposition of the states |J = 8, MJ = −8
〉

and

|J = 8, MJ = 8
〉
. Experimentally, it is possible to realize such coupling using a

linear polarization of the light field perpendicular to the quantization axis. In this

case the vector contribution to the light-shift operator vanishes.

Finally, we repeat the Rabi oscillation measurements for different laser powers. The

extracted coupling frequencies from the fit are presented in Fig. 5.4. We measure a

frequency shift of 15.39(19) MHz/W, to be compared with the expected value: δω =

2π × 16.8 MHz/W.
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Figure 5.4 – Measured Rabi frequencies as a function of the laser power for a fixed
detuning ∆ = −2π × 3 GHz.

5.3 Effective magnetic field

In this section, the detuning is set to ∆ = −2π × 100 GHz to minimize incoherent

scattering. The presence of a laser beam can be seen as an effective magnetic field. We

observe a shift in a Feshbach resonance position induced by light. Fig. 5.5 compares the

resonance pole in the absence of the red beam (black curve) with its position when we

apply the laser beam. The blue and red curves correspond to a σ− and σ+ polarizations,

respectively. This measurement was done with a laser power P = 0.38 W.

Two points to be noticed here: first we observe that the resonance pole is shifted to a

higher (lower) field for a σ− (σ+) polarization; this behaviour is expected as the splitting

between two successive Zeeman sub-levels is increased (decreased) in the presence of
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laser with a σ− (σ+) polarization, hence it is necessary to rise (lower) the magnetic field in

order to compensate for this shift and fulfil the resonance condition. Secondly, we notice

a broadening of the atom loss resonance. In fact, one should take into consideration

losses due to dipolar relaxation that are enhanced close to a Feshbach resonance and

incoherent light scattering. Furthermore, we observe that the broadening is larger for a

σ+ polarization, which is not surprising as we expect to have a stronger heating rate for

this polarization (cf. chapter 3).
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Figure 5.5 – Position shift of the Feshbach resonance pole under the effect of the
light-shift operator. We compare the measured atom loss spectrum in the absence of
the laser field (black) with the ones in the presence of a light field which has a circular
polarization σ− (blue) and σ+ (red). For this experiment the laser detuning is set to
∆ = −2π × 100 GHz and the power to P = 0.38 W. We measure a position shift of
δB ' ±32 mG.

We performed a second set of measurements to verify that the resonance pole is linearly

shifted with the applied laser power. For these experiments, the polarization is fixed to

σ−. Results are shown in Fig. 5.6. We observe indeed a linear dependence as a function

of the light power with a fitted slope, bexp equal to 51(5) mG/W. We expect to a have

a larger shift on the order of 82 mG/W from our calibration. A possible origin of this

disagreement can come from the uncertainty that we have on the resonance position

caused by the broadening of the resonance peak.

Finally we use the above calibrations to choose the experimental parameters allowing

us to induce the Feshbach resonance by scanning the light intensity rather than the

magnetic field. We fix the value of the external field to B = 7.031(4) G and we scan the

red beam power up to 1.42 W (c.f. Fig. 5.7). As it was mentioned above, the presence of

the red light results in the promotion of a fraction of the atomic population to higher

spin states due to Raman scattering. This mixing of the population leads to atom losses
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Figure 5.6 – Position shift of the Feshbach resonance pole B0 as a function of the laser
power. The laser is circularly polarized σ− and has a detuning ∆ = −2π× 100 GHz.
We observe a linear shift with the laser power. The fitted slope is b = 51(5) mG/W.

through dipolar relaxation, and we thus rescale the measured atom number with respect

to a measurement performed far from the Feshbach resonance position (square data in

Fig. 5.7).

The characterization of this resonance (i.e. a precise determination of its pole position

and its width) is quite challenging as multiple effects are entangled. On the one hand, the

temperature increase, due to the energy released after a dipolar relaxation process, can

modify the collision dynamics by allowing contributions from higher-order partial waves

(c.f. chapter 4, section 3). On the other hand, the determination of the resonance width,

defined as the magnetic field difference between the value of B0 that maximizes 3-body

losses and the value of Bc that maximizes the temperature, is not necessarily correct since

different processes take part during the collisional dynamics.

To conclude, the experiments exposed in this chapter are a proof of principle study

on the possibility of creating a light-induced spin-dependent coupling. As we have seen

in the previous chapter, it is possible to tune the interactions by means of a Feshbach

resonance. The obtained results pave the way for selective applied interactions. For

example, one can imagine to have a tightly focused laser beam on a BEC such that one

can tune the scattering length locally [131, 132]. Also, since the coupling is generated

by light, it is possible to turn it on and off much faster that what can be done with a

magnetic field (we can generate experimentally light pulses of few tens of nano-seconds).

As a consequence, it is possible to have a fast modulation of the scattering length in the

sample [133]. Nevertheless more theoretical and experimental investigations are required
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Figure 5.7 – Light induced Feshbach resonance: the measured atom loss spectrum as
a function of the applied laser power. We use a measurement of the atom number as a
function of the laser power far from the Feshbach resonance (red square) to rescale
the atom number around the resonance (blue circle).

to fully understand the dynamics close to the Feshbach resonance.





Conclusion and perspectives

Summary

In the framework of this thesis, I was interested in the investigation and character-

ization of a variety of interactions between highly magnetic Dysprosium atoms. The

richness of the scope of applications offered by this atomic specie arises from its intrinsic

physical properties, mainly the large permanent magnetic dipole moment and a mul-

titude of narrow-linewidth optical transitions. I showed all along this manuscript that

these features have a strong influence on the dynamics of the atomic cloud starting from

the early stage of the experimental sequence, the MOT. I explained how the competition

between the radiative force and gravity can lead to a spontaneous polarisation of the

atomic sample. I was interested also in light-assisted collisions in the MOT within the

large J = 8 manifold, and its dependency on experimental parameters such as the laser

detuning with respect to the optical transition resonance and the light intensity and I

showed that we reach a minimal two-body loss rate in the spin-polarised regime.

The anisotropy of interactions in a Dy gas comes forth at different levels through the

dynamical polarizability, the dipole-dipole interaction and the anisotropic Van der Waals

interaction. A detailed study on different aspects of this anisotropy was realized.

After the MOT stage, the atoms are loaded in a far detuned optical beam. In contrast

with alkali species, for which such a trapping is independent of the internal atomic state,

the anisotropy of Dy atomic polarizability affects drastically the trapping and heating

in optical dipole traps. An experimental investigation of the latter as a function of the

light polarisation was performed, both in the presence of a far and close detuned optical

beams. As for the dipole-dipole interaction, its effects were highlighted through the

observation of atom losses in an optical dipole trap, mediated by the dipolar relaxation.

The anisotropy of the C6 dispersion interaction coefficient, along with the large spin of Dy,
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have a substantial impact on the Feshbach spectrum. I gave an overview on the specificity

of this spectrum (large resonance density, tight dependence on the temperature, etc) and

explained its physical origin. A focus was set on a relatively broad resonance around 7 G

that we use to tune the interaction between atoms during the evaporative cooling process.

This latter was investigated in detail as well. I compared the evaporation efficiency under

different experimental conditions with a particular attention given to the effects of gravity

and the elastic scattering length. The technical limitations that prevent us from crossing

the condensation threshold were discussed as well. In the last section of this manuscript,

I developed a study exploiting the spin-dependent character of the atomic polarizability

in order to create an effective magnetic field. The effects of the latter were revealed by

recovering a Feshbach resonance by scanning the intensity of the optical field instead of

a magnetic field.

Perspectives

The theoretical prediction of topological insulators [134, 135], followed by their

experimental realization, both in a 2D [136] and 3D geometry [137], revived the interest

in studying systems with non-trivial topological order. A topological insulator is a

system with a bulk band gap, similar to an ordinary insulator, but exhibits conducting

states on its edges (in 2D) or surface (in 3D). Due to their topological character, these

states are robust against disorder or perturbations. The seek of novel states of matter,

emergent from unconventional topological phases, is motivated, from one side, by the

fundamental interest in understanding such systems, and from the other side, by the

potential that they offer from a quantum technology perspective (the so-called topological

quantum computation and quantum memory). The implementation of these systems

with ultracold atoms should benefit from the developed techniques in this field which

provide high degrees of control and tunability of the different parameters of the studied

subject. For our future projects, we are interested in the realization of a topological

superfluid in a degenerate Fermi gas of the isotope 161Dy. I will give in the following a

brief introduction of this unconventional superfluid and present different experimental

schemes which could allow one to observe it.
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The Kitaev model

In 1937, Landau developed a theory of phase transitions in attempt to describe

superconductivity [138]. This theory can be used to make a classification of physical

systems in different phases. These latters are charcterized by an order parameter, a

physical quantity that can be used to probe a phase transition. If the transition occurs

between two phases with different topology, some gapless modes emerge, which are

topologically protected, (more details on the classification of topological systems can be

found in refs. [139, 140]).

In 2001, Kitaev introduced a toy model describing the physics of a 1D spinless p-wave

superconducting (superfluid) chain [141]. Such a system carries gapless modes at its

boundaries that have quite interesting properties. They can be seen as one fermion

splitted between the edges of the 1D chain. These exotic modes are called Majorana

fermions, in analogy to those predicted in 1937 by Ettore Majorana, which have quite

intriguing properties as they are identical to their own antiparticle, have a non-Abelian

statistics and a non-locality character. These features make them an appealing candidate

for quantum qubit implementation as they are protected against decoherence.

Let us consider a chain with N � 1 sites and each site can be either empty or occupied

by a particle (with a fixed spin direction). The hamiltonian describing this system can be

expressed in the following way:

HKitaev = ∑
i
−µ

(
ĉ†

i ĉi − 1/2
)

︸ ︷︷ ︸
h1

−ω
(

ĉ†
i ĉi+1 + h.c

)

︸ ︷︷ ︸
h2

+∆
(

ĉ†
i ĉ†

i+1 + h.c
)

︸ ︷︷ ︸
h3

(5.10)

where ĉ†
i (ĉi) is the creation (annihilation) operator of a fermion in the site i. This

hamiltonian comprises three different contributions:

• h1: this term describes the on-site energy, with µ being the chemical potential,

• h2: it consists in a hopping term between two neighbouring sites, with a tunneling

amplitude ω,

• h3: this last term describes the induced superfluid gap of a value ∆.

Kitaev showed that a key ingredient for the emergence of a non-trivial topological phase

in this quantum wire is to have a superconductor with a p-wave pairing (in contrast with

the usual isotropic s-wave pairing in conventional superconductors). This toy model is

very interesting as its formulation is quite simple, although it sets forth quite intriguing
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phenomena.

BCS pairing in a single-component dipolar Fermi gas

The BCS theory [142] describes the particles of a superconductor (or superfluid) as

weakly bounded pairs. At low temperature in a two-component Fermi gas, this pairing

has an s-wave symmetry. In a single-component Fermi gas, such pairing cannot occur as

the interaction through the short-range s-wave channel (or any angular momentum with

an even value) is forbidden by the Pauli principle, and for higher (odd) angular momenta,

the interaction cross-section vanishes when the wavevector k→ 0. Nevertheless, particles

pairing in dipolar gases, at sufficiently low temperatures, can take place due to the

partial attractiveness of the DDI [143]. One can convince oneself by writing the angular

contribution of the DDI:

〈
L = 1, ML = 0|1− 3 cos2 θ|L = 1, ML = 0

〉
= −4π

5
, (5.11)

therefore leading to an attractive interaction. For projections of the angular momentum

on the quantization axis, ML = ±1, the DDI contribution has a positive sign (repulsive

interaction). We neglect higher order angular momenta contributions since at low

temperature the p-wave contribution is the dominant one.

Here one may wonder, is it possible to observe a topological superfluid in a dipolar

Fermi gas with realistic experimental parameters? What are the important quantities to

consider [144]?

The critical temperature of the superfluid phase transition

A phase transition between a normal Fermi gas and a superfluid phase occurs

at a critical temperature Tc determined by the system parameters (density, geometry,

interactions, etc). Usually, Tc is much lower than the Fermi temperature TF that sets

the boundary to the degenerate Fermi gas phase transition. The critical temperature

Tc was derived for a homogeneousa singlet-component dipolar Fermi gas in the dilute

regime [144], and it is given by:

Tc ≈ 1.44εF exp
[
− πεF

12nd2

]
(5.12)

aCorrections due to the trapping potential were calculated also in ref. [143].
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with εF the Fermi energy (εF = µ, the chemical potential, for a degenerate Fermi gas), n

the atomic density and d the dipole moment of the particlea. In theory, it is possible to

create a p-wave superfluid if the condition T < Tc is fulfilled. In practice, it is difficult

to achieve this condition as the Fermi energy is usually much larger than the dipolar

interaction energy which results in a very small critical temperature Tc, difficult to attain

with available cooling techniques. For simplicity, we re-write eq. (5.12) as follows:

Tc ≈ 1.44TF exp


− πh̄

2
√

2mkBTf ad


 (5.13)

where we define the effective scattering length as ad = 2md2

π2 h̄2 . The implementation of

this scheme is well adopted for ultracold polar molecules. The recent advances in this

field [145, 146] are very promising as these systems possess dipolar moments larger

than those of highly magnetic atoms by one or two orders of magnitude. For example,

the fermionic polar molecule 40K87Rb has been cooled down to T/TF = 1.4 [145]. This

molecule has a dipole moment of d = 0.57 D which correspond to an effective scattering

length D ' 14 nm. The actual limitation comes from technical difficulties to reach dense

samples due to the complexity of the quantum ultracold chemistry.

On the other hand, highly magnetic atoms such as Dy or Er, were successfully brought

to degeneracy. However, one needs to reach atomic densities on the order of 1015 cm−3

to be able to observe the superfluid transition. For example, if we consider the fermionic

isotope 161Dy, we obtain a critical temperature Tc = 100 nK for a Fermi temperature

TF ' 9 µK, or equivalently an atomic density n ' 8 × 1015 cm−3 that are almost

impossible to acheive experimentally (to be compared with the experimental achieved

Fermi temperature TF = 300 nK for this isotope [63]).

Another direction that can be explored to create a topological superfluid is to work in the

vicinity of a p-wave Feshbach resonance. The observation of these types of resonance

in fermionic gases of 6Li [147] and 40K [148] paved the way for investigating the p-wave

pairing in such systems. It was shown experimentally that it is possible to create Feshbach

molecules with resonances having a p-wave symmetry [149, 150], though their lifetime

was very short due to inelastic processes, mainly dipolar relaxation. Nevertheless, longer

lifetimes are expected to be achievable in a system for which a p-wave resonance occurs

aFor particles with a magnetic moment µ, d can be linked to this latter through d =
√

µ0µ2

4π .
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at low magnetic field where dipolar relaxation rates is quite suppressed or in the lowest

Zeeman sublevel where dipolar relaxation is prohibited. Hence, Dy presents a great to

potential to feature such resonances. As we saw in chapter 4, Dy has a rich Feshbach

spectrum and resonances exist even at low field. It is not impossible that some resonances

have a p-wave symmetry. Thus further theoretical and experimental investigations are

required.

Emergence of a topological superfluid in systems with light dressing of the

spin-states

Several theoretical studies propose to use atom-light couplings in order to induce

effectively a p-wave superfluid. I will concentrate on the proposal made in ref. [151] and

discuss their implementation in a Dy degenerate Fermi gas.

The idea, based on the original proposal by Kitaev, consists in having a trapped 1D

fermionic system in the vicinity of a BEC of Feshbach molecules that serves as a reservoir

of Cooper pairs. A carefully designed coupling between the two systems can effectively

induce the emergence of a superfluid gap in the 1D system with an effective p-wave

pairing.

Use of a synthetic spin-orbit coupling

In the past few years, successful experimental realizations of a synthetic spin-orbit

coupling (SOC) in both bosonic [128] and fermionic [61, 152, 56] systems by means

of Raman coupling, opened the door towards the creation of topological gauge fields.

The SOC plays a key role in condensed matter systems as it is responsible for multiple

phenomena such as the spin Hall effect. In ultracold atom systems, 2-photon Raman

transitions are used to couple an internal atomic state to the momentum of the particle.

Fig. 5.8 shows the dispersion relation (right hand side) in the presence of the Raman

coupling between two spin states denoted | ↑
〉

and | ↓
〉

(left hand side). For weak

coupling strength, the dispersion relation is the one of a free particle of a momentum

p± k with k being the wavevector of the Raman beams and p the particle momentum

(plotted in dashed line). Increasing the coupling strength results in an avoided crossing

at p = 0 and a gap opens. One can see that the obtained lowest band presents a smooth

transition between the two spin states. More details on SOC can be found in ref. [153].

Zoller et al. propose to use this coupling to induce a superfluid gap in the 1D fermionic
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quantum wire [151].

| ↓〉

| ↑〉

+k
−k

E(p)

pµ
0

| ↓〉 | ↑〉

Figure 5.8 – Left hand side: schematic of the Raman coupling between two spin
states | ↑

〉
and | ↓

〉
. Right hand side: The dispersion relation in the presence of the

SOC that results in a gap opening. The dashed line corresponds to the dispersion
relation of free particles, for a weak coupling.

To summarize, the needed ingredients for creating a topological superfluid are:

1. a 1D trapped fermionic system,

2. a molecular BEC (s-wave pairing),

3. SOC allowing for spin-momentum locking,

4. and an RF field to drive interactions between fermions in the 1D system and the

Feshbach molecules in the BEC.

Experimental realization

The main limitation today preventing the realisation of such a system is the large

heating rate accompanying Raman coupling for alkali atoms [152] due to the small fine

structure splitting of the P electronic levels compared to the transition linewidth. This

heating reduces the lifetime of the system. Instead of using alkali species, lanthanide

atoms turn out to be a good candidate for implementing a Raman scheme taking advan-

tage of relatively narrow optical transitions. For example, one can use the transition at

λ = 741 nm for Dy, which is quite isolated from the rest of the electronic spectrum and

has a linewidth of Γ/2π = 1.78 kHz. A first experimental realization [56] confirmed that

the lifetime is enhanced in a spin-orbit coupled degenerate Fermi gas of 161Dy, which

motivates the pursuit of this direction to create a topological superfluid.



110 Chapter 5. Manipulating the atomic spin with light

To conclude, I showed all along this manuscript that we have a good understanding of

our system. The reported studies of the Feshbach spectrum and the atom-light interaction

pave the way towards the implementation of the discussed above proposal.



Appendix A

Design of the transport acceleration

profile

The optical transport of atoms from the MOT chamber to the science cell was studied

in chapter 2. The spatial displacement of the optical beam focal point is done by means

of a motorized translation stage. The main technical features of the latter are:

• Stage model: ANT 130-160-L-PLUS-25DU-MP

• Maximum travel distance: 160 mm

• Maximum speed: 200 mm/s

• Maximum acceleration: 10 m/s2

As it was discussed before, the oscillation of the atomic cloud center of mass at the end

of the movement is reduced for some specific transport durations. However, an arbitrary

choice of this time is not possible due to the translation stage maximum speed. This

limitation can be overcome by changing the acceleration profile. Fig. A.1 shows few

examples of acceleration and velocity profiles that can be realized with our translation

stage. The large acceleration and deceleration phases permits to reduce the total duration

of the transport. We calculated the resulting velocity of a particle trapped in a gaussian

optical beam (we use the parameters of the transport beam) to which we apply the

acceleration profiles presented in Fig. A.1. Results are plotted in Fig. A.2. We see that the

particle gains kinetic energy when the acceleration is increased, which is in agreement

with the experimental observation reported in chapter2.

We measured the temperature increase as a function of the transport duration (Fig. A.3).

We observe a drop of the temperature for TTransport between 0.8 s and 1 s that can be
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Figure A.1 – Example of different acceleration profiles applied to the translation
stage (left hand side) and the corresponding velocity profiles (right hand side).

explained by an evaporation driven by the tilting of the trap due to the large acceleration

(cf. chapter 2). For even shorter durations, the observed heating results from the

competition between the evaporation process and the energy gain due to the large centre

of mass oscillation amplitudes.
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Figure A.2 – Calculated velocity profiles of a particle trapped in the transport dipole
trap during the displacement (purple) for the acceleration profiles shown in Fig. A.1
(to be compared with the velocity profile of the translation stage (blue)).
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Figure A.3 – The temperature of the atomic cloud at the end of the transport
normalized to the initial temperature as a function of the transport duration.
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Abstract
From the study of long-range-interacting systems to the simulation of gauge fields, open-shell
lanthanide atoms with their large magnetic moment and narrow optical transitions open novel
directions in the field of ultracold quantum gases. As for other atomic species, the magneto-
optical trap (MOT) is the working horse of experiments but its operation is challenging, due to
the large electronic spin of the atoms. Here we present an experimental study of narrow-line
dysprosium MOTs. We show that the combination of radiation pressure and gravitational forces
leads to a spontaneous polarization of the electronic spin. The spin composition is measured
using a Stern–Gerlach separation of spin levels, revealing that the gas becomes almost fully spin-
polarized for large laser frequency detunings. In this regime, we reach the optimal operation of
the MOT, with samples of typically 3 108´ atoms at a temperature of 15 μK. The spin
polarization reduces the complexity of the radiative cooling description, which allows for a
simple model accounting for our measurements. We also measure the rate of density-dependent
atom losses, finding good agreement with a model based on light-induced Van der Waals forces.
A minimal two-body loss rate 2 10 11b ~ ´ - cm3 s–1 is reached in the spin-polarized regime.
Our results constitute a benchmark for the experimental study of ultracold gases of magnetic
lanthanide atoms.

Keywords: laser cooling, ultracold dysprosium, ultracold atoms

(Some figures may appear in colour only in the online journal)

1. Introduction

Open-shell lanthanide atoms bring up new perspectives in the
field of ultracold quantum gases, based on their unique phy-
sical properties. Their giant magnetic moment allows
exploring the behavior of long-range interacting dipolar sys-
tems beyond previously accessible regimes [1–7]. The large
electronic spin also leads to complex low-energy scattering

between atoms, exhibiting chaotic behavior [8, 9]. The atomic
spectrum, which includes narrow optical transitions, further
permits the efficient production of artificial gauge fields
[10–12].

This exciting panorama triggered the implementation of
laser cooling techniques for magnetic lanthanide atoms,
including dysprosium [13–15], holmium [16, 17], erbium
[16, 18–20] and thulium [16, 21]. Among these techniques,
magneto-optical trapping using a narrow optical transition
(linewidth 2 100pG ~ ´ kHz) provides an efficient method to
prepare atomic samples of typically 108 lanthanide atoms in the
10μK temperature range [15, 20], in analogy with the trapping
of Sr and Yb atoms using the intercombination line [22, 23].
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For two-electron atoms like Ca, Sr and Yb [22–24], the
absence of electronic spin simplifies the operation and
theoretical understanding of the MOT. On the contrary, the
large value of the electron spin for lanthanide atoms greatly
complicates the atom dynamics, the modeling of which
a priori requires accounting for optical pumping effects
between numerous spin levels. Previous works on narrow-line
MOTs with lanthanide atoms mentioned a spontaneous spin
polarization of the atomic sample [1, 2, 19], but its quanti-
tative analysis was not explicitely described.

In this article, we present a study of Dy magneto-
optical traps (MOTs) operated on the 626 nm optical
transition (linewidth 2 136pG = ´ kHz [25]) [15]. We
measure the spin populations using a Stern–Gerlach
separation of the spin levels. We observe that, for large and
negative laser detunings (laser frequency on the red of the
optical transition), the atomic sample becomes spin-polar-
ized in the absolute ground state J m8, 8J∣ = = - ñ. This
spontaneous polarization occurs due to the effect of gravity,
which pushes the atoms to a region with a relatively large
magnetic field (on the order of 1G), leading to efficient
optical pumping [1, 2, 19]. In the spin-polarized regime, the
system can be simply described with a two-level atom
model, in close relation with previous works on Sr MOTs
[26] and narrow-line MOTs of magnetic lantha-
nides [1, 2, 19].

We show that the spin-polarized regime corresponds to
optimal operating parameters for the MOT, leading to sam-
ples with up to N;3×108 atoms and temperatures down to
T 15 μK. This observation is supported by a study of
density-dependent atom losses triggered by light-induced Van
der Waals interactions between atoms. We observe that
minimal loss rates are reached in the spin-polarized regime, as
predicted by a simple model of atom dynamics in attractive
molecular states.

2. Preparation of magneto-optically trapped
dysprosium gases

The electronic states of dysprosium involved in our study are
represented in figure 1(a), together with a schematics of the
MOT in figure 1(b). An atomic beam is emitted by an effu-
sion cell oven, heated up to 1100 °C. The 164Dy atoms are
decelerated in a Zeeman slower, which is built in a spin-flip
configuration and operates on the broad optical transition at
421 nm (linewidth 2 32p ´ MHz [27]). The flux of atoms
along the Zeeman slower axis is enhanced using transverse
Doppler cooling at the entrance of the Zeeman slower, also
performed on the 421 nm resonance [28].

The MOT, loaded in the center of a steel chamber, uses a
quadrupole magnetic field of gradient G=1.71 G cm–1 along
the strong horizontal axis x. The MOT beams, oriented as
pictured in figure 1(b), operate at a frequency on the red of the
optical transition at 626 nm [15], the detuning from resonance
being denoted Δ hereafter. This transition connects the
electronic ground state 4f106s2(5I8), of angular momentum
J=8 and Landé factor g 1.24J  , to the electronic state
4f10(5I8)6s6p(

3P1)(8,1)9, of angular momentum J 9¢ = and
Landé factor g 1.29J ¢ . Its linewidth 2 136pG = ´ kHz,
corresponding to a saturation intensity I 72sat = μWcm–2,
allows in principle for Doppler cooling down to the temper-
ature T k2 3.3 KBD ( )  m= G . Each MOT beam is pre-
pared with a waist w 20 mm and an intensity I 3.7=
mW cm–2 on the beam axis, corresponding to a saturation
parameter s I I 50sat º .

The atom loading rate is increased by artificially broad-
ening the MOT beam frequency: the laser frequency is
sinusoidally modulated at 135 kHz, over a total frequency
range of 6MHz, and with a mean laser detuning

2 4.2 MHzpD = - ´ . From a typical atom loading curve
(see figure 1(d)) one obtains a loading rate of 6 1 107( ) ´
atoms s–1 at short times and a maximum atom number
N 3.1 5 108( )= ´ . The atom number is determined up to a

Figure 1. (a) Scheme of the optical transitions involved in our laser cooling setup, coupling the electronic ground state 4f10(5I8)6s
2(1S0)

(J= 8) to the excited states 4f10(5I8)6s6p(
1P1)(8,1)9 (J 9¢ = ) and 4f10(5I8)6s6p(

3P1)(8,1)9 (J 9¢ = ). (b) Scheme of the magneto-optical trap
arrangement, with the six MOT beams (red arrows) and the pair of coils in anti-Helmoltz configuration. Gravity is oriented along z- . (c)
Typical in situ absorption image of an atomic sample held in the ‘compressed’ magneto-optical trap. The cross indicates the location of the
quadrupole center. The cloud is shifted by 1~ cm below the zero due to gravity. We attribute the cloud asymmetry with respect to the z axis
to the effect of an ambient magnetic field gradient. (d) Atom number N captured in the magneto-optical trap as a function of the loading time t
(see text for the MOT parameters).
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20% systematic error using absorption imaging with resonant
light on the broad optical transition, taking into account the
variation of scattering cross-sections among the spin manifold
expected for our imaging setup.

After a loading duration of ∼6 s, we switch off the
magnetic field of the Zeeman slower, as well as the slowing
laser. We then compress the MOT by ramping down the
frequency modulation, followed by decreasing the saturation
parameter s and the laser detuning Δ over a total duration of
430 ms. At the same time, the magnetic field gradient is
ramped to its final value. For most of the MOT configurations
used for this study, we do not observe significant atomic loss
during the compression. A typical absorption image of the
atomic sample after compression is shown in figure 1(c). The
curved shape of the gas and its mean position (about 1 cm
below the magnetic field zero) reveal the role of gravity in the
magneto-optical trapping [19, 23, 26].

3. Spin composition

An immediate striking difference of narrow-line MOTs with
respect to alkali-metal ones is the strong dependence of the
MOT center position on detuning [26]. As shown in

figure 2(a), we indeed observe a drop of the MOT position
when increasing the laser detuning, the amplitude of which
largely exceeds the cloud size (see figure 1(c)). This behavior
can be explained by considering the MOT equilibrium con-
dition, which requires mean radiative forces to compensate
for gravity. When the laser detuning is increased, the MOT
position adapts so as to keep the mean amplitude of radiative
forces constant.

This picture is supported by the calculation of the local
detunings m m

loc
J J( )D  ¢ of optical transitions J m8, J∣ = ñ

J m9, J∣ ¢ = ¢ñ at the MOT position. We compare in figure 2(c)
these detuning values for the s-, π and s+ transitions starting
from the ground state J m8, 8J∣ = = - ñ. We observe that,
when increasing the detuning Δ, the π and s+ transitions
become off-resonant, while the local detuning of the s-
transition tends to a finite value. The detuning of the latter
transition is denoted in the following as loc loc

8 9( )D º D- - .
This predominance of the s- transition leads to optical

pumping of the electronic spin towards the absolute ground
state, as confirmed by a direct measurement of the spin
composition of the atomic sample with a Stern–Gerlach
separation of spin levels. To achieve this, we release the
atoms from the MOT, apply a vertical magnetic field gradient
of about 30 G cm–1 during ∼4 ms, and let the atoms expand

Figure 2. (a) Vertical position zc of the MOT center of mass as a function of the laser detuning Δ, measured for two values of the magnetic
field gradient, G=1.71 G cm–1 (open symbols) and G=2.26 G cm–1 (filled symbols) and a saturation parameter s=0.65. (b) Scheme of
the optical transitions starting from the absolute ground state J m8, 8J∣ = = - ñ. As the MOT position deviates from the magnetic field zero
position, optical transitions of polarization s- become more resonant than π and s+ transitions, leading to optical pumping into the absolute
ground state. (c) Local detunings for the three optical transitions involving the absolute ground state, inferred from the laser detuning and the
Zeeman shifts at the MOT position. We take into account an ambient magnetic field gradient along z, G 0.094 2( )d = - G cm–1, measured
independently. The local detuning of the s- transition (circles) saturates to a fixed value for large detunings, showing that the MOT position
adapts to keep the local detuning fixed. The π and s+ transitions (square and diamonds, respectively) do not exhibit this saturation.
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for 20 ms before taking an absorption picture (see
figures 3(a)–(c)). We measure the spin composition for sev-
eral detuning values Δ, and we show two examples of spin
population distributions in the insets of figure 3(d). The mean
spin projection Jzá ñ inferred from these data is plotted as a
function of the detuning Δ in figure 3(d). It reveals an almost
full polarization for large detunings 2 1pD - ´ MHz,
which is the first main result of our study.

In the spin-polarized regime, the theoretical descrip-
tion of the magneto-optical trap can be simplified. As the
atomic gas is spin-polarized and the s- component of the
MOT light dominates over other polarizations, the atom
electronic states can be restricted to a two-level system,
with a ground state J m8, 8J∣ = = - ñ and an excited state
J m9, 9J∣ ¢ = ¢ = - ñ [26]. The radiative force is then calcu-
lated by summing the contributions of the six MOT
beams, projected on the s- polarization. For the sake of
simplicity we restrict here the discussion to the motion on
the z axis, but extending the model to describe motion
along x and y directions is straightforward (see
appendix B). The motion along z is governed by the
radiative forces induced by the four MOT beams propa-
gating in the plane x=0 (see figure 1(b)). Taking only the
s- component of these beams into account and neglecting
interference effect between the beams, the total force for an
atom at rest on the z axis is obtained by summing the
radiation pressure forces from the four beams in the x=0
plane. It takes the simple form

k s

s
F e

2 1 2 4
zrad

loc
2 2

=
G

+ + D G


at the MOT position [29]1. The MOT equilibrium position
corresponds to the condition of the radiative force compen-
sating gravity mF g 0rad + = , leading to

s

s

k

mg1 2 4

1
,

2
, 1

loc
2 2

( )
h

h
+ + D G

= =
G

where 168h for the considered optical transition. The local
detuning locD thus only depends on the laser intensity s and
not on the bare detuning Δ, as

s
2

2 1 . 2loc ( ) ( )hD = -
G

- -

This expression accounts well for the experimental data pre-
sented in figure 2(c): the saturation of the local detuning locD
for large detunings corresponds to the spin-polarized regime,
where equation (2) applies. For simplicity we do not take into
account magnetic forces associated with the magnetic field
gradient, as it leads to ∼10% corrections on the local detuning

locD , which is below our experimental error bars.
To go further this simple approach, we also developed a

model taking into account the populations in all Zeeman
sublevels. The Zeeman populations in the ground and excited
states are calculated as the stationary state of optical pumping
rate equations, including the Zeeman shifts corresponding to a
given position. We then calculate the radiative force by
summing the contributions of all optical transitions, which
allows determining the MOT position zc from the requirement

Figure 3. (a), (b) Typical absorption images of the atomic samples taken in our Stern–Gerlach experiment (see text). The populations of
individual spin levels can be resolved using a multiple gaussian fit of the atom density. Image (c) serves as a reference image taken in the
absence of gradient. (d) Variation of the mean spin projection Jzá ñ with the laser detuning Δ, showing the almost full polarization in the
absolute ground state, i.e. J 8z á ñ - , for large detunings ( 2 1pD - ´ MHz). The solid line corresponds to the prediction of an optical
pumping model (see text). Insets show the measured spin population distributions mJP for the detunings 2 0.5 MHz( )pD = - and −2 MHz,
corresponding to images (a) and (b), respectively. The saturation parameter is s=0.65 and the MOT gradient is G 1.71= G cm–1.

1 For a different MOT beam geometrical configuration, with propagation
directions along ex , ey and ez , we would obtain the same expressions
for the radiative force, as well as the optical pumping rates described in the
following.
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of compensation of the radiative force and gravity. As shown
in figure 3(d), this model accounts well for the measured
population distributions.

4. Equilibrium temperature

The main interest in using narrow optical transitions for
magneto-optical trapping lies in the low equilibrium tem-
peratures, typically in the 20 μK range. In order to investigate
the effect of the spin composition of the gas on its equilibrium
temperature, we investigated the variation of the temperature
T—measured after time-of-flight2—with the laser detuning Δ

(see figure 4). Far from resonance, we observe that the
temperature does not depend on Δ, in agreement with the
picture of the spin-polarized regime discussed above (see
figure 4(a)). The temperature slightly decreases for

1 MHz 2 0.3( )p- < D < - MHz, i.e. when leaving the
spin-polarized regime, before significantly raising closer to
resonance.

We also investigated the influence of the laser intensity,
by probing the temperature variation with the saturation
parameter s (see figure 4(b)). The observed temperature raise
upon increasing s can be intuitively understood from equation
(2): the local detuning from resonance increases when raising
s; we then expect a temperature increase according to the
Doppler cooling theory (in the regime 2loc∣ ∣D > G con-
sidered here).

A more quantitative understanding requires adapting the
theory of Doppler cooling to the experiment geometry. Here
we restrict the discussion to the atom dynamics along z, in the

spin-polarized regime (see appendix B for a generalization to
3D). The radiative force produced by the four MOT beams in
the x=0 plane can be calculated for an atom of velocity v
along z, leading to the damping force for small velocities

F m v
k

m

s

s
, 3

1 2 4
,

3

rad

2
loc

loc
2 2[ ( ) ]

( )

a a= - = -
D G

+ + D G


which coincides with the usual damping force formula for
Doppler cooling for a pair of counter-propagating laser beams
of saturation parameter s and detuning locD , up to numerical
factors related to the geometry of our laser configuration. In
appendix A, we discuss additional experiments on temper-
ature equilibration dynamics, which can be explained quali-
tatively using the damping rate value (3).

The momentum diffusion coefficient along z, denoted as
Dzz, is calculated taking into account the contribution of the
six cooling laser beams [30], as

D k
31

80
,zz

2 2= G P¢

where 1 hP¢ = is the population in the excited state. The
temperature T is then obtained as the ratio k T D mB zz ( )a= ,
leading to the expression

T
s

s k

31

120 2 1
. 4

B( )
( )h

h
=

- -
G

Extending this analysis of the atom dynamics to the two other
spatial directions x and y leads to slightly different equili-
brium temperatures along these axes, but the expected dif-
ference is less than 10%, which is below our experimental
resolution (see appendix B). According to equation (4), the

Figure 4. (a) Temperature T of the atomic gas as a function of the laser detuning Δ, for a saturation parameter s=0.65 and a gradient value
G 1.71= G cm–1. (b) Temperature T as a function of the saturation parameter s, measured for a gradient G 1.71= G cm–1 and laser
detunings 2 1.84pD = - ´ MHz (blue dots) and 2 2.54pD = - ´ MHz (red squares). The solid lines in (a) and (b) correspond to the
temperature expected in the spin-polarized regime according to equation (4). The dashed line includes the temperature increase expected from
the measured intensity noise of the cooling laser beams (see appendix C).

2 The magnetic field gradient is kept on during expansion in order to avoid
eddy current effects. We checked that magnetic forces play a negligible role
in the expansion dynamics for the flight durations used for this measurement.
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MOT temperature is minimized down to

T
k

31

60 2
3.4 K

B
min ( )

h
h

m=
-

G

for s 2 2( )h= - , which corresponds to a local detuning
2locD = G according to equation (2). As 1h , this value is

very close to the standard Doppler limit T k2 BD ( )= G .

We investigated this behavior by measuring the gas
temperature as a function of the saturation parameter s for
large laser detunings. As shown in figure 4(b), the measured
temperatures are reasonably well reproduced by equation (4)
for s0.3 10  . The measured temperatures deviate from
theory for small saturation parameter values s 0.1 , which
can be explained by the shaking of the atomic sample due to
the noise of the cooling laser intensity. We calculate in
appendix C the temperature increase expected from the
measured intensity noise spectrum (corresponding to rms
fluctuations of the saturation parameter s of 5× 10−3). We
obtain the dashed curve in figure 4(b), which qualitatively
reproduces the temperature raise observed for small saturation
parameters. A minimal temperature of 15(1) μK is measured
for s=0.2. For large saturation parameters s 10 , the gas
does not remain spin-polarized, and the temperature is no
longer accounted for by equation (4).

We also observe a raise of the MOT temperature when
increasing the atom number, similarly to previous studies on
alkali and alkaline-earth atoms [23, 31–33]. We discuss this
effect in the appendix A.

5. Cloud sizes and atom density

The atom density in the MOT is an important parameter to
consider for efficiently loading the atoms into an optical
dipole trap. In this section we characterize the cloud sizes and

atom densities achieved in our setup. We measured the hor-
izontal and vertical rms sizes ys and zs , respectively, using a
gaussian fit of the optical density—the absorption image
being taken in situ (see figure 5(a)). We observe that, in the
spin-polarized regime, the vertical size zs weakly varies upon
an increase of the laser detuning Δ, while the horizontal size

ys increases over a larger range.
We now explain how one can account for this behavior

within the simple model developed above. In the spin-polar-
ized regime, the analytic form of the radiative force
allows expressing the equilibrium shape of the atomic sample
in a simple manner. Close to the equilibrium position,
the radiative force can be expanded linearly as

x y zF e e ex x y y z zrad k k k= - - - , where the spring con-
stants are given by

mg

z

2
, 5x

c∣ ∣
( )k =

2, 6y x ( )k k=

mg G

s

4
, 7z

loc
2

∣ ∣ ( )k
dm
h

=
D
G

where dm m m= ¢ - is the difference between the magnetic
moments in the excited and ground electronic states, denoted
as m¢ and μ, respectively. Note the simple expression (5) for

xk , in which the influence of the detuning Δ and saturation
parameter s only occurs via the equilibrium position zc. We
remind that the magnetic field gradient is twice larger along x
than along y, which explains the relation (6) between the
spring constants xk and yk . The rms cloud sizes us
(u x y z, ,= ) are then determined using the thermodynamic
relations

k T . 8B u u
2 ( )k s=

As both the temperature T and local detuning locD are con-
stant in the spin-polarized regime, equations (7) and (8)

Figure 5. (a) Rms cloud sizes ys and zs (blue dots and red squares, respectively), measured using absorption images taken in situ for s=0.65,
G 1.71= G cm–1 and N 2 107~ ´ . The solid lines correspond to the theoretical values expected in the spin-polarized regime, equations (5)
and (7). (b) Volume V of the atomic gas as a function of the atom number N, for s=0.65, 2 1.84pD = - ´ MHz and G 1.71= G cm–1.
The solid line is a piecewise linear fit to the experimental data (see equation (9)), consistent with a maximum density reachable in our
MOT n 7 1 10 cmmax

10 3( )= ´ - .
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predict a constant rms size zs , consistent with the weak var-
iation observed experimentally. The variation of the size ys is
also well captured by this model. A more precise analysis
would require taking into account trap anharmonicities, which
cannot be completely neglected given the non-gaussian cloud
shape (see figure 1(c)).

We also observe a variation of the cloud size when
increasing the atom number N with fixed MOT parameters
(see figure 5(b)). Such an effect is expected from the repulsive
interaction between atoms being dressed by the MOT light,
due to the radiation pressure of fluorescence light they exert
on each other [34]. We plotted in figure 5(b) the cloud volume
V as a function of the atom number N. The volume V is
defined as V 2 x y z

3 2( )p s s s= , so that n N Vpeak = represent
the atom density at the trap center. In order to calculate the
volume V, we use equation (6) to deduce xs from the mea-
sured ys value. The measurements are consistent with a
volume V independent of N for low atom numbers (‘temp-
erature-limited’ regime) and linearly varying with N for large
atom numbers (‘density-limited’ regime) [34, 35]. The data is
fitted with the empirical formula

V V N N N N , 9c csingle atom ( ) ( ) ( )a= + - Q -

where Θ is the Heaviside function. For the MOT parameters
corresponding to figure 5(b), we obtain V 3.7 1single atom ( )=
mm3, N 3 1 10c

7( )= and 8 1 10 9( )a = ´ - mm3.

Far in the density-limited regime (N Nc ), we expect
the atoms to organize as an ellipsoid of uniform atom density
nmax corresponding to the maximum atom density that can be
reached in the MOT [34, 35]. In such a picture, the volume
determined from the rms sizes varies linearly with the atom
number, with n0.52 max

1a = - (taking into account the non-
gaussian atom distribution in this regime). From the fit (9) of
our data, we infer for large atom numbers a maximum atom
density n 7 1 10 cmmax

10 3( )= - , a value comparable to the
ones typically reached with alkali atoms [35].

6. Atom losses due to light-assisted collisions

The variation of the cloud sizes shown in figure 5 indicates
that the atom density could be maximized by setting the
cooling laser light close to the optical resonance, so as to
achieve the smallest cloud volume. However, we observe an
increased rate of atom losses near resonance, eventually
leading to a reduced atom density. In order to understand this
behavior, we present in this section an experimental study of
atom losses in the magneto-optical trap, and we interpret the
measurements with a simple model based on molecular
dynamics resulting from light-induced Van der Waals inter-
actions [36–39].

The loss of atoms is quantitatively characterized by
measuring the variation of the atom number N with the time t
spent in the magneto-optical trap, in the absence of Zeeman
slowing light (see figure 6(a)). The atom decay is fitted with
the solution of an atom loss model taking into account one-
body atom losses due to collisions with the residual gas and

two-body losses, described by the equation

N
N

nN. 10
1

˙ ¯ ( )
t

b= - -

In this equation, 12 2 s1 ( )t = is the one-body lifetime due to
collisions with background atoms (background pressure

4 10 10 ´ - mbar), β is the two-body loss coefficient and
n n N V2 2 2 2peak¯ ( ) ( )= = is the average atom density
in the trap. An example of fit of the atom number decay is
presented in figure 6(a)3.

The figure 6(b) shows the variation of the loss coefficient
β with the detuning Δ. We observe that the loss coefficient
stays almost constant in the spin-polarized regime, with

2.6 5 10 11( )b = ´ - cm3 s–1, and it increases by a factor ∼20
when approaching resonance. We can also compare our
measurements to the loss coefficient 3.7 4 10 11( )b = ´ -

cm3 s–1 reported in [15]. As shown in figure 6(b), the two
measurements are in good agreement after renormalizing the
laser detuning to account for the different saturation para-
meters used in the two studies, so as to compare atom samples
with identical spin composition4.

We now interpret our loss coefficient measurements
using a simple theoretical model in which atom losses origi-
nate from light-induced resonant Van der Waals interactions.
As shown in figure 7, when an atom is brought to an excited
electronic state by absorbing one photon, it experiences
strong Van der Waals forces from nearby atoms. For red-
detuned laser light, an atom pair is preferentially promoted to
attractive molecular potentials. Once excited in such a
potential the pair rapidly shrinks and each atom may gain a
large amount of kinetic energy. When the molecule sponta-
neously emits a photon, both atoms return to the electronic
ground state with an additional kinetic energy that can be
large enough for the atoms to escape the MOT.

We model this phenomenon using a simple description of
molecular dynamics, inspired from [36, 39, 40]. The large
electron spin of dysprosium leads to an intricate structure of

J J2 2 1 2 1 646( )( )+ ¢ + = molecular potential curves that
we calculated numerically. The complete description of this
complex system is out of the scope of this paper. Fortunately,
the main physical effects occurring in the experiment can be
captured by a simplified model corresponding to a single
effective molecular potential V r krmol

3( ) ( )l= - G , with a
e1 molecule lifetime 1( )mG - , where λ and μ are dimen-

sionless numbers. The mean values of these parameters
averaged over the 323 attractive molecular potentials are

0.68¯ l and 1.05¯ m .
The calculation of the two-body loss rate within this

model is detailed in appendix D. We show that the laser
excitation of atoms from the spin level J m, J∣ ñ to J m q, J∣ ¢ + ñ

3 Before fitting the measured atom decay data with equation (10), we fit the
measured volume variation with the atom number using the piecewise linear
function (9), as discussed in section 5.
4 Close to the spin-polarized regime, we expect the atom fraction in excited
spin levels to scale as s 2D . In order to compare loss coefficients taken for a
detuning Δ and saturation parameter s¢ to data of saturation parameter s with
comparable spin composition, we thus renormalize the detuning
as s sD  D ¢ .

7

J. Phys. B: At. Mol. Opt. Phys. 50 (2017) 065005 D Dreon et al



(q 1= - , 0 or 1) contributes to the loss coefficient as

J m q J m q
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p
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=P á ¢ + ñ

´
G

D
G

´ -
G

D
G

=
G
G

 +

 +


where EG is the Euler Gamma function. We remind that mJP is
the atom fraction in the state J m, J∣ ñ and m m q

loc
J J( )D  + is the

local detuning for the considered optical transition at the
MOT position. The exponential factor corresponds to the
probability that a molecular association event leads to the loss
of the atom pair. The total loss coefficient β is then obtained
by summing the contributions m q,J

b of all optical transitions.
From equation (11), we see that the atom losses asso-

ciated with this mechanism are exponentially suppressed
when considering broad optical transitions. This suppression
plays a large role for alkalis, for which other loss mechanisms
dominate, e.g. fine-structure-changing collisions [36]. In the
case considered here, the exponential factor has a moderate
effect: for the data shown in figure 6(b), it takes the value

0.6 for the transition J m J J m J, ,J J∣ ∣= - ñ  ¢ ¢ = - ¢ñ in the
spin-polarized regime, assuming ¯l l= and ¯m m= .

In the spin-polarized regime, the predominance of the
transition J m J J m J, ,J J∣ ∣= - ñ  ¢ ¢ = - ¢ñ leads to a simpler
expression for the loss coefficient

C
E

s

k

2

3

exp . 12

8, 1

2 2

loc

2

loc

5 6

r
3

⎛
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⎞
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⎢⎢

⎤
⎦
⎥⎥ ( )

b b
p l m

= =
G

D

´ -
G

D
G G
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As the local detuning locD does not vary with Δ in this
regime, we expect a constant loss coefficient β, as observed
for the data presented in figure 6(b) for 2 1pD - ´ MHz.

In figure 6(b) we show the prediction of the full model
for two sets of values for the parameters λ and μ. Using the
mean values l̄ and m̄ only provides a qualitative description
of the measured loss coefficients. A better agreement is
obtained using 0.75l = and 0.5m = , possibly indicating the
important role played by subradiant molecular states, which
correspond to 1m < .

Figure 6. (a) Decay of the atom number with time for a laser detuning 2 2.54 MHzpD = - ´ , a saturation parameter s=0.65 and a
gradient G 1.71= G cm–1. The data is fitted with a solution of the decay model (10) (solid line), leading to a two-body loss coefficient

2.3 5 10 11( )b = ´ - cm3 s–1. The dashed line corresponds to the exponential asymptote associated with one-body atom losses ( e1 time
constant 121t = s). (b) Variation of the loss coefficient β with the detuning Δ, compared with the predictions of the molecular dynamics
model. The dashed line corresponds to molecular parameters ¯l l= and ¯m m= , while the solid line is a fit with λ and μ being free
parameters. The dotted and dashed–dotted lines stand for the corresponding asymptotic expression (12). The red square corresponds to the
decay coefficient measured in [15], with the arrow indicating the required detuning renormalization (see text).

Figure 7. Scheme of the light-induced inelastic collisions. For red-
detuned laser light, atom pairs are preferentially excited to an
attractive molecular potential (blue line). For the duration τ spent in
the excited state, the atoms attract each other, and acquire each a
kinetic energy Ek before returning to the electronic ground state. The
atoms are lost as soon as their kinetic energy exceeds a threshold
energy E*, which is typically much larger than other involved energy
scales (see appendix D). The condition for atom losses is represented
as a light gray area, corresponding to E2 1000= G* .
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7. Conclusions and perspectives

We presented a detailed experimental study of narrow-line
magneto-optical trapping of dysprosium, together with
theoretical models supporting our measurements. We showed
that the optimal operation of the MOT is obtained for large
laser detunings, leading to a spontaneous spin polarization of
the atomic sample and to minimal two-body atom losses.

This understanding allows us to prepare gases in ideal
conditions for transferring them into an optical dipole trap. In
such a non-dissipative trap, it is crucial to produce atomic
samples polarized in the electronic ground state in order to
avoid dipolar relaxation [41, 42]. In preliminary experiments,
we were able to trap about 2×107 atoms into an optical
dipole trap created by a single laser beam of wavelength

1070l = nm and optical power P=40W, focused to a
waist of 35 μm. Optimal efficiency of the dipole trap loading
is obtained by first preparing the MOT at the lowest achieved
temperature of 15 μK (corresponding to parameters

2 1.8pD = - ´ MHz, s=0.2 and G=1.7 G cm–1), and
then superimposing the dipole trap over the MOT center
during 600 ms. The phase space density of 8 10 5 ´ -

reached after the dipole trap loading corresponds to a good
starting point to reach quantum degeneracy via evaporative
cooling [1, 3].

Our study will be of direct interest for magneto-optical
traps of other atomic species featuring both narrow optical
transitions and a spinful electronic state, such as the other
magnetic lanthanides. Future work could investigate sub-
Doppler cooling to very low temperatures in optical molasses.
Contrary to sub-Doppler mechanisms observed with magnetic
lanthanides in broad-line magneto-optical traps [13, 43, 44],
reaching temperatures below the Doppler limit of the 626 nm
optical transition would require applying an optical molasses
at low magnetic field [45, 46].
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Appendix A. Additional temperature measurements

In this appendix we describe further temperature measure-
ments related to the equilibration dynamics and to the influ-
ence of the atom density.

We studied the equilibration dynamics in the magneto-
optical trap by measuring the time evolution of the temper-
ature right after the trap parameters have been set to the
‘compressed MOT’ values. We show such an evolution in
figure A1(a), corresponding to MOT parameters s=0.65,

2 1.84 MHzpD = - ´ and G 1.71= G cm–1. The

temperature variation is fitted with an exponential decay of
e1 time constant 29 11( )t = ms, with a baseline of

23.6 9( ) μK. No significant atom loss is observed over the
duration of equilibration. This measurement allows extracting
a damping coefficient 1 2 17 6 s 1( ) ( )a t= = - , comparable
but smaller than the value 47 2 s 1( )a = - given by the sim-
plified model leading to equation (3).

We also investigated the raise of the MOT temperature
when increasing the atom number [23, 31–33]. In previous
studies, such an effect was attributed to multiple scattering of
photons within the atomic sample [32], leading to a temper-
ature raising linearly with the peak atom density npeak, as

T n T n .single atom peak( ) g= +

We investigated this behavior by measuring the gas temper-
ature for various atom densities. The atom density was varied
by loading different atom numbers N4 10 2 107 8´ ´ 
or using different gradient values G1.1 G cm 5.31-  
G cm–1. Note that the highest atom density used for this
study (n 1.1 10peak

11 ´ cm−3) exceeds the maximum
density nmax discussed in the main text as we use here
larger magnetic field gradients. As shown in figure A1(b),
our measurements are compatible with a linear variation
of the temperature with density, with a slope g =
8 1 10 K cm11 3( ) m´ - . This value is comparable with the one
obtained with Cs gray molasses [32].

Appendix B. MOT temperature in the spin-polarized
regime

In this section we give a more detailed description of the
MOT temperature calculation and extend the analysis to the
atom dynamics in three spatial directions. We restrict the
discussion to the spin-polarized regime.

In order to extract the damping coefficient, the radiative
force can be expanded at the equilibrium position rc as

m v v v vF r v e e e,
2

3
,c x x y y z zrad

2⎜ ⎟⎛
⎝

⎞
⎠( ) ( )a= - + + + 

where α was introduced in the main text, see equation (3).
The anisotropy of the damping comes the specific geometry
of our setup (see figure 1(b)).

The momentum diffusion tensor D is calculated as the
sum of the diffusion tensors Dabs and Dem, associated with the
stochastic absorption and spontaneous emission events,
respectively. Taking into account the geometry of our
experiment (see figure 1(b)), we obtain the diffusion coeffi-
cients

D k

D k

1

16

2 0 0
0 3 0
0 0 3
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The temperature is then obtained according to k TB =
D m( )a and reveals weak anisotropy:

T
T

T

s

s k2 1

33 120
27 120
31 120

.
x

y

z
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⎛
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⎜⎜⎜

⎞

⎠
⎟⎟⎟( )

h
h

=
- -

G

Appendix C. Temperature increase due to the laser
intensity noise

In this section we give more details on the calculation of the
temperature increase due to fluctuations of the cooling laser
intensity, leading to a time-dependent saturation parameter s
(t). The main heating effect comes from fluctuations of the
trap center zc(t), which can be related to s(t) using the equi-
librium condition (1).

For simplicity we restrict the discussion to the atom
dynamics along the z axis. The atom dynamics is described by
Newton’s equation

mz z z t m z F t¨ . C.1z c L[ ( )] ˙ ( ) ( )k a= - - - +

Here, F tL ( ) is the Langevin force associated with stochastic
radiative processes, such that F t 0L ( )á ñ = and
F t F t D t t2L L( ) ( ) ( )dá ¢ ñ = - ¢ , involving the diffusion coeffi-
cient introduced in the main text. By integrating
equation (C.1), we calculate the rms fluctuations of the
velocity, as

z
D

m

z

s
S

d

d
d ,

C.2

c2
2

2
0
4 2

0
2 2 2 2 2

⎜ ⎟⎛
⎝

⎞
⎠˙

( )
( )

( )

òa
w

w w
w w w a

wá ñ = +
- +

where S ( )w is the spectral density of the saturation parameter
noise and mz0w k= . The equilibrium temperature is then

obtained as T m z kB
2˙= á ñ . Note that for small damping rates

α and in the absence of Langevin forces, equation (C.2) is
consistent with the heating rates expected from [47] for sha-
ken conservative traps. The dashed line in figure 4(b) is cal-
culated using equation (C.2) and the measured noise
spectrum, shown in figure C1 for the lowest saturation para-
meter s=0.065 explored in figure 4(b). Note that, during the
MOT loading and compression, the laser intensity is servo-
locked to a PID controller, typically over the
range s0.065 50  .

Appendix D. Calculation of the inelastic loss rate

In this section we describe the two-body loss model used in
the main text to interpret the measured loss coefficients,
adapting thereby standard treatments to the case of dyspro-
sium atoms [36, 37].

We assume the nonlinear atom losses to be triggered by
the light-assisted formation of molecules. Once the pair of
atoms is excited to an attractive molecular state, strong Van
der Waals forces induce fast atom dynamics, leading to atom
losses once the molecule is de-excited after spontaneous
emission.

A precise modeling is a challenging task, as it requires
calculating the 646 molecular potentials and the corresp-
onding excitation amplitudes, taking into account the local
magnetic field value and the orientation of atom pairs. We
consider here a single effective molecular potential
V r krmol

3( ) ( )l= - G , of e1 lifetime 1( )mG - . For simpli-
city we consider a uniform atom density n=N/V. The atom
loss can be described by the equation

N
n

Pr r r r r r
2

d d 2 , D.1
2

1 2 asso 1 2 loss 1 2˙ (∣ ∣) (∣ ∣) ( )ò= - G - -

Figure A1. (a) Evolution of the gas temperature T with time t right after the MOT parameters are set to the ‘compressed MOT’ values. The
solid line is an exponential fit of the equilibration dynamics. (b) Temperature T as a function of atom density n, measured for various atom
numbers and gradient values, indicated in the legend (in G cm–1). The solid line is a linear fit of slope 8 1 10 K cm11 3( )g m= ´ - .
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where rasso( )G is the rate of molecule formation for a pair of
atoms of relative distance r, and P rloss ( ) is the probability to
lose this pair of atoms after de-excitation. The factor 1

2
avoids

double counting and the factor 2 accounts for the fact that
each loss event corresponds to the loss of two atoms.
Equation (D.1) can be recast as

N nN r P rr, d .asso loss˙ ( ) ( )òb b= - = G

Consider a pair of atoms in the MOT separated by the
distance ri. We assume the rate of molecular association,
triggered by the absorption of a photon (q 1= - , 0 or 1
referring to s-, π or s+ polarizations, respectively) by an atom
of spin J m, J∣ ñ, to be given by the standard algebra of atom-
light interaction, as

r J m q J m q

s

V r

, , ; 1,
2

2

1 4
, D.2

J Jasso i
2

loc mol i
2 2

( ) ∣ ∣ ∣

[ ( ) ] ( )
( )

m

m

G = á ¢ + ñ
G

´
+ D - G

where we ignore intensity saturation effects.
Once the molecule is formed, the atom pair evolves

according to Newton’s law m r V r2 ¨ r mol( ) ( )= -¶ , which can
be solved implicitly. We neglect the initial atom motion as it
corresponds to a weak energy scale for this problem. The
electronic excitation decays after a duration τ, corresponding
to a distance r r ,f i( )t , such that

r

r r mk

d
2 .

r

r

3
i

3 3
f

i

ò
l

t
-

=
G

- -



The acquired kinetic energy per atom Ek is obtained from
energy conservation, as E r V r V r2 ,k i i f( ) ( ) ( )t = - .

The atom pair is lost if the acquired kinetic energy
exceeds a threshold energy E*. This energy can be calcu-
lated by solving numerically the equation of motion of an
atom of kinetic energy E*, initially located at the equili-
brium position rc, and subjected to the radiative forces. For
the MOT parameters corresponding to the data of atom
number represented in figure 6(a), we estimate a capture

velocity v* of about 0.6 m s–1, corresponding to an
energy E 500 G* .

The loss probability is then obtained as the probability
for the atoms to acquire enough kinetic energy during the
molecular dynamics:

P r e E r Ed , ,loss i
0

k i( ) [ ( ) ]ò t m t= G Q -m t
¥

- G *

where emG m t- G is the density probability for the spontaneous
emission to occur at time τ (Θ is the Heaviside function). We
obtain

P r kr
E

f

E

V r

exp
2 2

1 ,
i

loss i i
5 2

r
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1 3
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*

where f x
x

u

u

1 d

13
( ) ò=

--
. As the threshold energy E* is

much larger than other energy scales, we can safely replace
the factor f [·] by f 0 5 6 3 4 3E E( ) ( ) [ ( )]p= G G .

The loss rate can then be obtained by calculating
numerically the integral (D.1). We find that replacing the
Lorentz absorption profile (D.2) by a strict resonance condi-
tion (i.e. the suitable Dirac δ function) only introduces minor
differences for the numerical value of β. After this replace-
ment the integral can be calculated analytically, leading to the
formula (11) in the main text.
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Résumé
Dans le cadre de cette thèse, j’ai étudié le refroidisse-
ment et le piégeage d’un gaz d’atomes de Dyspro-
sium dans des potentiels lumineux. Cet atome lan-
thanide possède dans son état électronique fonda-
mental un moment magnétique très élevé, permet-
tant l’exploration du domaine des gaz dipolaires ultra-
froids. Ce caractère dipolaire enrichit la gamme des
phénomènes physiques réalisés expérimentalement, en
tirant avantage de la nature anisotrope et à longue-
portée de l’interaction entre dipôles magnétiques. De
plus, grâce à sa structure électronique riche, le Dys-
prosium offre la possibilité de créer un fort couplage
entre le spin atomique et des champs lumineux, tout
en gardant un taux de chauffage faible par rapport au
cas usuel des atomes alcalins. Ceci ouvre la voie vers
l’implémentation de champs de jauge artificiels, qui
suscitent un vif intérêt dans le domaine des atomes
froids dans un contexte de simulation quantique. Ce
travail de thèse, consiste en l’étude des mécanismes
d’interactions dans un gaz de Dysprosium ultrafroid,
allant des collisions assistées par la lumière à la relax-
ation dipolaire en passant par le refroidissement par
évaporation. J’expose également la réalisation ex-
périmentale d’un champ magnétique effectif en util-
isant un déplacement lumineux dépendant du spin,
permettant de contrôler optiquement la force des in-
teractions atomiques au moyen d’une résonance de
Feshbach.

Mots Clés

atomes froids, dysprosium, gaz dipolaire.

Abstract
In this thesis, I present the study of the laser trapping
and cooling of a Dysprosium atomic gas. This latter
belong to the lanthanide family, it exhibits a large an-
gular momentum in its electronic ground state, mak-
ing it a suitable candidate for investigating dipolar
quantum gases. These systems present a major inter-
est as they can lead to the observation of novel quan-
tum phenomena thanks to the anisotropic and long-
range character of the interaction between magnetic
dipoles. Moreover, Dysprosium has a rich electronic
structure offering the possibility to implement strong
light-spin coupling with a reduced heating with re-
spect to alkali species, which paves the way toward
the realization of synthetic gauge fields. In this work,
I present the experimental investigation of different
interaction mechanisms occurring in an ultracold gas
of Dysprosium, ranging from light-assisted collisions
to dipolar relaxation and evaporative cooling. I ex-
pose also the experimental realization of an effec-
tive magnetic field, using spin-dependent light-shift,
allowing optical control over atomic interactions by
means of Feshbach resonances.

Keywords

cold atoms, dysprosium, dipolar gases.
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