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Abstract
In La Géométrie, Descartes proposed a “balance” between geometric con-

structions and symbolic manipulation with the introduction of suitable ideal
machines. In particular, Cartesian tools were polynomial algebra (analysis)
and a class of diagrammatic constructions (synthesis). This setting provided a
classification of curves, according to which only the algebraic ones were consid-
ered “purely geometrical.” This limit was overcome with a general method by
Newton and Leibniz introducing the infinity in the analytical part, whereas the
synthetic perspective gradually lost importance with respect to the analytical
one—geometry became a mean of visualization, no longer of construction.

Descartes’s foundational approach (analysis without infinitary objects and
synthesis with diagrammatic constructions) has, however, been extended be-
yond algebraic limits, albeit in two different periods. In the late 17th century,
the synthetic aspect was extended by “tractional motion” (construction of tran-
scendental curves with idealized machines). In the first half of the 20th century,
the analytical part was extended by “differential algebra,” now a branch of
computer algebra.

This thesis seeks to prove that it is possible to obtain a new balance between
these synthetic and analytical extensions of Cartesian tools for a class of tran-
scendental problems. In other words, there is a possibility of a new convergence
of machines, algebra, and geometry that gives scope for a foundation of (a part
of) infinitesimal calculus without the conceptual need of infinity.

The peculiarity of this work lies in the attention to the constructive role
of geometry as idealization of machines for foundational purposes. This ap-
proach, after the “de-geometrization” of mathematics, is far removed from the
mainstream discussions of mathematics, especially regarding foundations. How-
ever, though forgotten these days, the problem of defining appropriate canons
of construction was very important in the early modern era, and had a lot of
influence on the definition of mathematical objects and methods. According to
the definition of Bos [2001], these are “exactness problems” for geometry.

Such problems about exactness involve philosophical and psychological in-
terpretations, which is why they are usually considered external to mathematics.
However, even though lacking any final answer, I propose in conclusion a very
primitive algorithmic approach to such problems, which I hope to explore fur-
ther in future research.

From a cognitive perspective, this approach to calculus does not require
infinity and, thanks to idealized machines, can be set with suitable “grounding
metaphors” (according to the terminology of Lakoff and Núñez [2000]). This
concreteness can have useful fallouts for math education, thanks to the use of
both physical and digital artifacts (this part will be treated only marginally).
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Chapter 1

Preface

Theories of the known, which are described by different physical ideas, may be
equivalent in all their predictions and are hence scientifically indistinguishable.
However, they are not psychologically identical when trying to move from that
base into the unknown. For different views suggest different kinds of modifi-
cations which might be made and hence are not equivalent in the hypotheses
one generates from them in one’s attempt to understand what is not yet un-
derstood.

Richard P. Feynman, acceptance speech of the Nobel Prize in Physics 1965
(printed in Feynman [1966])

In La Géométrie, Descartes proposed a “balance” between geometric con-
structions and symbolic manipulation with the introduction of suitable ideal
machines. In particular, Cartesian tools were polynomial algebra (analysis)
and a class of diagrammatic constructions (synthesis). This setting provided a
classification of curves, according to which only the algebraic ones were consid-
ered “purely geometrical.” This limit was overcome with a general method by
Newton and Leibniz introducing the infinity in the analytical part, whereas the
synthetic perspective gradually lost importance with respect to the analytical
one—geometry became a mean of visualization, no longer of construction.

Descartes’s foundational approach (analysis without infinitary objects and
synthesis with diagrammatic constructions) has, however, been extended be-
yond algebraic limits, albeit in two different periods. In the late 17th century,
the synthetic aspect was extended by “tractional motion” (construction of tran-
scendental curves with idealized machines). In the first half of the 20th century,
the analytical part was extended by “differential algebra,” now a branch of
computer algebra.

This thesis seeks to prove that it is possible to obtain a new balance between
these synthetic and analytical extensions of Cartesian tools for a class of tran-
scendental problems. In other words, there is a possibility of a new convergence
of machines, algebra, and geometry that gives scope for a foundation of (a part
of) infinitesimal calculus without the conceptual need of infinity.

The peculiarity of this work lies in the attention to the constructive role of
geometry as idealization of machines for foundational purposes. This approach,
after the “de-geometrization” of mathematics, is far removed from the main-
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CHAPTER 1. PREFACE 2

stream discussions of mathematics, especially regarding foundations. However,
though forgotten these days, the problem of defining appropriate canons of con-
struction was very important in the early modern era, and had a lot of influence
on the definition of mathematical objects and methods. According to Bos’s
definition 1, these are “exactness problems” for geometry.

Such problems about exactness involve philosophical and psychological in-
terpretations, which is why they are usually considered external to mathematics.
However, even though lacking any final answer, I propose in conclusion a very
primitive algorithmic approach to such problems, which I hope to explore fur-
ther in future research.

From a cognitive perspective, this approach to calculus does not require
infinity and, thanks to idealized machines, can be set with suitable “grounding
metaphors” (according to the terminology of Lakoff and Núñez [2000]). This
concreteness can have useful fallouts for math education, thanks to the use of
both physical and digital artifacts (this part will be treated only marginally).

1.1 Exactness of constructions
Is it possible to fix a canon of geometric construction for some classes of

curves beyond the algebraic ones? Moreover, can this canon extend in a certain
way the classical insight of geometry without the need of introducing the infinite
in the analytical counterpart?

To set these questions, let us go back to the second half of the 17th century
when Descartes’s La Géométrie was influent, algebra was introduced as an an-
alytical tool for geometric problems, and “geometric” curves reached a widely
recognized ontological legitimacy. Descartes’s work suggested a canon to dis-
tinguish between these curves (intuitive and analytically treatable objects) and
“mechanical” ones (all the other curves): in modern terms, this corresponds to
the distinction between algebraic and transcendental curves. Previously, alge-
bra and geometry, even if deeply interrelated, had very different roles—algebra
was just a “symbolic manipulation method” to help answering questions about
geometric or arithmetic entities, entities whose existence was (theoretically) le-
gitimized independently, such as by geometric constructions.

The use of curves that could not be considered geometric from a Carte-
sian perspective raised the question of the “legitimation of the transcendental
curves” 2 by certain geometric tools extending the ones allowed by Descartes—
for example with “tractional constructions,” which will cover a substantial role
in this thesis.

This is the first point we have to focus on. In contrast to the original finitis-
tic perspective of Descartes’s algebra, Leibniz and Newton, given the failure of
polynomial algebra to deal with transcendental problems, developed new meth-
ods introducing not just finite, but also infinite and infinitesimal entities, On the
other side, the tractional motion, even if not respecting the Cartesian paradigm,
was not—or at least can be considered not—substantially stranger to it, and,
even if in a to-be-defined way, these new constructions can be considered an
extension of Cartesian geometric tools.

1. The main reference about this topic is Bos [2001].
2. Cf. Bos [1988].
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The foundational inspection of tractional motion lasted about 60 years 3,
and, contrary to what happened to Cartesian geometry, these researches ended
without any widely accepted canon of constructions. This lack was probably
favored by the change of paradigm from geometry to symbolic manipulation.
In fact, the possibility of representing a curve just by a formula (even if recall-
ing infinitary entities 4) was much more convenient (for manipulation) than a
representation by geometric constructive procedures. Thus, the ontological le-
gitimation of algebraic curves through constructions gradually came to lose its
importance, giving rise to the practical result that a mathematical object was
considered completely defined just by a formula. This change of paradigm, from
geometric to symbolic representation, firstly just adopted in practice, found its
basis in the second half of the 19th century in the “arithmetization of the analy-
sis.” This marked the completion of the passage from a “geometric” foundational
perspective of mathematics—objects are constructed by geometric constructions
and symbolism is useful to analyze or characterize them—to an “arithmetic”
foundation—objects are obtained as sets of real numbers and geometry is useful
to visualize them.

To sum up, Descartes’s legacy favored two fundamental changes:

1. the passage from finite to infinitary tools in analysis;

2. the passage from geometric to arithmetic foundation.

If the first one was something deemed necessary to manage problems beyond
algebraic ones, the second was pursued to give rigor to an intuitive and imprecise
geometric foundation, and to generalize and extend geometric methods that
remained inadequate to study new curves.

In light of these remarks, the questions at the beginning of this section can
be better rephrased: Is it possible to define a new canon of constructions in or-
der to extend in a conservative way (geometric and finite) Cartesian geometry
to differential geometry? With regard to the analytical tools necessary for these
constructions, is it possible to avoid infinitary entities and use a finitist conser-
vative extension of polynomial algebra? I claim to provide positive answers to
both questions.

According to Bos, the problem of defining the allowed canon of geometric
constructions is called “exactness problem.” This problem was deeply present
during the early modern period, but fell into total oblivion after formulas were
widely accepted by the mathematical community as the best representation for
mathematical objects. In particular, I will propose a canon of constructions
based on a specific definition of some machines obtained by assembling suitable
components (these machines are a reinterpretation of the “tractional motion”
tools), and this canon will be legitimized by a suitable interpretation of the
role of machines in algebra and geometry. Furthermore, as Cartesian canon

3. Tractional instruments were studied mostly between 1692 and 1752, and there were many
mathematicians interested in: Huygens, Leibniz, Jean and Jacques Bernoulli, L’Hospital,
Varignon, Fontenelle, Bomie, Fontaine, Jean-Baptiste Clairaut and his son Alexis-Claude,
Maupertuis, Euler and, in Italy, Vincenzo Riccati, Giovanni Poleni and Giambatista Suardi
(cf. Tournès [2007]).

4. Henceforth, I will not use different words to distinguish between infinite or infinitesimal
entities, because I just want to focus on the introduction of actual infinite in constructions:
so “infinitary entities” will denote both of them.
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produced a “balance” 5 between allowed machines (geometric linkages), analyt-
ical tools (algebra), and geometric curves (algebraic ones), I also claim that the
proposed machines, analytical tools, and geometric curves—all of them seen as
conservative extensions of the Cartesian ones—will determine a new balance
between the objects generated in these different domains.

1.2 The role of machines
The aim of this work is to show that it is possible to go beyond the limit

of Descartes’s geometry while still remaining within a genuinely geometric and
finitistic perspective 6. To develop my argument, I want to extend the Carte-
sian canon still maintaining its general perspective. In particular, I will move
on from polynomial algebra to differential algebra 7 and from algebraic curves
to differential ones. However, the most important difference is in the role of
machines, which I will explain shortly.

In Euclid’s works, there is no reference to compass and ruler, because the
exactness of his planar geometry is given by the possibility of constructing lines
and circles given two points, without any need of references to physical or ideal-
ized tools necessary to concretely realize a certain diagrammatic construction.
This suggests thinking of Euclid’s geometry as something static. In other words,
to consider Euclid’s geometry there is no need to introduce machines, which,
during their motions, trace segments or circles—these machines will just rely on
the practical construction of diagrams. On the contrary, to legitimize algebraic
curves, Descartes needed to introduce a class of tracing machines (geometric
linkages) to construct curves beyond lines and circles. So, even if the objects of
Cartesian geometry are static curves, there is the need of defining the allowed
class of tracing machines so as to distinguish the curves that can be consid-
ered geometric from the others. In particular, Descartes started off from some
theoretical machines and constructed the elementary curves that can be recur-
sively used to construct new curves. In contrast, I propose that curves (or more
generally varieties) are just the loci of the possible configurations that suitable
machines can reach (in a sense specified below). This implies that I am less
interested in geometric constructions obtained through the use of tracing ma-
chines and traced curves, and more directly interested in the components of the
machines themselves. Thus, when introducing the acceptable tools in subse-
quent chapters, I will start specifying the idealized physical components of the
allowed machines. In particular, I will first put forward the components defining
real algebraic varieties, and then extend them by the introduction of one more
component to enter into the differential landscape.

Furthermore, to give a precise definition of what a machine is and what

5. Here “balance” denotes the possibility of converting objects from a certain domain A
to another B. In particular, every object obtainable in A has to correspond to an object
obtainable in B and vice versa.

6. Note that also Descartes’s foundational process can be seen as “conservative extension”
of Euclid’s planar geometry (cf. Panza [2011]).

7. The term “differential algebra” refers to the area of mathematics comprising the study
of rings, fields, and algebras equipped with an operation of derivation, which is a linear
unary function that satisfies the Leibnizian product rule. In particular, these tools are used
for an algebraic study of the differential equations. Differential algebra has essentially been
introduced by Ritt [1932].
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generates, I will adopt a “behavioral approach” of mathematical modeling (part
of the mathematical theory of systems and controls).

1.3 Schema of the work
This journey begins in chapter 2, which provides some historical and philo-

sophical considerations related to the definition of geometric construction canons
(the “exactness problem”). This part is essentially compilatory and based on
secondary literature but is necessary to introduce the specific problems as they
historically developed. In particular, after a first overview of Euclid’s construc-
tions and some extensions of the Classical period, I focus on Descartes’s canon
of constructions and the successive geometric attempt to overcome Cartesian
constructions through the “tractional motion.”

The core of the work is made up of the central chapters, where I introduce the
machine-based approach and its precise setting through a “behavioral approach”
of mathematical modeling (section 3.1). According to the machines explored in
the historical part, I introduce the allowed components as a suitable abstraction
of tractional instruments. Using such a setting, I move on to analytically define
the limits of tractional constructions (which was an open problem). We will
see how the proposed reinterpretation of tractional motion can be considered
as an extension of Euclid’s and Descartes’s geometries. Furthermore, with the
behavioral approach, I evince the deep relation between machines, geometric
constructions, and a finite symbolic manipulation theory (differential algebra) in
order to answer suitable questions about equality of different machines, or about
general constructions. In contrast to Descartes’s setting, my machines presently
do not have a precise philosophical justification of the allowed components,
so I hope that in the future the paradigm of geometric constructions based
on machines will be extended even beyond the limits of this thesis, but still
satisfying the requirements of deep correlation with idealized machines and finite
analytical tools.

More specifically, in this work I trace a parallelism between machines, al-
gebra, and geometry 8 in a three-step extension: I begin with Euclid’s planar
geometry in section 3.2, set Cartesian geometry in section 3.3, and finally extend
it to differential objects in chapter 4 (remaining on finite analysis). I introduce
appropriate machine models to define these three geometries, calling them re-
spectively “classical,” “algebraic,” and “differential” machines. Additionally, in
order to see some applications of differential machines, I deepen their use to
solve complex differential equations in chapter 5, and propose suitable exam-
ples to clarify and better explore the model about concrete machines in chapter
6, along with some sketched proposals in math education.

Finally, in chapter 7, I give some conclusions. I explain how the balance
between machines, algebra, and geometry beyond Descartes can be considered

8. It is necessary to clarify something about the meaning of these fields because they
assumed very different meanings owing to their historical evolution. “Algebra” for us denotes
the study of symbolic manipulations (modern computer algebra) and “geometry” is about
geometric constructions (even if with instruments beyond the classical ones). Therefore, I
am interested in a procedural approach and not in an abstract one about structures as the
mainstream of modern mathematics.
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as a “conservative extension” of Cartesian program. I also focus on some foun-
dational reflections on the possibility of avoiding infinite/infinitesimal objects
to treat a part of calculus, from both cognitive and computational standpoints.
Furthermore, even though only as a preliminary attempt, I propose a possible
setting of exactness not as a meta-mathematical problem but as a computational
one.



Chapter 2

Historical introduction

This journey begins with some preliminary historical and philosophical con-
siderations related to the definition of geometric construction canons (the “ex-
actness problem”). The present chapter on the historical foundation of this
thesis is essentially unoriginal and based on secondary literature. Following an
initial overview of Euclid’s constructions and some extensions of the classical
period, it deals with Descartes’s canon of constructions and with the successive
geometrical attempt to overcome Cartesian limits with the “tractional motion.”

2.1 Geometric constructions in Classical and Hel-
lenic period

If we take a wide look at the history of mathematics, we find two great
traditions of operative approaches: the “geometric” (or constructive) and the
“algebraic” (or computational) 1. If today the mainstream vision of mathematics
is algebraic, the historically most lasting perspective was the geometric one,
mainly thanks to Euclid’s Elements 2.

2.1.1 Compass and straightedge constructions
Euclid’s plane geometry constructions involve the use of lines and circles

to recursively generate points in their intersections. According to the practical
drawing of lines and circles on a sheet, this construction are usually called
“compass and straightedge constructions,” and are probably the idealization of
the ancient “peg and cord” constructions. The reason for the choice of such tools
was lost in the past, but many reconstructions have emerged ever since (about
philosophical, epistemological, and religious standpoints 3). More concretely,
there are also technical reasons. In fact, these constructions were particularly
useful because they were quite precise in practice and general in application 4.

1. Cf. Seidenberg [1978].
2. For a translation, see Heath et al. [1956].
3. Cf. Seidenberg [1961].
4. “La soluzione ottenuta con riga e compasso aveva due caratteristiche che la rendevano

particolarmente utile: innanzitutto aveva un errore relativo molto piccolo (dell’ordine del
rapporto tra spessore e lungheza di una linea disegnata) e nessuna applicazione tecnica poteva
aspirare a una precisione maggiore; inoltre era facilmente riproducibile per risolvere problemi

7
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Thus, the theory developed in Euclid’s Elements provides a mathematical model
of the activities available with these tools, a model well set in rigorous scientific
canons: In particular, the existence of geometric objects is provided by their
constructability.

The constructive power of these tools is captured by the following axioms:

(R) Given two distinct points A, B, it is possible to construct the line through
A and B.

(C) Given two distinct points A, B, it is possible to construct the circle with
center A and radius AB.

Given any two (distinct) elements that intersect, their points of intersection
are tacitly supposed to be constructed as well. The straightedge is not allowed
to be marked, and the compass is not allowed to be used as a divider. That
is, compasses have to be set according to postulate (C) every time they are
used. The second and third propositions of the first book of the Elements show
that the straightedge and “classical compass” can be used to simulate what
is sometimes called the “modern compass,” which can perform the following
operation that is more general:

(MC) Given two distinct points B, C, it is possible to construct the circle with
center A and radius congruent to BC.

Thus, the adoption of a “modern compass” in place of a “classical one,” even
though simplifying some constructions, does not extend the class of solvable
problems. As I am going to note, other generalizations of the allowed tools will
imply an extension of constructions.

2.1.2 Neusis constructions
Classical Greek geometry recognized that certain problems, such as doubling

a cube, trisecting an angle, squaring a circle, and constructing certain regular
polygons, did not appear to be possible using a compass and an unmarked
straightedge alone 5. The problems themselves, however, are solvable, and the
Greeks knew how to solve them, without the constraint of working only with
straightedge and compass.

Archimedes knew 6 that the addition of two marks on the straightedge was
enough to make the trisection of the angle and duplication of the cube possible.
The classical Greek literature provides several other examples of tools permitting
otherwise impossible constructions. The majority of them, such as the marked
straightedge, permitted the construction of cube roots, hence the solution of
all cubics (and quartics). Others were more powerful; the Archimedean spiral
permits the n-section of any angle 7 and thus the construction of any polygon;
and the quadratrix of Hippias allows the circle to be squared. In this subsection,

eguali con dati numerici diversi. [. . . ] L’efficienza dell’algebra geometrica basata sulla riga e
il compasso era strettamente connessa alla possibilità di effettuare precisi disegni su fogli di
papiro.” Russo [2001].

5. Cf. Heath [1981].
6. Cf. Archimedes’ The Book of Lemmas, Prop. 8 (translated and reprinted in Hutchins

[1952]).
7. This is implicit in Archimedes’ On Spirals, Prop. 14 (translated and reprinted in

Hutchins [1952]).
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Figure 2.1: Consider a point O, a line r and a distance d. On a generic line through O that
intersects r at P consider the points Q1, Q2 which are distant d from P . The loci of the points
Q1, Q2 are two “conchoids.”

I will focus on the extension of Euclid’s tools with the marked straightedge, the
so-called neusis constructions.

For example, the use of a markable ruler permits the following construction.
Given a line segment, two lines, and a point, one can draw a line that passes
through the given point and intersects both lines so that the distance between
the points of intersection equals the given segment. The Greeks called this
“neusis” because the new line tends to the point 8. In this expanded scheme,
any distance whose ratio to an existing distance is the solution of a cubic or a
quartic equation is constructible. It follows that, if markable rulers and neusis
are permitted, the trisection of the angle and the duplication of the cube can
be achieved; the quadrature of the circle is still impossible.

Moreover, using such tools it is possible to draw curves that are different
from lines and circles: As evident from Fig. 2.1, neusis is at the core of the con-
struction of the conchoid of Nicomedes. Nicomedes, like many geometers of the
third century B.C., tried to solve the problems of doubling the cube and trisect-
ing the angle, whereby he created the conchoid. If one allows the extension of
geometric constructions not through an extension of the constructive postulates
but through the introduction of new curves, the conchoid allows solving the
duplication of the cube and the trisection of the angle without the introduction
of the neusis.

Hence, Euclid’s limits can be overcome with other tools. However, when can
the new methods be considered acceptable in geometry? In general, what can
be considered a legitimate geometric construction? These complex questions are
now said to be about “geometrical exactness.” With a chronological jump, the
need of a new canon for constructions became even more relevant when algebraic
tools provided a different way of problem solving, an analytical method requiring
a legitimation in a geometric paradigm.

8. In Greek “neusis” means inclination, tendency, or verging.
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2.2 Geometric exactness in the early modern
period

In this section, I introduce the early modern concern for “exactness” 9 of
geometrical constructions, evincing the pivotal role of Descartes’s La Géométrie.

2.2.1 Bos’s perspective
Amongst historians of mathematics, Henk Bos’s works on Cartesian ana-

lytical geometry and Leibnizian calculus have provided the starting point for
all those who have tried to understand the conceptual developments of mathe-
matics in the crucial period between the Renaissance and the Enlightenment. 10

I can especially use Bos’s interpretation of early modern mathematics as the
starting point of this thesis.

The peculiarity of Bos [2001] is the perspective. Often problems with re-
spect to the changes in concepts of geometric constructions, typical of the early
modern period, are looked from the later perspective of mature analytical geom-
etry. Contrarily, Bos focuses on a set of problems that were of high significance
for mathematicians in that period of mathematical revolutions. These math-
ematicians were troubled by the following questions: Which constructions can
be considered legitimate? Which ones are simpler? Regarding mathematical
entities, when can they be considered totally achieved? What does it mean for
a problem to be solved and its solutions to be found?

In this context, the concepts of exactness, certitude, and precision were fre-
quently used and discussed because of the conceptual and methodological prob-
lems owing to the introduction of algebra as an analytical tool for the solution
of geometric problems: How can algebraic solutions be considered legitimate
inside of a universally accepted geometric paradigm? The geometric interpre-
tation of the new algebraic techniques posed enormous problems, as evident in
the effort that, even if in different ways, mainly Viète and Descartes spent on
the problem. All these topics totally disappeared in the 18th century because
of the general affirmation of symbolic procedures as autonomous from geome-
try. Even if historically forgotten, the reflection on such topics is central to the
understanding of the evolution of mathematics in that revolutionary period.

In Bos’s book, the main role is played by Descartes, that is analyzed with in
mind these early modern questions about constructions. From this perspective,
in contrast to the future interpretation of reducing the study of curves to their
defining equations, Bos supports that for Descartes the equation is just a part of
the definition of a curve (analysis), because, in order to practice geometry, one
had to produce the geometrical construction (synthesis). Thus, even introducing
the power of algebra into geometry, it refers only to the analytical part, while
the synthetic counterpart is still necessary. From this perspective, Descartes
did not depart from the ancient view of considering a solution known only if
constructed out of geometrical elements.

My aim is to adhere to the ancient paradigm of geometric constructions,
and to extend it to differential objects along a direction different from the one

9. “Exactness” and not “rigor” because the latter is commonly used in connection with
proofs rather than with constructions.
10. Cf. Guicciardini [2002].
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that historically became dominant (the introduction of infinitesimal entities in
analysis).

2.2.2 Defining the exactness problem
In this subsection, I take some useful concepts from the “General Introduc-

tion” of [Bos, 2001, pp. 3–22]. The “exactness” of mathematics is an evolving
idea. It was especially really fluid in the period between the Renaissance and
the Enlightenment. As observed at the beginning of the chapter, the problem
of exactness in geometric constructions was present at least since the classical
era, specially to face problems not easily solvable just with Euclid’s lines and
circles.

Though soon after its publication, Cartesian geometry became a widely ac-
cepted canon, prior to Descartes’s criterion, there had been many other attempts
of exactness in the early modern period. The leitmotiv of such attempts was the
need to answer the foundational problems given by the introduction of algebra
as an analytical tool for the solution of geometric problems. In fact, a solution
was acceptable if it could be justified by a suitable geometric interpretation. It
was thus necessary to define the acceptability of solutions and constructions in
the geometric paradigm. From the 16th to the 18th centuries, many mathe-
maticians asked themselves, in the new context, what it meant for a problem
to be “solved” or for a mathematical object to be “known.” According to clas-
sical Greek geometry, these questions were both answered by the acceptance of
a canon for geometric constructions, usually by straight lines and circles con-
structions. However, in the early modern period, algebra strength in problem
solving suggested overcoming the classical means of construction to interpret
its solutions geometrically: There was a need for a new canon of acceptable
procedures.

Since the classical times, Euclid’s geometry was extended by families of
curves out of lines and circles 11. The introduction of algebra as a tool for
geometric problem solving caused the growth of the constructible curves 12, so
the question of when a curve was sufficiently known, or how it could acceptably
be constructed, acquired a new urgency. Bos calls “representation of curves”
the descriptions of curves that were considered to be sufficiently informative to
make the curves known. For representing curves, mathematicians resorted to
the means which geometry offered for making objects known—the conceptual
apparatus of “construction.”

Therefore, the exactness problem became the problem of choosing acceptable
means of construction. Even if this choice was justified by a meta-mathematical
argument (similar to the choice of axioms in a theory), the reasons for or against
accepting procedures of construction were very important in the development
of mathematical practice: they determined directions in mathematical research,
and they reflected the mental images that mathematicians had of the objects
they studied. To justify which procedures were acceptable, mathematicians
had to explain, to themselves or to others, what requirements would make
mathematical procedures exact in the above sense. Thus, they had to inter-
pret what it means to proceed exactly in mathematics. Bos calls this activity

11. Mainly as loci or as intersections of solids.
12. Previously, the curves were just conic sections, the conchoid of Nicomedes, the cissoid

of Diocles, the Archimedean spiral, and the quadratrix of Dinostratus.
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the “interpretation of exactness,” and suggests the following cases of basic at-
titudes: appeal to authority and tradition; idealization of practical methods;
philosophical analysis of the geometrical intuition; appreciation of the resulting
mathematics; refusal/rejection of any rules, or non-interest. The most influ-
ential cases were probably the “philosophical analysis of geometrical intuition”
(Descartes’s approach), which required a cognitive attention on how geometric
intuition can be transformed in acceptable procedures, and the lack of inter-
est (Leibniz’ approach), in which, as in the dominant modern mathematical
standpoint, procedures are justified by their utility in problem solving.

The structure of the story of construction and representation in early modern
mathematics is basically simple. It comprises two slightly overlapping periods,
c. 1590–c. 1650, c. 1635–c. 1750, and one central figure, Descartes. During
the first period, questions about construction arose primarily in connection with
geometrical problems that required a point or a line segment to be constructed
and admitted one or at the most a finite number of solutions (e.g. dividing an
angle in two equal parts, finding two mean proportionals between two given line
segments). If translated into algebra, problems of this type led to equations
in one unknown. Around these problems a considerable field of mathemati-
cal activity developed, which may be considered as the early modern tradition
of geometrical problem solving. Indeed, the adoption of algebraic methods of
analysis provided the principal dynamics of the developments in the field.

In Bos’s opinion Descartes’s La Géométrie of 1637 derived its structure and
program from this field of geometrical problem solving. The two main themes
of Descartes’s book were the use of algebra in geometry and the choice of appro-
priate means of construction. The approach to geometrical construction that
he formulated soon eclipsed all other answers to the question of how to con-
struct in geometry. Thus, Descartes closed the first episode of the early modern
story of construction by canonizing one special approach to the interpretation
of exactness concerning geometrical constructions.

Nevertheless, La Géométrie may also be seen as the opening of a second
period lasting until around 1750. In this period, the problems that gave rise
to questions about construction and representation were primarily quadratures
and inverse tangent problems. These belong to a class of problems in which it
is required to find or construct a curve. If translated in terms of algebra, these
problems lead to equations in two unknowns, either ordinary (finite) equations
or differential equations. It was from this field that, in the period 1650–1750,
infinitesimal analysis gradually emancipated itself as a separate mathemati-
cal discipline, independent of the geometrical imagery of coordinates, curves,
quadratures, and tangents, and with its own subject matter, namely, analytical
expressions and, later, functions. This process of emancipation, which might be
called the “de-geometrization of analysis,” constituted the principal dynamics
within the area of mathematical activities around the investigation of curves by
means of finite and infinitesimal analysis. It was strongly interrelated with the
changing ideas on the interpretation of exactness with respect to construction
and representation.

Although the interpretation of exactness with respect to geometrical con-
struction and representation was discussed with some intensity during the early
modern period, no ultimately convincing canon of geometric constructions was
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found to face the problems of the second period. By 1750 most mathematicians
had lost interest in issues of geometrical exactness and construction; they found
themselves working in the expanding field of infinitesimal analysis, which had
by then outgrown its dependence of geometrical imagery and legitimation.

These changes were brought about by such processes as the habituation to
new mathematical concepts and material, and the progressive shift of method-
ological restrictions. By habituation, a mathematical entity that was earlier
seen as problematic (such as some transcendental curve) could later serve as
solution of a problem, even though the mathematical knowledge about it had
not changed essentially. Methodological restrictions were mitigated or lifted as
the result of conflicts around the legitimacy of procedures and because of the
appeal of new mathematical material.

2.2.3 Analysis and synthesis in La Géométrie
Early modern exactness problem dealt with the definition of appropriate

norms for deciding if some objects, procedures or arguments can or cannot be
considered geometrical. All the various attempts in this direction had a minimal
common basis, given by Euclid’s plane geometry, suitably extended. I previously
said that Descartes provided a widely accepted canon of geometrical construc-
tion: His strength was given by his perspective of a “philosophical analysis of
geometric intuition.” In fact, I have to remind that, quoting Bos:

“The Geometry 13 served as an illustrative essay accompanying the
Discourse on the method. Descartes did not explicitly discuss the
links between the method of the Geometry and the general rules of
methodical thinking expounded in the Discourse. Yet, for instance,
the second and third of the four rules expounded in Part 2 of the
Discourse 14 might easily be seen as exemplified by the procedures
of analysis and synthesis, respectively, as detailed in the Geometry.
Indeed the method of the Geometry consisted of:

• An analytic part, using algebra to reduce any problem to an
appropriate equation;
• A synthetic part, finding the appropriate construction of the
problem on the basis of the equation.” 15

The construction of a curve had to be obtained as the simplest possible: This
simplicity should be achieved reducing the geometrical problem to an algebraic
equation (in one unknown) of lowest possible degree, later transformed in a
certain standard form. This algebraic part, even if essential, was just one of the
two parts of the method:

13. Bos calls Descartes’s La Géométrie (appendix of Descartes [1637]) simply Geometry.
14. The translation in [Descartes, 1985, p. 120]: “The second, to divide each of the diffi-

culties I examined into as many parts as possible and as may be required in order to resolve
them better. The third, to direct my thoughts in an orderly manner, by beginning with the
simplest and most easily known objects in order to ascend little by little, step by step, to
knowledge of the most complex, and by supposing some order even among the objects that
have no natural order of precedence.”
15. Cf. [Bos, 2001, p. 287].
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“[t]he fact that algebra does not provide geometrical constructions
merits emphasis because too often Descartes’s contribution to geom-
etry is presented as the brilliant removal of cumbersome geometrical
procedures by simply applying algebra. In fact, algebra could only
do half of the business, it could provide the analysis and reduce
problems to equations. The other half of the job, the synthesis, the
geometrical construction of the roots of the equations, remained to
be done.
The synthetic part of Descartes’s program presented the most pro-
found questions. They concerned the conception of geometrical con-
struction itself, in other words the interpretation of constructional
exactness. That interpretation required a demarcation of the class
of curves acceptable for use in constructions and a criterion to judge
the simplicity of these curves [. . . ]: acceptable curves were traced
by acceptable motions; they were precisely those that had algebraic
equations; they were simpler in as much as their degree was lower.” 16

With regard to Descartes’s main purpose in geometry, I propose two inter-
pretations: the first one is that his purpose was to provide a general method
for geometrical problem solving (Bos [2001]), while the second one (discussed
in detail in the next subsection) is that the origin was to get a “conservative
extension” of Euclid’s geometry (Panza [2011]). These visions are not mutually
exclusive, and for my standpoint it is not so important to consider one of them
most basilar than the other. Quoting Bos:

“By 1635 [. . . ] the first generation of mathematicians active in the
early modern tradition of geometrical problem solving had passed
away. In their time the major innovation in the field was Viète’s use
of his new algebra 17. Some mathematicians, Clavius , for instance,
paid no attention to this innovation; Kepler even rejected the use
of algebra in geometry. But it seems that by 1635 the practice of
geometrical problem solving without algebra [. . . ] had vanished from
the scene of active mathematical investigation.” 18

After that, regarding Descartes’s La Géométrie:

“The core of its influence consisted in the spread of Descartes’s in-
sights and techniques about the relation between curves and their
equations or, more generally, about the interplay between figures and
formulas. [. . . ] My analysis of the Geometry in the preceding chap-
ters has shown, however, that Descartes’s main motivation in writing

16. Cf. [Bos, 2001, p. 288].
17. Two kinds of analysis were distinguished in early modern geometry—the classical and

the algebraic. The former method was known from examples in classical mathematical texts in
which the constructions of problems were preceded by an argument referred to as “analysis;”
in those cases the constructions were called “synthesis.” Particularly for plane problems, the
method of analysis by means of the concept “given” was codified in Euclid’s Data, of which
a Latin translation was available in print since 1505. The latter method, based on the use
of algebra, consisted in reducing the problem to an equation, that would have later been
explored by algebraic manipulations. This use of algebra in geometry had been pioneered by
some Renaissance mathematicians before 1590, but it was Viète’s conscious identification of
this method with analysis that brought it into the center of attention.
18. Cf. [Bos, 2001, p. 415].
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the book was not to expose the equivalence of curve and equation.
Rather, it was to provide an exact, complete method for solving “all
the problems of geometry.” [. . . ] Thus, [. . . ] the main influence of
the book did not concur with its program. Indeed the Geometry
exerted its main influence despite its primary motivation.” 19

2.2.4 Cartesian canon of constructions
Even if Panza [2011] agrees with the importance of problem solving in

Descartes’s program, he goes further and proposes that “Descartes’s primary
purpose in geometry appears to be a foundational one, and his addressing the
exactness concern appears as a crucial ingredient of this purpose” 20, namely
that of obtaining a “conservative extension” of Euclid’s plane geometry. Panza
bases his reconstruction on an analysis of the ontology of Euclid’s geometry.
In contrast to modern mathematical theories, Euclid’s geometrical ontology “is
composed of objects available within this system, rather than objects that are
required or purported to exist by force of the assumptions that this system is
based on and of the results proved within it” 21. These objects to be avail-
able have to be constructed. Euclid’s constructions require that appropriate
diagrams be drawn, and these constructions are just “procedures for drawing
diagrams in a licensed way, to the effect that an EPG 22 problem is solved when
appropriate diagrams, representing some objects falling under the concepts this
problem is concerned with, are so drawn, or imagined to have been drawn” 23.
To trace curves beyond straight lines and circles, it is fundamental to define the
role that instruments have in “diagrammatic constructions.” More precisely,
these instruments can be constructively used on a plane in two ways:

“either in the tracing way, i.e., by making them trace a curve; or in
the pointing way, i.e., by making them indicate some points (which
are then taken to be obtained) under the condition that some of their
elements coincide with some given geometrical objects, or meet some
other conditions relative to given objects. If an instrument is used in
the former way, once a curve is traced, it can be put away, and this
curve taken as constructed. If it is used in the latter way, the sought-
after points can only be indicated by appropriate elements of it. [. . . ]
This suggests two different sorts of constructive clauses, licensing
respectively obtaining curves by tracing them through instruments,
and obtaining points by using instruments in the pointing way.” 24

The latter use implies that one can move (parts of) the instruments “until they
reach a position that satisfies a coincidence condition relative to other diagrams
representing some given geometrical objects” 25. This is a use of diagrams es-
sentially different from Euclid’s, where coincidences are not acknowledged by
inspecting moving diagrams but imposed on fixed diagrams by drawing them.

19. Cf. [Bos, 2001, p. 416].
20. Cf. [Panza, 2011, p. 44].
21. Cf. [Panza, 2011, p. 43].
22. Euclid’s plane geometry.
23. Cf. [Panza, 2011, p. 51].
24. Cf. [Panza, 2011, p. 62].
25. Cf. [Panza, 2011, p. 65].
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Descartes’s geometry is today usually considered as the beginning of modern
mathematics, because of the revolutionary possibility of describing and analyz-
ing classes of geometrical curves through equations. However, here I want to
focus on the genetic relation that Cartesian geometry has with classical one. In
particular:

“EPG is often described as dealing with ideal and immutable self-
standing objects or forms, which we can only inaccurately depict. If
EPG were so understood, the use of instruments in geometry (both
in the pointing and in the tracing way), and more generally the
appeal to motion, should be considered as entirely extraneous to its
spirit, unless they were merely seen as tricks for achieving convenient
depictions of ideal forms. The situation is different if it is granted
that EPG objects are obtained through diagrammatic constructions.
It then becomes natural to consider the admission of new procedures
for drawing diagrams, also by using instruments, as a proper way of
conservatively extending EPG.
In classical geometry, the use of instruments to obtain geometrical
objects did not go together with fixing precise conditions that such a
use of an instrument had to submit to. As a matter of fact, this made
the exactness norms of geometric objects inaccurate and contributed
highly to the fluidity of classical geometry.” 26

This gives the motivation of Descartes’s foundational program. In contrast to
the other attempts before him, Descartes’s geometry is a closed system with
an ontology composed of objects available within it through precisely defined
diagrammatic constructions: These well-framed boundaries can be seen as a
conservative extension of Euclid’s geometry. However, I still have to be precise
about the admissible instruments and to justify their acceptance.

In the La Géométrie Descartes criticized the “ancients” for having termed
“mechanical” any curves other than circles and conics, because also circles and
straight lines “cannot be described on a paper without the use of a compass and
a ruler, which may also be termed instruments” 27. According to the previously
introduced terminology, Descartes excluded from geometry the use of instru-
ments in the “pointing way,” according to an interpretation of diagrammatic
construction coherent with Euclid’s one. So the search for exactness norms is
reduced to the identification of an appropriate class of instruments (later de-
noted “geometrical linkages” 28) that, when used in the tracing way, trace curves
that are admitted in geometry just because they can be so traced (Descartes
named these curves “geometrical”).

Regarding these instruments, Descartes did not precisely define geometrical
linkages, but, in a more or less explicit and general way, he put some require-
ments that such machines have to satisfy. Even though I will not enter in the
problems of suitably defining acceptable geometrical linkages, I have to cite that,
according to [Panza, 2011, section 3.2], it is possible to characterize “geometri-
cal” curves as objects obtained by ruler, compass and reiteration. Strengthening
26. Cf. [Panza, 2011, p. 74].
27. Cf. [Descartes, 1954, p. 43].
28. In few words, we can consider “geometrical linkages” as articulated devices basically

working as joint systems, allowing a certain degree of freedom in movements between the two
links they connect.
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the connection between Descartes’s and Euclid’s canons, this perspective focuses
on the way in which the first one is an extension of the second.

2.3 Beyond Cartesian tools
With respect to the consequences of Cartesian geometry, Bos asserted that:

“fairly soon after Descartes’s Geometry mathematicians were so far
habituated to algebraic curves that the equation of such a curve
no longer presented a problem (how to construct the curve with
that equation); rather it represented an object (the curve with that
equation).
The habituation to non-algebraic curves took more time. This was
partly because the representation of such curves was far from triv-
ial; there were (at least until c. 1700) very few notational means
available to express their equations. In the absence of analytical
means of representation, a non-algebraic curve could only be imag-
ined and talked or written about in terms of a geometrical procedure
to construct or trace it. In the case of non-algebraic curves, these
procedures involved combinations of motions, or pointwise construc-
tions, which Descartes had expressly banned from genuine geometry
because, in the case of non-algebraic curves, they did not provide
proper knowledge of the objects.
A number of mathematicians felt that a reinterpretation of geometri-
cal exactness was needed, overcoming the obstacle of the restrictive
Cartesian orthodoxy. Thus, in the second half of the seventeenth
century, Descartes’s ideas about genuine geometrical knowledge in-
duced a new debate on the interpretation of exactness in connection
with the proper representation of non-algebraic curves.” 29

Even though with some exceptions (specially in Great Britain), soon after
the geometrical revolution of Descartes, it was suddenly accepted the analyt-
ical part of its program (a well-framed introduction of algebra in geometry),
while the interest in geometric constructions remained alive just to justify tran-
scendental curves (not treatable with polynomial algebra). Especially, even if
non-algebraic curves were well known by Descartes (examples of mechanical
curves included the quadratrix, the Archimedean spiral, the cycloid), it was
the “inverse tangent problem” that generated a wide class of curves for which
Descartes’s tools were not powerful enough. Therefore, it was time to overcome
Cartesian canons through an extension of the allowed “tracing machines” to per-
petuate the paradigm of geometrical constructions (there was the acceptance of
a kind of motion considered non-geometric by Cartesian canon, the “tractional”
one). However, if Descartes’s reasoning was oriented to a closed class of con-
structible objects, the new attempt was much more oriented to mathematical
freedom. In this vision it is important the role of Leibniz, that hardly opposed
to Cartesian restrictions 30. Behind the collapse of the geometric paradigm in

29. Cf. [Bos, 2001, p. 424].
30. Another interesting vision is Newton’s one. For him a curve, to be represented, needs

a geometrical description (similarly, he also criticized the acceptance of the algebraic degree,
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front of the power of the analytical counterpart there was the passage from
“finite” to “infinitary” entities 31, unreachable with finite instruments of dia-
grammatic constructions. In this thesis I suggest to exhume the paradigm of
geometric constructions in order to avoid the use of entities and procedures more
or less implicitly recalling the infinity, so to finitely extend the balance between
machines, geometry and algebra beyond Descartes.

2.3.1 A brief history of Tractional motion
The problem of extending geometry beyond Cartesian limits was dominant

between 1650 and 1750, and in this subsection, I will shortly deal with it.
If direct tangent problems 32 are present since the classical period, it was

only in the second half of the 17th century that the inverse ones 33 appeared.
The main difference between direct and inverse tangent problems is the role
of the curve: in the direct case it is given a priori, while in the second the
curve is the solution. Even though beyond Cartesian geometry, to legitimate
solutions of inverse tangent problems there was the introduction of certain ma-
chines, intended as both theoretical and practical instruments, able to trace
such curves. The first documented curves constructed under tangent conditions
were physically realized by the traction of a string tied to a load, which is why
the study of these machines was named “tractional motion” 34. During this pe-
riod, mathematicians like Huygens began to consider instruments that, like the
handlebars of a bike, could guide the tangent of a curve (in analytical mechanics
terms, they introduced “non-holonomic” constraints), thus signaling the rise of
tractional motion. Tractional motion suggested the possibility of constructing
curves by imposing tangential conditions, generalizing (in a non-Cartesian way)
the idea of geometrical objects, and constructing with new tools not only alge-
braic curves, but also some transcendental ones (seen as solutions of differential
equations). During this period, the development of geometrical ideas often cor-
responded to the practical construction (or at least conception) of mechanical
machines able to embody the theoretical properties, and thus able to trace the
curves.

While questions about exactness in geometric constructions were so impor-
tant in the early modern period, they disappeared in the 18th century because
of the general affirmation of symbolic procedures, later considered autonomous
from geometry. Hence, in contrast to what happened for algebraic curves, trac-
tional motion did not reach a widely affirmed canon of constructions. Moreover,
due to the change in paradigm, the geometric-mechanical ideas behind tractional
machines remained forgotten for centuries, even for practical purposes, and were
independently re-invented in the late 19th century, when they were used to build
some grapho-mechanical instruments of integration (integraphs) to analogically

rather than a more geometrical criterion, as the measure of simplicity). Nevertheless, Newton’s
vision was not related to the use of machines (which is my point of view), which is why I will
not treat him.
31. I have already specified what I mean for “infinitary” in note 4, pag. 3.
32. Given a curve and a point on it, the solution of a direct tangent problem is the line

tangent to the given curve at the given point.
33. The solution of an inverse tangent problem is a curve, so its tangent has to satisfy some

given properties.
34. Cf. Bos [1988, 1989].
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Figure 2.2: The heavy body is B, with initial position B0, the string is a, and the other
end of the string is A, with initial position A0. Moving A along r, B describes the tractrix
(obviously, the movement is not reversible because of the non-rigidity of the string). Note
how a is tangent to the curve at every point.

compute symbolically non-solvable problems. Nevertheless, let me start with
the first curve described in a tractional way, the “tractrix.”

On a horizontal plane, consider a small heavy body (subjected to the friction
on the plane) tied with an ideally weightless non-elastic string, and imagine
(slowly) pulling the other end of the string along a straight line drawn on the
plane. Because of the friction on the plane, the body offers resistance to the
pulling of the string: if the motion is slow enough to neglect inertia, the curve
described by the body is called a “tractrix.” The first documented description of
the tractrix is associated with Claude Perrault 35. Examining Fig. 2.2, we can
see how the curve is traced thanks to the property that the string is constantly
tangent to the curve.

Christiaan Huygens 36 enhanced the theory of tractional motion, and moved
toward a mechanical description to physically build some precise instruments
for tracing. In fact, the original description of the tractrix is related to at least
two physical problems: The tracing plane has to be perfectly horizontal, and the
heavy body, when moved, acquires inertial velocity. Huygens suggested that,
abstracting the problem from its physical complexity and considering it solely in
terms of tangent properties, tractional motion can be seen as a “pure geometrical
movement,” independent from the motion speed. This is exactly the same as
the circular motion of the compass, the straight motion of the ruler, and, in
general, the continuous movement considered by Descartes as the basis of his
geometry (even if with the strong difference that Huygens allows the presence
of friction). In addition, Huygens introduced a technological change in the way
straight components were considered: While a string only works in the case of
traction, a physical rigid bar satisfies the tangent constraint (avoiding lateral
motion) not only in traction, but also even in compression, making the curve
realization reversible.

The foundations of tractional motion were laid, and, up to the first half of
the 18th century, there was an improvement in related works, both in terms
of practical machines (mechanical devices studied and realized to solve par-
ticular differential equations) and of theoretical studies. Concerning practical
machines, I recall those introduced in Perks [1706, 1714] (see Fig. 2.3), which,
for the first time, included a “rolling wheel” to guide the tangent (the same

35. In Leibniz [1693].
36. Cf. Huygens [1693].
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Figure 2.3: Reconstruction of Perks’ instruments for the tractrix (left) and for the logarithmic
curve (right) at the Institute for History of Science, Aarhus University. Regarding the tractrix,
one can see the wheel taking the place of the load: in this case, the extreme point of the fixed-
length bar can freely move along a straight line. In the machine for the logarithmic curve, a
horizontal fixed-length plank moves along another horizontal bar to opportunely incline the
slope.

solution was adopted in the 19th century for integraphs). Concerning theoret-
ical evolutions, I have to recollect Leibniz’s “universal tractional machine” 37.
According to him, tractional motion was the concrete realization of his vision of
curves as “infinitangular polygons.” Leibniz’s approach was inextricably mixing
the analytic representation with the physical execution, each one validating the
other: from a certain point of view, kinematics forms the basis that mathemat-
ics without well-defined infinitesimal entities requires. Due to its complexity,
the project, so important to a single theory able to realize the quadrature of
any general curve with a continuous movement, never became a real device.

2.3.2 Leibniz’s criticism of Descartes
With regard to geometry, Leibniz developed a concept very distinct from that

of Descartes 38. Even if Leibniz agreed to the Cartesian view that exactness is
a geometrical matter, he criticized Descartes for his limits: While Descartes’s
geometry implied a static and inextensible class for acceptable geometrical ob-
jects, Leibniz adhered to a vision of mathematical objects as something fluid and
dynamic. In particular, Leibniz main critic was based on the utility of transcen-
dental curves, considered not exact in Cartesian geometry: Why objects such as
spirals or the logarithmic curve have to be included or excluded from geometry?
For him, if a construction is easy and useful, it has the right to become part of
the mathematical practice. In fact, for Leibniz the core of mathematics is the
solvability of problems. That is, both the exactness of geometric constructions
and the analytic representation have not to be a priori delimited, but have to
be suitably constructed.

With regard to the acceptable instruments for geometrical curves, Leibniz
refused the restriction due to Cartesian “philosophical analysis of geometrical
intuition,” and proposed that acceptable curves be the ones that may be some-
how physically defined in a simple way. The acceptance or not of strings is
explicative of the differences between the idea of constructions of Descartes and
Leibniz: Descartes argued that one should not accept lines in geometry which
resemble strings

37. Cf. Leibniz [1693].
38. This subsection is based on Knobloch [2006].
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Figure 2.4: Huygens’s instrument for tracing spirals from a manuscript of 1650 (described in
[Huygens, 1888–1950, vol. 11, p. 216]).

“that they are sometimes straight and sometimes curved, since the
ratios between straight and curved lines are not known, and, I believe
cannot be discovered by human minds, and therefore no conclusion
based upon such ratios can be accepted as rigorous and exact.” 39

On the contrary, the Leibnizian approach was much less restricted: A curve is
acceptable if obtained by an exact, continuous motion, and this exactness may
include a certain adaptation of a straight line to a curve so that the rectilinear
motion is adapted to the circular. An example of curve acceptable to Leibniz
but not to Descartes is provided by the spiral constructible with the instrument
of Fig. 2.4.

Finally, through many different reformulations in which Leibniz enlarged
more and more the class of geometrical objects, in 1693 he arrived at a bi-
partite geometry corresponding to a bipartite analysis. If the Cartesian canon
corresponds to the “determinative geometry” (geometria determinatrix), the
extension with tangent conditions 40 is the “metric geometry” (geometria di-
mensoria). These different kinds of geometry need different analytical tools. If
the first one is translatable in the language of polynomial algebra, for the latter
Leibniz introduced infinite entities (infinitesimals and infinite series to extend
finite polynomials).

Therefore, Leibniz’ introduction of infinitary entities in the analytic part was
justified by its utility. This extension of polynomial algebra was adequate for
transcendental objects that were simply constructible even if with tools beyond
Cartesian geometrical linkages. In addition, the new exactness in geometrical
constructions did not have to satisfy any particular idea of geometric intuition,
but just had to be a suitable simple abstraction from the physical reality or just
from imaginable machines.

In my opinion, the freedom so much desired by Leibniz (typical of mod-
ern mathematics) has to be mitigated by a reflection on what the acceptance
of infinitary entities makes us lose from an intuitive and ontological perspec-
tive. Infinite is a powerful tool in analysis, but, given the related conceptual
and practical problems (at least since Zeno), it is reasonable to ask ourselves
when infinite is unavoidable and when it is just a possible way to approach a
certain kind of problem. The main purpose of this thesis is to reconsider a
class of transcendental (differential) problems from a point of view similar to

39. Cf. [Descartes, 1954, pp. 91–92].
40. Cf. Leibniz [1693].
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Descartes’, i.e. from a synthetic perspective with a clear and closed definition
of the geometrical objects, and, from the corresponding analytical counterpart,
with a finite extension of the polynomial algebra (through the reinterpretation
of what a variable is). Specifically, my suggestion for a conservative extension
of Descartes’s machines is through a reinterpretation of “tractional motion” 41.
For this purpose, in the next subsection, I introduce what probably was the last
original work on tractional constructions.

2.3.3 Vincenzo Riccati’s theory of geometric integration
A unified theory for differential equations was actually developed by Vin-

cenzo Riccati 42, the only complete theoretical work ever dedicated to the use
of tractional motion in geometry 43. The Italian mathematician (forth son of
Jacopo Riccati, more famous than Vincenzo because of the differential equation
named after him) found geometrical proofs corresponding to those that mathe-
maticians such as Euler derived using series, arriving at the result that “every”
curve defined in modern terminology by a differential equation y′ = f(x, y), can
be drawn with tractional motion 44. This result regarding transcendental curves
overtook Descartes’s announcement in relation to algebraic curves, and devel-
oped the theory of geometric construction with simple continuous movements.
One characteristic of this work is the deep interaction among algebra, geometry,
mechanics, and technology to develop an abstract unified theory of differential
equations based on the conception of material instruments physically drawing
the integral curves. His instruments plot the integral curve of a differential
equation using tractional motion:

“On a horizontal plane, one pulls one end of a tense string, or a
rigid rod, along a given curve, and the other end of the string, the
free end, describes during the motion a new curve that remains con-
stantly tangent to the string. At this free end, one places a pen
surmounted by a weight making pressure, or a sharp edged wheel
cutting the paper, so that any lateral motion is neutralized. By
suitably choosing the base curve along which the end of the string
is dragged, and by suitably varying the length of the string accord-
ing to a given law, one can integrate various types of differential
equations. In this way of solving an inverse tangent problem, one
actually materializes the tangent by a tense string and moves the
string so that the given property of the tangents is verified at every
moment. The length of the tangent is controlled at every moment
by a mechanical system (a pulley or a slide channel) and by a second
curve which is called the directrix of the motion.” 45

41. I consider “tractional motion” as the basis for the synthetic part and, even though I am
not considering it in this chapter, “differential algebra” for the analytical one.
42. Cf. Riccati [1752].
43. This part is based on Tournès [2009].
44. Riccati showed that, adopting modern terminology, it is possible to integrate any differ-

ential equation y′ = f(x, y). However, he did not explicitly specify anything about the set of
admissible functions f . According to the conceptions of the time, it is reasonable to assume
that the function has to be obtained using only a finite number of algebraic operations and
quadratures.
45. Cf. [Tournès, 2004, p. 2738].
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Since the construction of the tractrix, it was already considered the idea of
a tense string with an end (the tractor point) moving along a “base” curve and
with on the other end (the point tracing the new curve) something avoiding
lateral motion. The originality of Riccati is the introduction of a second curve,
the “directrix.”

To impose a certain constant length of the tangent string, one can consider
the tracing point belonging to a moving circle centered in the point that gen-
erates the motion (the tractor point). This condition can thereby naturally be
extended by considering not only constant radius circles, but also any general
curve we call “directrix.” Particularly, denoting the curves traced by tractional
motion as “tractorias,” Riccati’s work begins treating tractorias with a constant
tangent (described with a constant-length string dragged along a base curve),
and then, as seen in Fig. 2.5, generalizes the constructions by allowing the in-
tegration of an increasing number of extended classes of differential equations.
The final aim is to control the length of the tangent string by a variable directrix,
whose form varies according to the position of the tractor point. The prelimi-
nary steps are tractorias with a constant directrix (the directrix, constant but
not necessarily a circle, translates according to the motion of the tractor point)
and tractorias with a variable tangent (the length of the string varies according
to the position of the tractor point).

Using such tractorias, Riccati showed that tractional motion allows the inte-
gration of any differential equation having two independent variables x and y in
which the coefficients of the infinitesimal elements dx and dy are obtained using
only a finite number of algebraic operations and quadratures (cf. note 44). Un-
der these conditions, all the auxiliary curves used by Riccati (base curves and
directrix curves) are constructible by Cartesian means. Therefore, tractional
motion is an additional means of construction that allows us to obtain new
curves from previously known ones.

Furthermore, the integration of any specific differential equation is possible
in an infinity of different constructions. It is always possible to integrate it
using a tractoria with rectilinear base and variable directrix, but also with an
arbitrary curvilinear base, so the problem consists in choosing the base so that
the directrix is the simplest one.

Regarding the realization of practical instruments, the ones tracing trac-
torias with constant directrix are easily obtainable, whereas it is difficult to
imagine the realization of a material curve that can continuously change its
shape during the motion (as required for tractorias with variable directrix). To
avoid these difficulties, when in next chapters I propose a theoretical model of
some machines related to tractional motion, I do not use previously constructed
curves as bases for new constructions, but I focus directly in the mechanical
constraints that these machines have to respect.

Historically, even though Riccati’s work overtook the ancient current of ge-
ometrical problem solving by the construction of curves, and proposed a very
general theoretical model to explain in a unified way the operation of a great
number of tractional instruments, it was neither celebrated nor influential. The
book probably arrived too late, at the end of the period of curve construction.
At this time, geometry was giving way to algebra, and series were becoming the
principal tool to represent solutions to differential equations, making Riccati’s
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Figure 2.5: The four types of tractorias introduced by Riccati. The tractor point A with
initial position A0 moves on the base curve (in these cases rectilinear, even if in general can
be curvilinear), and the motion of the point B (with initial position B0) traces the tractoria.
In particular, B is dragged by A according to the condition that B belongs to the directrix
(i.e. a curve moving according to A). So in the first type, “tractorias with constant tangent,”
the distance AB is constant (i.e. the directrix is a circle of fixed radius); in the second type,
“tractorias with constant directrix,” the directrix is a general curve that translates according
to the motion of A; in the third type, “tractorias with variable tangent,” the distance AB varies
in function of the position of A (i.e. the directrix is a circle with a changing radius); finally
in the forth type, “tractorias with variable directrix,” the directrix no longer just translates,
but can also change its shape in function of the position of A.
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work almost immediately outdated 46.

2.3.4 Changes of paradigm: Geometry, algebra, use of in-
finity

If the first effect of Cartesian geometry was the general habituation to the
algebraic representation of curves, geometry for a period maintained its foun-
dational role because it was still necessary to give a suitable representation of
transcendental objects. It was by the introduction of the “infinite analysis” that
things changed. The new introduced entities were no longer based on the two
columns of classic and Cartesian mathematics, i.e. geometric constructions and
finite analytical tools. While the rejection of the limit of finite analysis was
obvious introducing infinitary entities, the decline of geometric constructions
was given by reasons of efficiency. In fact, once accepted infinitary entities, for-
mulas furnished a good representation for both the exact approach (symbolic
manipulation) and the applicative one (numerical approximation).

That caused a shift to a new paradigm of mathematics, no longer based
on circles and segments but based on numbers and functions, something where
the infinite has an essential role, even if sometimes it generates paradoxical
behaviors. These paradoxes required new standards of rigor, achieved only by
the “arithmetization of analysis” of the 19th century.

Thus, the role of infinite is today considered indispensable, sometimes con-
sidered as a pride of freedom of the mathematical thought 47, sometimes as
something necessary to obtain useful results. However, are infinitary tools re-
ally necessary, at least for part of differential calculus? I argue that they do not,
and in the next chapters, I will propose a geometrical model, based on tractional
motion, that would constitute an extension of Cartesian geometrical linkages.
According to Cartesian interpretation, I propose a “method” (for a differential
extension of algebraic geometry) made up by a synthetic and an analytical part:
The synthetic part will be given by suitable geometric constructions, the ana-
lytic will consist of “differential algebra,” an extension of polynomial algebra in
which the indeterminates are not numbers but continuous functions.

An objection to such an approach could be that I am not really avoiding the
infinite in the analytic part, because to define continuous functions I need limits
or similar tools. With regard to this objection, I claim that, even if one consid-
ers continuity expressible only through infinitary tools, the allowed operations
in differential algebra remain in the field of a finitist symbolic manipulation (in
fact differential algebra is nowadays considered a field of computer algebra).
The constructive role of infinite in differential algebra is avoidable as it is in
the analysis of polynomial algebra. In classical algebra, indeterminates assume
values on the field of the real numbers, the definition of which requires infinite,
but algebra remains finite because it does not deal with general real numbers,
one simply makes manipulations over them. Similarly, differential algebra does
not deal with the definition of continuous functions. All we need to do is ma-
nipulate symbols that represent such functions, without formally defining what
kind of objects we are dealing with.

46. Cf. Tournès [2004].
47. It is explicative Hermann Weyl’s famous dictum: “Mathematics is the science of infinity.”
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Figure 2.6: Example of an integraph taken from [Abdank-Abakanowicz, 1886, p. 43].

2.3.5 A note on computation
To conclude this chapter I want to have a look at the strange pathway

(of oblivion and ex novo blooming) of the technical part of tractional motion,
focusing on the relation with the more general field of analog computing and
hypothesizing a possible application of the exactness concept on computation.

I have just shown that in the 18th century geometry began losing its im-
portance in general and of tractional construction in particular. However, the
machines used for tractional motion can be considered not only as theoretical
tools, but also as computational ones, that can be practically used even if the
dominant paradigm is not a geometrical one.

From this technical point of view, after about 150 years of interruption,
during which there was no trace of tractional motion, engineers in the late 19th
and early 20th centuries independently rediscovered the theoretical principles
and technical solutions of the 18th century (see for example Fig. 2.6). Called
“integraphs,” these machines arrived to involve even more cutting wheels to
integrate differential equations beyond the first order.

The biggest difference between the first appearance of tractional instruments
and the second one is the aim. In the former appearance, these tools were mainly
theoretical ones. Being involved in “pure geometry,” they had to be an ideal-
ization of manufacturable objects, so concrete problems and precision had an
almost marginal relevance 48. In contrast, in the latter recurrence, engineers
were much more practical, focused on the construction of really efficient arti-
facts to help in computation. No longer belonging to theoretical “exactness

48. An exception to this mainstream thought can be found in Poleni, who realized the first
truly operational tractional instruments in the first half of the 18th century.
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problems,” it became more and more influent the practical problem of preci-
sion, and diagrammatic constructions became operative “analog computations.”
These tools belonged to the class of grapho-mechanical instruments to solve
differential equations (for further reading, see Tournès [2003]).

It was generally necessary to construct a machine for any specific differen-
tial problem. The machine that overcame this limit was the Differential An-
alyzer, realized by Vannevar Bush 49 implementing the visionary program of
Lord Kelvin of a mechanical machine able to solve general differential equa-
tions. Shannon would later go on to improve the machine by passing from
mechanical components to electrical circuits. Therefore, being able to realize
the same integration in different ways, it was possible to abstract its function-
ing in an abstract model called General Purpose Analog Computer 50, that even
today is an important model of theoretical analog computation.

Nevertheless, if the Differential Analyzer was the apotheosis of analog com-
puting, the downhill was close. Thanks to the theoretical foundation of Turing
and Von Neumann, in the second half of the 20th century the technological
thirst for equation-solving machines was quenched by digital computers, which
improved the efficiency of analog computers with a very accurate error-control.
Therefore, because of the technological digital revolution, there was another
break of the paradigm even in computation, both from a technical and a theo-
retical perspective. I do not want to enter into the debate of the middle 20th
century on analog and digital computation (and its influences on the theory
of mind). All I want to point up is that nowadays the absolutely dominant
computational paradigm is the digital one.

From the theoretical perspective, an important step was that, in the first
half of the 20th century, several different independent attempts to formalize
the notion of (digital) computability (recursion, the λ-calculus, and the Turing
machine) were shown to be equivalent (defined the same class of functions).
This led mathematicians and computer scientists to believe that the concept
of computability is accurately characterized by these equivalent approaches,
opening the way to the “Church-Turing thesis” that hypothesizes, in simple
terms, that if some method (algorithm) exists to carry out a calculation, then
the same calculation can also be carried out by a Turing machine.

An approach to break the Church-Turing thesis is to check if some results
beyond Turing computational limits may be reached somehow (the “hypercom-
putation” problem 51). With regard to this question, I think it could be inter-
esting to set this problem from a purely mathematical point of view. Instead
of considering the physical limits of analog computing, one could have an “ex-
act” approach to analog computation through geometry. From this point of
view, considering diagrammatic constructions and symbolic manipulations re-
spectively as analog and digital computations, the evolution of mathematical
foundational paradigms from the geometric/arithmetic perspectives (with their
relative intercourses and extensions) can be considered an evolution of compu-
tational limits.

Considering the computational power of mathematical approaches, Pythagorean
ratios (arithmetic perspective) were not sufficient to express the so-called “in-

49. Cf. Bush [1931].
50. Cf. Shannon [1941].
51. See, for example, Copeland [2002].
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commensurable values” that have been generated by the arithmetic reinterpreta-
tion of the Euclidean geometric constructions. On the contrary, later polynomial
algebra introduced values not geometrically constructible by ruler and compass
(the exactness problem in the early modern period). However, the unbalance
between the powers of the different paradigms is not a constant. Descartes bal-
anced their powers in analytical geometry, and this powerful paradigm became
the hard core over which calculus evolved, generating a rich symbolism inspired
by ideas derived from geometry and mechanics. Something new happened with
regard to calculus: If the geometrical paradigm had already been abandoned
in other periods, there was the acceptance of entities generated by infinite pro-
cesses 52. This acceptance of infinite processes made it difficult to interpret
the obtained entities suitably from an exact (finite) geometrical construction,
hence the claim of this thesis: I want to reach part of infinitesimal calculus with
suitable geometrical constructions (synthesis) and symbolic tools provided by a
finite algebra (analysis).

Even if the theoretical model that will be soon introduced has no claim of
constructing something beyond Turing limits, it is another case in which analog
and digital constructive powers are balanced (as in Descartes’s geometry). As
differential calculus evolved on Cartesian geometry, I think that in future it
could be interesting to investigate whether the new balance proposed in this
thesis could become a step for new computational paradigms beyond the limits
of today computation. I will neither hypothesize any answer about it, nor reflect
on it in this thesis.

52. Infinite procedures were also adopted by Archimedes, but only as an investigative tool
to be later interpreted from a synthetic perspective.



Chapter 3

Machines from Euclid to
Descartes

In this chapter, I will introduce some classes of ideal geometric machines
and the relative mathematical models. They constitute a necessary background
for the definition of a suitable class of machines for “tractional motion.” 1 Nev-
ertheless, this chapter has another aim: Starting with an instrumental rein-
terpretation of the compass-and-ruler constructions, I plan to show that this
interpretation can be naturally extended (still instrumentally) up to algebraic
geometry. This unitary view of Euclid’s and Cartesian geometry was evinced in
Panza [2011]. However, the author, following in Descartes’s footsteps, focused
on curves, thus arriving to define the constructions allowed by Descartes as a
recursive extension of the ones obtainable with ruler-and-compass. On the con-
trary, my point of view is purely instrumental, avoiding any constructive role of
curves, which will allow providing a definition of algebraic spaces without recur-
sive constructions, but just as the “configuration space” of machines assembled
according to some rules.

In particular, I consider “classical machines,” i.e. machines able to construct
exactly the same constructible points available with Euclid’s tools, and “alge-
braic machines,” i.e. machines having real semi-algebraic sets as configuration
space. I will see why algebraic machines can be considered a natural extension
of classical ones.

Furthermore, for both these classes of machines, a marginal note will be
introduced about the use of sliding objects (carts). The act of avoiding them
is related to constructions by compass alone (for classical machines) and to
configuration spaces of Kempe’s mechanical linkages (for algebraic machines).

3.1 Mathematical modeling: A behavioral ap-
proach

Prior to studying the specific machines, I have to introduce a bit of notation
to analyze them. I will use some basic tools and notations of the mathematical

1. In Chapter 4, I will introduce “differential machines,” a class of machines for the trac-
tional motion. These machines will be an extension of the machines introduced in this chapter.

29
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theory of system and control theory. In particular, I adopt the “behavioral
approach” of mathematical models. The present section will be a recall of
[Polderman and Willems, 1998, pp. 1–8].

3.1.1 The universum and the behavior
Modeling is a cognitive activity in which we think about and make models

to describe how devices or objects of interest behave. There are many ways
in which devices and behaviors can be described. My interest lies in using the
language of mathematics to make models of ideal machines working on a plane,
but before doing that, I will need some basic concepts to able model any generic
phenomenon.

First of all, we can view a mathematical model as an exclusion law. A
mathematical model posits that some things can happen and are possible, while
others cannot and are impossible. Thus, Kepler claims that planetary orbits
that do not satisfy his three famous laws are impossible.

We can formalize these ideas by stating that a mathematical model selects
a certain subset from a universum of possibilities. This subset consists of oc-
currences that the model allows, that it declares possible. We can refer to the
subset in question as the “behavior” of the mathematical model 2.

We have been trained to think of mathematical models in terms of equations
because an equation can be viewed as a law excluding the occurrence of certain
outcomes, namely those combinations of variables for which the equations are
not satisfied. Thus, equations define a behavior. I, therefore, speak of behavioral
equations when mathematical equations are intended to model a phenomenon.
It is important to emphasize already at this point that “behavioral equations”
provide an effective, but at the same time non-unique, way of specifying a
behavior. Different equations can define the same mathematical model. Hence,
one should not exaggerate the intrinsic significance of a specific set of behavioral
equations.

Now I can introduce in this language a distinction between the kinds of
variables. I think of the variables that I try to model as “manifest” (or “external”
) variables. They are the attributes on which the modeler in principle focuses
attention. However, in order to come up with a mathematical model for a
phenomenon, one often has to consider other auxiliary variables. I refer to
them as “latent” (or “internal”) variables. These may be introduced for no
other reason than to describe in a convenient way the laws governing a model. 3

The essential structure of this modeling language is given by three components—
behavior, behavioral equations and variables (both manifest and latent).

2. The main difference between the behavioral approach and the input/output one is that
in the first one we consider all the variables without the need of distinguishing them a priori
between input and output. The advantage of missing this distinction comes from the fact that
considering interconnection between components (the so-called “feedback”), it is generally
impossible to easily understand which variables are inputs and which ones are outputs. In my
initial work on machines for tractional motion, the approach was the input/output one (cf.
Milici [2012a]), while in this thesis I will use the behavioral approach to analytically study
the machines with differential algebra instead of classical infinitesimal calculus.

3. For example, when expressing the first and second laws of thermodynamics, it has been
proven convenient to introduce the internal energy and entropy as latent variables. In my
setting for machines, I will utilize the concept of manifest and latent variables: Even though
all my variables will be physically manifest, I can be interested in focusing on just some of
them, so the others will be considered latent.
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When I want to model a phenomenon, I start by casting the situation in the
language of mathematics by assuming that the phenomenon produces outcomes
in a set U, which I call “universum.” Often U consists of a product space, for
example a finite dimensional vector space. Now, a (deterministic) mathemati-
cal model for the phenomenon claims that certain outcomes are possible while
others are not. Hence, a model recognizes a certain subset B of U. This subset
is the behavior of the model. Formally:

Definition 1. A mathematical model is a pair (U,B) with U a set, called uni-
versum (its elements are called outcomes), and B a subset of U, called behavior.

3.1.2 Behavioral equations
In applications, models are often described by equations. Thus, the behavior

consists of those elements in the universum that satisfy certain equations.

Definition 2. Let U be a universum, E a set, and f1, f2 : U → E. The math-
ematical model (U,B) with B = {u ∈ U|f1(u) = f2(u)} is said to be described
by behavioral equations and is denoted by (U,E, f1, f2). The set E is called the
equating space. I also call (U,E, f1, f2) a behavioral equation representation of
(U,B).

Often, an appropriate way of looking at f1(u) = f2(u) is as “equilibrium
conditions”: The behavior B consists of those outcomes for which two (sets of)
quantities are in equilibrium.

Consider, for example, an electrical resistor. We may view this as posing
a relation between the voltage V across the resistor and the current I through
it. Ohm recognized that (for metal wires) the voltage is proportional to the
current: V = RI, with the proportionality factor R called resistance. This
yields a mathematical model with universum U = R2 and behavior B, induced
by the behavioral equation: V = RI. Here E = R1, f1 : (V, I) → V and
f2 : (V, I)→ RI. Thus, B = {(V, I) ∈ R2|V = RI}.

In many applications, models are described by behavioral inequalities. It is
easy to accommodate this situation—simply assume E in the above definition
as an ordered space and consider the behavioral inequality f1(u) ≤ f2(u) or
f1(u) < f2(u).

Note further that whereas behavioral equations specify the behavior uniquely,
the converse is obviously not true. Clearly, if f1(u) = f2(u) is a set of behav-
ioral equations for a certain phenomenon and if f : E → E is any bijection,
then the set of behavioral equations (f ◦ f1)(u) = (f ◦ f2)(u) form another
set of behavioral equations yielding the same mathematical model 4. Since we
tend to think of mathematical models in terms of behavioral equations, most
models are being presented in this form. It is important to emphasize that the
essential result of a modeling procedure is the behavior—the solution set of the
behavioral equations, not the behavioral equations themselves.

4. The notation “f ◦ g” stands for the composition of the functions f and g: (f ◦ g)(x) =
f(g(x)).
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3.1.3 Manifest and latent variables
Often we need to introduce other variables in addition to the attributes in

U that we try to model. As already said, I terms these other auxiliary variables
“latent variables.” Let me begin with a concrete example.

An economist is trying to figure out how much of a package of n economic
goods will be produced. As a firm believer in equilibrium theory, the economist
assumes that the production volumes consist of those points where, product
for product, the supply equals the demand. This equilibrium set is a subset
of Rn+. It is the behavior that we are looking for. In order to specify this set,
we can proceed as follows. Introduce as latent variables the price, the supply,
and the demand of each of the n products. Next determine, using economic
theory or experimentation, the supply and demand functions Si : Rn+ → R+
and Di : Rn+ → R+. Thus, Si(p1, p2, . . . , pn) and Di(p1, p2, . . . , pn) are equal to
the amount of product i that is bought and produced when the going market
prices are p1, p2, . . . , pn. This yields the behavioral equations

si = Si(p1, p2, . . . , pn),
di = Di(p1, p2, . . . , pn),
si = di = Pi i = 1, 2, . . . , n.

These behavioral equations describe the relation between the prices pi, the sup-
plies si, the demands di, and the production volumes Pi. The Pis, for which
these equations are solvable, yield the desired behavior. Clearly, this behavior is
most conveniently specified in terms of the above equations, that is, in terms of
the behavior of the variables pi, si, di, and Pi(i = 1, 2, . . . , n) jointly. The man-
ifest behavioral equations would consist of an equation involving P1, P2, . . . , Pn
only. This example illustrates the following definition.

Definition 3. A mathematical model with latent variables is defined as a triple
(U,Ul,Bf ) with U the universum of manifest variables, Ul the universum of la-
tent variables, and Bf ⊆ U × Ul the full behavior. It defines the manifest
mathematical model (U,B) with B := {u ∈ U|∃l ∈ Ul such that (u, l) ∈ Bf};
B is called the manifest behavior (or the external behavior)or simply the be-
havior. I call (U,Ul,Bf ) a latent variable representationof (U,B).

Of course, equations can also be used to express the full behavior Bf of a
latent variable model. I then speak of “full behavioral equations.”

3.2 Classical machines
With respect to the behavioral approach to mathematical models, for all the

rest of the thesis, my “phenomenon” will be the inspection of ideal machines
working on a plane.

In this section, I want to give an instrumental foundation to Euclid’s plane
geometry, a foundation that will be extended to Cartesian geometry and beyond.
Even though Euclid’s foundation was based on circles and lines, the starting
point will be its setting with tracing instruments (ruler and compass). Thus,
to choose my tools, I will analyze the operations that characterize the practical
use of straightedge and compass. I will then propose a slightly different solution
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that allows obtaining the same points constructible by classical geometry. I call
the machines of my instrumental foundation “classical machines.”

Particularly in this section, I want to compare Euclid’s constructions with
those of classical machines, focusing on the different rules and primitive objects,
and evincing the equivalence about obtainable points.

3.2.1 Primitive objects of Euclid’s geometry
In Euclid’s geometry, the primitive objects are points, straight lines (or,

better, segments), and circles. A construction starts from a certain outset made
up of a finite number of points 5, and from them I can construct: 6

E1. the line through two distinct points;

E2. the circle through one point with centre another point;

E3. the point which is the intersection of two previously constructed non-
parallel lines;

E4. the one or two points in the intersection of a line and a circle (if they
intersect);

E5. the one or two points in the intersection of two circles (if they intersect
and do not coincide).

So lines are introduced based on two distinct points (through which the line
passes). Circles are obtainable by a center and another passage point. Regarding
points, I have to distinguish between generic and specific ones. If I consider a
generic point on a line or on a circle, it is not distinguishable from another
generic point on the same object, so I consider it “not denotable.” For me, the
denotable points are just the ones constructible as intersection of previously
constructed objects (or as points given in the outset). I term these points
“specific.” Thus, in Euclid’s setting the specific points are just the constructible
ones.

Millennia after Euclid’s Elements, in the 20th century, new axiomatizations
of elementary geometry have been proposed and well formalized to overcome
some deductive flaws of Euclid’s formulation. The most influential modern
formulation was Hilbert’s.

Hilbert 7 adopted as primitive terms just points and lines (he also adopted
planes, but I am not going beyond plane geometry), and as primitive relations
betweenness (a ternary relation linking points), containment (a binary relation
linking points and straight lines) and congruence (two binary relations, one

5. It is not generally true, an outset can be composed of geometric elements as polygons or
figures, but they can be constructed by allowed tools starting from a finite number of points
on the plane. It is different if we consider as given some objects that cannot be even piecewise
obtained by straight lines and circles (e.g. other curves, as conics): I disregard the latter
introduction of not constructible objects in the outset.

6. The label “E” in the numbered list stands for Euclid.
7. Cf. Hilbert [1913].
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linking line segments and one linking angles) 8. Thus, line segments, angles,
and triangles may each be defined in terms of points and straight lines, using
the relations of betweenness and containment. Intersections with circles, even
though circles were not introduced, may be defined using the congruence of
segments (radii of circles) 9.

3.2.2 Components of classical machines
After recalling Euclid’s rules, in order to introduce classical machines, I have

to introduce the allowed primitive objects. To select these objects, I need to
analyze the instrumental operations characterizing the classical allowed use of
straightedge and compass. In particular, similarly to what is done in Hilbert’s
axioms, I will avoid circles and use only straight tools (cf. note 9). Furthermore,
to instrumentally realize any diagram, I need some components and an idealized
pencil, the motion of which traces a curve. Regarding the use of the straightedge,
given two different points on a plane, I can trace any finite prolongation of the
line passing through these points, and to instrumentally trace this line, I need
to: 10

S1. make a point of the straightedge coincide with the first point of the plane;

S2. make another point of the straightedge coincide with the second given
point;

S3. move the pencil along the straightedge 11.

With respect to the use of the compass, to trace an arc of circumference
(with a given center and passing through another point), I need to: 12

8. Hilbert’s Grundlagen purpose was to provide an axiomatic formal system for Euclid’s
geometry, to avoid any need of diagrams and geometric intuition in the verification of proofs.
I also have to cite Tarski [1959], an axiom set for the so-called “elementary” fragment of
geometry, i.e. the part that is formulable in first-order logic with identity and requires no
set theory. Tarski’s axioms comprise two primitive relations on points (these being the only
primitive objects and Tarski’s system being a first-order theory, it is not even possible to define
lines as sets of points): betweenness (with the same meaning of Hilbert’s one) and congruence
(a tetradic relation: Applied on the points w, x, y, z can be interpreted as that the length of
the line segment wx is equal to the length of the line segment yz). In particular, betweenness
captures the affine aspect of Euclid’s geometry, while congruence its metric aspect.

Moreover, with regard to geometric axiomatizations, I can also refer to Birkhoff [1932],
but Birkhoff’s postulates being built upon the real numbers (it has the possibility of measuring
segments’ lengths and angles through the use of scale and protractor), this axiomatization is
out of my “purely geometric” interest.

9. So, paraphrasing Euclid’s five construction rules and using Hilbert’s objects, I can con-
struct:
H1. the line through two distinct points (same as E1);
H2. the point which is the intersection of two previously constructed non-parallel lines (same

as E3);
H3. the one or two points of a line at a given distance from a given point;
H4. the one or two points having a certain distance from a first given point and another

distance from a second given point.
In this way, I de facto avoid circles (and in particular E2).
10. The label “S” in the numbered list stands for straightedge.
11. Note that, even though the final purpose of using the straightedge is the drawing of the

line, this latter operation is not sufficient without the preceding operations. In fact, before
tracing the line, I have to put the straightedge in the right position.
12. The label “C” in the numbered list stands for compass.
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C1. make a point of the straightedge coincide with the center point; 13

C2. mark a point on the straightedge in such a way that, in the initial config-
uration, it coincides with the second given point;

C3. move the previously marked point maintaining coincident both the first
point of the straightedge with the center and the pencil with the marked
point.

In addition to the possibility of tracing lines and circles, I have to face the
possibility of identifying their intersections.

In order to perform these operations on an infinitely extensible plane, I can
consider the following components:

• I adopt infinitely extensible rods, and assume that these have perfect
straightness and negligible width. They are idealized straightedges 14, dif-
ferent from the Euclidean straight lines because they are not statically
traced objects but planar rigid bodies (physical entities with three de-
grees of freedom—two characterizing the position of a specific point and
the third identifying the slope with respect to a fixed line).

• To allow the motion along a rod (as the pencil does in S3), it is possible
to put some carts on a rod, each one using the rod as a rail: A cart has
one degree of freedom once placed on a rod (the cart can only move up
and down the rod).

In contrast to the instrumental approach with straightedge and compass, I
am not introducing components for the pencil. In fact, I am not considering
classical machines as tools that trace diagrams, but as assembled mechanisms
that move on the plane.

Without tracing curves, the points, defined as intersections of lines and cir-
cles, can be viewed as the points where the position of two different pencils
(tracing different lines or circles) coincides. To avoid the introduction of pen-
cils, I can introduce something mechanically constraining different points to
assume the same position on the plane. That can be accomplished considering
the cart not only as an additional component to be put on a rod (i.e. introduc-
ing a new point moving on the rod), but also as something able to constrain on
the rod a previously constructed point (i.e. a cart can constrain a specific point
to lie on a rod) 15.

In particular, as in Euclid’s setting, the outset of a construction will be
composed of some points on the plane, and I will recursively construct more and
more of these points. I call such points fixed on the plane, and their construction
will recursively extend and be extended by the construction of points fixed on a
rod 16. As I will specify in more detail, a point fixed on a rod will be constructed

13. Note that this condition is a repetition of S1.
14. I decided not to call them “straightedges” because it seemed that straightedges introduce

the idea of a bar with a significant width.
15. The different uses of carts will be detailed and clarified in the next subsection.
16. Any rod will lie on the plane, so at first glance, the distinction between points fixed on

the plane and on a rod may appear obscure. The idea is that these points have to remain
fixed respectively to the plane or to the rod. As I will explain below, the orbit of a point fixed
respect to a rod defines a circle if the rod rotates. When not generating confusion, in “points
fixed on the plane” or “points fixed on a rod,” I will sometimes omit the adjective “fixed.”
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marking on the rod a point that is coincident with a point fixed on the plane
when the rod has a certain slope (as seen in C2).

3.2.3 Construction rules for classical machines
I introduced objects as rods, carts, points on the plane, and points on the

rods. Now I have to specify how they can be used to satisfy the instrumental
requirements of straightedge and compass.

With respect to the requirements S1,C1, a straightedge is considered only if
constrained to be joined to a point fixed on the plane, so I can introduce my
first rule: 17

R1. A rod r is introduced after being constrained to rotate around a point on
the plane P (through which r has to pass). I say that the rod r is joined
in P .

I have to be precise with respect to the points that can be considered on a given
rod. According to C2, I can mark a point on a rotating straightedge 18 if, for
some slope, this rotating point coincides with another point of the plane 19:

R2. On a rod r joined in P , I can consider a point A (maintaining invariant
the distance PA) so that, for some slopes of the rod, A coincides with a
point Q on the plane. I say that the point A on r is superimposable on Q.

The rotation of r forces A to move along a circle (as required by C3). Given a rod
r joined in P and another point on the plane Q, the point A on r superimposable
on Q is not uniquely defined. In fact, if Q is different from P , there are two
points on r (symmetric with respect to P ) that rotating can coincide with Q.

As introduced, a cart constrains a point B to lie on a rod. First of all,
the point B constrained by the cart is of a different type with respect to the
previously observed points on the plane and points on a rod, because B is not
fixed neither with respect to the plane nor to the rod. I am not interested in
using these free points in general: I want to specify how I can construct points
fixed on the plane 20. To restrict the use of free points, I need some definitions.

I say that a rod r joined in P is a fixed rod if, given a point on the plane Q
distinct from P , I impose the point Q to lie on r, using a cart constraint (i.e.

17. The label “R” in the numbered list stands for rule.
18. Considering a rod r joined in P , the point on the rod A will satisfy the property that

the distance PA will be fixed.
19. The property of marking just the points reachable during a rotation is the same con-

straint of the “collapsing” compass, i.e. a compass that collapses when lifted off the drawing
surface, hence not usable to transfer distances. But, according to Euclid’s Elements (I cite
the translation in Heath et al. [1956]), Book 1, Prop. 2, it is possible “to place at a given
point (as an extremity) a straight line equal to a given straight line.” Thus, it is equivalent
to consider “distance-transferring” compasses instead of collapsing ones, meaning that the
collapsing compass generates (together with the straightedge) the same objects generable by
the non-collapsing one.
20. With classical machines, I am not dealing with general motions of free points. For

example, considering a rod r joined in a point, the motion of a cart on r can be a spiral (the
cart moves while r rotates), which is outside my area of interests. I can note how the only
reference to motion along a line in the instrumental approach is in S3.
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the rod has to pass through a fixed point on the plane) 21. I also call rotating
rod any rod that is not fixed.

I have already mentioned that I have to distinguish between general points
on rods (e.g. constrained by a cart) and constructible ones (the ones having
definable position, i.e. points fixed on rods or on the plane). All I need yet
to do is to define the rules to obtain new constructible points. Specifically,
according to R2, I can obtain new points on rods if I construct new points on
the plane. Thus, I can define some rules to construct new points on the plane:

R3. given two non-parallel fixed rods r, s, call A a point constrained with a
cart to lie on r. If A is also constrained with a cart to lie on s, then A is
a fixed point on the plane 22;

R4. given a point A fixed on a rotating rod r, and given a fixed rod s, if with
a cart, I constrain A to lie on s, then A is a fixed point on the plane;

R5. given two rotating rods, r joined in P and s joined in Q (distinct from P ),
if the points A fixed on r and B fixed on s are constrained to assume the
same position 23, then A is a point fixed on the plane 24.

Similarly to the case of classical constructions when there is no intersection,
in some configurations it is not possible to instrumentally impose some con-
straints 25.

3.2.4 Characterizing ruler and compass constructions
In this section I want to show that the points on the plane obtainable with

classical machines are exactly the points constructible with straightedge and
compass (classical constructions). To prove the equivalence I will consider as
outset a finite set of points 26 that will be considered both as given points (in
21. Compare with S2.
22. Note that here I used the cart in two different ways. First, I used it to introduce a new

specific point I called A. Later, I constrained the particular point A to lie on s.
23. To constrain A in order to assume the same position of B, with a cart I can constrain

B to lie on r and with another cart A to lie on s. That will instrumentally impose that A and
B will assume the same position.
24. Obviously, being A and B coinciding, also B will be a point fixed on the plane.
25. For example, if in R5 I consider a configuration so that the distance PQ is greater than

the sum of the distances AP +BQ, it will not be possible to impose that A assumes the same
position of B.
26. Not every instance of Euclid’s problems can be converted in this vision, for example

no inquiry is possible for curves beyond straight-lines and circles (as said in note 5). But I
also need another remark: Consider the problem to find the center of a given circle. Circles
are objects of Euclid’s plane geometry, but this problem cannot be converted only into a
finite outset of points without introducing suitable restrictions on constructions. Given the
points P and Q, if I translate the problem of finding the center of a circle (of center P and
passing through Q) considering as given the points P and Q, the problem will be trivially
solved by returning P . This problem could be translated as “find the center of the circle
of center P and passing through Q without considering any rod passing through P ,” but I
do not delve into this kind of problems “with restrictions” because it is out of my interests.
Furthermore, to solve it I would require to have at least another point out of Q where I can
put a rod, otherwise I cannot construct any new points. This last clarification introduces
another difference from Euclid’s vision: I cannot consider a general point of the plane as I can
use only the points given at the outset (my approach is similar to the one adopted to define
constructible numbers that one can find for example in Courant and Robbins [1996], Carrega
[1981]). From this perspective, general points on lines or circles do not play an essential role
in constructions, but are only useful for the visual representations.
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Euclid’s geometry) and as points fixed on the plane (classical machines).

Proof. Precisely I have to verify that points constructible in Euclid’s geometry
with the five rules of the subsection 3.2.1 are exactly the points fixed on the
plane obtainable by classical machines using the five rules of the subsection
3.2.3. Even though the rules about the construction of points are the last three
in both cases, the first two rules are important to introduce objects that allow
the construction of points. About Euclid’s setting I have that constructible
points can be recursively obtained through the introduction of constructible
lines (defined through the passage of two different constructible points) and
constructible circles (defined with a given center and passing through another
point, both these points being previously constructed). Also with classical ma-
chines the construction of new points fixed on the plane is obtained through the
introduction of objects constructible in function of previously obtained points
on the plane, in particular fixed rods and rotating rods.

Thus, considering the recursive nature of objects, I propose a proof by in-
duction on the number of the constructed points.

Basis: As assumed, the points given at the outset can be considered both as
constructible points (without any construction needed because they are given)
and as points fixed on a plane. I also assume that these given points are at least
two (otherwise no construction is available).

Inductive Step: Consider the points P1, . . . , Pn−1 that are both con-
structible points and points fixed on the plane. I have to show that, starting
from these points:

Pn is a constructible point ⇐⇒ Pn is a fixed point on the plane.

Before restricting my attention to points, it is useful to find a correspondence
between the other objects of Euclid’s and my instrumental approach.

At this level, all the constructible lines are the ones passing through two
distinct points Pi, Pj (i, j < n). Thus, any point 27 of a constructible line lies
on a fixed rod 28 and vice versa 29.

Likewise, with respect to circles, any point of a constructible circle (centered
in Pi and passing through Pj) is reachable by the motion of a point on a rod 30,
and vice versa 31.

In light of these considerations, if now I restrict to the rules involving new
constructible points or points fixed on the plane, I can easily note how E3, E4

27. Note that here “point” refers to any general point of the object, not just constructible
points or points fixed on the plane.
28. Pi and Pj , for the induction hypothesis, are not only constructible points but also points

fixed on the plane. Thus I can consider the rod r joined in Pi, and, putting a cart constraining
Pj on r, I obtain that r is a fixed rod.
29. Any fixed rod obtainable at this level has to be constructed through two points previ-

ously obtained as fixed on the plane. But for the induction hypothesis these points are also
constructible points, so I can consider the line passing through them, and any point of this
line will also belong to the fixed rod.
30. Consider the rod r joined in Pi, then call A the point fixed on r superimposable on Pj .

While r rotates, A moves on the previously considered circle.
31. Given a rotating rod and a point A fixed on it, there will be a slope of the rod so that

A is superimposable on a point Pj . Thus, the motion of A defines uniquely a constructible
circle.
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and E5 are respectively equivalent to R3, R4 and R5 32.

Thus, starting from P1, . . . , Pn−1, if Pn is a new constructed point, it will
also be an obtainable point fixed on the plane, and vice-versa if Pn is a new
obtained point fixed on the plane, it will also be a constructible one, concluding
the proof. So, defining the same class of points, I will use “constructible point”
also to indicate any point fixed on the plane.

3.2.5 Defining equivalence between classical machines
Using the behavioral approach of section 3.1, if I consider classical machines

as the devices to be described and the points fixed on the plane that they define
as the outcomes, I have that the universum over which they work is a subset of
the points of the plane, so I can consider U = R2. The outcome of a classical
machine will be the finite set of the points fixed on the plane that have been
constructed, so, considering their coordinates in a Cartesian plane, B will be
a finite subset of R2. 33 Two machines will be “equivalent” if their behaviors
respect to the manifest variables are the same, i.e. if the points constructed with
the first machine are the same as the points constructed with the second. These
constructed points are in a finite number, hence I can restrict to the problem of
checking whether a single constructed point is the same as the point constructed
by another machine. Here I want to show that there is an algorithmic procedure
to determine whether two machines are equivalent or not.

More precisely, given two classical machines M and M′ (both working on
the same outset of points P0, . . . , Pn), and considering the constructed points Q
(obtained withM) and Q′ (obtained withM′), I look for a general procedure
to know if the point Q is equivalent to Q′ 34.

In case of more constructed points, I say that two classical machinesM and
M′ are equivalent if all the constructible points of the first are the constructible
ones of the other.

Constructible points correspond to points fixed on the plane, so I can use
the ruler-and-compass construction terms. I begin considering an outset of just
two given points P0, P1.

The first step is to introduce a coordinate system. As usual with con-
structible numbers, I identify any planar point with a couple of real numbers,
and consider P0 in the origin and P1 in (1, 0), thereby defining Cartesian coordi-
nates. A real number is called constructible if it is a coordinate of a constructible
point in a coordinate system.

As well known (and for example visible in [Courant and Robbins, 1996, pp.
127–133]), the set of constructible numbers can be completely characterized in
32. I just have to substitute the terms “constructible point,” “point on a line” and “point

on a circle” (in classical constructions) with “point fixed on the plane,” “point constrained
with a cart on a fixed rod,” “point fixed on a rotating rod” (in classical machines), and to
convert the concept of intersection using carts.
33. I have to admit that the introduction of universum and behavior is not useful for classical

machines. Being the behavior given by a finite number of outcomes, it is not expressed by
equations but simply by a list of points. However, I introduced here this model language to
begin to become confident about its use for classes of idealized planar machines.
34. These points are equivalent if Q has the same position of Q′ for every position of

P0, . . . , Pn.
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the language of field theory: in an elementary characterization, constructible
numbers are the real ones which can be represented by a finite number of addi-
tions, subtractions, multiplications, divisions, and finite square root extractions
of integers. It is easy, given the procedure of construction of a point, to find its
algebraic form.

Thus, any constructible point has as coordinates real numbers written as
combinations of the four field operations and square root extractions. So, com-
ing back to my problem of testing the equivalence of two constructed points
(obtained through different constructions), it may appear that in order to solve
it, all I need to check is whether the abscissae and the ordinates of the con-
structed points are equal. This is not yet obvious, because I have to compare
two real numbers that, even if equal, may be represented in different ways: For
example, it may happen that I have to check whether

√
2 +
√

3 is equal to√
5 + 2

√
6. I need a general method to decide whether two different representa-

tions denote the same real value 35. In so doing, I can look for a canonical form
for any of such representations, obtaining that the symbolic representations are
equal if and only if the real values are the same.

A “normal representation” can be found in [Bouhineau, 1996, sections 4,5].
The main idea is that, even if constructible numbers can be irrational, they can
be identified in an exact way through a symbolic representation 36. For what
observed, a constructible number will belong to the quadratic extension kn of
Q, obtained as it follows: 37

• k0 = Q.

• k1 = k0(√α0) where α0 ∈ k0, α0 ≥ 0, α0 is the first square root introduced
during the calculations.

• . . .

• kn = kn−1(√αn−1) where αn−1 ∈ kn−1, αn−1 ≥ 0, αn−1 is the last square
root introduced during the calculations.

Let A ∈ kn, I can represent A as (a1, a2) where a1, a2 ∈ kn−1 when A =
a1 + a2

√
αn−1. For example, in Q(

√
2)(
√

1 +
√

2), the real number repre-
sented as ((5, 2), (3, 1)) is 5 + 2

√
2 + (3 + 1

√
2)
√

1 +
√

2. So I can represent√
2 +
√

3 as ((0, 1), (1, 0)) in Q(
√

2)(
√

3), and
√

5 + 2
√

6 as ((0, 0), (1, 0)) in

35. The problem of deciding whether two different representations denote the same object
is generally called the “equality test.” The solvability of this problem depends on the setting:
For example, if I consider not only constructible numbers (i.e. the ones obtainable with ruler
and compass constructions), but also the computable ones (i.e. the ones approximable with
any error by a Turing Machine), I have that the equality test is not computable.
36. In particular the proposed representation is adequate to recursively obtain sum, sub-

traction, multiplication, division and square root extraction of such symbolic representations.
37. A field F is called an extension of another field K if F contains K and the operations

on F extend those on K (in other words, the sum or product in F of two elements of K are
the same as the sum or product in K). Given a subset S of F , the smallest subfield of F
which contains K and S is denoted by K(S) (i.e. K(S) is the field generated by adjoining
the elements of S to K). If S consists of only one element s, K(s) is a shorthand for K({s}).
For example, the set Q(

√
2) = {a + b

√
2|a, b ∈ Q} is an extension field of Q, and the set

Q(
√

2)( 3√2) = Q({
√

2, 3√2}) is an extension of both Q(
√

2) and Q.
The simplest case of field extension is the quadratic one. Supposing F contains an element

a so that a2 ∈ K but a 6∈ K, and every element of F can be written as x+ ya with x, y ∈ K,
then F is called a quadratic extension of K.
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Q(
√

6)(
√

5 + 2
√

6). According to these representations, these values may ap-
pear to be different. The problem of this method is that the representation is
not unique. However, this method can be improved, and there is an algorithm
that allows us to arrive to a unique “normal representation” 38. With this al-
gorithm the representation of

√
5 + 2

√
6 is ((0, 1), (1, 0)) in Q[

√
2][
√

3] 39, thus√
2 +
√

3 =
√

5 + 2
√

6.

Presently, I considered only constructions starting from two given points
P0, P1. If I also have the given points P2, . . . , Pn, I can introduce the real pa-
rameters x2, y2, . . . , xn, yn (the coordinates of these points in the coordinate
system introduced by P0, P1), so any constructed point will have coordinates
that can be represented by a finite number of additions, subtractions, multi-
plications, divisions, and finite square root extractions of integers and of the
parameters x2, y2, . . . , xn, yn. Thus, considering these parameters, I can easily
extend what previously obtained to the case of many given points. 40

3.2.6 The role of the cart in classical machines
I conclude this section with a marginal observation about the role of the

cart in classical machines. This remark is not essential in the development of
this work. However, I decided not to put it just in a note because the same
rejection of carts will be analyzed not only for classical machines, but also for
their extensions (algebraic and differential machines). More precisely, all the
various models of machines introduced in this thesis allow the introduction of
carts. On the other hand, if I restrict these models denying the introduction of
carts, restricted models will involve different famous mathematical theorems.

About classical machines, without carts I can no longer pose any of R3,
R4, R5, but if I let it possible to constrain a point on a rod to assume the
same position of another one (like if I pin them together 41), I obtain some-
thing interesting. Without carts I cannot find the intersection of fixed rods,
and from the three rules to obtain points fixed on the plane only the rule R5
(about points fixed on rods) can still be used. If I consider the counterpart in
classical constructions, it is equivalent to have only the compass (and not the
straightedge) as means of construction. The problem of defining the class of

38. Here I am not interested in the specific definition of this algorithm, in general the
idea is that a constructible number is a combination of sum, subtraction, multiplication,
division and square root extraction of integers. So, starting from integers, I can represent
a constructible number applying step by step the operations required by its representation:
e.g. for

√
5 + 2

√
6 I have to calculate step by step the normal representation of x1 = 6, x2 =√

x1, x3 = 2 · x2, x4 = 5 + x3, x5 = √x4. The procedures to calculate the various operations
according to the normal representation for addition, subtraction, multiplication and division
the algorithms are at [Bouhineau, 1996, pp. 279–280], while for the square root extraction
the algorithm is at [Bouhineau, 1996, pp. 284–285]. Furthermore, about the sequence of
quadratic extensions k0, . . . , kn (with k0 = Q), a new quadratic extension is introduced only
when strictly necessary (i.e. when I set kn = kn−1(√αn−1), besides αn−1 ∈ kn−1 I also
require that √αn−1 6∈ kn−1).
39. Cf. [Bouhineau, 1996, p. 283].
40. Note that, as said in note 34, I am interested in the equivalence of two constructions

for any value of the n+ 1 given points, so I do not have to evaluate x2, y2, . . . , xn, yn as real
numbers but I just have to treat them as symbolic parameters. So the different constructions
will be equivalent if the relative normal representations of the constructible numbers are
symbolically equal (even about the use of the symbols x2, y2, . . . , xn, yn).
41. Note that, in classical machines, this was provided by carts, as visible in note 23.
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the points constructible just with compass was solved by the so-called Mohr-
Mascheroni theorem. The solution is that any point constructed with compass
and straightedge can be obtained using the compass alone. The history of this
result is just as interesting. In fact, it was originally published in Mohr [1672],
but this proof languished in obscurity until 1928. The well-known version of
the theorem was the one published in Mascheroni [1797], proof independently
obtained more than a century later. 42

Referring back to my machines, even if any point on the plane obtainable
with the introduction of the cart is also obtainable without it, I decided to let
carts introduced to be closer to ruler-and-compass constructions.

In next section, extending classical machines to algebraic ones, I will see
that the acceptance or rejection of carts will introduce some differences for
the relative constructions (algebraic curves and in general varieties). In fact,
without carts I can obtain just finite parts of the varieties constructible allowing
also carts.

3.3 Algebraic machines
In the previous section I have seen that the constructive power of classical

machines is equivalent to the one of Euclid’s constructions. In particular I fo-
cused on the role of the points fixed on the plane, that, being equivalent to
the ones constructible with straightedge-and-compass, I still call “constructible
points.” With Euclid’s tools, as well known, it is impossible to solve the fa-
mous three classical geometry problems 43. However, even though with more
powerful tools, at least since Archimedes mathematicians conceived geometric
constructions solving some of these problems. This quest for suitable extensions
(the problem of “geometrical exactness”) bring me in this section to introduce
“algebraic machines,” a new class of machines extending the classical ones. In
particular, considering Descartes’s canon about the acceptance of neusis con-
structions but not of “mechanical curves” (like the quadratrix), I begin reviewing
the necessary extension of classical machines to introduce neusis constructions.
Informally, I thought at the introduction of such machines as a canon for the
machines used in Descartes’s geometry (such as his proportional compass).

Once extended the constructive postulates beyond classical machines, I will
explore the potential of the new machines focusing on their algebraic coun-

42. My machines are considered to work on a plane, but in general they can be considered
to work on any two-dimensional space, so it is natural to ask myself something about the
extendibility of the Mohr-Mascheroni theorem to non-Euclidean geometries. The starting
point of the theorem is that, given a circle of center P passing through Q, called A an
intersection with the circle centered in Q and passing through P , the angle ∠APQ is 1/3 of a
flat angle. What happens if, instead of a plane, I am in a non-Euclidean setting, so the angle
∠APQ is different? Which are the conditions on this angle or in general on a non-Euclidean
two-dimensional space to satisfy the Mohr-Mascheroni theorem? Being this question very
marginal respect to the aim of the thesis, I have not further developed it.
43. These problems were:
1. Trisecting an angle (given an arbitrary angle, divide it three equal angles).
2. Doubling a cube (given a cube, construct a new cube whose volume is double that of

the first cube).
3. Squaring a circle (given a circle, construct a square of the same area).

Such impossibility (with straightedge and compass) was proved thanks to “abstract algebra”
(it developed in the 19th century).
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Figure 3.1: Neusis postulate.

terpart. In particular, instead of considering constructible points, I will be
interested in the positions that the movable points of my machines can reach.
So the role of postulates will be different. When it comes to classical machines,
I am not interested in the position of every specific point, but just in the ones of
points fixed on the plane (so postulates help us to known when a specific point
is fixed on the plane). In algebraic machines, on the contrary, I am interested
in the positions of all kinds of points.

Analytically, I will characterize the behavior of algebraic machines: consid-
ering as variables some coordinates of these points, I will see that the behavior
will correspond to an n dimensional real semi-algebraic set.

3.3.1 Extending classical machines: Neusis constructions
In the historical part 44 I observed that neusis constructions extend classical

ones. Here I propose how to extend classical machines in order to include a
revision of the neusis postulate.

Neusis postulate. As visible in Fig. 3.1, given two straight lines
L and M , a point O (referred to as the “pole” of the neusis) and a
segment a; It is possible to find a line through O, intersecting L and
M in A and B, respectively, such that AB = a. 45

To translate this postulate in my instrumental setting I have to start from two
given fixed rods r, s (respectively for the lines L,M in Fig. 3.1) and three points
O,P,Q fixed on the plane (O for the pole and the others to define the distance
a = PQ). Then I have to consider a rod t joined in O, the carts A on r and B
on s, and I have to constrain A and B to lie on t (with additional carts). The
problem is that, to implement the neusis postulate, I do not have to impose the
distances OA and OB, but AB 46. So, if I construct a rod joined in A passing
through O, I can intuitively report a length PQ on this rod, and I can constrain
B to be such point fixed on the rod. However, rods, according to R1, can be
considered only if joined in a point fixed on the plane, and a priori A is not
44. In the subsection 2.1.2, p. 8.
45. Cf. [Bos, 2001, p. 31].
46. Remind that, for R2, on a rod joined in O I can consider only the fixed points P given

the distance OP .
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fixed on the plane. Thus, to extend my constructions, I can modify R1 requiring
the junction not only in a point fixed on the plane but in any specific point 47.
Thus I replace R1 with

R1′. A rod r is introduced after being constrained to rotate around a specific
point P (through which r has to pass). I say that the rod r is joined in
P .

I can so distinguish between non-floating rods (joined on points fixed on the
plane, i.e. the fixed and rotating rods allowed in classical machines) and floating
rods (joined on any other kind of specific points). I have to keep in mind that,
to define constructible points (postulates R3, R4, R5), I have to restrict to non-
floating rods, but it was already specified because in these postulates I explicitly
considered just rotating and fixed rods.

I need more clarifications about R2. If I consider this postulate just on non-
floating rods, then I am not yet able to face neusis constructions because I am
not able to impose AB = PQ on the rod joined in A. Thus I have to generalize
it to floating rods.

Considering a floating rod r joined in a point O not fixed on the plane, given
a point P on r that is superimposable to a point Q fixed on the plane, I have that
P is not fixed on the rod, because r is joined in a moving point O, so the distance
OQ will not be fixed even though Q is fixed on the plane. The instrumental
possibility of realizing a device imposing OP = OQ is then not trivial. In other
words, it is not so simple to extend the idea of collapsing compass to the case of
floating rods. On the contrary, it is quite natural to instrumentally implement
the idea of distance transferring. Consider the following modification:

R2′. Given two points P,Q fixed on the plane and rod r joined in R, it is
possible to consider a point S fixed on r so that the segment RS has the
same length as that of PQ. 48

However, I have to note that it is possible to transfer only distances between
points fixed on the plane (and not between two general specific points). This is
justified because of the following practical reasoning. To transfer the distance
between two points A,B fixed on the plane on a rod r joined in O, I mark on r
the distance AB from O. This mark indicates a point P fixed on the rod; on the
contrary, if AB were a variable length (what happens in general if at least one
between A and B is not fixed on the plane) then P would not have been fixed
on r, and there would be no simple manner to practically construct it. That is
why I restricted R2′ to the transferring of distances between points fixed on the
plane.

As I am going to evince, the modification of these postulates allows me to
pose the neusis condition. As already introduced, this is the problem of defining
47. Remind that in classical machines I introduced different kind of points: Points fixed on

the plane, points fixed on a rod, points constrained by a cart to lie on a rod. Each point of
these kinds is introduced with a well defined procedure, it is possible to refer exactly to it, so
I call any of these points a specific one. Non-specific points are generic ones, i.e. points not
defined by a procedure but considered as general part of a rod or simply on the plane. In my
setting, generic points cannot be introduced in constructions.
48. Note that I am implementing Tarski’s congruence tetradic relation, introduced in note

8.
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the position of the points A,B (respectively on the fixed rods r, s) so that (given
the points on the plane O,P,Q) O,A,B are aligned and AB = PQ. Owing to
R1′, I can consider the rod u joined in A and passing through O. Owing to R2′
I can consider the point B′ fixed on u so that AB = PQ. So, with carts, I can
add the condition that the point B has to coincide with B′, thus completing
the definition of the construction of the wanted A,B.

Once used the neusis postulate to extend the constructive potentials of my
old postulates 49, I do not want to add it to my set of postulates because I am
not interested in extending the class of points fixed on the plane. More generally,
I want to focus on the obtainable dynamic configurations of specific points.

More precisely I can define a new class of machines beyond classical ones,
that I call “algebraic machines.” The primitive objects will be the same of
classical machines, with the differences that:

1. a rod can be joined in any specific point and not only in the ones fixed on
the plane (R1′);

2. a fixed point on any rod can be introduced given the distance between any
two fixed points (R2′).

The class of points fixed on the plane is not extended (they are still constructed
according to R3, R4, R5), but there will be much more rods and points on a
rod (both fixed and sliding). All the specific points (except the ones fixed on
the plane) can move, and, as I will see, an algebraic machine will be defined by
the configuration of its specific points.

3.3.2 Machine-based approach
Historically, the more widely accepted geometric canon extending Euclid’s

constructions was the Cartesian one. If Euclid based its setting on lines and
circles, Descartes’s objects were (algebraic) curves. In my mechanical setting
of algebraic machines, the main objects will not be curves, but machines. The
difference from the Cartesian canon is subtle: Machines had an important role
in La Géométrie, but they were necessary only to trace curves (so, after the
tracing, machines were no longer useful). On the contrary, in my approach the
main objects will be machines, and curves (still defined as loci of moving points
of machines) will not be used for any successive construction. This distinction
is more visible when recursively constructing new objects. Based on the Carte-
sian method, one needs machines to trace curves, and then recursively uses the
constructed curves to find new intersections (the locus of which will define new
curves) 50, so one needs both machines at the beginning and then purely geo-
metric curves. On the contrary from my purely instrumental perspective I do
49. Note that the neusis postulate allows constructing new points (not obtainable with ruler

and compass), i.e. translated into my instrumental setting, to construct new points fixed on
the plane. In particular, the postulate in an instrumental version may be translated as

Given two fixed rods r, s and three points O,P,Q fixed on the plane (O for the
pole and the others to define the distance PQ). If I consider a rod t joined in
O, and on t the carts in A (also on r) and B (also on s) so that AB = PQ, I
get that A and B are points fixed on the plane.

However, I am not interested in new static objects constructed by neusis, from now on I
want to investigate dynamic configurations allowed by the new postulates R1′,R2′ (that have
been introduced to face the neusis postulate).
50. Cf. [Panza, 2011, pp. 78–89].
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no need to introduce two generating tools (machines and curves): e.g. to trace
more and more complex curves, I will only consider more complicated machines
having, as their parts, other simpler machines. The advantages of this instru-
mental perspective are that I can avoid any reference to a constructive role of
curves (every object is defined by machines that have to satisfy specific construc-
tion rules), and also that, even if I adopt machines moving on a two-dimensional
plane, I can handle n-dimensional varieties (for any positive integer value of n).
On the contrary, in the curve-based approach one needs to refer to machines as
primary source to trace curves, and has to restrict to one or two-dimensional
objects (for being drawn in the plane).

Based on the assuming of my machine-based approach, I can observe the
difference between classical and algebraic machines. In particular the objects
constructed according to the postulates of classical machines are a finite set of
constructible points (so the behavior, according to section 3.1, is a finite subset
of R2), while objects of algebraic machines are not just points fixed on the plane,
but in general they are specific points satisfying some constraints: The mutual
positions of such points define the admissible configurations of the constructed
machines. So algebraic machines define a (usually infinite) subset of Rn (in the
curve-based approach the objects, i.e. the curves, are a generally infinite subset
of R2).

3.3.3 Behavioral approach for algebraic machines
Consider an algebraic machine M, i.e. an assembling of rods and carts

given the outset of points P0, . . . , Pn (fixed on the plane) according to R1′,
R2′ 51. To analytically characterize what is obtainable with M, I introduce
(as done in the subsection 3.2.5) a coordinate system in such a way that P0
has Cartesian coordinates (0, 0) and P1 has coordinates (1, 0). Differently from
classical machines, that construct points fixed on the plane (i.e. static couple
of numbers), M in general can constrain specific points to move along certain
trajectories in relation with the position of other points. Therefore, to describe
M analytically, it is not enough to give a finite vector of numbers. The objects
definingM are the specific points and the rods: but, being a rod allowed if and
only if joined on a specific point (by R1′), I can note that the configuration of
M will depend only on specific points 52.

To express a configuration of a machineM in the full behavior Bf (defining
k specific points) I can use the vector (a1, . . . , ak) (with ai ∈ R2) so that ai is
the couple of planar coordinates of the i-th specific point 53. Making explicit

51. Note that in R2′ I recall the constructible points, so I somehow also need the postulates
for classical machines.
52. A rod will be defined by the positions of its junction point and of another point on the

rod: If there is no specific point on the rod in addition to the joint, it means that the rod is
not useful in the machine (because the motion of the rod will not determine any change of
any specific point).
53. Another widely spread nomenclature is the one taken from basic mechanics (and

robotics). Considering my machine as “robot systems” (i.e. as constraints to the motion),
I can use the definition: “The configuration of a robot system is a complete specification of
the position of every point of that system. The configuration space, or C-space, of the robot
system is the space of all possible configurations of the system” (cf. [Choset, 2005, p. 39]).
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the single coordinates by ai = (x2i−1, x2i), I have that a configuration is given
by the vector (x1, . . . , x2k), so Bf is a subspace of R2k.

Now I can introduce the idea of (restricted) behavior 54. From the 2k-real
variables, I can be interested only in some of them: Calling J = {1, . . . , 2k}, for
every set of “manifest components” I ⊂ J I define BI (or, when not generating
confusion, just B) the restriction of Bf respect to the components with indexes
in I. The definition of the behavior of a machine will be useful not only to
analytically characterize a machine, but also to define the equality between
machines.

Something strictly related with the behavior of a machine (even though dif-
ferent) is the concept of “reachable configuration.” Given an initial configuration
M0, the set of the configurations (restricted to the components with indexes in
I) reachable starting fromM0 is a subset of BI , but it is not necessary the same.
In fact, to reach a configuration physically, there must be a path connecting the
initial configuration to any final reachable configuration. In particular, the set
of reachable configurations (or just “reachable space”) will be the connected
part of BI containing M0.

About the connectedness, I have to keep in mind that for me a variable
indicates a coordinate of a specific point. That means that, if I consider the
change of the position of the point respect to the time, variables have to vary in
a continuous way (it is not physically possible that a point changes its position
in a discontinuous way). But the setting of algebraic machines disregards the
reference to the time: This continuity of the variables implies that, given any
two configurations (v1, . . . , vn) and (w1, . . . , wn) in the space of the reachable
configurations, there must be a path connecting the first to the latter configura-
tion 55, thus the reachable space will be connected. Furthermore, for topological
properties, the connectedness is inherited from a topological space to its pro-
jection, so even restricting only to some variables, their reachable space has to
be connected. I can note how this interpretation of reachable space fits with
Descartes’s conception that a curve 56 has to be considered as a single connected
branch, while in general the behavior fits with the concept of algebraic set (that
can be made up by more unconnected branches).

In terms of the curve-based approach, one only considers the orbit reachable
by a specific point of the machine (i.e. the restriction of my components with
respect to abscissa and ordinate of the specific point), while, in my general
setting, I can consider the relative positions of a component with respect to
many others, moving from planar curve to any finite-dimensional variety. In
particular in this section I will show some analytical characterizations: Any full
behavior Bf will be a real algebraic set, so, considering the restriction to the
components in I, BI will be a real semi-algebraic set (I will define them later).

54. According to what introduced in section 3.1, I use the terms manifest and latent to
respectively denote the variables I want or not to consider in the behavior. Just note that
there is a little abuse of notation, in fact, differently from the name, all my variables can be
considered as manifest; I restrict to some of them just because of my choice, not because their
role on the machine is different from the role of the latent ones.
55. Restricting on the i-th variable and considering it in function of a generic time, I have

that f(t0) = vi and f(t1) = wi, where f is a continuous function, thus in [t0, t1] f will cover
(at least) any value between vi and wi.
56. I can consider a planar curve as the behavior of a single specific point with only one

degree of freedom.
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Also the converse holds, i.e. for every real semi-algebraic S I can construct
a machine so that its behavior coincides with S 57. Furthermore, the space
reachable from an initial configurationM0 is a connected part of a real algebraic
set, i.e. a connected real semi-algebraic set. Conversely, any connected real
semi-algebraic set can be seen as a reachable space.

3.3.4 Arithmetic operations with algebraic machines
In classical machines, the analytical counterpart was made up only of con-

structible numbers, and it was possible to perform arithmetic operations be-
tween static segment lengths 58. Now I have to extend this static setting, allow-
ing operations also between “dynamically changing” lengths. More precisely,
to perform such operations with algebraic machines, I have to use variables.
A variable (given a Cartesian coordinate system) is the abscissa or the ordi-
nate of a specific point of the machine. In this subsection, I will see how I can
perform the four field operations on such variables. Considering two variables
(the coordinates of a single point or two components of two different points), I
constrain a specific point to have one of its coordinates equivalent the result of
an arithmetic operation between the two variables.

As already observed, I can fix a Cartesian coordinate system given two points
O,X fixed on the plane. Being constructible points fixed on the plane equivalent
with constructible points, I can consider the point Y (fixed on the plane) so
that OY is obtained by an anticlockwise right angle rotation of OX around
O. Then I can introduce two rods x and y (both joined in O). Putting a cart
constraining X to lie on x and another to constrain Y to lie on y, I construct
my set of Cartesian axes with two fixed rods considering OX as unit length. So,
I am ready to see some problems and relative constructions in order to perform
arithmetic operations on variables.

Problem 1. Given a rod r and a specific point P , construct a rod perpendicular
to r passing through P . 59

57. The possibility of realizing any real algebraic set is usually called “universality property.”
It was specially deepened respect to the so-called “mechanical linkages,” that I will briefly
introduce in the subsection 3.4.3.
58. I am considering binary operations from couples of segment lengths to a segment length.

Arithmetic with geometric objects was introduced at least since Euclid, but multiplication
was given by the construction of a bi-dimensional rectangle. For an internal multiplication,
I need the introduction of an arbitrary unit length. These internal geometric constructions
of arithmetic operations with segment lengths are visible at the beginning of Descartes’s
Géométrie.
59. In Euclid’s Elements there is the construction of a line passing through a point and

perpendicular to another line. That means that, using classical machines, such construction
is also available substituting “lines” with “fixed rods.” More formally, it is possible, with
classical machines, to solve the problem: “Given a fixed rod r and a point fixed on the plane
P , construct a rod perpendicular to r passing through P .” However, I had to introduce a
new construction because, in order to treat dynamically changing entities, I have to relax the
condition that the rod r is a fixed one and that the point P is fixed on the plane (in general,
both r and P can be moving objects). Classical machines (and Euclid’s tools) are not able
to deal with such dynamic objects. This reasoning has to be generalized to all the following
problems and constructions in order to understand the need of their introduction.

Furthermore, I have to note that the proposed problems are not formally proved in a
specific language. The proposed solutions are just sketches of the relative constructions, the
soundness of which is left to elementary intuition (requiring just some very basic knowledge
of geometry).
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Figure 3.2: Construction of the rod t perpendicular to the rod r in Q (it was obtained imposing
QQ1 = QQ2 and Q1T1 = Q2T2 = Q1Q2).

To begin with, I have to consider a rod r′ sliding over r: Consider a
point Q constrained by a cart to lie on r. For R1′, I can introduce
a rod r′ joined in Q, and for R2′, I can consider a point Q1 so that
QQ1 = OX (where O,X are two given points fixed on the plane).
Thereafter, I can constrain with a cart Q1 to lie on r. Hence, r′
slides over r.
Furthermore, I can consider Q2 on r′ defined as the point (different
from Q1) satisfying QQ2 = OX. I can also introduce the rods t1, t2
joined respectively inQ1 andQ2, and on these rods I can respectively
consider the points T1 and T2 so that Q1T1 = Q2T2 = 2OX (with
an abuse of notation 2OX indicate a length double respect to OX,
i.e. the distance Q1Q2). If with two carts I impose that T2 belongs
to t1 and that T1 belongs to t2, hence T1 and T2 have to coincide
(see Fig. 3.2): Call this point only T . 60

Finally I can consider a rod s joined in Q, and, with a cart, I pose
that T belongs to s. At the moment s is a rod perpendicular to r
passing through Q (that is free to move). So, if I put another cart
to constraint P to lie on s, s is the rod required by the problem.

Thus, to construct the perpendicular projection of a point P with respect
to a rod r, introduce a point Q constrained by a cart to lie on r, and then,
considering the rod s perpendicular to r passing through Q, add the constraint
that also P has to lie on s. The point Q satisfying all such constraints is the
perpendicular projection of P on r. The difference with respect to classical
machines is that the perpendicular projection is obtained even though P and r
are not fixed. Thus, as in all the following problems, algebraic machines provide
dynamic constructions.

Problem 2. Given a rod r and a specific point P , construct a rod parallel to r
passing through P .

60. I can note how the construction of the triangle Q1Q2T is the step-by-step translation
of Euclid’s construction of an equilateral triangle (Elements, Book 1, Prop. 1).
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According to Problem 1 I can construct a rod s perpendicular to r
passing through P , and similarly I can construct a rod t perpendic-
ular to s passing through P , so t is a wanted rod.

In the following problems, to simplify the notation, I adopt Cartesian co-
ordinates to shorten the notation. Furthermore, I consider the rods x and y,
both joined in (0, 0) and passing respectively through (1, 0) and (0, 1) (i.e. they
represent the axes of abscissae and ordinates).
Problem 3. Given a specific point having Cartesian coordinates (0, t), construct
a point of coordinates (t, 0) and vice-versa.

I will consider just the transposition of (0, t), the vice-versa is totally
similar.
Consider the constructible points (1, 0) and (0, 1). It is possible to
put a rod r joint in (1, 0) with (0, 1) on it. According to Problem 2,
I can construct the rod s joined in (0, t) and parallel to r. Assuming
that the ordinate axis is given by the rod y, the point (t, 0) will be
defined (using carts) as the intersection of y and s.

The possibility of projecting a point (on abscissae and ordinates) and of
transposing a length from the ordinates to the abscissae, is important because
it allows me to always consider the variables simply as points on the abscissae 61.
Now I want to show how I can do the internal binary operations of sum and
multiplication with points on the abscissae 62.

Problem 4. Given two specific points of Cartesian coordinates (t1, 0) and
(t2, 0), construct a point of coordinates (t1 + t2, 0).

First of all I have to note that the obvious construction in Euclid’s
geometry (to open a compass of distance t2 and to add it at t1) is
not translatable in my setting 63.
According to Problem 3, consider the point of coordinates (0, t1).
Thanks to Problem 2 I can consider the rod r parallel to x passing
through (0, t1) and the rod s parallel to y passing through (t2, 0).
By carts I can identify the point (t2, t1) (the one lying on both r and
s). Finally I can consider the rod t joined in (t2, t1) parallel to the
rod passing through (t1, 0) and (0, t1): The point in the intersection
of t and x will be in (t1 + t2, 0) (cf. Fig. 3.3), so to solve the problem
I just have to apply another time Problem 3.

61. Given a point of coordinates (x0, y0), I can construct the points of coordinates (x0, 0)
and (y0, 0). Conversely, given the points of coordinates (x0, 0) and (y0, 0), I can construct the
point (x0, y0). Thus, to represent real variables in my setting, I can interpret them simply as
points moving on the abscissae.
62. In my machines there is no difference between input and output points. So, being the

subtraction and the division respectively the inverse of addition and multiplication, I do not
need to introduce them. To perform a − b = c, I will simply impose a = c + b, and similarly
for the division, a/b = c will be posed as a = bc. About division, as in arithmetic, when b = 0
the instrumental implementation will not be an operation: It will, however, imply a = 0 and
no constraints on c.
63. In my instrumental setting I do not have compasses, but a natural way to translate

Euclid’s construction could be to consider a rod joined in (t1, 0), and to report on it the
distance t2. This is not allowed because, according to R2′, I can transfer just distances
between points fixed on the plane, while in general (t1, 0) and (t2, 0) can be movable.
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Figure 3.3: Construction of the point (t1 + t2, 0) given the points (t1, 0) and (t2, 0).

Figure 3.4: Construction of the point (t1 · t2, 0) given the points (t1, 0) and (t2, 0). To obtain
(t1 ·t2, 0) I have to project (t1, t1 ·t2) on y and to transpose (0, t1 ·t2) on x. (I did not represent
these final steps in the diagram to avoid too many lines.)

Problem 5. Given two specific points of Cartesian coordinates (t1, 0) and
(t2, 0), construct a point of coordinates (t1 · t2, 0).

As it happens in Descartes’s interpretation of multiplication 64, I
need to use the unit length. According to Problem 3, construct the
point in (0, t2). Considering the intersection of the rod parallel to
x through (0, t2) and the rod parallel to y through (1, 0), I obtain
the point of coordinates (1, t2). I can introduce the rod r joined in
(1, t2) passing through the origin (0, 0). As visible in Fig. 3.4, the
intersection of r with the rod parallel to y passing through (t1, 0) will
determine the point (t1, t1 · t2). If I project it on y I have (0, t1 · t2),
that for Problem 3 gives us the wanted (t1 · t2, 0).

Summarizing, given two real variables a, b (that can be thought as the points
(a, 0) and (b, 0) in a coordinate system) I can construct with my machines a+ b
and a · b (i.e. the points (a + b, 0) and (a · b, 0)). Furthermore, note that it is
possible to constrain a variable a to be null simply constraining the point (a, 0)
to coincide with the origin (0, 0) (I just have to constrain with a cart the point
(a, 0) to lie on the ordinates). 65

64. The definition of the length c = a · b is given by the proportion a : c = 1 : b.
65. This setting follows modern algebra concept of “field,” that is erected on the operations

of addition and multiplication. However, in his La Géométrie, Descartes also introduced the
square root operation. I will discuss it just for the parametrization of the curves constructed
as ruler-and-compass loci, as I will shortly show in the subsection 3.4.2.
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3.3.5 Real algebraic geometry background
Algebraic geometry on a field K studies algebraic sets in Kn i.e. the sets of

the form {x ∈ Kn|P1(x) = . . . = Pk(x) = 0}, where Pi are polynomials with
coefficients in K. For my machines, I use real variables, which is why I restrict
my attention to subsets of Rn. 66 One of the difficulties when studying real
algebraic sets is that the field R is not algebraically closed, e.g. the number of
zeros (counted with multiplicity) of a real polynomial can be less than its degree.
Besides, though the class of real algebraic sets is closed under taking finite
unions and intersections, it is not closed under taking complement. Moreover,
in general, images of algebraic sets by polynomial functions and their connected
components are not algebraic sets. For example, the equation xy−1 = 0 defines
a hyperbola in R2 consisting of the connected components: {(x, y) ∈ R2|xy −
1 = 0, x > 0} and {(x, y) ∈ R2|xy − 1 = 0, x < 0}, and its image under the
projection on the x coordinate is given by the union of the two disjoint intervals
of negative and positive values (only the null value does not belong to the
projection). The projected components are given by equations and inequalities,
and in general they cannot be given by equations only. In particular, sets defined
by a Boolean combination of equalities and inequalities of real polynomials
are called “semi-algebraic sets,” and this class of set is stable under projection
(Tarski-Seidenberg’s Theorem). Moreover, a semi-algebraic set has only finitely
many connected components, and each of the components is also semi-algebraic
(Łojasiewicz’s Theorem) 67.

More precisely, the class of semi-algebraic sets in Rn is the smallest class of
subsets of Rn satisfying the following properties:

1. it contains all the sets of the form {x ∈ Rn|P (x) > 0}, P ∈ R[x1, . . . , xn] 68.

2. it is stable under taking finite unions, finite intersections and complements.

A consequence is that a subset of Rn is semi-algebraic if and only if it can be
represented as a finite union of sets of the form:

{x ∈ Rn|f(x) = 0, g1(x) > 0, . . . , gm(x) > 0}, f, gi ∈ R[x1, . . . , xn].

The Tarski-Seidenberg Theorem asserts that the image of a semi-algebraic
subset of Rn×Rk under the natural projection Rn×Rk → Rn is a semi-algebraic
set 69.

The Łojasiewicz Theorem asserts that the number of the connected com-
ponents of a semi-algebraic set is finite, and each of the components is also
semi-algebraic 70.

Another approach to semi-algebraic set is by logic: By a “Tarski sentence,” I
mean a sentence, possibly containing free variables, which can be formulated in

66. The following definitions and results are usually formulated in a more general way,
instead of using “Rn” the broader “Rn,” where R is any real closed field (cf. Bochnak et al.
[1998], Basu et al. [2006]), but I am not interested in this generalization.
67. This summary was taken from the introductory Ta [2011].
68. I adopt the notation that, if D is a ring, D[x1, . . . , xk] is the polynomials in k variables

x1, . . . , xk with coefficients in D.
69. This theorem is named after Alfred Tarski and Abraham Seidenberg because of the

works Tarski [1951] and Seidenberg [1954].
70. Published in Łojasiewicz [1964].
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the following decidable quantified language studied by Tarski. In this language,
variables designate real numbers and are quantified over the set of all real num-
bers. The operators allowed in the language are +,−, ∗, and /, designating the
usual real arithmetic operators. The allowed comparators are =, 6=, >,<,≥,≤ ,
all of which have their standard meanings. In addition quantifiers and Boolean
connectives are allowed.

A semi-algebraic set S can so be considered as the subset of Rn satisfying a
Tarski sentence Q(x1, . . . , xn) containing exactly n free variables. Q is called the
“defining formula” of S. By a result given in Tarski [1951], every semi-algebraic
set has a quantifier-free defining formula, so Tarski sentences are decidable 71.

A useful constructive tool to prove both Tarski-Seidenberg and Łojasiewicz
theorems is the “cylindrical algebraic decomposition” (commonly abbreviated
CAD) introduced in Collins [1975] with a relative algorithm. Given a set S of
polynomials in Rn, a CAD is a decomposition of Rn into connected semialgebraic
sets called “cells,” on which each polynomial has constant sign, either +,− or 0.
For being “cylindrical,” this decomposition must satisfy the following condition:
If 1 ≤ k < n and π is the projection from Rn onto Rn−k consisting in removing
the k last coordinates, then for every cell c and d, one has either π(c) = π(d)
or π(c) ∩ π(d) = ∅. This implies that the images by π of the cells define a
cylindrical decomposition of Rn−k.

With CAD, it is algorithmically possible to construct the connected compo-
nents of a semi-algebraic set that will still be semi-algebraic sets.

3.3.6 The full behavior is a real algebraic set
The behavior of an algebraic machine is defined by the coordinates of its

specific points. In particular these points can be:

1. given points fixed on the plane (shortly: “given points”);

2. constructible points fixed on the plane (shortly: “constructible points”);

3. points fixed on a rod (by R2′, using constructible points);

4. points free on a rod (introduced with a cart).

If a machine involves n specific points, the full behavior will be a real algebraic
set on R2n. In order to show that, I have to see that conditions on every kind
of point are translatable in polynomial equations.

The coordinates of both the “given points” and the “constructible points”
are fixed real numbers (about the first kind they are given a priori, while for
the second they are obtainable as seen in the subsection 3.2.5).

It is more interesting to consider non-static points. Consider a rod r joined
in (xi, yi). For a point fixed on r, consider its coordinates (x, y). Its constraint
is algebraically translatable in (xi−x)2 +(yi−y)2 = d2, where d is the distance
between two constructible points, so it is a well-known real number.

About carts, a point (x, y) is constrained on r if and only if it is constrained
to be aligned with all the other points lying on r. So, if (xj , yj) and (xk, yk) are

71. This summary of the logic approach was essentially based on [Schwartz and Sharir, 1983,
pp. 302–303].
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on r, I can consider the equation (xj−x)(yk−y) = (xk−x)(yj−y). Considering
these equations for all the couples (xj , yj) and (xk, yk) of specific points on r, I
set the constraint that (x, y) lies on the rod r 72.

Thus all the constraints of algebraic machines on specific points are trans-
latable in algebraic equations. If I consider a machine with n specific points,
the 2n-variables have to satisfy an algebraic system of real polynomials 73, so
the full behavior Bf of an algebraic machine M has to be a real algebraic
set. Furthermore, restricting my attention just to the variables in I (a subset
of {1, 2, . . . , 2n}), the external behavior 74 BI will be the projection of a real
algebraic set, i.e. a real semi-algebraic set.

3.3.7 Any real semi-algebraic set is an external behavior
Let S be an algebraic set in Rn. I want to construct a machine having as

external behavior on n variables exactly S.
Being S a real algebraic set, it is the zero set of a polynomial P (x1, . . . , xn) 75.

I will show how to consider a machine having some variables satisfying P = 0.
To perform that, consider the points O,X defining a coordinate system for

the plane. For every coefficient aj appearing in P , consider as given also the
point (aj , 0). Consider on the abscissa n carts and call their coordinates (ti, 0)
(i = 1, . . . , n). For the constructions introduced in the subsection 3.3.4, I can
construct the point (P (t1, . . . , tn), 0). With carts I can also constrain this point
to lie both on the abscissae and on the ordinates, so constraining it to be in
(0, 0). This way I imposed P (t1, . . . , tn) = 0, and if I consider as manifest
variable of the full behavior just the abscissae of the points (ti, 0), I constructed
the set {(t1, . . . , tn)|P (t1, . . . , tn) = 0}, i.e. S.

Note that the result can be extended to any real semi-algebraic set. Ac-
cording to the definition of subsection 3.3.5, every semi-algebraic set can be
viewed as the projection of a real algebraic set 76. Therefore, if I consider fewer

72. At a first view it may appear redundant to consider all the possible combinations of
points on the rod, and I can think to consider just the property of being aligned respect
to two points (xj , yj) and (xk, yk) on r. This can be not enough: If (xj , yj) is a cart, it is
possible that in a configuration it becomes superimposed to (xk, yk). In this case the equation
(xj − x)(yk − y) = (xk − x)(yj − y) simply becomes 0 = 0. To avoid that, I require to pose
the alignment conditions with all the possible couples of specific points on r.
73. In particular the ring of coefficients will be the field of the rational numbers extended

with the coordinates of the given points. More precisely, let P be the set of points fixed on
the plane given at the outset. I can consider the set S ⊂ R such that S = {AB

CD
|A,B,C,D ∈

P, A 6= B,C 6= D} (PQ indicates the distance between P and Q. I consider all the possible
ratios to avoid any dependence on the unit length of the coordinate system). So the ring of
coefficients will be Q(S) = {a+bs|a, b ∈ Q, s ∈ S}. In particular, if I consider as given just two
points, S = {1} and so the polynomial in the constructed real algebraic sets will have integer
coefficients (because integer and rational coefficients generate the same polynomials), and also
their projections will have integer coefficients polynomials (because of the Tarski-Seidenberg
theorem).
74. I introduced manifest (or external) variables and behaviors in the subsection 3.1.3.
75. A real algebraic set in Rn is the zero set of a system of polynomial equations

P1(x1, . . . , xn) = . . . = Pm(x1, . . . , xn) = 0. But, being real polynomials, the zeros of such
system will coincide with the zeros of the single polynomial P = P 2

1 + . . .+ P 2
m.

76. A semi-algebraic set is the union of sets satisfying polynomial equations and inequalities.
But f(X) ≥ 0 can be rephrased as the projection on X of the solution of the polynomial
f(X)− t21, and f(X) 6= 0 can be seen as the projection of the zeros of t2 · f(X)− 1.
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variables from the configuration space generating my real algebraic set, I obtain
any wanted semi-algebraic set.

3.3.8 Equality between algebraic machines
About classical machines I asked myself how to know whether two differently

obtained constructible points are equivalent. With regard to algebraic machines,
I can no longer consider only the equality of one point; I have to consider
different configurations. According to my behavioral approach, the equality
is easily defined: Two machines are equivalent (or “externally equivalent”) if
their external behaviors are equivalent, i.e. they define the same set. As in
classical machines, the equality for algebraic ones is algorithmically testable.
In particular, being the behavior of an algebraic machine a (finite procedurally
constructible) real semi-algebraic set, I just have to test the equality between
real semi-algebraic sets.

Consider two real semi-algebraic sets A1, A2 ⊂ Rn. In the subsection 3.3.5 I
have seen that “Tarski sentences” are decidable, thus, if I can express “A1 has
the same elements of A2” as such a sentence, I will get that the equality test
is decidable. Being semi-algebraic sets, let A1 be the set defined by the Tarski
sentence Q1 and A2 by Q2 (both Q1 and Q2 containing n free variables), so the
behaviors will be equal if and only if it holds ∀x1, . . . , xn(Q1(x1, . . . , xn) ⇐⇒
Q2(x1, . . . , xn)). Thus it is always possible to test whether two algebraic ma-
chines are equivalent or not.

The just observed definition of equality between machines considers machines
as a set of configurations satisfying constraints over some variables, but it does
not deal with the problem of reachability. Now I will investigate how even
the equality of reachable spaces is computable, even though the same problem
extended to differential machines will remain an open problem.

For the constraints-based interpretation, a machine is defined by a set of as-
sembling operations, but, not considering any specific initial value, the allowed
configurations can be composed by unconnected parts: I am not interested in
having an actual machine that covers all the configurations in the behavior
(restricted to some components), but I know that every configuration in the
behavior can be reached by a machine satisfying the given constraints. For the
reaching-based interpretation, the machine is given as a set of assembling opera-
tions plus an initial value. Being variables introduced as coordinates of physical
points, they cannot physically change in a discontinuous way (in function of the
time), so, as observed in the subsection 3.3.3, the obtained space of reachable
configuration has to be connected. Now I want to show that it is possible to
test whether two reachable spaces are equal.

Given two machines M,N and the relative initial configurations M0, N0,
to test the equality between the relative reachable spaces it is not enough that
M and N have the same behavior, but also that M0 and N0 lie in the same
connected part of the behavior. Problems like this are typical of robotics, and
they are called “motional planning problems:” Is a certain target configura-
tion reachable starting from an initial configuration while respecting a set of
constraints? An algorithm answering this question can be found in Schwartz
and Sharir [1983]. At the end of subsection 3.3.5, I have introduced Collins’s
“cylindrical algebraic decomposition.” Using these cells, it is possible to al-
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gorithmically construct the connected component of any real semi-algebraic set
containing an initial value. So the problem now is to test whether the connected
components are equal, but these components are semi-algebraic sets (finite union
of cells). Hence, it means checking the equality between semi-algebraic sets. In
the first part of this subsection I observed that this problem is solvable using
the decidability of Tarski sentences.

3.4 Notes on other algebraic constructions
This final section of the chapter deals with some remarks on algebraic ob-

jects 77 constructed with tools different from algebraic machines. I will super-
ficially study machines obtained allowing strings (even if just in a restricted
way), curves constructed as ruler-and-compass loci, and machines assembled
without carts. I have chosen the problems of (restricted) strings and of ruler-
and-compass loci because in Descartes’s Géométrie they were introduced as
allowed constructions of “acceptable” curves 78; I also examined algebraic ma-
chines without carts because of the important role they played in the 18th
century.

3.4.1 Machines with strings
In Cartesian geometric linkages, strings are accepted “only to determine

straight lines whose lengths are perfectly known” 79, thus strings are not ac-
cepted if, in the constructive procedures, they are somewhere curved 80. That
means that the behavior of strings allowed by Descartes is, as in the gardner’s
construction of the ellipse, that of combining a finite numbers of straight com-
ponents. In this subsection I want to show how this string behavior can be
simulated by algebraic machines, i.e. that the introduction of strings (used as

77. As “algebraic objects” I want to generically indicate a family of objects that can be
analyzed with polynomial algebra.
78. For example cf. [Bos, 2001, pp. 335– 339].
79. About the curves described by means of a string that can be accepted in Descartes’s

geometry, I have to cite the following translation of La Géométrie (taken from [Descartes,
1954, pp. 91–92]):

“Nor should we reject the method in which a string or loop of thread is used to
determine the equality of or the difference of two or more straight lines drawn
from each point of the required curve to certain other points, or making fixed
angles with certain other lines. We have used this method in “La Dioptrique”
in the discussion of the ellipse and the hyperbola.
On the other hand, geometry should not include lines that are like strings, in
that they are sometimes straight and sometimes curved, since the ratios between
straight and curved lines are not known, and, I believe cannot be discovered
by human minds, and therefore no conclusion based upon such ratios can be
accepted as rigorous and exact. Nevertheless, since strings can be used in these
constructions only to determine lines whose lengths are known, they need not
to be wholly excluded.”

80. As observed in the subsection 2.3.2, Descartes’s idea of acceptable curves is different
from the Leibnizian one. For an example of curve acceptable to Leibniz but not to Descartes,
see the spiral constructible with Huygens’s instrument (seen in Fig. 2.4, pag. 21). In this
case, strings change from curved to straight during the motion.
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Figure 3.5: Given two rods r, s intersecting in P , construct the points P, Pr, Ps, Q so that
PPr = PPs and PrQ = PsQ = 2PPr. These points are the vertices of a kite, so the rod t
passing through P and Q bisects the rods r and s.

allowed by Descartes) does not extend my constructions. 81 In doing that, I
need to solve some preliminary problems with my machines.

Problem 6. Given two rods r, s intersecting in P , construct a rod t bisecting
r and s.

I can consider r, s joined in P (otherwise I have to consider the
rod r′ sliding on r and s′ sliding on s). As visible in Fig. 3.5,
consider the points Pr and Ps fixed respectively on r and s so that
PPr = PPs = OX (O,X can be any given points fixed on the plane).
Then I can consider two more rods joined respectively in Pr and Ps,
and on them two fixed points Qr, Qs so that PrQr = PsQs = 2OX
(in the figure, to avoid visual complications, I represented just a part
of these rods). Imposing that Q1 and Q2 coincide in Q, the points
P, Pr, Ps, Q define a kite. Thus the rod t passing through P and Q
bisects the rods r and s. Note that I required that PrQ = PsQ =
2OX to avoid degenerate or restricting cases. 82

Problem 7. Let r, s be two rods intersecting in P . On each of them consider
a cart (respectively Pr and Ps). Impose that it holds PPr = PPs.

For Problem 6, construct a rod t joined in P that bisect r and s.
For Problem 1, consider the rod u through Pr and perpendicular
to t. If with a cart I impose that Ps lies on u, I am imposing the
wanted condition. In fact, as visible in Fig. 3.6, it holds PPr = PPs
because, called Q the middle point between Pr and Ps, the right
triangle Pr, Q, P is equivalent to the one of vertexes Ps, Q, P . So
the triangle P, Pr, Ps is isosceles.

As I am going to shortly evince, this construction makes it possible to sim-
ulate the behavior of a string folded in a finite number of straight parts. In
81. It will be interesting, even though not deepened for time constraints, to clearly explicate

the relation between constructions with algebraic machines and the ones of Descartes.
82. Degenerate cases are present when, in some configuration, Q can coincide with P (thus

leaving the slope of the rod t undefined). That happens if and only if the lengths PPr = PPs
are equal to PrQ = PsQ and the angle between r and s is a flat one. Furthermore, if the
distances PrQ = PsQ are shorter than PPr = PPs, I am implicitly restricting the allowed
angle between r and s. So, to avoid any problem, I need that PrQ = PsQ have to be longer
than PPr = PPs: The simplest implementation is to impose PrQ = PsQ = 2PPr = 2PPs.
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Figure 3.6: Given two rods r, s intersecting in P and with respectively the carts in Pr and Ps,
impose PPr = PPs.

Figure 3.7: In the first diagram we can see the gardener’s ellipse construction (by a string),
while in the second the same construction obtained with an algebraic machine (through the
construction seen in Problem 7). In the second diagram, we can observe the main idea of the
simulation: The condition that the distance PF1 + PF2 has to be constant (because of the
string) has been posed using the point Q (constructed on s by R2′ imposing the distance QF2
to be equal to the length of the string), and finally posing that PF1 = PQ by Problem 7. In
this case, I used the string folded in two straight parts, but the same method can be iterated
for any number of folding.
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fact, for such strings, the physical property useful for geometric constructions is
the one of having a constant total length (i.e. the sum of all the straight parts
have to be constant). Coming back to algebraic machines, I can transpose fixed
lengths also on a rod by R2′. The difference is that the string may work on
different straight parts, while the rod conditions have to be posed in the same
straight part.

To simulate a string folded in a finite number of straight parts with algebraic
machines, I can transpose (thanks to Problem 7) the length from one straight
part of the string to the next straight part, recursively arriving to the transpo-
sition of the whole length of the string on a single straight part. This length on
a single straight component can be finally posed thanks to R2′. An example of
this simulation related to the construction of an ellipse is visible in Fig. 3.7 (in
this case the string is folded in only two straight components).

3.4.2 Curves constructed as ruler-and-compass loci
Another method to introduce curves beyond lines and circles is to consider

them as loci in which any general point is constructed with ruler and compass 83.
Similarly to procedures in “dynamic geometry software” (for example GeoGebra
or Cabri Géométre), I start from a finite set P0 of given points. I consider
also given a straight line or a circle, that I simply call “the given curve,” and
introduce a point p free to move on the given curve. Now I can define the set
P1 = P0 ∪ {p} 84. I can now formalize the definition of curve constructed “as
ruler-and-compass locus” (or “with ruler and compass”).

Given a set of points Pi, for every a, b ∈ Pi I can consider the lines
passing through a and b and the circles centered in a passing through
b. Let Ci denote all these lines and circles. I can construct Pi+1 as
the set of all the points that are intersection of (distinct) curves
A,B ∈ Ci:

p ∈ Pi+1 ⇐⇒ ∃A,B ∈ Ci, A 6= B, p ∈ A ∩B.

Note that, according to the construction, Pi+1 includes Pi, and (for
every i) contains a finite number of points because the possible cou-
ples A,B are finite and the possible intersections of (different) lines
and/or circles are finite (at most two points).
A “curve constructed as ruler-and-compass loci” for me is the locus
of a point p∗ belonging to Pk (where k is a finite positive integer)
making p vary on the given curve 85.

In this subsection I will observe that these curves are just a strict subset
of all the real algebraic curves in two variables. In particular, using modern
terminology, I can consider the one degree of freedom of the free point p on

83. It is not important to construct the whole curve with a single locus, the curve has to be
constructed with a finite number of ruler-and-compass loci. So I will consider that the locus
defines just locally the curve.
84. Informally, Pi is a set of points over which I can construct new points, that will constitute

Pi+1. The point p can be used for ruler and compass constructions, even though it moves on
the given curve and has not a fixed position, which is why it is included in Pi since i = 1.
85. According to the construction, in general p∗ can be constructed in function of the

position of p.



CHAPTER 3. FROM EUCLID TO DESCARTES 60

the given curve (circle or line) as a “parameter.” So I can easily arrive to
a parametric characterization of the class of the curves (locally) constructible
with ruler-and-compass.

In a Cartesian plane, the points constructible with ruler and compass once
given the points of coordinates (0, 0) and (1, 0) are all and only the points
with coordinates writable as combination of 1, the four field operations and the
extraction of the square root. To extend constructions with the introduction
of a parameter, I can consider the motion of a point on the abscissa axis, i.e.
the point (t, 0) (for every t ∈ R) 86. So, repeating all the passages necessary to
prove that all the points constructible starting from (0, 0) and (1, 0) have certain
coordinates, points constructible starting from even the “parametric point” (t, 0)
are defined by the combination of 1 and t with the four field operations and the
square root. Thus curves constructible with ruler and compass are exactly the
ones whose parametrization is a rational one extended with the square root
(eventually nested). This kind of parametrization (at my knowledge) is neither
well studied nor better characterized, but I can obtain some preliminary results.

First of all, these constructible curves are more than the rational ones (ra-
tional curves are exactly the curves of genus zero 87), because every curve with
equation of the form y2 = f(x) (where f is a polynomial of any degree) can be
parametrized as (t,±

√
f(t)). That means that even elliptic and hyperelliptic

curves are constructible with ruler and compass (thus there are constructible
curves of every genus).

Furthermore, the “square root parametrization” can be considered as a
restriction of the more famous “radical parametrization of algebraic curves”
(where radicals do not have to be just square roots). It is well known that there
are algebraic curves that are not parameterizable by radical because, quoting
the introduction of Pirola and Schlesinger [2005]:

“Zariski, solving a problem posed by Enriques at the Congress of
Mathematicians held in Zurich in 1897, proves in Zariski [1926] that,
given an algebraic equation f(x, y) = 0 of genus p > 6 with general
moduli, it is not possible to introduce a parameter t, rational func-
tion of x and y, in such a way that x and y can be written by radicals
as functions of t.”

So, summarizing, curves constructible as ruler-and-compass loci are at least ra-
tional, elliptic and hyperelliptic ones (thus there are curves of every genus), but
surely less than all the curves solution of a general algebraic equation f(x, y) = 0.

86. I could also assume the possibility of having a parameter varying along the coordinates
of a circle, but it would be superfluous because it is possible to obtain (with the 5 operations
and, for example, splitting the circle in two semi-circles) the two ordinates of a point on a circle
in function of its projection on the abscissa, so in function of the variation of my “parametric
point” (t, 0).
87. The “genus” is a non-negative integer that constitutes an invariant of algebraic sets. In

particular, considering a plane curve of degree d, the genus is at most (d− 1)(d− 2)/2. It is
exactly (d − 1)(d − 2)/2 if and only if the curve is nonsingular (i.e. has no singular points,
points in which the tangent space is not regularly defined). To exactly compute the genus you
should previously know the multiplicity r of any singular point (for some clarifications about
multiplicity see note 5 at pag. 64): A singularity of order r decreases the genus by r(r− 1)/2.
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Figure 3.8: A Watt linkage: a is constrained to rotate around x and b around y. The distances
xa and yb are equal, and the distance ab is fixed. Called c the midpoint of ab, it moves on
a figure-8 algebraic curve called “lemniscate.” Note that, close to the singular point of this
curve, c moves approximately on a straight line. Diagram taken from [Demaine and O’Rourke,
2007, p. 29].

3.4.3 The role of the cart in algebraic machines
As observed for classical machines, also for algebraic ones the role of the

cart is somehow not essential. In particular, if I avoid carts, all the possible
constructions are made up by assembling machines where points fixed on rods
can be joined with other points fixed on other rods. These machines are called
“mechanical planar linkages” or simply “planar linkages.” 88

More precisely, I can recall the definition of linkages of [Demaine and O’Rourke,
2007, p. 9]:

A “linkage” is a collection of fixed-length 1D segments joined at
their endpoints to form a graph. A segment endpoint is also called
a “vertex.” The segments are often called “links” or “bars,” and the
shared endpoints are called “joints” or “vertices.” 89

I am interested in planar linkages, which have been thoroughly studied since
the 18th century for practical engineering problems 90. In particular, it was
an interesting problem to design a linkage constraining a point to move along
a straight line. It was a question of considerable practical importance, for
example, to drive the piston rod of a steam engine. In 1784, James Watt
invented a simple linkage “almost” achieving this, the so-called Watt’s “parallel
motion” linkage (see Fig. 3.8). After the discovery in the first half of the 19th
century of several unsolvable geometric problems (like trisecting an angle with
ruler and compass), for a while it was a common opinion that the problem
of transforming linear to circular motion also has no solution, but in 1864,
Charles-Nicolas Peaucellier, a captain in the French army, solved the problem
of the exact straight-line motion (see Fig. 3.9).

88. It is nonetheless important to note that, as in the subsection 3.2.6, I can avoid carts if
I allow to pin together two points. Furthermore, any rod can be considered of fixed length
(there are no points sliding on it but just fixed ones).
89. Sometimes it is convenient to place an endpoint joint of one link in the interior of another

rigid link. This structure can always be simulated by links that only share endpoint joints by
adding extra links to ensure rigidity.
90. Today linkages are usually studied for robotics. About their use in math education (in

laboratorial activities) see Bartolini Bussi and Maschietto [2006].
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Figure 3.9: A Peaucellier linkage. The dark lines show it in one position, the light lines in
another. Diagram taken from [Demaine and O’Rourke, 2007, p. 30].

Inspired by these works, Alfred Bray Kempe was the first to give a proof for
a general theorem about linkages in Kempe [1876] 91. He stated the so-called
“universality theorem”:

Kempe’s Universality Theorem. Let C be a bounded portion
of an algebraic curve in the plane, that is, the intersection of zero-
set of a real-coefficients polynomial f(x, y) = 0 with a closed disk.
Then there exists a planar linkage such that the orbit of one joint is
precisely C. 92

Summarizing, now that I have seen the “universality theorem” of algebraic
machines without carts, I can observe that carts are not allowing us to obtain
new classes of algebraic sets. However, the orbit of a point of an algebraic
machine with carts can entirely define any connected branch of a real algebraic
set, not only its bounded restrictions.

91. Kempe’s proof was flawed, and his theorem first complete, detailed proof is generally
acknowledged to be by Kapovich and Millson [2002]. See also Jordan and Steiner [1999].
92. This version of the statement of the theorem is taken from [Demaine and O’Rourke,

2007, p. 30].



Chapter 4

Differential machines

In the previous chapter, I introduced classical machines to set Euclid’s con-
structions in a purely instrumental way, and saw how it was enough “natural”
to extend them to algebraic machines, i.e. machines able to define real semi-
algebraic sets. In this chapter, which is the core of the thesis, I extend algebraic
machines to “differential machines,” i.e. machines dealing with transcendental
problems 1. They will be a well-formalized class of machines intuitively able
to convert the historical examples of “tractional motion.” In particular, I will
justify the introduction of a new geometric-mechanical tool: the wheel 2. As it
historically happened, this extension is introduced to solve “tangent problems.”

4.1 Machines beyond algebraic ones
In this section, after the introduction of the direct tangent problem for alge-

braic curves, I will move on to the inverse problem using “slope fields.” From a
mechanical perspective, the “wheel” will be a tool naturally solving such inverse
problems, and the extension of algebraic machines with wheels will allow us to
define differential machines.

4.1.1 Tangent problems for algebraic curves
Let C be an algebraic curve on the plane defined as the zero set of a poly-

nomial p(x, y). At every point (x0, y0) ∈ C, I can consider the straight line
tangent to C: this problem can be solved with the method of “implicit differen-
tiation” 3. In the polynomial equation p(x, y) = 0, I can consider y as a function
of x (i.e. y = y(x)) so that using the techniques of differentiation, I arrive at a
new equation in the form

a(x, y)y′ + b(x, y) = 0 (4.1)

where y′ = y′(x) is the derivative of y with respect to x. Note that a(x, y) and
b(x, y) are respectively ∂p

∂y and ∂p
∂x , so, being p(x, y) a polynomial, they are still

1. I have introduced differential machines in some previous works, even if I called them
“tractional motion machines:” cf. Milici [2012a,b, 2015].

2. As seen in the subsection 2.3.1, pag. 18.
3. With regard to implicit differentiation and slope field (which will be soon introduced),

see for example [Hughes-Hallett et al., 1998, pp. 489–501].

63
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polynomials. The tangent to C at (x0, y0) (on C) is the line of equation

a(x0, y0)(y − y0) + b(x0, y0)(x− x0) = 0. 4 (4.2)

The tangent line is not uniquely defined only when a(x0, y0) = b(x0, y0) = 0: in
this case the point (x0, y0) of C is called “singular point” 5.

Up to now, I considered the tangent line to an algebraic curve C (defined as
the zero set of the polynomial p(x, y)) at a point on C. Note that the equation
(4.2) can also be considered for any point (x0, y0) even not on C 6. In this case,
for any point on the plane 7, I have a well-defined line (which generally is not
tangent to C when (x0, y0) is not on C). Thus, at almost every point of the
plane (x0, y0) I can associate the direction of the related line, i.e. I can define a
“slope field.”

Precisely, a slope field (also called “direction field”) is a graphical represen-
tation useful to qualitatively visualize solutions, or to numerically approximate,
first order differential equations (see Fig. 4.1). Given an ordinary differential

4. For example, given the circle of equation p(x, y) = x2 + y2− 1 = 0, the tangent in (1, 0)
can be constructed as it follows. Using the implicit differentiation method I have to derive
x2 + y(x)2 − 1 = 0 with respect to x, thereby obtaining 2x + 2y(x)y′(x) = 0. So, according
to the form a(x, y)y′ + b(x, y) = 0, a(x, y) = 2y and b(x, y) = 2x. The tangent at (x0, y0)
satisfies the equation (4.2), so at (x0, y0) = (1, 0) the tangent equation is x− 1 = 0. However,
note that if (x0, y0) /∈ C, the equation is no longer the one of the tangent to C at (x0, y0).

5. For a precise definition of “singular points” I can recall [Shafarevich, 2013, pp. 83–
97]. Given an algebraic set A ⊂ Rn defined as zero of a system of polynomial equations
p1 = . . . = pm = 0, and considering any X = (x1, . . . , xn) ∈ A, the tangent space to A in X
is the set of all lines through X tangent to A. A line L ⊂ Rn passing through X is defined as
L = {t · λ + X|t ∈ R}, where λ is the direction of L, i.e. any not-null fixed value of Rn. To
study whether L is tangent to A in X I have to consider A∩L, that is given by the equations
p1(tλ+X) = . . . = pm(tλ+X) = 0. Since I am now dealing with polynomials in one variable
t, their common roots are the roots of their highest common factor p(t). In particular, t = 0
will be a root of the polynomial p(t) because X ∈ A.

Thus, I can define the intersection multiplicity of a line L (of direction λ) with a variety
A in X: it is the multiplicity of t = 0 as a root of p(t) (where p(t) is the highest common
factor of p1(tλ+X), . . . , pm(tλ+X)). Note that both p(t) and the multiplicity of intersection
are independent on the choice of the generators of A.

Formally, a line L is tangent to A at X if it has intersection multiplicity ≥ 2 with A at
X.

The geometric locus of points on lines tangent to A at X is called the tangent space
to A at X. It is possible to analytically define the tangent space: given the polynomial
p(T ) (with T = (t1, . . . , tn)) and a point X = (x1, . . . , xn), p has a Taylor series expansion
p(T ) = p(X) + p(1)(T ) + · · ·+ p(k)(T ), where p(i) are homogeneous polynomials of degree i in
the variables tj − xj . The linear form p(1) is the differential of p at X, and is denoted dXp.
Therefore,

dXp =
n∑
i=1

∂p

∂ti
(X)(ti − xi).

One can observe that the tangent space at A (defined by p1(X) = . . . = pm(X) = 0) in X is
made up by the points T , hence dXp1 = . . . = dXpm = 0.

Approaching to dimension, I can distinguish between nonsingular and singular points of
A. The dimension of the tangent space at a nonsingular point equals the dimension of the
variety, while at singular ones the tangent has dimension greater than the one of the variety.
Every point on A can be singular or nonsingular.

Analytically singular points are the ones satisfying all ∂p/∂ti = 0. Thus, the set of
singular points is still a variety and of smaller dimension than A.

6. Even though p(x0, y0) can be different from 0, also in this case the polynomials a(x, y)
and b(x, y) are obtained from p(x, y) with implicit differentiation.

7. Except the points (x0, y0) so that the partial derivatives of p with respect to x and y
are both null (i.e. when a(x0, y0) = b(x0, y0) = 0).
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Figure 4.1: A representation of the slope field for y′ = 2y−3x (left) along with several solution
curves (right).

equation y′ = f(x, y), the slope field for that differential equation is the vector
field that takes a point (x, y) to a unit vector with slope f(x, y). Using the
visualization of a slope field, it is easy to graphically trace out solution curves
to initial value problems tracing a curve that locally satisfies the indicated di-
rection condition 8. In the present case, I am not introducing the derivative y′
and in general differential equations. I am directly assigning a direction to any
point of the plane (hence, in contrast to the analytical case of y′, there will be
no problem if the direction is vertical).

4.1.2 Dynamical slope field with algebraic machines
A slope field’s graphical representation involves the simultaneous drawing of

the directions at many points in the plane. This representation is a static one:
With algebraic machines, I can extend this idea to “dynamical” slope fields.

I previously introduced the algebraic equation (4.2) of the line defining the
slope in a point (x0, y0) given a polynomial p(x, y) (and so a = ∂p

∂y , b = ∂p
∂x ). Such

a line can be instrumentally interpreted as a rod constrained by an algebraic
machine to move in function of (x0, y0) 9. That means that I can construct a
machine that, according to the position of (x0, y0), constrains a rod r (joined
in (x0, y0)) to satisfy (4.2). This setting is not a static representation of the
direction (neither as an infinite theoretical vector field nor in a finite number
of points as its diagrammatic representation). It is a dynamic instrumental
construction of a rod that, when (x0, y0) satisfies p(x0, y0) = 0, corresponds to
the tangent to the curve defined as the zero set of p. 10

However, note that even though it is possible to define a dynamic slope field

8. Cf [Thomas and Finney, 1992, Slope Fields and Picard’s Theorem, pp. 1088–1089 and
1101.].

9. For example, I can consider the rod through (x0, y0) and a point on the line at a given
distance (this point is clearly expressible as a solution of a polynomial equation, so it is
constructible with algebraic machines). Note that (4.2) defines a line except when a(x0, y0) =
b(x0, y0) = 0.
10. That means that given an algebraic machineM with a point P tracing a certain curve

C, I can construct a new algebraic machine N constraining a rod r joined in P to be tangent
to C. That solves with algebraic machines the direct problem of tangent to a curve.
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with r, I am not able to give any constraint to my machines to construct curves
along the given directions starting from an initial value: I construct the dynamic
vector field but I have no means to solve it. Then, considering this field as the
one of the tangents, I can ask myself a tangent problem “inverse” with regard
to the one previously solved: Which are the curves respecting such direction
constraints? Analytically, this problem becomes the one of finding the solutions
of (4.1).

Today the main approaches to solve inverse tangent problems are:

• numerical (or in general “approximate”): with finite numerical (rational
numbers with the four field operations) or geometrical (planar construc-
tions with ruler and compass constructions) operations one can construct
an approximate solution for the integration of a ordinary differential equa-
tion. An example is Euler method, which is the simplest of the Runge-
Kutta methods in numerical analysis.

• analytical: one can try to solve the formula rigorously manipulating it with
tools conceptually involving infinite processes, such as limits or series or
the geometrical idea of the tangent as the limit secant. This approach
is the one of classical analysis, from both the more geometrical Newton’s
idea of “fluxions and fluents” and Leibniz’s more algebraic idea of “in-
finitesimals.”

I am interested in exploring a third way: an instrumental approach, the one
suggested by the tractional constructions. It will permit from one way to intro-
duce only finite tools, and from the other to obtain an exact solution (not an
approximated one). My field will be the one of geometric constructions suitably
extended, and the main idea is that I need something to find continuous solu-
tions given a slope field. Thus, concretely I need something that could drive the
curve as the steering of a bike in order to respect its direction constraints.

To sum up, even though I did not give yet a definition of “differential ma-
chines,” they will be an extension of algebraic ones in order to solve the inverse
tangent problem 11.

4.1.3 Tractional extension of machines
As previously done when extending classical machines with algebraic ones

(with neusis constructions), even in this case I start from the problem of setting
a specific problem, and from this starting point I proceed to a general extension.
In particular, I am going to analyze the machine for the tractrix 12 introduced
in the subsection 2.3.1 (Fig. 2.3 (left), pag. 20).

Instrumental definition of the tractrix. Given a rod r fixed on the
plane, consider a cart A moving on it. Consider a rod s joined in

11. I can note a deep difference between the extension from classical to algebraic machines
and from algebraic to differential ones. In the former case I simply throw away some restric-
tions in the construction postulates, while in the latter the extension is introduced to somehow
assure the “closure” of a certain class of inverse problems. However, even in the second case,
the extension does not only remain logical and abstract; it also becomes well embodied in
some new tools, as we will observe in the next subsections.
12. It is well known that the tractrix is not an algebraic curve, so it cannot be obtained

only with algebraic machines.
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Figure 4.2: Construction of the slope field for the tractrix. A point (x, y) is constrained by a
rod of length a to a point on the abscissa (I especially consider the case that the point on the
abscissa is on the right in relation to (x, y)). If I consider the rod of length a as the tangent
rod, I can consider the related slope field, and the slope in any generic point (x, y) will be
− y√

a2−y2
.

A, and a point B fixed on s. If now I constrain B not to move
perpendicularly to s, the trajectory of B will define a tractrix.

If I do not consider the (non-algebraic) constraint that avoids the perpendic-
ular motion with respect to a rod, while I move the point B of coordinate (x, y),
the rod s defines the slope field (denoting the tangent direction of B) visible
in Fig. 4.2. The constraint that a point of a rod cannot move perpendicularly
to the direction of the same rod can be considered the key to find a solution
in the dynamic slope field. This constraint is not “geometric” from a Carte-
sian perspective, and, according to classical mechanics, I can better specify the
differences.

In classical mechanics 13, “holonomic constraints” are relations between the
coordinates x1, . . . , xn and t 14 which can be expressed in the form f (x1, . . . , xn, t) =
0, where f is a function. A system is called holonomic if all its constraints are
holonomic, i.e. the constraints on the coordinates are independent from the rela-
tive derivatives. If, as in my case, coordinates represent the position of particles,
from the definition I can evince that a holonomic constraint imposes conditions
only on the position of the particles, and not on their velocities: a constraint
that cannot be expressed in the form shown above is a “nonholonomic” con-
straint. Velocity-dependent constraints such as f(x1, . . . , xn, x

′
1, . . . , x

′
n, t) = 0

are not usually holonomic 15.
From an analytical perspective, the difference between holonomic and non-

holonomic systems lies in the introduction of derivatives of the coordinates.
From a mechanical point of view, the difference is that the state of the system
depends not only on the configuration of the coordinates, but also on the path
that they go through. More precisely, holonomic constraints pose pointwise
constraints, while nonholonomic ones pose path constraints.

Thus, referring back to my machines, algebraic ones imply holonomic con-
straints 16, while their extension for tractional motion will include nonholonomic

13. See for example Goldstein [1962].
14. “t” is the independent variable: it is usually considered the time of the dynamical system.
15. They can be holonomic if they can be reformulated as conditions not implying deriva-

tives.
16. Every algebraic machine is defined by holonomic constraints, but the converse does

not hold because in general the function f (such that, according to the definition,
f (x1, . . . , xn, t) = 0) can be transcendental (e.g. consider x = sin t).
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Figure 4.3: A wheel rolling while following any regular curve has the property that its own
“direction” (represented in the picture by a bar) is always tangent to the curve.

constraints. As we will see in the subsection 4.2.1, this will imply the need for a
different interpretation of universum and behavior of differential machines with
respect to algebraic ones.

4.1.4 Defining differential machines
To extend algebraic machines, I introduce a new component posing non-

holonomic constraints: the “wheel.” A wheel on a point S of a rod r prevents
S moving perpendicularly to r (considering the motion of S relative to the
plane) 17. The wheel poses a nonholonomic constraint because analytically—
as we will see soon, though not in this subsection—its application implies the
introduction of the derivative of the variables. Furthermore, from a mechanical
view, the wheel constraint is nonholomic because it poses a condition on the
path of the point on which I put the wheel. Hence, I can consider the following
postulate:

Wheel postulate. Given a rod r and a point S fixed on r, we can
set a wheel at S that prevents S itself moving perpendicularly to r
(considering the motion of S relative to the plane).

Technically, my wheel works as if I put a fixed caster (oriented like r) at S,
with its wheel rotating without slipping on the plane. Thinking at the solution
of slope fields, the avoidance of lateral motion with respect to the rod at a point
is strongly related to the tangent. If I consider the caster wheel as a disk rolling
perpendicularly to the base plane, the projection of the disk surface is always
tangent to the curve described by the disk contact point 18 (see Fig. 4.3). Thus,
the rod is tangent to the orbit of the wheeled point, having the same direction
as the caster wheel.

As an example, I can consider a finite rod joined in the fixed point P and
with other edge Q (so Q describes a circle), a rod r joined in Q, and a wheel on
r in Q. For the tangent condition, r will always be tangent to the circle while

17. Even though I am mechanically introducing the wheel, the same constraint can be put
using different practical solutions. For example, instead of a wheel rotating without slipping,
I could have considered a blade, so avoiding the idea of rotation.
18. Given a wheel on a point S of r, the tangent at S (to the curve that the point traces)

will be the direction r when S moves. If the rod rotates around S when S is not moving, r
does not represent the tangent.
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Q moves (so r will be perpendicular to PQ). Thus, if I consider any algebraic
machines and, on any specific point S, put a rod r and pose a wheel on r in
S, when S moves, r has to be tangent to the orbit of S. That means that the
wheel somehow solves the “direct tangent problem.”

However, the direct tangent problem was already solvable with algebraic
machines: the wheel is particularly useful for the inverse problem. In fact, I
can construct new curves given their tangent properties imposing conditions on
the rod where the wheel is put. The concept of “dynamical slope field” can be
used to evince the role of the wheel: Being the wheel put on a point S of a
rod r, I can consider the slope of r in function of the position of the point S,
defining a dynamical slope field. The construction of slope fields was already
available with algebraic machines, but the wheel constraint allows to obtain the
solution curves given an initial position of S. So the wheel can be considered a
mechanical tool solving the dynamic slope field defined by the direction of r in
function of the position of S. 19

I can define a class of machines extending the algebraic ones: I call “dif-
ferential machines” the machines constructed according to the postulates of
algebraic machines extended with the “wheel postulate.” Therefore, a differen-
tial machine is obtained adding to an algebraic machine any number of wheels
(on points fixed on a rod). For a diagrammatic representation of the wheel in a
differential machine, see Fig. 4.4.

Differential machines can be considered as a formalization of the machines of
the tractional motion, and I will explore them in this chapter obtaining a precise
characterization of constructible objects. If the orbit of a point of a differential
machine describes a curve 20, the point can be considered to be obtained with
tractional constructions. From this perspective, these machines can be used to
solve the problem of curves traceable by means of tractional constructions.

However, there are some differences between the historical machines for trac-
tional constructions and my differential machines. As seen for algebraic ones,
even differential machines will not only construct curves (as it happens in trac-
tional motion) but in general n-dimensional spaces. I will later deal with what
I consider as universum for these machines.

To conclude, I can note some similarities between the wheel and the cart.
First, both of them are posed given a rod and a point on it (even if for the wheel
the point is fixed on the rod, while for the cart it is not). In addition, both of
them constrain a point to move along the direction of the rod: The difference lies
in the reference frame with regard to which the point moves along the direction.
For the cart, the point constrained to lie on the rod can be considered as a point
constrained to move along the direction of the rod in relation to the reference
frame of the rod. On the contrary, the wheel constrains a point to move along
the rod direction with regard to the reference frame of the plane. Thus, I could

19. If I consider a machine with more than one wheel, the direction of a wheel can determine
and be determined by the direction of other wheels. Analytically, this is translated into the
fact that differential machines solve ordinary differential equations (shortly: ODEs) not only of
first order, but also of any order (see, for example, the machine of Fig. 4.10). Therefore, even
though every wheel is solving a dynamical slope field, it is not always graphically representable
as a static one. Moreover, the wheel can be considered as a tool solving Euler’s method in a
continuous setting.
20. In general it could define a 2D subspace of the plane.
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Figure 4.4: Schematic representation of the components: There are two rods (r and s) joined
at Q. On r, there is also a cart P (the arrows stand for the possible motions the cart can
have) and a wheel S (the gray thick line ideally represents the projection of a wheel).

introduce a generic “direction constraint” so that given a point S (that I want
to constrain), a point P (that will give the direction of the motion of S), and
a reference frame (i.e. two distinct points), S will move along the direction PS
in the given reference frame. This new direction constraint will work as a cart
if the reference frame coincides with a rod passing through P and S (i.e. the
reference frame is given by two points fixed on such rod) but also as a wheel if
the reference frame coincides with the plane (i.e. the reference frame is given
by two points fixed on the plane).

In future it can be interesting to study the class of machines defined using
not carts and wheels, but the more general “direction constraint.” Another idea
to be explored is whether it is possible to set these machines using only the
relations (over quadruplets of points) “congruence” 21 and “direction.”

4.2 Setting differential machines
Once defined differential machines, I have to set them in a behavioral ap-

proach. After evincing some major differences with respect to the algebraic case
about the interpretation of variables and of the universum, I will come to define
the full behavior of such machines. Note that to define the external behavior, I
will need the introduction of more analytical tools (in the section 4.3).

4.2.1 Definition of the universum
The universum of algebraic machines is a subset of Rn. For differential

machines, having nonholonomic constraints, families of curves, not just families
of points, will make up the behavior. According to constructions seen in the
historical part, this distinction may appear useless, because tractional machines
define single curves: the problem can arise if the set of the reachable points
is of dimension greater than one. To evince it, in this subsection I propose
the example of a differential machine: the set of its reachable points is a real
semi-algebraic set, so it can be obtained with an algebraic machine, but we will
intuitively see why its behavior is substantially different from the one of the
algebraic one 22.

21. Introduced in note 8, pag. 34.
22. Example taken from Milici [2015].
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Figure 4.5: A simple differential machine (the point Z moves along a line, W rotates around).

Figure 4.6: Property of the tangent to the curve traced by a point B′ fixed on a rolling disk.
Considering the contact point C, the tangent at B′ will be perpendicular to CB′. If the point
is on the circumference of the disk, then the traced curve will be a cycloid.

Given the unitary length and an oriented rod to be used as abscissa (so that
I can consider the related Cartesian plane and coordinates), a cart Z = (x, 0)
on the rod, and the point N = (x,−1), consider the rod ZW of unitary length
(W is free to turn around Z), and let M be the middle point of ZW . I place a
rod passing through M and N , and another one perpendicular to MN passing
through M 23: on the latter rod I place a wheel corresponding to M , so that
the tangent to the curve traced by M will always be perpendicular to MN (see
Fig. 4.5).

While I move Z along the abscissa, if the absolute value of the W ordinate
is strictly less than 1, W has to describe a cycloid, because of the geometrical
property shown in Fig. 4.6. 24 On the contrary, when W assumes coordinates
(x,±1), the tangent to M must be horizontal, and so the motion of W can be
both a cycloid and purely horizontal, losing the uniqueness.

It means that given any initial position (x0, y0) ofW in the strip ]−∞,+∞[×
[−1, 1], any other value (x1, y1) in the strip can be reached byW : call (x∗0, 1) and
(x∗1, 1) the first apex (going from left to right) of the cycloid starting respectively
in (x0, y0) and (x1, y1). As can be seen in Fig. 4.7, with my differential machine,
I can reach (x1, y1) from (x0, y0) decomposing the motion in three parts: First,
I reach (x∗0, 1) (it is possible because they are on the same branch of cycloid);
second, I reach (x∗1, 1) (it is possible because I am going horizontally on the line

23. According to Problem 1, pag. 48.
24. In particular, I imposed the wheel on M and not on W , because, while the rod ZW

rotates around Z, W can become coincident with N , leaving the rod WN undetermined.
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Figure 4.7: For any two points (x0, y0) and (x1, y1) in the strip ]−∞,+∞[×[−1, 1] there is a
path (the combination of the paths p1, p2, p3) satisfying the constraints of the machine seen
in Fig.4.5.

y = 1); third, I reach (x1, y1) (because they are on the same branch of cycloid).
So, if I consider as manifest variables the coordinates (x, y) of W , the space

of the reachable configurations is exactly the strip ]−∞,+∞[ × [−1, 1]. This
strip is a real semi-algebraic set, so it can be considered as the behavior of
an algebraic machine. For my behavioral approach, two systems/machines are
equivalent if they have the same behavior. If I consider the set of the reachable
configurations as behavior of my differential machines, my original machine is
equivalent to an algebraic machine. However, for any algebraic machine, any
path internal to the space of the reachable configuration is a path that can be
walked by the machine. On the contrary, for my differential machine, I can walk
only certain trajectories. Thus, I cannot consider a subset of Rn as universum
for differential machines; I need something else. In particular, considering this
example, I get that the universum of a differential machine has to be made up by
a (generally infinite) set of curves satisfying both the configuration conditions of
the holonomic constraints and the path conditions imposed by non-holonomic
ones. Let me define it more precisely.

Starting in antiquity, many concrete curves have been investigated using the
synthetic approach. Differential geometry takes another direction: Curves are
represented in a parametrized form as a class of equivalence on vector-valued
functions 25. Coming back to my machines, I can continue the interpretation
of variables as coordinates of specific points of machines as done in algebraic
ones. But, unlike before, it is no longer enough to consider variable as real

25. Let n be a natural number, r a natural number or ∞, I a non-empty interval of
real numbers and t ∈ I. A vector-valued function γ : I → Rn of class Cr (i.e. γ is r
times continuously differentiable) is called a “parametric curve” of class Cr, t is called the
parameter of γ and γ(I) is called the image of the curve. It is important to distinguish between
a parametric curve γ and the image of a curve γ(I) because a given image can be described
by several different Cr parametric curves. One may consider the parameter t as representing
time and γ(t) as the trajectory of a moving particle in space.

Given the image of a curve one can define several different parameterizations of the
curve. Differential geometry aims to describe properties of curves invariant under certain
“reparametrizations.” So we have to define a suitable equivalence relation on the set of
all parametric curves. The differential geometric properties of a curve are invariant under
reparametrization and therefore they are properties of the equivalence class. The equivalence
classes are called Cr curves and are central objects studied in the differential geometry of
curves.

Two parametric curves of class Cr γ1 : I1 → Rn and γ2 : I2 → Rn are said to be equivalent
if there exists a bijective Cr map φ : I1 → I2, hence φ′(t) 6= 0 (∀t ∈ I1) and γ2(φ(t)) =
γ1(t) (∀t ∈ I1). γ2 is said to be a “reparametrization” of γ1. This reparametrization of γ1
defines the equivalence relation on the set of all parametric Cr curves. The equivalence class
is called a Cr curve, and equivalent Cr curves have the same image. For a detailed discussion,
see, for example, Do Carmo [1976].
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numbers, but, to introduce path constraints, I can consider these variables as
real functions (R → R), where the parameter represents the time 26. Being
an idealization of physical machines, I can consider these functions to be C∞
(sometimes I will refer to functions of the class C∞ as “smooth” functions).

With reference to the example of the machine in Fig. 4.5, I need to consider
as universum something like manifolds of curves. However, for what has just
been observed, curves can be defined as classes of equivalence over vector-valued
functions. So, to mathematically simplify the definition, I will consider a “man-
ifold of C∞ functions” as universum for differential machines. In particular,
considering n variables, these functions have to be R→ Rn.

Algebraic machines are particular differential ones, so I have to observe how
the interpretation of the universum/behavior as real semi-algebraic set is refor-
mulated as manifold of functions. From the point of view of paths, algebraic
machines allow any path moving inside the defined semi-algebraic set S ⊂ Rn,
so the manifold of functions will be made up by all the functions of class C∞
having their image inside S.

4.2.2 Full behavior as solution of differential polynomial
systems

I have just defined a manifold of smooth functions as universum of a differ-
ential machine. Variables are coordinates of specific points, and are considered
as functions. Thus, given a machine with k specific points, its full behavior will
be the manifold of all the smooth functions R→ R2k, satisfying the constraints
given by the specific machine. In particular, the used constraints will be the
ones of algebraic machines (analytically convertible in polynomials) and wheels,
so the first thing to do is to figure out how I can analytically translate wheel
conditions.

Given a point P fixed on the rod r, consider the wheel on P . Consider
also another point Q fixed on r (Q different from P 27). As typical in physics,
consider P = (x(t), y(t)), i.e. consider the Cartesian coordinates of the point
in function of the time. The wheel poses the condition that P will not move
perpendicularly to r: so, considering P ′ =

(
dx
dt ,

dy
dt

)
, P ′ has to be parallel to

Q−P . Thus, considering Q = (x∗, y∗) (also these coordinates are in function of
the time t, but I will omit the dependence on t in the notation) and introducing
the notation ∆x = x∗ − x,∆y = y∗ − y, if I consider P ′ = (x′, y′) and Q −
P = (∆x,∆y) as vectors, by proportions their parallelism will be given by the

26. It is hard to consider geometrical the introduction of the time. More precisely, being
curves classes of equivalence over the parametrization, they are not depending on the param-
eter: similarly also for differential machines, the relation with the parameter (the time) is not
important, but it is comfortable to use it to analytically characterize the universum.
27. It is always possible to construct (if not already present) such point Q fixed on the

rod. Q will represent the direction toward which P can move, and I introduced it to avoid
the introduction of rods coordinates. I posed that Q is a point fixed on r and not a cart to
avoid the following case: consider a rod r joined in P , and consider on r just another specific
point R that is a cart. Thus, in general R may go in the same position of P . In this case of
coincidence, r may rotate without causing any motion of R. So I imposed to consider Q as a
fixed point on r (a point different from P ) to always satisfy the condition of expressing the
direction of r with these two points.
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condition
x′∆y = y′∆x. (4.3)

If I consider as variables not only x, y, x∗, y∗ but also x′, y′, the wheel con-
straint is translatable in a polynomial in x, y, x′, y′, x∗, y∗. As I will explain in
section 4.3, the polynomials in variables and derivative of variables are called
“differential polynomials.” In summary, the wheel constraint is translatable in a
differential polynomial condition on the variables (the coordinates of the points).

Coming back to the full behavior of a differential machine, both wheel con-
straints and algebraic conditions are translatable in differential polynomials 28.
Considering the system Σ of all the real differential polynomial equations ob-
tained as counterpart of the constraints of the machine, the full behavior will
be the manifold of all the smooth functions R→ R2k satisfying the system Σ.

Note that I gave an analytical form only to the full behavior. For an ex-
ternal behavior, I generally need to “eliminate” the unwanted variables of the
full behavior (as has been done for algebraic machines when introducing semi-
algebraic sets). As opposed to the real algebraic case, in my knowledge there
is not a precise counterpart to semi-algebraic sets in the differential case 29.
However, in section 4.3, I will introduce some basic tools of “differential alge-
bra” (specifically “differential elimination”) that will allow me to answer some
questions about these machines.

4.2.3 Differential systems are solved by differential ma-
chines

Given a system Σ of differential polynomial equations, I am going to show
that I can construct a machine having as external behavior the manifold of the
solutions of Σ (note that in this case I am referring to the external behavior,
and not to the full one). First of all, working on real values, I can convert the
system Σ in a single polynomial 30. Being differential machines the extension of
algebraic one, they are able to perform sum and multiplication, and it is possible
to put the condition that a certain variable is equal to 0. So, all I need to show,
is that I can construct the derivative of the variables x1, . . . , xn

31.

As Fig. 4.8 illustrates, consider the point (t, 0) with a cart on the abscissa (t
can assume any real value) 32, and, keeping in mind the constructions available

28. Trivially, any polynomial can be considered as a differential polynomial not involving
any derivative.
29. In the non-differential case, the projection of any real algebraic set (i.e. defined as zero

of some polynomial equations) is well expressed with a finite union of systems of polynomial
equations and inequalities (semi-algebraic sets), which are also closed in respect of the projec-
tions. On the contrary, given a differential system of polynomial differential equations with
real coefficients and considering the variables as real functions, it is an open problem whether
the external behavior can be expressed as a finite union of systems defined by polynomial
equations, inequations, and inequalities (see Mareels and Willems [1999]).
30. The system of real differential polynomials p1 = . . . = pl = 0 is equivalent to (p1)2 +

. . .+ (pl)2 = 0.
31. The first work when I expressed this construction was in Milici [2012a], even if there I

expressed the possibility for such machines of solving polynomial Cauchy problems.
32. Note that t is arbitrary, the important thing is that all the various xi are considered in

correspondence of the same t. Thus, t can be viewed as the “independent variable” in function
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Figure 4.8: Construction of the derivative of the variables xi, xj .

for algebraic machines, consider the points (t, x1), . . . , (t, xn). On these points,
I can put n rods: call ri the rod joined in (t, xi). Put also a wheel on every ri
in correspondence of (t, xi). I can construct the rod of equation x = t+ 1: call
x∗i the ordinate of the point in the intersection of x = t+ 1 and ri.

For what has been observed about the role of the wheel, ri will be tangent
to the graph of (t, xi), hence x∗i will be xi +x′i

33. It means that I can construct
the point (x′i, 0) that can be used as a new variable, and so the differential
polynomial can be considered as a polynomial in the old variables (x1, . . . , xn)
and in the new ones (their derivatives, not only first ones, but iteratively of
any finite order). So, the possibility of solving polynomials with algebraic ma-
chines assures us that, for every system of differential polynomial equations Σ,
I can consider a differential machine having as external behavior (restricted to
x1, . . . , xn) the solution of Σ.

4.2.4 First example and note on “independentization”
As a first example of passage from differential equation to differential ma-

chine, I can consider the problem y′ = y. To construct a machine solving it
I have to start considering a cart (t, 0) on a fixed rod (that I will consider as
abscissa), a rod perpendicular to the abscissa and translating according to the
value of t, and on this rod the point (t, y). As seen in note 33, instead of the
rod of equation x = t+1, I can consider any other form x = t+a. In particular,
it is simpler if I adopt a = −1. Thus, y∗ will be y − y′ = 0 (for the problem
is y′ = y). Therefore, I have to introduce the rod r passing through (t, y) and
(t − 1, 0), and to put a wheel on it in correspondence of (t, y), obtaining the

of which the various functions (dependent variables) are computed.
33. Obviously, it was not strictly necessary to construct the rod of equation x = t + 1. In

the case of a rod of equation x = t + a (for any constant a 6= 0), the intersection of ri with
the new rod is (t+ a, xi + ax′i) (in other words, x∗i = xi + ax′i). However, having assumed the
introduction of the unitary length, generally it is analytically simpler if I consider a = 1.
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Figure 4.9: A machine solving the differential equation y′ = y (left) and the relative slope
field (right). Note that, according to different initial conditions, the traced curve will be an
exponential one or a line in the case of an initial condition y(t0) = 0. This machine is the
symmetric of the one in the right of Fig. 2.3, pag. 20.

machine of Fig. 4.9 (it is the symmetric of the machine seen in the right of Fig.
2.3, pag. 20). Conceptually, this machine is constructively using the property
of the exponential curve of having a fixed-length subtangent (i.e. the segment
connecting (t− 1, 0) and (t, 0)).

Until now, I passed from differential equation to differential machine: Con-
versely now I convert the machine in differential polynomials. Given the ma-
chine of Fig. 4.9, what is the differential polynomial system defining its behavior
(according to the method of subsection 4.2.2)?

Because of the wheel, (t′, y′) has to be parallel to r. So, using the formula
(4.3), I get t′y− y′ = 0. Note that the obtained differential equation is different
from the original one (y′ − y = 0). The difference is given by the implicit as-
sumption that t′ = 1: When I solve a differential equation with the method seen
in the subsection 4.2.3, I implicitly assume that t is the independent variable,
so everything is obtained in function of its value 34.

In summary, given a system of differential polynomials Σ, with the method
of subsection 4.2.3 I can construct a machine solving it, but the system Σ∗
obtained analyzing this machine is slightly different from the original Σ. If I
want to obtain Σ from Σ∗ I have to add the condition x′i = 1 for the variable
xi that represents the abscissa of the independent point (t, 0). I may call such
additional condition the “independentization of a variable” (because from x′i = 1
it follows xi = t + k, i.e. xi is exactly the independent variable eventually
translated of a constant k).

4.2.5 Note on initial conditions
The (full) behavior of differential machines can be analytically defined by

a system of differential polynomials. However, when a machine is considered
to work on a plane, the initial position of its components can be considered

34. The introduction of a new variable (with constant derivative 1) for the independent one
is a standard method to pass from a differential polynomial involving also the independent
variable to an equivalent polynomial not depending directly on the independent variable. The
latter kind of polynomials is called “autonomous.”
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implementing the initial conditions of a polynomial Cauchy problem. In this
subsection, I want to focus on how to apply these initial conditions.

As evident from the many examples in chapter 6, physical realizations of my
planar machines are devices that can be lifted and downed on the plane. While
the device is not yet downed on the plane, there are fewer working constraints
(because of the lack of wheel friction), so I can move some points that will lose
some degrees of freedom when wheels touch the plane. Therefore, if I consider
my machines as physical devices, their assembly and use can be distinguished
in two different steps:

1. composition: the various parts of the machine are assembled in order to
construct the machines;

2. friction on the plane: the machine is “put on the plane,” so wheels avoid
lateral motions.

The difference between these two steps is the role of the wheel. In the first case
the machine is constructed but, considering it lifted from the plane, the wheel
constraints do not work, so on the machine only the holonomic constraints are
active (the ones of algebraic machines). When I ideally put the constructed ma-
chine on the plane, wheels begin to have friction on the plane, and consequently
the related nonholonomic constraints begin to work.

While the composed machine is already defining differential polynomial equa-
tions, the activation of the friction is related to the posing of initial conditions.
In fact, in the instant when the constructed machine touches the plane (and
the wheel friction begins), all the points have a certain position: The values of
the variables relative to these positions can be viewed analytically as the ini-
tial conditions of a Cauchy problem. Therefore, to pose an initial condition to
some variables, I have to appropriately move the points (the position of which
is related to the wanted variables) when the device is lifted. The downing of
the device will assure that the variables will solve the Cauchy problem.

To clarify these ideas, as an example, I propose a machine solving the dif-
ferential equation −f ′′(t) = f(t). According to different initial conditions, the
same machine can generate the sine (posing f(0) = 0, f ′(0) = 1) and the cosine
function (with initial conditions f(0) = 1, f ′(0) = 0).

As seen in Fig. 4.10, once introduced the point (t, f(t)), I can construct the
point (t+1, f(t)+f ′(t)). Reporting the length −f ′(t) as represented in the figure
(the dotted lines represent the translation of lengths, without visualizing all the
step behind), I can construct (t,−f ′(t)). Then, constructed (t + 1,−f ′(t) −
f ′′(t)), it is possible to impose f(t) = −f ′′(t) reporting the length −f ′′(t).

Now it is time to impose initial conditions. If I want f(t) be the sine function,
I have to impose f(0) = 0, f ′(0) = 1. Physically, this condition has to be posed
after the construction of the machine, and before the “activation” of the friction
of the wheels. First, I move the cart in (t, 0) until it reaches the position
(0, 0), then I move the carts (t, f(t)) and (t,−f ′(t)) until they (respectively)
reach the positions (0, 0) and (0,−1). Once posed these conditions avoiding
the nonholonomic constraints (ideally: when the machine is not yet put on the
plane), the nonholonomic constraints of wheels can be activated (the machine
can be finally put on the plane, allowing the friction of the wheels on the plane).
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Figure 4.10: A machine for f(t) = −f ′′(t).

In this way the machine will generate exactly the sine function.

In contrast to the case of the exponential, the sine function is constructed
using a second order differential equation, so it is not possible to consider the
wheel solving a static graphical slope field. In fact, the slope of the rod with
a wheel is dynamically defined in function of the position of the other wheel.
However, as in general, also in this case the machine can be considered as a
continuous mechanical reinterpretation of Euler’s method.

4.2.6 Role of the cart in differential machines
I can briefly discuss the potential infinite length of the rods and the non-

minimality of the proposed components of differential machines 35.
The rods I adopted do not have to be considered “actually” infinite, but

“potentially” infinite, so that they can be indefinitely extended. The following
proposition shows that the model obtained by extending the mechanical linkage
theory of jointed finite rods without carts (as seen in the subsection 3.4.3, pag.
61) with wheels can generate any limited curve traced by a differential machine,
and these components are minimal (I cannot eliminate any other component
while still tracing such curves). Even if the model of differential machines with
carts is not minimal, this model was chosen to simplify constructions and to have
a more direct correlation with the analytical counterpart (without the need of
restriction to finite parts).

Proposition 1. Any limited curve traced by a differential machine can be traced
using finite rods, joints and wheels (without carts), and they make up a minimal
set of components.

35. This part is taken from [Milici, 2012a, pp. 224–225].
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Figure 4.11: How to assembly two Peaucellier’s devices in order to constrain a rod to move in
a straight direction.

Figure 4.12: We can easily construct a machine tracing a piece of tractrix without carts:
Consider the point A moving on a straight line r (thanks to a Peaucellier’s inverter), consider
the finite rod AB and put on B a wheel. B will trace a piece of tractrix.

Proof. Assuming the use of “potentially” infinite rods, I can construct any lim-
ited curve only by using finite rods. With finite rods, carts are superfluous
because:

1. I can constrain a point to move on a straight line perpendicular to a given
rod (that can be done using Peaucellier’s inverter, as apparent in Fig. 3.9,
pag. 62);

2. I can constrain a rod to move in a straight direction 36 (that can be done
using two Peacellier’s inverters nailed to parallel rods, as can be seen in
Fig. 4.11).

With regard to the minimality of the components, I cannot avoid finite rods
and joints. With regard to wheels, in Fig. 4.12 we can observe the construction
of a machine for a finite piece of tractrix, which is not algebraic. It implies that
with wheels I obtain some curves not previously traceable (Kempe’s linkages
construct only pieces of algebraic curves).

36. This property is necessary to keep the possibility of putting a wheel on a rod passing
through a point (passage granted by the use of a cart).
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4.3 Analytical tools
The main strength of Cartesian geometry is the mathematical merging of

algebra and geometry using suitable machines. In particular, polynomial algebra
is used as finite tool for analysis, while geometric constructions compose the
synthetic part. This merging allows the possibility of characterizing curves with
algebraic tools.

In the proposed differential extension, I want to substitute polynomials with
differential polynomials, machines for algebraic constructions (algebraic ma-
chines) with differential machines, and algebraic curves with manifolds of ze-
ros of differential polynomials. In this section, I want to delve deeper into
the analytical counterpart of differential machines, the “differential algebra,”
specifically “differential elimination.” The peculiarity of this approach is that
it is algorithmically implementable (it is part of computer algebra): Its finite
symbolic manipulation does not need any reference to the concept of infinitary
objects (as it happens in infinitesimal calculus). With these algebraic tools, I
will be able to answer some questions about differential machines in section 4.4.

4.3.1 Brief history of differential algebra
As differential machines are an extension of algebraic ones, even differential

algebra is an extension of polynomial algebra:

“[i]t is common knowledge that algebra, including algebraic geom-
etry, historically grew out of the study of algebraic equations with
numerical coefficients. In much the same way, differential algebra
sprang from the classical study of algebraic differential equations
with coefficients that are meromorphic functions in a region of some
complex space Cm. As a consequence, differential algebra bears a
considerable resemblance to the elementary parts of algebraic ge-
ometry. Indeed, since an algebraic equation can be considered a
differential equation in which the derivatives do not occur, it is pos-
sible to consider algebraic geometry as a special case of differential
geometry.” 37

Even if the pioneering work Janet [1929] gave a clear link between the theory of
partial differential equations and the one of algebraic ideals, the first to introduce
“differential algebra” as a new field of mathematics was Joseph Fels Ritt [1893–
1951] 38:

“[a] complex analyst, who competed strenuously with Julia and Fa-
tou for the prize offered by the French Academy for work on the
iteration of rational functions [. . .], Ritt had a life-long interest in
the properties of complex functions. He immersed himself in the
literature of the 18th and 19th centuries that was concerned with
the “transcendents” defined by algebraic differential equations with
rational function coefficients. This concentration on what would be
called “rationality questions” in algebraic geometry, which drew him
to the work of Lagrange, Laplace, Liouville, Picard, Painlevé, and

37. Cf. [Kolchin, 1973, p. xi].
38. For a short biography see Smith [1956].
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Drach, led Ritt to the “new algebra” of Noether and van der Waer-
den. He patterned his approach to differential equations theory,
which Kolchin named “differential algebra,” on algebraic geometry,
eschewing the transcendental methods of Lie.” 39

The history of differential algebra 40 can be said to have started with Ritt [1932],
where Ritt introduced suitable algebraic tools for differential equations. These
results have been later reformulated in Ritt [1950] with a great effort to meet
the algebraist half ways, but for a completely algebraic approach we have to
wait for Kolchin [1973]:

“[a]lthough Ritt [. . .] devoted the greater part of his life to algebrai-
cizing differential equations theory, his life blood was classical analy-
sis. [. . .] A beginning of the complete algebraization of differential al-
gebra was made by Ritt’s students Raudenbush and Levi. However,
it was his student Ellis Kolchin, deeply influenced by the “mod-
ern exploratory spirit” of Weil and Chevalley, who completed the
task. Without deviating from the central philosophy of his teacher,
whom he called differential algebra’s “principal prophet and prac-
titioner” 41, Kolchin deepened and modernized differential algebra,
and developed differential algebraic geometry and differential alge-
braic groups.” 42

In particular, Kolchin opened the possibility of using differential algebraic ge-
ometry in diophantine geometry 43 and differential Galois theory 44.

Under both Ritt and Kolchin, basic differential algebra was developed from
a constructive view point and the foundation they built has been advanced
and extended to become applicable in symbolic computation, mainly thanks
to the passage from old constructive methods (Ritt-Seidenberg algorithm of
Seidenberg [1956]) to more recent computational complexity optimizations with
Gröbner bases-like approach (firstly introduced in Carrà Ferro [1989]) 45. That
brought, for example, to the development of a relative package in the commercial
computer algebra system Maple 46.
39. Cf. [Buium and Cassidy, 1999, p. 568].
40. Some authors (as in [Grabmeier et al., 2003, p. 104]) refer to differential algebra as

“differential ideal theory.”
41. Cf. Kolchin [1973].
42. Cf. [Buium and Cassidy, 1999, p. 569].
43. Diophantine geometry is one approach to the theory of Diophantine equations, formulat-

ing questions about such equations in terms of algebraic geometry over a ground field K that
is not algebraically closed (see for example Lang [1997]). For the application of differential
algebraic groups to Diophantine questions over functions fields, see Buium [1992].
44. Whereas algebraic Galois theory studies extensions of algebraic fields, differential Galois

theory studies extensions of differential fields, i.e. fields that are equipped with a derivation.
Much of the theory of differential Galois theory is parallel to algebraic Galois theory. The
problem of finding which integrals of elementary functions can be expressed with other elemen-
tary functions is analogous to the problem of solutions of polynomial equations by radicals in
algebraic Galois theory, and is solved by Picard-Vessiot theory. For the topic, see, for example
Magid [1994]. For Kolchin’s contribution to this field, see Borel [1999], Singer [1999].
45. For a brief but complete introduction to these computational problems and the relative

historical evolution see [Boulier, 2007, pp. 110–111].
46. The description of the package DifferentialAlgebra is available on-line at the address

http://www.maplesoft.com/support/help/maple/view.aspx?path=DifferentialAlgebra.
Regarding the methods adopted in the implementation, see Boulier et al. [1995], Boulier
et al. [2009] and Hubert [1999].

http://www.maplesoft.com/support/help/maple/view.aspx?path=DifferentialAlgebra
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Currently there is much interest in differential algebra also for practical rea-
sons. In fact, there is a growing effort to use it in order to solve problems in
control theory, dynamical systems and robotics 47. Another important appli-
cation of differential algebra is the “mechanic theorem proving” in differential
geometries 48.

4.3.2 Differential algebra
The aim of differential algebra is to furnish an algebraic theory for differential

equations both ordinary or with partial derivatives. In particular, its tools and
notations are an extension of commutative algebra. To give a short introduction
to differential algebra, I will recall [Boulier, 2007, pp. 112–116] because of the
clarity, the brevity, and the adherence with my aims 49. To begin I have to give
some definitions beyond algebraic tools.

A differential ring (respectively field) is a ring (resp. field) R endowed with
a derivation. As derivation I consider any unitary mapping D : R→ R so that
derivation must be distributive over addition 50 and must obey the product rule
(also called “Leibniz rule”):

D(ab) = D(a)b+ aD(b).

As I have already said, I am interested only in the case of a single derivation,
but the theory is more general 51.

Note that any standard ring (resp. field) is a differential one with the trivial
derivative D(a) = 0 (for every a ∈ R), and in this case all the elements of the
ring (resp. field) can be considered as constants. For my purposes, it will be
enough to consider the (differential) field of rational numbers. A non-trivial
example of differential field is the field of the meromorphic functions f(z) on a
given region of the complex plane.

Similarly to classic algebraic geometry, we can consider the differential poly-
nomial ring K{U} where K is the differential field of coefficients and U is a
finite set of differential indeterminates. The elements of K{U}, the differential
polynomials, are polynomials in the usual sense built over the infinite set, de-
noted ΘU , of all the derivatives of the differential indeterminates. According
to my aims, differential indeterminates can be considered simply as functions
depending on the single independent variable t, which we may think as the time.
Thus, I will also refer to differential indeterminates as dependent variables.

For example, Q{x1, x2} is composed by all the polynomials with rational
coefficients in x1, x

′
1, x
′′
1 , . . . , x2, x

′
2, x
′′
2 , . . ., as 1

3x
′2
2 − 5x3

1x
′′2
1 x2 + 2

13x
′′2
1 x′′′1 x2x

′4
2 .

47. See for example Mishra [2000] (for a general view) and Fliess and Glad [1993] (for
applications to non-linear control theory).
48. See Wu [1991], Chou and Gao [1993] and Li [1995].
49. According to the kind of constraints obtained through my differential machines, I am

only interested in ordinary differential equations. For an introduction to the partial derivatives
case, see the tutorial article Hubert [2003], which I also used for some definitions and theorems.
50. I.e. for every a, b ∈ R it holds D(a+ b) = D(a) +D(b).
51. In the general case, all the derivations have to satisfy distribution over addition and

Leibniz rule.
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In algebraic geometry it is well known that the set of polynomials which
vanish over the solutions of a given polynomial system form an ideal and even
a radical ideal 52. Looking for something similar about differential equation, I
can introduce the differential extension of these concepts.

In a differential ring R, an ideal I is a differential ideal if it is stable under
derivation, which is a′ ∈ I, for all a ∈ I. Besides, a differential ideal I is radical
if ap ∈ I implies a ∈ I for any integer p > 0.

The study of the radical of the differential ideal generated by a finite system
of differential polynomials is intricately related to the study of the analytical
solution of this system, as the following example illustrates.

Consider in Q{x} the differential polynomial x′2 − 4x. The ordinary dif-
ferential equation obtained posing this differential polynomial equal to 0 has
as analytical solutions the zero function x(t) = 0 and the family of parabo-
las x(t) = (t + c)2 where c is an arbitrary constant. These solutions are also
solutions of all the derivatives of the differential equation:

2x′(x′′ − 2) = 0, 2x′x′′ + 2x′′(x′′ − 2) = 0, . . .

More generally, they are solution of every differential polynomial, a power of
which is a finite linear combination of the derivatives of x′2 − 4x with arbitrary
differential polynomials as coefficients, i.e. every element of the radical of the
differential ideal generated by x′2 − 4x. With other words, the set of all the
“differential and algebraic consequences” of the differential polynomials in a
system Σ is the radical differential ideal generated by Σ, which I denote by√

[Σ]. In general, given a differential system Σ (i.e. a system of differential
polynomials), instead of studying directly the solutions of Σ = 0 I will go on to
inspect the radical differential ideal generated by Σ, i.e. the intersection of all
the radical differential ideals containing Σ.

The analogue of the Hilbert basis theorem for polynomial rings is given by
the basis or Ritt-Raudenbush theorem 53:

Theorem 1 (Ritt-Raudenbush). If J is any radical differential ideal in K{U}
there exists a finite subset Σ of K{U} so that J =

√
[Σ].

We have to note that the result holds for radical differential ideals, in general
it does not hold for differential ideals.

Furthermore, I remember that an ideal I is prime if whenever a product ab
belongs to I at least one of the factors, a or b, belongs to I. In particular, a
prime differential ideal is a prime ideal, which is also a differential ideal. Thus,
the following theorem holds:

Theorem 2. Any radical differential ideal J in K{U} is the intersection of a
finite number of prime differential ideals.

52. An ideal I is a subset of a ring R that forms an additive group and has the property
that, ∀x ∈ R, ∀y ∈ I, the product xy ∈ I. An ideal I is said to be radical if a ∈ I whenever
there exists some non-negative integer p so that ap ∈ I. The radical of an ideal I is the set of
all the ring elements whose power belongs to I.
53. The proof for ordinary differential rings is given in Ritt [1950], Kaplansky [1957]. For

the general proof with partial derivatives, see Kolchin [1973].
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Therefore, there exists a decomposition of J . Decomposition is minimal if
none of the components contains another one. Having said that, the decomposi-
tion of J in prime differential ideals can be proved to be unique if it is minimal,
and these components are called the essential prime components of J .

However, I am not interested only in existence proofs. I am looking for
algorithms to be applied to the analysis of differential systems (and to differential
machines). So, once associated a differential system Σ to a differential machine,
my goal is to give an adequate representation of its radical differential ideal√

[Σ]

4.3.3 Differential elimination
Differential elimination is an important application of differential algebra,

and its methods are considered as computer algebra. It is a process which takes
as input a system of differential equations (ordinary or with partial deriva-
tives) and a ranking. Then it rewrites the input system into an equivalent
system (or an equivalent family of systems when case splitting is necessary).
The ranking permits to control the elimination process, indicating what should
be eliminated. To present the main algorithm of differential elimination, called
Rosenfeld-Gröbner, I previously have to define the concept of ranking and Ritt’s
reduction. Even if in practice the worst case complexity of the algorithms makes
problems untreatable, in principle differential elimination is always possible 54.

Differential ranking

If U is a finite set of dependent variables, a ranking over U is a total ordering
over the set ΘU of all the derivatives of the elements of U which satisfies, for
all a, b ∈ ΘU :

a′ > a and a > b⇒ a′ > b′.

When U = {a} (there is a unique dependent variable), there exists only one
ranking: · · · > a′′ > a′ > a. The choice of the ranking is non-trivial when I
have more dependent variables. For my purposes, I will only introduce the most
commonly used ones 55.

A ranking is said to be orderly if, for every a, b ∈ U and for every positive
integer value of i and j, i > j ⇒ a(i) > b(j). This means that given U = {a, b},
the two possible orderly rankings will be

· · · > b′′ > a′′ > b′ > a′ > b > a and · · · > a′′ > b′′ > a′ > b′ > a > b.

If U and V are two finite sets of differential variables, one denotes U � V every
ranking so that any derivative of any element of U is greater than any derivative
of any element of V . Such rankings are said to eliminate U with reference to
V . Considering U = {a} and V = {b}, the order eliminating a will be

· · · > a′′ > a′ > a > · · · > b′′ > b′ > b.

54. Also this subsection, as the previous one, is based on [Boulier, 2007, pp. 112–116].
55. Study and classification of general rankings are examined in Carrà Ferro and Sit [1993],

Rust and Reid [1997].
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Let f be a differential polynomial in K{U} that is not in K (i.e. f has to
really depend on some differential indeterminates or their derivatives). Given a
ranking, the leader is the highest ranking derivative appearing in f . Thus, given
the differential polynomial 1

3x
′2
2 − 5x3

1x
′′2
1 x2 + 2

13x
′′2
1 x′′′1 x2x

′4
2 , with any orderly

ranking the leader will be x′′′1 (there are no x2 with derivative more than 1). We
have the same leader with the ranking eliminating x1. On the contrary, with
the ranking eliminating x2 the leader will be x′2.

Ritt’s reduction algorithm

Once introduced the ranking, I can describe the “Ritt’s reduction algorithm.”
In brief, it is a generalization of the Euclidean division. It is well known that
if f and g are two polynomials (not differential ones) in one variable v with
coefficients in a field, the Euclidean division of f by g is possible for every non-
zero g. It yields two unique polynomials q and r so that f = gq+ r and deg r <
deg g. If f and g have coefficients in a ring, the Euclidean division is no more
possible in general for the leading coefficient of g may not be invertible. The
closest available algorithm is the pseudodivision which consists in multiplying f
by the leading coefficient c of g, raised at the power p = deg f −deg g+ 1 before
performing the Euclidean division. It yields a unique couple of polynomials q
and r so that cpf = gq + r and deg r < deg g. The polynomial r is called the
pseudoremainder of f by g and is denoted prem(f, g) or prem(f, g, v) when
the variable v is not clear from the context (case of polynomials depending
on many different variables). The pseudodivision generalizes to the differential
setting, providing Ritt’s reduction algorithm (note that I am only interested in
the remainder).

Let f be a differential polynomial, to be reduced by a finite set Σ = {g1, . . . , gn}
of differential polynomials. Denote vi the leader of gi for 1 ≤ i ≤ n (assuming
that none of the gi lies in the base field). Ritt’s reduction builds a sequence
f0, . . . , fr of differential polynomials starting at f0 = f . The result is the poly-
nomial

fr = Ritt_reduction(f,Σ).

To compute fl+1 from fl I have to distinguish between three cases:

1. if, for each 1 ≤ i ≤ n, the differential polynomial fl does not depend on
any proper derivative v(k)

i (k ≥ 1) of vi and deg(fl, vi) < deg(gi, vi) then
the computation stops and fl = fr is returned 56;

2. if there exists some index 1 ≤ i ≤ n such that deg(fl, vi) ≥ deg(gi, vi)
then fl+1 = prem(fl, gi, vi);

3. if there exists some index 1 ≤ i ≤ n such that fl depends on some proper
derivative v(k)

i (with k ≥ 1) of vi then fl+1 = prem(fl, g(k)
i , v

(k)
i ).

The sequence f0, . . . , fr described above is not uniquely defined. One could de-
fine a precise algorithm by specifying that the sequence of the reduced deriva-
tives v(k)

i must be decreasing. This is the usual strategy but any other strategy

56. The notation “deg(p, v)” represents the highest power of the variable v appearing in
the polynomial p. In case of differential polynomials the variable v has to be considered as a
derivative (not necessary proper).



CHAPTER 4. DIFFERENTIAL MACHINES 86

could be applied. Lastly, observe that whenever k ≥ 1, the differential polyno-
mial g(k)

i has degree one in v
(k)
i and admits the separant si = ∂gi

∂vi
for leading

coefficient. In this case, writing g(k)
i = siv

(k)
i + ti,k, one sees that the pseu-

dodivision of fl by g
(k)
i amounts to the following: first perform the following

substitution in fl
v

(k)
i −→ − ti,k

si

then clear the denominator of the obtained rational fraction. The resulting
polynomial is free of v(k)

i .

An example will clarify the passages. Let us apply Ritt’s reduction to f0 =
u′′− vu′ and Σ = {u′2 + v} with the ranking u� v (eliminating u). The leader
of g = u′2 + v is u′: I am in the third case (not in the second because the leader
u′ in g has degree greater than u′ in f), in fact, the polynomial f0 depends
on the first derivative of u′. Thus, I have to compute f1 = prem(f0, g

′, u′′).
Deriving, I obtain g′ = 2u′u′′ + v′. Therefore, to obtain the pseudoreduction, I
first have to substitute u′′ −→ −v′/(2u′) over f0, giving the rational fraction

− v′

2u′ − vu
′.

Second, I have to clear the denominator, obtaining f1 = −v′ − 2vu′2. This
polynomial f1 is not pseudoreduced with respect to g. Now I am in the second
case (the leader of g, u′, is present power two both in g and f1). Hence, f2 =
prem(f1, g, u

′): one has to substitute u′2 −→ −v over f1, giving the differential
polynomial f2 (there is no denominator to clear)

f2 = −v′ + 2v2.

Ritt’s reduction stops at this step and fr = f2 is returned.

I have to observe that in general, the set of all the differential polynomials
that are reduced to zero by Ritt’s reduction has no clear structure. It does
not even need to be an ideal. Observe also that the returned polynomial fr is
not equivalent to f modulo the differential ideal generated by Σ because of the
denominator clearing step. In fact, with reference to the previous example, f1 =
−v′−2vu′2 is not equal to f∗1 = − v′

2u′−vu′ because, considering the denominator,
f∗1 = 0 also requires u′ 6= 0. A more careful version was designed in Boulier and
Lemaire [2000] that returns a rational fraction instead of a polynomial.

Rosenfeld-Gröbner algorithm

Rosenfeld-Gröbner algorithm is useful to decide membership in a radical dif-
ferential ideal 57. It gathers as input a finite system Σ of differential polynomials
and a ranking. It returns a finite family (possibly empty) Ξ1, . . . ,Ξr of finite

57. In polynomial algebra the test for ideal membership is achieved by Gröbner reduction,
as evident in Buchberger [1985]. On the other side, Rosenfeld’s lemma (appeared in Rosenfeld
[1959]) was a link between differential algebra and polynomial algebra, and therefore the key
to effective algorithms in differential algebra. Rosenfeld-Gröbner algorithm, introduced in
Boulier [1994] and Boulier et al. [1995], computationally combines Rosenfeld’s lemma and
Gröbner bases.
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subsets of K{U} \K (i.e. of polynomials really depending on some indetermi-
nate or relative derivatives). 58 Each system Ξi defines a differential ideal Ci in
the sense that, for any f ∈ K{U}, we have

f ∈ Ci iff Ritt_reduction(f,Ξi) = 0.

The relation with the radical I of the differential ideal generated by Σ (i.e.
I =

√
[Σ]) is the following:

I = C1 ∩ · · · ∩ Cr.

When r = 0 we have I = K{U}. Combining both relations, one gets an
algorithm to decide membership in I. Indeed, given any f ∈ K{U} we have:

f ∈ I iff Ritt_reduction(f,Ξi) = 0, 1 ≤ i ≤ r.

The systems Ξi are often called characteristic sets or differential regular chains 59.
The differential ideals Ci do not need to be prime. They are however necessarily
radical, thanks to Lazard’s lemma. Observe that it is possible to refine further
the intersection in order to get prime differential ideals. It is sufficient for this
to apply a usual primary decomposition algorithm 60. However, no algorithm
is known to decide inclusion between differential ideals presented by character-
istic sets, even when they are prime, thus the computed representation can by
no means be guaranteed to be minimal though this latter theoretically exists.
Inclusion problem is usually called “Ritt’s problem” 61:

“A great unsolved problem is that of testing inclusion. Given two
prime differential ideals I1, I2 defined by characteristic sets, can we
decide whether I1 ⊂ I2? This is equivalent to finding and effective
version of the Ritt-Raudenbush theorem, i.e. knowing a character-
istic set of a prime differential ideal I to find a finite set Σ such that
I =

√
[Σ]. See Péladan-Germa [1995], Hubert [1996], Hubert [1999]

for more details on the subject. This problem is related to that of
testing equalities in differential rings defined by differential algebraic
systems and initial conditions.” 62

58. Considering Ritt’s reduction returning rational fractions instead of polynomials, any Ξi
will be composed of two subset of polynomials, so Ξi = (A,H). I am interested in the differen-
tial ideal of all the consequences of the differential polynomial equations A = 0 (numerators of
the fractions) and inequations H 6= 0 (denominators). To consider this ideal, inequations can
be considered as polynomials that are invertible in the ideal. Indeed, if h is an inequation and
some polynomial hq lies in the ideal then q lies in the ideal. The ideal theoretic corresponding
operation is the saturation.

More precisely, let H be a subset of a differential ring R. I denote by H∞ the minimal
subset of R that contains 1 and H and is stable by multiplication and division i.e. a, b ∈
H∞ ⇐⇒ ab ∈ H∞. For a differential ideal I I define the saturation of I by a subset H of R
as I : H∞ = {q ∈ R|∃h ∈ H∞ s.t. hq ∈ I}. I : H∞ is a differential ideal.

Thus, considering [A] the differential ideal generated by A, the smallest ideal satisfying
A = 0, H 6= 0 is the saturation of [A] by H, i.e. [A] : H∞.
59. To be precise, regular differential chains, introduced in Lemaire [2002], slightly generalize

Ritt’s characteristic sets. An equivalent notion was introduced in Hubert [2000].
60. See for example Decker et al. [1999].
61. For a list of equivalent formulations of Ritt’s problem, see [Golubitsky et al., 2009,

section 3.1, pp. 517–519].
62. Cf. [Grabmeier et al., 2003, p. 105]: The part about differential algebra (in the handbook

called “Differential Ideal Theory”), including the quoted paragraph, was written by F. Ollivier.
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As an example, consider in U = {x} (so a unique ranking is possible) Σ =
{x′2 − 4x} 63 and denote I the radical differential ideal generated by Σ. If
one applies the Rosenfeld-Gröbner algorithm to Σ, one gets an intersection
I = C1 ∩ C2 with C1, C2 generated respectively by

Ξ1 = {x′′ − 2} and Ξ2 = {x}.

The differential polynomial x is reduced to zero by Ξ2, not by Ξ1. Hence, x 6∈ I.
The differential polynomial x′′ − 2 is reduced to zero by Ξ1, not by Ξ2. Thus,
x′′ − 2 6∈ I. The product x′(x′′ − 2) is reduced to zero by Ξ1 and Ξ2. Thus, it
lies in I (it is D(x′2 − 4x)/2). This proves that the ideal I is not prime. The
ideal C1 corresponds to the family of parabolas x(t) = (t + c)2. The ideal C2
corresponds to the solution x(t) = 0.

4.3.4 Solved and unsolved problems
Differential algebra is an extension of polynomial algebra aimed at the anal-

ysis of systems of ordinary or partial differential equations that are polynomially
nonlinear. To a differential equation I can associate a differential polynomial 64

and to a differential system I associate a radical differential ideal. Questions
about the solution set of the differential system are best expressed in terms of
that radical differential ideal. There are differential analogues to the Nullstel-
lensatz, the Hilbert basis theorem, and the decomposition into prime ideals.
The latter point gives light to the old problem of singular solution 65 of a single
differential equation. The radical differential ideal of a single differential poly-
nomial may split into several prime differential ideals. One of those describes
the general solution and the others the singular solutions.

For a system of differential equations Σ = 0 and an appropriate choice of
ranking, it is possible to solve with symbolic algorithms the following typical
questions:

• Is a differential equation (not apparent in Σ = 0) satisfied by all the
solutions of the system Σ = 0?

• What are the differential equations satisfied by the solutions of Σ = 0
in a subset of the dependent variables? If Σ is a differential system in
the unknown functions x1, . . . , xn, one might be interested in knowing the
equations governing the behavior of the component x1 independently of
the others.

63. I have introduced this differential polynomial in the subsection 4.3.2.
64. In a differential equation, there may appear elementary functions like sin(t), et, log(t).

However, these functions are unique solutions to a specific initial value problem. Hence,
it is possible to replace any such function with a new indeterminate function defined using
differential polynomial equations (for example see [Pritchard and Sit, 2007, pp. 291–292]).
65. A singular solution is a solution of a differential equation that cannot be obtained

from the general solution gotten by the usual method of solving the differential equation.
When a differential equation is solved, a general solution consisting of a family of curves
is obtained. Considering the already introduced example x′2 − 4x = 0, it has the general
solution x = (t + c)2, which is a family of parabolas. The line x(t) = 0 is also a solution
of the differential equation, but it is not a member of the family constituting the general
solution. From another point of view, a singular solution of an ordinary differential equation
is a solution for which the initial value problem (also called the “Cauchy problem”) fails to
have a unique solution at some point on the solution. Usually, singular solutions appear in
differential equations when the usual methods of solving divide in a term that might be equal
to zero.
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• What are the lower order differential equations satisfied by the solutions
of Σ = 0? In particular, one might inquire if the solutions of the system
are constrained by purely algebraic equations i.e. differential equations of
order zero.

All those questions require, a way or another, a membership test to the radical
differential ideal generated by the set of differential polynomials Σ. For this
purpose one can represent such radical differential ideals as the intersections of
differential regular chains that can be obtained with the Rosenfeld-Gröbner al-
gorithm 66. In particular I will provide direct applications of differential algebra
to differential machines in the following section.

Compared with the other languages for nonlinear differential equations 67,

“[t]he language of differential algebra is better suited for expressing
such properties (invariant properties of differential equations), and,
puts at the disposal of the investigator the extensive apparatus of
commutative algebra, differential algebra, and algebraic geometry.
[. . . ] The numerous “explicit formulas” for the solutions of the clas-
sical and newest differential equations have good interpretations in
this language; the same may be said for conservation laws. However,
the language of differential algebra which has been traditional since
the work of Ritt does not contain the means for describing changes
of the functions (dependent variables) and the variables ti (inde-
pendent variables), and for clarifying properties which are invariant
under such changes.” 68

The development of “differential algebraic geometry” has begun since 1970s to
overcome these limits of differential algebra. In particular it extended the classi-
cal language of Weil’s algebraic geometry with the axiomatization of the notion
of differential algebraic group 69. However, with regard to initial value problems
from a computational symbolic perspective, 70 a lot left to do. Even though
Pritchard and Sit [2007] and the approach proposed by Markus Rosenkranz with
regard to symbolic methods for (linear) boundary problems (e.g. Rosenkranz
et al. [2012]), at my knowledge the symbolic solution of general initial value
problems is far away from being solved.

4.4 Problem solving
With the introduction of differential machines, I overcame Cartesian geom-

etry still relying on the idealization of suitable machines, and, thanks to differ-
66. The first part of this subsection was essentially taken from [Hubert, 2003, pp. 41–42].
67. Such as infinitesimal analysis or differential geometry.
68. Cf. Manin [1979].
69. See for example Cassidy [1972], Kolchin [1985] or, for a much modern approach with

the theory of schemes, Kovacic [2002].
70. For example, regarding my machines, I am interested in the following problem: Given

two differential machines with their relative initial configurations, are their behaviors equiva-
lent? Analytically, the question arises: Given two systems of differential equations with the
relative initial conditions, are the systems equivalent? I am looking for an algorithm to sym-
bolically solve this problem. Differential algebra language does not permit even to express
this problem because we need to explicitly state the relation between the dependent variables
and the independent one (to pose the initial condition).
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ential algebra, I also provided a well-defined language and set of algorithms for
the analytical counterpart. In this section, I look at some applications of dif-
ferential algebra for my machines. In particular, I will define external behavior
and equality between machines.

Similar to the Cartesian geometric method, my steps will be the following:

1. start from a problem about differential machines,

2. convert it in differential equations,

3. solve the problem with differential algebra algorithms,

4. when requested, after the simplification, find the specific solution with
diagrammatic construction of differential machines.

Regarding the third step, I will manipulate equations with the DifferentialAlge-
bra package of the computer algebra software Maple 71, of which I will include
in notes the used commands.

4.4.1 The example of the cycloid
As a first example, I will prove in this subsection (only with mechanical

reasoning) what is informally observed in the subsection 4.2.1 about the behavior
of the machine of Fig. 4.5 (pag. 71).

Consider Z = (x, 0), and W = (xw, yw) moving around Z at unitary dis-
tance, so

(xw − x)2 + y2
w = 1. (4.4)

Consider N = (x,−1),M the middle point between Z andW , i.e. M = Z+W
2 =

(xw+x
2 , yw

2 ), and its derivative M ′ = (x
′
w+x′

2 ,
y′

w

2 ). Considering the rod passing
through M and perpendicular to MN , the wheel on it in M implies that M ′
has to be perpendicular to M − N = (xw−x

2 , yw+2
2 ). So the scalar product

〈M ′,M −N〉 has to be null, i.e.

(x′w + x′)(xw − x) + y′w(yw + 2) = 0. (4.5)

Thus, I have two equations (the first purely algebraic and the second dif-
ferential) in x, xw, yw. If I am interested in the curve traced by W , I can use
differential elimination to eliminate the dependent variable x. I can proceed
with the following steps:

1. consider the differential ring R having as dependent variables x, xw, yw,
and adopt a ranking eliminating x;

2. consider the ideal I in R generated by my differential polynomials;

3. consider in I the differential regular chains reduced with respect to x.

71. I already mentioned it in note 46, pag. 81. The DifferentialAlgebra package is based on
the software BLAD (standing for Bibliothèques Lilloises d’Algèbre Différentielle), developed
in the C programming language by F. Boulier. The BLAD software is freely available online at
http://www.lifl.fr/~boulier/pmwiki/pmwiki.php?n=Main.BLAD. Another free alternative is
ApCoCoA, available at www.apcocoa.org (for my purposes, I have to cite the package diffalg),
a software package based on CoCoA, http://cocoa.dima.unige.it.

http://www.lifl.fr/~boulier/pmwiki/pmwiki.php?n=Main.BLAD
www.apcocoa.org
http://cocoa.dima.unige.it
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I can translate these steps in commands for computer algebra software 72. In
particular I obtain that the differential regular chains (for the ideal generated
by the two equations characterizing the differential machines) reduced with the
ranking x� xw � yw are:

C1 = {xy′w + x′wyw − x′w − xwy′w = 0, x′2wyw − x′2w + y′2wyw + y′2w = 0,

y′w 6= 0, x′wyw − x′w 6= 0, yw − 1 6= 0};

C2 = {x2
w − 2xwx+ x2 + y2

w − 1 = 0;x′w = 0, y′w = 0, x− xw 6= 0};

C3 = {x− xw = 0, y2
w − 1 = 0, yw 6= 0}.

But, as said, I am not interested in the behavior of x, so, if I eliminate it 73, I
obtain

C∗1 = {x′2wyw − x′2w + y′2wyw + y′2w = 0, y′w 6= 0, x′wyw − x′w 6= 0, yw − 1 6= 0} =

= {x′2w(yw − 1) + y′2w (yw + 1) = 0, y′w 6= 0, x′wyw − x′w 6= 0, yw − 1 6= 0}; 74

C∗2 = {x′w = 0, y′w = 0};

C∗3 = {y2
w − 1 = 0}.

We can observe that C∗2 does not give us anything interesting: The case x′w =
y′w = 0 only means that the point W = (xw, yw) will not move.

On the contrary we can see how C∗1 contain as equation the general solution
that, rewritten as an ODE, becomes(

dyw
dxw

)2
= 1− yw

1 + yw
.

72. In Maple we can perform these operations with the following code lines (commented on
the right):

with(DifferentialAlgebra); load the package
R := DifferentialRing(blocks= [x, x_w,
y_w]), derivations= [t]);

construct the differential ring with as in-
dependent variable t, and dependent ones
x, xw, yw with the ranking x� xw � yw

p := (x_w(t)-x(t))ˆ2+y_w(t)ˆ2 = 1; p is an algebraic equation
q := ((D(x_w))(t) +
(D(x))(t))*(x_w(t)-x(t)) +
(D(y_w))(t)*(y_w(t)+2) = 0;

q is a differential equation (D(f)(t) stands
for the derivative df/dt)

ideal := RosenfeldGroebner([p, q], R); ideal is the ideal generated by p and q
Equations(ideal); returns the equations of ideal
Inequations(ideal); returns the inequations of ideal

Note that the commands Equations(ideal); and Inequations(ideal); show the differential
regular chains for the ideal in x, xw, yw.
73. Once obtained the differential regular chains reduced with respect to a certain ranking,

the elimination of the greater depending variable only consists in taking all and only the equa-
tions and inequalities of the differential regular chains where the variable and its derivatives
do not occur. Using Maple, it can be achieved with the command: Equations(ideal, leader
< x(t));
74. Even though it is possible to do some simplifications (for example considering as inequa-

tions y′w 6= 0, x′w 6= 0, yw − 1 6= 0), I adopted the given form (that is exactly the one given by
the Maple code) to evince the fact that any reasoning can be conducted in a purely formal
way without considering the semantic meaning.
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Figure 4.13: A machine for the cycloid. I constructed a new point M⊥ through the rotation
of a right angle M in relation to the point Z. Both in M and in M⊥, I posed a wheel
perpendicular to the rod passing through N .

Its solution is made up by arcs of cycloids and the lines yw = ±1, lines that are
the singular solutions described by C∗3 . However, none of the lines yw = ±1 is
a solution of C∗1 , because it includes the inequalities, which can be rewritten as

x′w 6= 0, y′w 6= 0, yw 6= 1.

Therefore, the line yw − 1 = 0 is explicitly avoided, but also yw + 1 = 0 because
any solution of C∗1 has to satisfy y′w 6= 0.

I can also ask myself how it is possible to construct a cycloid exactly as
external behavior. In particular, I will try to introduce more constraints. Ac-
cording to the property seen in Fig. 4.6 (pag. 71), if I consider the cycloid as
traced by a circle rotating without slipping, the tangent at every point P on
the circle has to be perpendicular to the PC (being C the contact point, as
the cited figure shows). This property was used to construct the differential
machine considered in this subsection. Nevertheless, I can slightly modify this
machine posing new tangent conditions. For example, as evident in Fig. 4.13,
I can put the tangent condition in the point M⊥ obtained through the rotation
of an anticlockwise right angle M in relation to Z 75. The point M⊥ has coordi-
nate (x, 0) +

(
−yw−y

2 , xw−x
2
)

=
( 2x−yw

2 , xw−x
2
)
, hence M ′⊥ =

(
2x′−y′

w

2 ,
x′

w−x
′

2

)
.

The new wheel condition means that 〈M ′⊥,M⊥ − N〉 = 0. Thus, given that
M⊥ −N =

(
−yw

2 ,
xw−x+2

2
)
, I obtain

− yw(2x′ − y′w) + (xw − x+ 2)(x′w − x′) = 0. (4.6)

If I consider the ideal generated by the three polynomial equations (4.4), (4.5)
and (4.6), I can compute the relative differential regular chains eliminating x. I
obtain that xw and yw have to satisfy the differential systems C∗∗1 , C∗∗2 , C∗∗3 : I
find that C∗∗1 = C∗1 , C

∗∗
2 = C∗2 , but I obtain a new condition x′w = 0 in C∗∗3 :

C∗∗3 = {x′w = 0, y2
w − 1 = 0}.

This means that the old singular solutions yw = ±1 are no longer available. In
fact, having as new condition x′w = 0, I get that C∗∗3 is satisfied on the plane
only by the constant solutions (k, 1) or (k,−1) (for a real value of k ∈ R), and
no longer by the whole line 76.
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Figure 4.14: The machine for the cycloid used for the rectification of general angles. The
angle α (determined between the vertical line and the segment AB) in radiant has the same
value of the abscissa of Z.

As a curiosity, we can note that slightly modifying the machine of Fig. 4.13,
we can assemble a machine for the rectification of general angles. As seen in
Fig. 4.14, starting from the machine for the cycloid, I considered a point A
of coordinate (0, 0) in such a way that when Z is superimposed on A, W has
coordinate (0, 1). Considering B (joined by a rod of unitary length with the
other edge joined in A) in such a manner that the vector B − A is constrained
to be equal to W − Z, I can introduce the angle α determined between the
vertical line and the segment AB. In radiant the angle α has the same value of
the abscissa of Z, i.e. the vector Z −A is the rectification of α.

4.4.2 External behaviors and constructible functions
The procedure of the previous subsection is generalizable about any machine.

Thus, given a differential machine M with manifest and latent variables, as
seen in the subsection 4.2.2, the full behavior can be described by a system Σ
of differential polynomial equations in both the manifest and latent variables.
Then, considering any ranking eliminating latent variables, I get a representation
of the external behavior given by a family of differential systems (each one given
by equations and inequations of the regular chains rewritten using the given
ranking, and taking only the ones where it does not appear any latent variable).

So the problem of characterizing the external behavior can be considered
solved adopting the very basic tools of differential algebra. Indeed, given a
radical ideal defined as the intersection of a finite number of differential systems
(with equations and inequations), I can construct a machine solving exactly the
wanted equations and inequations 77.

I can also define the nature of the functions that these machines character-
ize. The variables in differential algebra are functions. Now I want to give a
75. This machine was introduced in Milici [2012a].
76. Observing the machine in Fig. 4.13, when yw = ±1 I have that M⊥ is in position

(x ∓ 1
2 , 0), and the tangent constraint in it is not satisfied if W moves along the horizontal

line (in this hypothetical case the tangent in M⊥ would have been horizontal).
77. To impose an inequation p(X) 6= 0, I can add a new variable y (i.e. a cart) so that

y · p(X)− 1 = 0.
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classification of such constructible functions. Considering as manifest variables
the coordinates (x, y) of a point of the machine, I find that the curves traced
by that point are defined as all the value of x, y satisfying the external behav-
ior, i.e. many systems of differential polynomial equations and inequations in
x, y. Now I can be interested in interpreting a curve as the graph of a func-
tion (at least locally). So, I can consider the curve as a function y = f(x) 78.
To achieve this aim, I can no longer consider x as a dependent variable, but
as an independent one. Algebraically, this is translated (as seen in the sub-
section 4.2.4) by the “independentization condition” x′ = 1. Indeed, if I add
the new condition to the systems in x, y, I can again consider the elimination
of x obtaining a family of differential regular chains only in y. Thus, I find
that the curves (t, y(t)) are satisfied when y is (locally) solutions of differential
polynomials in y: These functions are called “differentially algebraic” (shortly:
D.A.) 79. Conversely, every D.A. function is trivially constructible with my dif-
ferential machines (being a differential polynomial in only one variable), so the
constructible functions are all and only the differentially algebraic ones. That
is important because it means that differential machines generate a new dual-
ism beyond algebraic/transcendental (and this time about functions, not curves
or varieties as done with algebraic machines). Note, however, that a machine
can construct functions that are not D.A. globally, 80 but locally each of these
functions has to be D.A.

All the elementary functions are D.A., and even most of the transcendental
functions that we find in analysis handbooks. Historically, the first example of
non-D.A. function was the Γ of Euler, as proven in Hölder [1886]. The history
and development of the D.A. functions, together with the connection with analog
computing and some correlations with the Cartesian dualism, will be explained
in section 7.1. Note that Γ function is not D.A. not even locally, which is why
it cannot be constructed with my tools.

As an example, I can continue with the cycloid. I will see some differences
when I “independentize” different variables.

Adding the constraint x′w = 1 to (4.4), (4.5) and (4.6), I consider yw in
function of xw. This time, with a ranking eliminating x and xw, I obtain only
one regular chain:

C{x′
w=1} = {y′2wyw + y′2w + yw − 1 = 0; y′wyw + y′w 6= 0; yw + 1 6= 0}.

78. This parametrization is not possible at a point where the curve assumes a vertical
tangent. In such an interval I can consider x = g(y), so locally considering y as the independent
variable. However, I will no longer consider this case because I only have to switch the role
of x and y in the following reasoning.
79. A function y is differentially algebraic if it satisfies an algebraic differential equation

(ADE), i.e. a differential equation in the form P (t, y, y′, . . . , y(n)) where P is a nontrivial
polynomial in n+2 variables (cf. Rubel [1989]). The nontriviality condition is essential because
every function is solution of 0 = 0. For example, if I consider the differential ideal generated
only by (4.5) (without the other equations), I find that even with the ranking eliminating x,
there is no equation in the differential regular chains where the dependent variable x or its
derivatives do not appear. Hence, elimination does not produce any polynomial depending
only on xw, yw. This happens because there are not enough conditions to eliminate x without
arriving to a trivial polynomial.
80. This property has been visible since the first introduction of differential machines.

Though called “tractional motion machines,” their first appearance in Milici [2012a] con-
cerned the construction of a machine tracing a curve that globally was not D.A. (the cycloid,
considered as the graph of a function y = f(x)).
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This representation is not useful to identify the traced curve as the usual
parametrization of a cycloid. This identification is more visible if I “indepen-
dentize” another variable. Consider the additional constraint x′ = 1 instead of
x′w = 1. Even in this case, I obtain only one regular chain that, upon eliminating
x, becomes:

C{x′=1} = {x′w − yw − 1 = 0; y′2w + y2
w − 1 = 0; y′w 6= 0}

Now I can observe that this representation is the one of{
xw = t+ cos t
yw = − sin t

Indeed, instead of the trigonometric functions I can convert the system in a
purely differential polynomial one:

x′w = 1 + yw

y′2w + y2
w = 1

y′′w = −yw

Computationally, we can check that it has as regular chains exactly C{x′=1}
81.

Thus, I find that my machine exactly describes the cycloid.

Obviously I can have different machines constructing the same manifold of
zeros. Remaining on the example of the cycloid, having a system of differential
polynomials, I can construct a differential machine having a point of coordinate
(xw, yw) satisfying a certain system with the standard method seen in the sub-
section 4.2.3. This way, I consider the variables xw and yw separately 82, impose
all the conditions, and then I construct the point having as coordinate (xw, yw).
This method is general, but of course, does not furnish the simplest machine 83.

4.4.3 Equivalence between differential machines
In the previous example, I showed that two radical ideals were equivalent

because they had the same representation. However, the opposite in general
does not hold.

Consider two differential machinesM,N . As seen in the subsection 4.2.2, I
can consider the full behavior of these machines as the solutions of two systems
81. In both cases the computed regular chain is {yw−x′w+1 = 0;x′′2w +x′2w−2x′w = 0;x′′w 6=

0}.
82. I can consider a cart (t, 0) on the abscissae, and on the rod of equation x = t I introduce

the points (t, xw) and (t, yw). Then, I put the algebraic and differential conditions on both
dependent variables.
83. Even if I have not introduced the notion of “simplicity” of a machine, I can consider

a machine simpler than another in an intuitive way, i.e. if its construction recall less assem-
bling instructions than the second. There are many possible metrics for the simplicity of the
machine, some more concrete (for example the number of rods, wheel, carts), some others
more analytical (e.g. about the system of differential polynomial equations describing the
full behavior, or the system of differential equations and inequalities for the external behavior
restrict to some variables). In every case, even in the more formalized metric about analytical
counterpart, I have already observed that there are different possible rankings.

However, according to the trigonometrical definition of xw and yw, they can be constructed
using the machine of Fig. 4.10 (with some minor modifications like the translation of t for xw
and the taking of the opposite for yw).
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of differential polynomial equations, so the external behavior is the restriction
to the relative manifold of solutions on some variables. To begin the equality
test I have to suppose that the variables of the external behavior in both M
and N are in the same number. I call x1, . . . , xn the external variables for M
and y1, . . . , yn the ones for N .

If I have to check the equality between two full behaviors (i.e. between
radical differential ideals given by a finite set of generators), I can fix a certain
ranking and compute the regular differential chains using the Rosenfeld-Gröbner
algorithm, and then I can test whether all the generators of the first ideal belong
to the second and vice-versa 84.

The same procedure is not easily applicable to general external behaviors.
Indeed, these behaviors are obtained by eliminating some variables. Thus, rep-
resentations are given by the intersection of families of regular chains, and there
is no known algorithm to pass from a representation of families of regular chains
to a list of generators. Note that is it always theoretically possible, according
to Ritt-Raudenbush theorem (see pag. 83), but no algorithm is known about it.

A different approach to check equality can be introduced using canonical
representations. Fixed a ranking, there is an algorithm providing a “canonical
prime decomposition” given a (generally not unique) prime decomposition of a
radical differential ideal 85. Thus, considering an ideal defined as an external
behavior, this algorithm furnishes a method to compute a new prime decompo-
sition that is independent from the initial representation of the ideal 86. That
means that given the machinesM and N , I can find a canonical representation
of their external behaviors. So the two machines will be equivalent if their be-
haviors will define the same differential ideal, i.e. if they have the same canonical
representation. Thus, even though there is no known algorithm to test inclusion
between radical ideals (Ritt’s open problem), it is possible to test their equality.

With regard to algebraic machines, I observed in the subsection 3.3.8 (pag.

84. Given the ideal A generated by the differential polynomials p1, . . . , pn, and B gen-
erated by q1, . . . , qm, I can test whether the ideals are equal using the Maple command
BelongsTo of the DifferentialAlgebra package. Once given any ranking, and constructed
with RosenfeldGroebner the ideals A and B, to check the equality I only have to test
whether all the generators of A belongs to B and vice-versa. In Maple, the command
BelongsTo([p1, . . . , pn],B) produces as output a list of n true/false, the i-th of which in-
dicates whether pi belongs or not to B. Conversely BelongsTo([q1, . . . , qn],A) can be used
to check the belonging to A.
85. See [Golubitsky et al., 2009, section 3.2, pp. 519–520].
86. The algorithm of canonical decomposition can be applied given a prime decomposition

of the differential ideal. I can easily find such prime decomposition for any ideal defined as the
external behavior of a machine. Consider the manifest variables x1, . . . , xn, the latent ones
z1, . . . , zm, and the full behavior defined by the differential system Σ in x1, . . . , xn, z1, . . . , zm.
Fixed a ranking, I can compute a prime decomposition of

√
[Σ] in canonical characteristic

sets (as evident in Boulier and Lemaire [2000]). Calling I the ideal obtained eliminating
the variables z1, . . . , zm from

√
[Σ], I formally is the intersection of

√
[Σ] with the ring

of differential polynomials in x1, . . . , xn (that is a subring of the ring of the polynomials in
x1, . . . , xn, z1, . . . , zm). From the definition of prime ideal, it holds that in commutative rings
a prime ideal intersected with a subring is still a prime ideal. Thus, I can consider the prime
decomposition of I obtained intersecting any component of the prime decomposition of

√
[Σ]

with the ring of differential polynomials in x1, . . . , xn. Thus, having a prime decomposition
of I, I can apply the algorithm in Golubitsky et al. [2009] to compute a “canonical” prime
decomposition of I.
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Figure 4.15: Machine with the tangent in (x, y) perpendicular to the line passing through
(x+ 1/2, 0).

55) that one can consider different interpretations of the concept of equality
between machines, according to the role of the machines. An algebraic machine
can be viewed as a set of constraints or as the configurations reachable from a
certain initial position—different interpretations lead to different behaviors. The
possibility of posing initial conditions is also present in the differential case, as
seen in the subsection 4.2.5. Also in this case there are different interpretations
of equality.

I have so far treated differential machines without any reference to initial
conditions. As far as my knowledge goes, the equality problem is still open if
I introduce initial values. With regard to some positive results, I can consider
Buchberger and Rosenkranz [2012], which furnishes an algorithm for the sym-
bolic solution of linear boundary problems, passing from differential algebra to
“integro-differential algebras” (Green’s operators). For a Maple implementation
of such integro-differential Green’s operators for ordinary boundary problems,
see the package IntDiffOp 87.

4.4.4 Differential machines equivalent to algebraic ones
Consider a differential machine defining the motion of a point P of coordi-

nates (x, y) so that the tangent in P is perpendicular to the line passing through
P and the point (x + 1/2, 0) as the Fig. 4.15 shows. This machine is defined
by the differential polynomial x′ − 2yy′, which is the total derivative of x− y2.
Therefore, as can be seen in the figure, fixed any constant c ∈ R, the solution
will be the parabola satisfying x = y2 + c. That means that I am able to trace
any of the solutions of this differential machine with an algebraic one. Hence,
the general question arises: Can I characterize the differential machines having
solution constructible with algebraic machines (by eventually adding a finite
number of real constants of integration)?

Given a differential system Σ or even its restriction on some variables, to
find the algebraic constraints satisfied I can simply use the orderly ranking in
the Rosenfeld-Gröbner algorithm. There will be algebraic constraints if and

87. Cf. Korporal et al. [2012].
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only if in the obtained family of regular differential chains there are polynomial
equations without any proper derivative (i.e. of order 0) 88.

It is more complicated if I am interested not only in algebraic constraints,
but also on first integrals given by algebraic constraints. Given the system in
the dependent variables x1, . . . , xn (depending on t)

x′1 = p1(x1, . . . , xn)
x′2 = p2(x1, . . . , xn)
· · ·
x′n = pn(x1, . . . , xn)

where all the pi are polynomials, a function f is a “first integral” for this system
if the total derivative with respect to t vanishes, i.e. if it satisfies df

dt = 0 under
the constraints of the system. I am interested in such f that are polynomials
in x1, . . . , xn. There are known algorithms to solve this problem 89, but, at my
knowledge, there are no known algorithms to find first integrals for general radi-
cal differential ideals (for example obtained as a manifest but not full behavior).
So, at my knowledge, the general problem of defining when the solutions of a
differential machine can be obtained with an algebraic one is still unsolved.

4.4.5 Conclusive notes
That is the core of the thesis, and in this chapter, I provided a definition of

differential machines, and, based on differential algebra, explored the behavior
of such machines. In particular, I have been successful for the characterization
of the external behavior of my machines, which is given as the intersection of
differential systems (each one composed by polynomial equations and inequa-
tions). I also observed that considering smooth functions as indeterminates, the
constructible indeterminates are exactly the differentially algebraic functions:
This can be considered as an “exact” extension of Cartesian dualism between
algebraic and transcendental objects.

Moreover, as in the algebraic case, I furnished an algorithm to check the
equality between two machines intended as set of constraints, i.e. constructible
radical ideals. The problem is still open if I consider equality between the
behaviors of differential machines with initial value conditions, i.e. intended
as solutions of initial value problems. In section 7.2.3, I will claim that the
equality test has a crucial role in the precise definition of exactness, so the
possibility of testing equality between radical differential ideals will imply also
philosophical consequences of the possibility of defining the “exactness” of dif-
ferential machines. In contrast to other theories for infinitesimal analysis (for
example “computable analysis”), it is furthermore important that it has not

88. In Maple, given the dependent variables x1, . . . , xn and the independent variable
t, one can construct a differential ring with the orderly ranking by the command R
:= DifferentialRing(blocks = [[x1, . . . , xn]], derivations = [t]); (the double square
brackets [[. . .]] indicate the orderly ranking). After the usual construction of the ideal
ideal with the Rosenfeld-Gröbner algorithm, the purely algebraic constraints are given by
Equations(ideal, order=0).
89. Cf. Schwarz [1985] or Sit [1989]. With regard to Maple implementations see

DEtools[firint] or the testing version package DifferentialAlgebra0 (available on-line at
http://www.lifl.fr/~boulier/BMI) with the function integrate (also working for differen-
tial fractions, cf. Boulier et al. [2013]).

http://www.lifl.fr/~boulier/BMI
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been proved the undecidability of the equality test between radical differential
ideals with initial value conditions (note that differential algebra problems like
the membership problem in an arbitrary differential ideal are well-known to be
undecidable 90).

Even if less important, the problem of detecting whether a differential ma-
chine can be reduced to an algebraic one remained open. However, the problem
was algebraically translated to test whether a radical differential ideal has a
family of generators where all the polynomial equations are algebraic or total
derivatives of algebraic polynomials.

Regarding the definition of differential machines, I have to note that I still
have to discuss the relationship with machines for tractional constructions. For
example, in Riccati [1752] (see Fig. 2.5 at pag. 24), tractional constructions were
allowed in cases of not clear instrumental realization (e.g. regarding “tractorias
with variable directrix,” where the directrix could change its shape). Thus,
to consider that my formalization of differential machines is inherent to the
historical tractional motion ones, I have to compare an instrumentally well-
defined category of machines for tractional motion with mine. In particular, in
section 6.1, I will observe how the behavior of integraphs (categorized in Pascal
[1914]) can be obtained with differential machines.

To conclude, we can note how symbolic computation has an emphasis on
“exactness” similar to the one of this thesis. Of course, symbolic computa-
tion stands from an analytic-symbolic perspective and not from the synthetic-
diagrammatic one, but in both I find the same attention to operative procedures
and finite general methods. That can be considered as a general vision of “com-
putation,” without the further division in digital and analog.

With respect to the similarity between symbolic computation and my ge-
ometrical approach, scholars of the first field consider the “approximated” or
“approximating” methods of classical analysis (involving the use of non-finitary
objects) as a class of methods to be overcome with new “exact” and finitary
ones. Thus, in mathematics the role of algorithms (and of their effective com-
puter implementations) can be more deeply analyzed, especially for infinitesimal
analysis topics:

“for many mathematicians, numerical mathematics is a compromise
leading away from true mathematics by replacing the actual mathe-
matical objects and domains by finitary approximations. In contrast,
in our view, the algorithmic treatment of mathematical problems in
the original, non-approximated, domains is the core of mathematical
aspiration, which strives toward understanding a difficult problem
so deeply that the infinitely many instances of the problem can be
handled by a uniform “rule” (a theorem that has to be proved).
However, how can problems in abstract mathematical structures,
notably structures in analysis (in which we deal with uncountable
sets of non-finitary objects like the field of real numbers or vari-
ous function algebras) be turned into problems in algorithmic do-
mains: domains consisting of countably many finitary (computer
representable) objects with decidable membership and algorithmic

90. Cf. Gallo et al. [1991].
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functions and predicates on them?
The clue is that, instead of solving problems in the actual mathemat-
ical domains (which are essentially non-algorithmic), one considers
finitary representations of these domains — meaning finitary object
representations for countable subsets of the domain carriers—and
one develops a mathematical theory that maps the operations in
the original domains to algorithmic ones on the finitary representa-
tions.” 91

So, in both symbolic manipulation and diagrammatic—or, in general, analog—
constructions for infinitesimal calculus, the main aim is to somehow circumnav-
igate the need of a structural role of the concept of infinite. However, symbolic
manipulation remains only an analytical tool, not quantitatively constructing
new objects. Here we can find a big difference with classical calculus: even
though introducing non-finitary objects, calculus allows evaluating quantitative
results, arriving to avoid the need of diagrammatic/analog constructions.

In order to remain on finite representations, there is the need of synthetic
analog constructions besides symbolic manipulation algorithms (as in Descartes’s
setting). In this perspective we can see the importance of the machines discussed
in this thesis.

91. Cf. [Buchberger and Rosenkranz, 2012, p. 590].



Chapter 5

Machines for complex
differential equations

I showed how differential machines can be used to solve real differential poly-
nomial systems. Moreover, according to the Argand-Gauss plane, I can consider
any point of the plane as a complex number. Hence, it is quite natural to ask
whether it is possible to use these machines to solve complex differential equa-
tions given by differential polynomials. In the first section of this chapter, I will
solve this problem. In the concrete solution of such problems with differential
machines, it emerged the utility of the adoption of a particular point. With this
point, called “pivot,” I can simplify the construction of complex machines and
I get some other preliminary results that are described in the second and last
section.

5.1 Solving complex problems
Quoting [Needham, 1997, p. 194]:

“In the ordinary real calculus we have a potent means of visualizing
the derivative f ′ of a function f from R to R, namely, as the slope
of the graph y = f(x). See Fig. 5.1[a]. Unfortunately, due to our
lack of four-dimensional imagination, we can’t draw the graph of
a complex function, and hence we cannot generalize this particular
conception of the derivative in any obvious way.
As a first step towards a successful generalization, we simply split
the axes apart, so that Fig. 5.1(a) becomes Fig. 5.1(b).”

According to Needham’s purpose of visualizing the complex derivative as the
two-dimensional case of the real one 1, the very first suggestion is to represent the
motion of input and output of the function on two distinguished graphs. Thus,
for the real case, we have two one-dimensional graphs, and for the complex case
two two-dimensional graphs, one for the input and the other for the output.

In this chapter, I too start visualizing the complex derivative avoiding the
introduction of a sensitively unimaginable four-dimensional space, but in a dif-

1. Respecting Cauchy-Riemann equations.

101
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Figure 5.1: (a) The usual representation of the real derivative as the slope of the graph
y = f(x). (b) The representation of the same function f splitting the axes, evincing how the
variation of the input dx implies a variation in the output df . Picture of (Needham [1997], p.
195).

ferent way with regard to Needham’s one. In fact, instead of splitting the input
and the output in different planes, I keep staying on a single two-dimensional
plane so that, for example, I can generalize the visualization of the derivative as
the slope of the real function. But staying on a two-dimensional plane instead
of a four-dimensional space will cause that I will lose the bijective relation be-
tween the graph and the function. This means that I will no longer have the
property that a point in the plane defines a unique input/output couple (so the
function will no longer be defined by its planar graph), but in the meanwhile if
I consider a certain point as input, I can dynamically find the position of the
related output (i.e. I lose the static representation but I obtain a dynamic one).
In particular, I try to reach the complex derivative extending in a “natural way”
the real one.

5.1.1 Complex functions representation
Before introducing the solution of differential polynomials, I have to start

giving a planar representation of complex functions. Although complex func-
tions need a four-dimensional space to be statically represented, I can represent
them through a planar transformation merging domain and range in the same
two-dimensional plane, so that a function is given by a point-to-point correla-
tion linking the motion of the input point with the one of the output point.
Adopting the usual Argand-Gauss complex coordinate system, it is natural to
assign a complex value to the position of any point of the plane. In order to
represent the complex value of the function f , I can consider the complex value
w = z + f(z) as output point, so that (for every z) f(z) can be seen as the
difference vector between w and z.

I have to go deeper into the idea of representing z + f(z) instead of f(z)
only. If, at first glance, it seems so different from the representation in the real
case, the main condition behind both of them is that the motion of the output
point has to be determined by the one of the input point, so it is necessary that
the input “drags” the output. Mathematically, this is implemented by a vectors
addition (input + output) both in the real and in the complex case. In the real
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case (as seen in the subsection 4.2.3 and in Fig. 4.8 at pag. 75), I consider
the real independent variable t introducing a point of coordinates (t, 0) and,
called g the real function, the output point is (t, g(t)). Thus, the role of (t, 0)
is to somehow drag the point (t, g(t)). This propulsion allows wheel conditions
to determine the values of g in function of t. If I consider this construction
in complex coordinates instead of Cartesian ones, I find that the point for the
independent variable will simply have coordinate t (it lies on the real axis), and
the point for the dependent variable has coordinates t + ig(t) (where i is the
imaginary unit). To modify this setting for the complex case, I can naturally
extend the real case considering point z (which is a complex one, not only a
real one) as an independent variable, and z + if(z) as the points for dependent
variables (f being a complex function).

I can further pass from z + if(z) to the representation z + f(z). In fact, in
contrast to the real case, multiplication by the imaginary unit in the complex
one is useless for the following reasoning. While in the Cartesian plane, called
the axes unit vectors î and ĵ, the graph is defined as xî+ yĵ (so, being domain
and range axes linearly independent, the graph of a real function “statically”
represents all the information of the function), in the complex case domain and
range have to be merged in the same planar coordinates, losing the property that
any point of the plane identifies a single input/output couple. The introduction
of i in the representation t+ig(t) was useful to bijectively correlate real functions
and their graphs, i.e. every point x+ iy belonging to the graph of a function g
means g(x) = y. To obtain the same static representation for complex functions,
I need a 4D-space, which is not possible. Hence, the multiplication for the
imaginary unit becomes useless in the complex case (domain and range have to
be merged). Thus, to avoid useless multiplications, I consider z + f(z) as the
output point.

Furthermore, we can observe how, constrained the complex input point to
lie on a curve, different functions can map the same input in the same output
image (intended as set of points, not input/output points correlation). In fact,
if I consider the input point z ∈ R, with my representation I have both g(z) = iz

and h(z) = (i−1)
2 z draw the same line, even if the functions are equal just for

z = 0 (see Fig. 5.2).

5.1.2 From real to complex differential polynomials
At first, to solve a complex differential polynomial system 2, I have to under-

stand what it changes in relation to the real case. Given the complex dependent
variable zj , with z′j I denote dzj

dz , where z is the complex independent variable.
So, dependent variables zj = zj(z) will be complex functions C → C. Being
the independent variable z a complex variable, it is natural to consider it as a
free point on the plane (interpreted as an Argand-Gauss plane). However, if I
consider the motion of the point z in relation to an arbitrary time, I can consider
the function z : R → C, so that z(t) is the position of z in the time t. From
another point of view, I can consider the arbitrary curve traced by z, so z(t)
will be a parametrization. Hence, I can assume dz

dt to be always not null (even-
tually changing the parametrization). The introduction of the parametrization
of z is useful because differential machines are not directly able to determine

2. Even in the complex case I consider only ordinary differential polynomials.
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Figure 5.2: In the Cartesian representation, any point of the plane is uniquely determined as
a couple of domain/range. The same does not hold in my complex representation, where, for
example, for z ∈ R, both g(z) = iz and h(z) = (i−1)

2 z draw the same line.

the derivative with respect to a complex variable. It will be obtained using the
property of the derivative of composed functions dzj

dt = dzj

dz
dz
dt .

To solve differential polynomials, I first need to know how to do complex
algebraic operations (sum and product) with my machines. Even though there
are some works solving complex operations with specific machines 3, I can eas-
ily overcome this problem using algebra. In fact, I know that with algebraic
machines (and as a fallout with differential ones) I can perform real opera-
tions and find the Cartesian coordinates of a point. I can thus consider the
real and imaginary components of any complex number, and so I can con-
struct a machine for (a + ib) + (c + id) = (a + c) + i(b + d) and another for
(a+ ib) · (c+ id) = (ac− bd) + i(ad+ bc).

Posing tangent condition

Now the problem is to control the complex derivative z′j . Considering w =
z + zj(z) and z(t), the tangent to the curve drawn by w has complex direction

dw

dt
= dz

dt

(
1 + dzj

dz

)
= dz

dt
(1 + z′j). (5.1)

Thus, a first difference emerges with respect to the real case. I need to consider
the derivative of the independent variable with respect to time (in the real case
the independent variable is assimilable to the time). Being interested in the
argument—and not in the modulus 4—of the complex vector dw

dt , I get that
arg
(
dw
dt

)
= arg

(
dz
dt (1 + z′j)

)
= arg

(
dz
dt

)
+ arg(1+z′j). It is easy to set 1 +z′j and

3. See for example Emch [1902], where the author showed how to perform any algebraic
transformation of complex variables using only Kempe’s planar linkages. More modern (and
theoretical) machines for complex operations can be viewed in Kapovich and Millson [2002].

4. A complex number z may be represented as z = x+ iy = |z|(cos θ+ i sin θ), where |z| is
a positive real number called the complex modulus of z, and θ is a real number in the range
[0, 2π[ called the argument. This polar representation of a complex number is unique for every
not null complex number. In contrast, 0 can be represented as |z| = 0 for each value of θ in
[0, 2π[.
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Figure 5.3: Addition of two angles using a machine that bisect/duplicate angles (seen in Fig.
3.5, pag. 57). Given the angle θ1 defined by the lines A,B and θ2 defined by the lines A,B′, I
consider the bisection of θ2 − θ1 defined by the lines A,C. Then I duplicate the angle defined
by A,C, obtaining the line A′ so that the angle defined by A,A′ is θ1 + θ2. Figure taken from
[Demaine and O’Rourke, 2007, p. 33].

find its argument: I need some clarifications about dz
dt . To begin with, dzdt can

be supposed to always be not null (changing the parametrization of the curve
traced by z), and its argument is trivially constructible after having posed a rod
r tangent in z. Such rod r can be introduced as joined in z, and I put a wheel
on r in z. These conditions mean that r has to be the tangent at z to the curve
traced by the same point. Then I can construct a rod s joined in w and having
as slope the argument of dwdt . This rod is constructible adding the angles of dzdt
and 1 + z′j

5. Adding a wheel on s in w will pose the tangent condition in w.
However, I have to note that the direction of w is uniquely defined when 1 + z′j
is not null, i.e. if and only if z′j 6= −1, otherwise no tangent conditions can be
imposed on w.

Therefore, in the general case, it is easy to pose the tangent condition (5.1)
but, in contrast to the real case, the posing of such condition is not enough
to manage the behavior of zj . Indeed, being the derivative given by a complex
number, it has two dimensions, so the change of the function cannot be managed
by a single tangent condition. In the real case, the input point (t, 0) was impos-
ing the abscissa of the output point. In the complex case, both the abscissa and
the ordinate of the output point are not constrained to be the one of the input
point z. Thus, at a first glance, for the complex derivative I need to impose
not only a tangent condition (about the argument), but also a condition for the
modulus. I will see that even modulus can be managed with tangent conditions
on additional points, without the need of new mechanical tools (for example
involving not only the direction but also the rotation speed of wheels 6). It is
time to introduce the “auxiliary output point” wc. Given any complex constant

5. A simple machine to add angles was introduced in Kempe [1876]. The so-called “additor”
is explained in modern notation in [Demaine and O’Rourke, 2007, pp. 32–33]. As visible in
Fig. 5.3, given an angular bisector/duplication machine, I can easily construct the angle
θ1 + θ2.

6. Using wheels, to set a complex derivative one can think to use a device such that,
according to the direction and the rotation speed of the wheel in the input point z, imposes
the direction and the rotation speed of the wheel in the output point w. The direction of
the wheel in w is a tangent condition, so can be controlled by a differential machine. On
the contrary, the speed of rotation of the wheel in w has to be the speed of rotation of the
wheel in z times the modulus of the complex derivative: This latter constraint is not directly
available with differential machine (it would require some mechanical components as gears).
However, as I am going to introduce, there is no need of more components, it is possible to
control complex derivatives (also modulus) with differential machines.
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Figure 5.4: Call tc the line (not defined if 1 + cf ′(z) = 0) passing through wc = z+ cf(z) and
z + cf(z) + (1 + cf ′(z)). In this figure you can see an example when c assumes the values 1
and i. The tangent condition in wc is given by the line tc rotated of the angle θ = arg

(
dz
dt

)
(this rotation is not represented in the figure).

Figure 5.5: Managing the complex derivative with tangent conditions: Wheels are posed in
z, w1, w2.

c, I can construct wc = z+ czj . The argument of dwc

dt is arg
(
dz
dt

)
+ arg(1 + cz′j),

so, as shown in Fig. 5.4, I can pose the tangent condition in wc. The idea is
that this way I can add a new condition without adding degrees of freedom. 7

Managing complex derivative with more tangents

I have to precise the use of tangent conditions on auxiliary points to put
constrains on z′j . I will especially give some conditions under which the value
of z′j is uniquely determined given the tangents of z and of two output points.

Consider the auxiliary points w1 = z + c1zj and w2 = z + c2zj (where
c1, c2 are complex constants). As seen in Fig. 5.5, call α1, α2 the angles of the
directions of the wheels in w1, w2. Thus, taking the derivative with respect to t

7. It is implicitly intended that c 6= 0. In fact, looking for more tangent conditions, the
case w0 = z is useless because it does not give any new tangent condition (I consider as given
the direction of the independent point z).
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I obtain {
arg
(
dw1
dt

)
= α1

arg
(
dw2
dt

)
= α2

.

Calling θ = arg
(
dz
dt

)
, the system becomes{

arg(1 + c1z
′
j) = α1 − θ

arg(1 + c2z
′
j) = α2 − θ

.

Considering that the argument ϕ of a complex number z has to satisfy the
equation

Im(z) · cosϕ = Re(z) · sinϕ,

the system can be written{
Im(1 + c1z

′
j) · cos(α1 − θ) = Re(1 + c1z

′
j) · sin(α1 − θ)

Im(1 + c2z
′
j) · cos(α2 − θ) = Re(1 + c2z

′
j) · sin(α2 − θ)

.

Thus, splitting the real and imaginary components of c1, c2, z
′
j , I arrive to the

real linear system {
Re(z′j)A11 + Im(z′j)A12 = b1

Re(z′j)A21 + Im(z′j)A22 = b2
(5.2)

where the matrix A is[
Im(c1) cos(α1 − θ)− Re(c1) sin(α1 − θ) Re(c1) cos(α1 − θ) + Im(c1) sin(α1 − θ)
Im(c2) cos(α2 − θ)− Re(c2) sin(α2 − θ) Re(c2) cos(α2 − θ) + Im(c2) sin(α2 − θ)

]
and

b =
[

sin(α1 − θ)
sin(α2 − θ)

]
.

Using Rouché-Capelli theorem 8, my system will have a unique solution if
and only if the determinant of A is not null 9. However, my problem is not
the lack of existence (when z′j is a point at the infinity), I want to avoid when
there is no unique definition of z′j (infinite number of solutions). This happens
when both the elements of b and the determinant of A are null. Being null the
elements of b means that α1−θ and α2−θ are 0 (modulo π) 10, i.e. both 1+c1z

′
j

and 1 + c2z
′
j have to be pure real value. Thus, c1z

′
j and c2z

′
j have to be real.

Hence, b is a null vector if and only if

(z′j = 0) ∨ (c1 ‖ c2 ‖ 1/z′j).

8. In linear algebra Rouché-Capelli theorem allows computing the number of solutions in
a system of linear equations given the ranks of its coefficient matrix A and the augmented
matrix [A|b] (i.e. the matrix obtained adding the column b to A). A system of linear equations
with n real variables has a solution if and only if the rank of its coefficient matrix A is equal to
the rank of its augmented matrix [A|b]. If there are solutions, they form an affine subspace of
Rn of dimension n− rank(A). If n = rank(A), the solution is unique, otherwise the number
of solutions is infinite. For a detailed discussion, see, for example, Lang [2010].

9. In case of 2× 2 matrices, the determinant is A11 ·A22 −A12 ·A21.
10. Two numbers a, b are said to be congruent modulo n (usually written a ≡ b mod n) if

their difference a − b is an integer multiple of n. In my case, α1 − θ and α2 − θ have to be
integer multiples of π.
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Figure 5.6: I consider w1 = z + c1zj and w2 = z + c2zj with c1 = 1, c2 = −1. This choice
is not warranting the uniqueness of the z′j because c1 ‖ c2. In fact, if the direction of dz

dt
is

parallel to the directions of dw1
dt

and dw2
dt

, the complex value z′j is not uniquely defined.
In the figure, I consider the constant function zj(z) = k (where k is a complex constant).
Only with the tangent conditions in w1, w2 I am not able to manage zj and z′j . In fact,
if one avoids any motion of z, w1 and w2 are free to move respectively on t1 and t2 (the
dashed vectors represent another possible position), always respecting the tangent conditions
dw1
dt

= dw2
dt

= dz
dt

(i.e. keeping parallel t, t1, t2). So the tangent conditions do not define zj in
function of z (and so a fortiori z′j is not determined).

In every case from α1−θ = α2−θ = 0 (modulo π) I get that the determinant
of A becomes Im(c1) Re(c2)−Re(c1) Im(c2). This determinant being null means
that c1 ‖ c2. Summarizing, the non-uniqueness happens when both the elements
of b and the determinant of A are null, i.e. when

(c1 ‖ c2 ‖ 1/z′j) ∨ ((c1 ‖ c2) ∧ z′j = 0).

I want to consider c1, c2 as two fixed constants, so to avoid any problem of
non-uniqueness for any value of z, dzdt , zj , z

′
j I can just take c1, c2 not parallel 11

(for an example see Fig. 5.6). It is also to be noted that when z′j exists and is
unique, it can be computed solving (5.2) with algebraic operations, and so can
be constructed with my tools. This means that, as in the real case, I am able
to manage derivatives also in the complex case with differential machines.

5.1.3 Some remarks
I have to note that, being the direction of tangents given by z′j , there are

problems when 1 + cz′j = 0. In this case dwc

dt = 0, so there is no tangent defined
at wc. However, this problem can be solved if I consider in my machines not
only two output points, but also another auxiliary output point that assures
that at least two between dw1

dt ,
dw2
dt and dw3

dt
12 are not null (if c1, c2, c3 are all

different and not null). Additionally, in order to assure that also in the case
of dwi

dt = 0 the tangent conditions defined by the other output points define
uniquely z′j , I take c1, c2, c3 not parallel for every possible pair wise.

11. I am not yet considering the indetermination of the tangent in the case 1 + cz′j = 0.
12. Given the complex constants c1, c2, c3, I am considering wi = z + cif(z) for i = 1, 2, 3.
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Figure 5.7: Considering the real case as a subcase of the complex one, I can introduce the
points w1 = x+f(x) and w2 = x+if(x). I can impose that the vector w2−x is vertical simply
using the tangent conditions in my output points: The tangent in w1 will always be horizontal,
so w1 will always lie on the abscissae. Hence, w2−x will be parallel to ordinates because w1−x
will always be parallel to x, and w2− x = i(w1− x). Continuing, the tangent condition in w2
is exactly the tangent condition of the usual interpretation of the real derivative (derivative
as slope of the tangent).

Finally, I conclude with a remark about the real case. The main difference
with the complex one is that in the real case, adopting just a single tangent,
one poses the perpendicularity between the input and output vectors. On the
contrary, in the complex case, I lose the perpendicularity and to manage the
derivative I need another tangent constraint 13. Now I will observe how to man-
age real derivatives without the perpendicularity but with couples of tangents.

To set the tangent conditions, I compute the derivatives dw1
dt = 1 + df

dx and
dw2
dt = 1 + i dfdx . Thus, I find that the tangent in w1 will always be an horizontal
one (so w1 will keep on lying on the abscissae) while the tangent in w2 is the
usual tangent to the real graph. That means that, with such c1, c2, w2 − x is
constrained to be a vertical vector because w1 − x is always perpendicular to
w2 − x and w1 will always lie on the abscissae, as shown in Fig. 5.7.

5.1.4 A machine for the complex exponential
In this subsection 14, I will finally introduce a differential machine solving a

complex differential equation. In particular, I will explain how to assemble a
machine for the complex exponential function. Recall that, even in the complex
case, the exponential function is the only solution to the Cauchy problem f ′(z) =
f(z), f(0) = 1.

Given the general auxiliary output point wc = z + cf(z), I take as constant
c1 = 1 and c2 = i. Being such coefficients not parallel, the tangent conditions in
w = z+ f(z) and w⊥ = z+ if(z) will be enough to manage the behavior of the

13. As another difference, we can also note that in the real case for the tangent there is
no additional rotation of dz

dt
with regard to the line passing through wc and wc + 1 + cf ′(z)

because a real value x can move just in one direction.
14. Mainly taken from [Milici, 2015, pp. 14–16].
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Figure 5.8: A machine for the complex exponential. Considering the points w = z + f(z),
w⊥ = z + if(z), I want to impose the tangent conditions on them in such a way that f ′(z) =
f(z) for every motion of z. Calling t and t⊥ the lines passing through z − 1 and respectively
w,w⊥, and θ the argument of dz

dt
, the tangent condition in w (resp. w⊥) is given by the line

t (resp. t⊥) rotated of the angle θ.

complex exponential machine when the tangent in both w and w⊥ is defined 15.
Thus to construct the machine I have to pose the tangent conditions

arg
(
dwc
dt

)
= arg

(
dz

dt

)
+ arg(1 + cf ′(z)).

Neglecting for the moment the angular addition of arg
(
dz
dt

)
, the line tc passing

through wc with direction 1 + cf ′(z) will be made up by all and only the points
tc(λ) = wc + λ(1 + cf ′(z)) (for every real value of λ). Being f ′(z) = f(z) and
wc = z + cf(z), the point tc(−1) is z − 1. That means that the line tc can be
defined as the one passing through wc and z−1 16. This line will not be defined
if and only if wc coincides with z − 1, i.e. cf(z) = −1, which is the problem of
the tangent condition, as seen in note 15.

As shown in Fig. 5.8, call t and t⊥ the lines passing through z − 1 and
respectively w,w⊥. Thus, considering the point z free to move on the plane, I
can consider the rod tangent in it 17. Calling θ the angle defined by the tangent
rod with a horizontal one passing through z (thus θ = arg

(
dz
dt

)
), with an angle

additor 18 I can impose the direction of the wheel in w (resp. w⊥) to be t (resp.
t⊥) additionally rotated of the angle θ.

15. Even though I am not considering such cases in the construction of my machine, the
direction of wc is not defined when dwc

dt
= 0, i.e. when 1 + cf ′(z) = 0. In my case f = f ′, so

there are problems if cf(z) = −1. To overcome these problems, I would need to construct not
only w and w⊥, but also another output point wc so that c is neither parallel to 1 nor to i
(for example I can take c = 1 + i). This way, there would be at least two well-defined tangent
conditions on the output points for every z.
16. Note that also in the real case the tangent condition was the passage through the point

one unit at the left of the independent point (in Cartesian coordinates it was (t− 1, 0)).
17. As already observed, I can introduce this tangent rod r as the one joined in z and with

a wheel in z.
18. Cf. note 5, page 105.
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Figure 5.9: On the complex plane, representing the output point w = x + icf(x), all the
tangents when the input is x0 (if f ′(x0) 6= 0) will pass through the pivot point p = x0− f(x0)

f ′(x0) .
To approximate x+ if(x) in x0 + ∆x I can construct the triangle p, x0 + ∆x,w0 + ∆w similar
to the one with vertexes p, x0, w0 (if f(x0) 6= 0 and f ′(x0) 6= 0).

Remember that such construction posed the complex condition f ′(z) = f(z).
To obtain exactly the complex exponential function, I need to pose the initial
condition f(0) = 1. It is also interesting to observe similarities to and differences
from the machines for real exponential (Fig. 2.3, pag. 20, or Fig. 4.9, pag. 76).

5.2 Some properties of the pivot point
The introduction of machines for complex functions could be useful to vi-

sualize something not clearly visible otherwise. For example, in the complex
exponential machine, we can observe that, to construct the tangent condition
in an output point, I used the point z − 1. This point has the nice property
that, when arg

(
dz
dt

)
= 0, tangents to output points pass through it. The use of

this point was useful in constructing a simple machine, which is why I gener-
alized this property to any continuously differentiable complex function f , and
found some possible application of such a point, which I call “pivot.” In general,
with the pivot point, I can reduce the complexity of graphical constructions and
differential machines when dealing with the field of complex numbers.

5.2.1 Introduction of the pivot point
Given the complex input point z and the output point w = z + f(z), I can

introduce the “pivot point” p = z− f(z)
f ′(z)

19 (being at the denominator, the pivot
is a finite point if and only if f ′(z) 6= 0). I want to explore the possible uses and
properties of such point.

19. It is the complex generalization of the Cartesian point
(
t− f(t)

f ′(t) , 0
)
in the case of real

functions. This point is the intersection of the tangent to the graph with the abscissae, and
it is used in Newton’s numerical method to approximate the zeros of f(t).
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Figure 5.10: Given a complex function f , its linear approximation f∗(z∗) can be obtained
constructing the triangle of vertexes p, z∗, w∗ similar to the one of vertex p, z, w.

I can begin by observing the role of pivot in the real case. Let f for the
moment be a real function, and consider its graph in complex coordinates x +
if(x). As visible in Fig. 5.9, if I also introduce, ∀c ∈ R, the functions fc(x) =
c · f(x),when f ′(x) 6= 0 all the tangents tc to the function x + ifc(x) with
input x0 will meet in the point p = x0 − f(x0)

f ′(x0) (the vector − f(x0)
f ′(x0) is usually

denoted as “subtangent”). Called w0 = x0 + icf(x0), the linear approximation
of x+ if(x) in x0 +∆x is w0 +∆w, being ∆w obtained constructing the triangle
(p, x0 +∆x,w0 +∆w) similar to the one with vertexes (p, x0, w0). As I am going
to clarify, this similarity condition is at the origin of the name “pivot.”

In order to extend the role of the pivot from the real to the complex case, I
just have to remove the unique direction of input, output and ∆x. Therefore,
instead of x+ if(x) (x ∈ R) I can represent z + if(z) (z ∈ C, f : C→ C) with
any direction of ∆z. We will see that the pivot works even in the complex case.
According to the possibility of considering the same pivot for every z + icf(z),
to simplify the notation I can directly adopt the representation z + f(z) (so
c = −i). However, to formally treat the complex case, I have to previously
introduce some notations.

Given a, b, c, a∗, b∗, c∗ ∈ C (that can be considered as points on the Argand-
Gauss plane), by the notation (a, b, c) ∼ (a∗, b∗, c∗) I consider that the triangle
of vertices a, b, c is similar (with the same orientation) to the one of vertices
a∗, b∗, c∗. By proportions, this similitude in algebraic conditions becomes

(b− a)(c∗ − b∗) = (b∗ − a∗)(c− b). (5.3)

Call f∗(z) the linear approximation 20 of f in z, i.e. f∗(z + ∆z) = f(z) +
f ′(z)∆z. Calling z∗ = z+ ∆z, w∗ = z∗+ f∗(z∗) and using (5.3) we can observe
that, as visible in Fig. 5.10, it holds

(p, z, w) ∼ (p, z∗, w∗) (5.4)

20. I.e. the Taylor series of f truncated at the first order.
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Figure 5.11: Visualization of the change of f(z) = az + b along two different lines passing
through z0. For this function the pivot point does not change in function of z (p is constantly
−b/a). You can note how if the line also passes through p than the behavior is similar to the
real derivative (the triangle p, z, z + f(z) does not rotate and the tangent to the curve drawn
by the output passes through p), while on a generic line not passing through p the triangle
p, z, z + f(z) also rotates and the tangent to the output point is not passing through p (note
that, considering z moving along a line and being f(z) a linear function, the tangent coincides
with the locus of z + f(z)).

that justifies why I called p the pivot point (it works like a pivot between the
similar triangles (p, z, w) and (p, z∗, w∗)). To assure that this formula has a
geometrical meaning, I have to impose that f(z) 6= 0 (else I have a similarity
between a degenerated triangle collapsed on a point, which is similar to any other
triangle). Thus, in the following, I am implicitly assuming that f(z), f ′(z) 6= 0.

Before observing the pivot role in the geometric and kinematic graphical
constructions with regard to complex functions, let me consider, as a basic
example, f(z) = az+b (with a, b ∈ C). In this case, considering a 6= 0, the pivot
p is z− az+b

a = − b
a , i.e. p is not varying in function of z but is always the same

point on the plane. Particularly in this case f(z) = f(z0)+f ′(z0)(z−z0) (and not
only its linear approximation f∗), so the function f(z) is always reconstructible
through the similarity of the triangle p, z0, f(z0), as shown in Fig. 5.11.

5.2.2 Tangents at output points in function of the pivot
The role of the pivot emerged from the complex exponential machine. In

general, given any complex function defined by the first order equation z′1 =
P (z, z1) (where z is the independent variable, z1(z) is a complex function and P
is a complex polynomial), there is a simple general way to construct a differential
machine solving it. In fact, for such z1, the pivot is p = z− z1

z′
1

= z− z1
P (z,z1) , i.e.

the position of p is well determined by an algebraic machine in function of z, z1.
Then I can generalize the machine of the complex exponential considering two
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Figure 5.12: Construction of the tangents t1, t2 according to the displacement ∆z given the
pivot p.

output points (e.g. w1 = z + z1, w2 = z + iz1) 21 where the tangent direction
is posed to be the one pointing to the pivot rotated of the angle arg dz

dt (cf.
Fig. 5.12). This result holds because the similitude condition (5.4) can be
rewritten 22

(p, z, z + ∆z) ∼ (p, w,w + ∆w). (5.5)
Out of the cases when this similitude does not work properly 23, in general, it is
much simpler to construct tangents in output points given the pivot than given
directly the function derivative. About the converse (the passage from tangents
to information about the function), I observed that it is possible to obtain the
value of the complex derivative given the tangents in two output points and the
direction of z, but I obtained it using algebra and not too simple computations.
I want to observe that the situation is much simpler if I want to obtain the
position of the pivot point instead of directly the derivative, simple enough to
furnish a synthetic construction to determine p. That will mean that pivot has
a somehow more direct relation with tangents (both if I start from the pivot
and want to construct tangents and vice-versa) than the complex derivative,
somehow justifying its introduction. Before the synthetic construction I need a
preliminary property.

Proposition 2. As visible in Fig. 5.13, in the plane, given two non-parallel
lines a, b passing respectively through the points A,B, denoted C = a ∩ b, if I
call aα, bα the lines a, b rotated respectively around A,B of an angle α, denoted
Cα = aα ∩ bα, the locus described by Cα at the variation of the angle α is the
circumscribed circle of the triangle ABC.

Proof. That is a consequence of the “angle at the centre/angle at the circum-
ference” theorem, Euclid’s Elements, Book III, Proposition 20 (cf. Heath et al.
21. Even though I ignored in the construction of the complex exponential, to be precise I

need even a third point w3 = z + (1 + i)z1 to have enough tangent conditions when dwn
dt

= 0
(for n = 1 or 2), i.e. when wn coincides with p.
22. With ∆w I consider w∗−w. Moreover, I can consider interchangeable ∆a and da

dt
. Their

huge epistemological difference (the passage to the limit) is no longer present in graphical
computation when the derivative is represented as a vector on the plane.
23. The tangent in w will not be defined if and only dw

dt
= 0, and that happens if at least

one of the triangles (p, z, z + dz
dt

) and (p, w,w + dw
dt

) collapses on a point. That happens in
three cases: dz

dt
= 0, p = z, p = w. The first case is excluded because we consider well defined

the direction of z, the second is excluded by the assumption that f, f ′ 6= 0, but the third may
happen.
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Figure 5.13: Given a triangle ABC, denoted a the line through AC and b the one through
BC, if I rotate a, b respectively around A and B of the same angle, the rotated lines will
intersect on the circumscribed circle of the triangle ABC.

Figure 5.14: Given the all different points z, z+∆z, w1, w2 and the tangents t1, t2, to find the
pivot I can construct the line r through z, z + ∆z, consider a1 = r ∩ t1; a2 = r ∩ t2. Denoted
C1, C2 the circumscribed circle respectively of the triangles (z, a1, w1) and (z, a2, w2), the
pivot p will belong to the intersection C1 ∩ C2.

[1956]). Moreover, note that if a, b are parallel, even aα, bα will always be par-
allel, so Cα can be considered as the infinity line in projective geometry.

So I am ready for the following:

Theorem 3. Given the points z, z + ∆z, w1, w2 and the tangents t1, t2 re-
spectively at w1 and w2, it is possible to geometrically find the pivot as it
follows (see Fig. 5.14). Denote r the line through z, z + ∆z, and consider
a1 = r ∩ t1; a2 = r ∩ t2. Called C1, C2 the circumscribed circles respectively of
the triangles (z, a1, w1) and (z, a2, w2), the intersection C1∩C2 will be made up
by the points z and p. Therefore, I have a construction for p.

Proof. Let tγi denote the line obtained rotating ti of an angle γ around wi. Ac-
cording to (5.5), tγi is the tangent along the direction arg(∆z)+γ. In particular,
if I denote rγ the line passing through the input z and with direction arg(∆z)+γ,
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to find the pivot I am looking for the angle γ so that tγ1 ∩ t
γ
2 ∈ rγ 24. Assum-

ing that tγ1 , t
γ
2 and rγ are pair wise distinct lines, I can rewrite tγ1 ∩ t

γ
2 ∈ rγ as

tγ1 ∩rγ = tγ2 ∩rγ . Thus, denoted respectively C1, C2 the loci of tγ1 ∩rγ and tγ2 ∩rγ
(at the variation of the angle γ), the pivot p belongs to C1 ∩ C2. Particularly,
denoted a1 = t1 ∩ r, a2 = t2 ∩ r, for Prop. 2, C1, C2 will be the circumscribed
circles of respectively the triangles (z, w1, a1) and (z, w2, a2) (they can be con-
structed with ruler and compass by Euclid’s Elements, Book IV, Proposition 5,
e.g. see Heath et al. [1956]). Hence z ∈ C1 ∩ C2, so C1 ∩ C2 6= ∅, which means
that, if the intersection is of two points, the one different from z will be p. If
the intersection point is unique, p = z.

To be precise, the previous theorem has not been really proved, because I
need some remarks about the conditions tacitly supposed:

1. the intersection ti ∩ r always identifies a unique finite point;

2. ai 6= wi, z (necessary to construct the circumscribed circle Ci);

3. the intersection C1 ∩ C2 is finite (C1 6= C2).

However, I am not really interested in the degenerated cases when at least one
of these condition is not satisfied. So, conscious that I am leaving the proof at
a sketch level, I can pass to another topic.

5.2.3 Planar kinematics
Given a planar kinematic problem, the main idea to graphically solve it is

to represent the velocity of a point with a vector 25. Thus, if I want to consider
(5.4) from a kinematic perspective, I have to substitute, for every point a, ∆a
with the velocity va = da

dt .
Consider the point z moving in function of the time t according to the law

z : R → C. The point w is moving in function of the position of z, precisely
w = z + f(z). Considering the relative velocity vf of w with respect to an
observer in z, it holds vf = df

dt = df
dz ·

dz
dt = f ′(z)vz. Knowing the pivot p I

can graphically construct f ′(z) constructing the triangle (p, z + vz, w
∗) similar

to (p, z, w) (as done in Fig. 5.10 if I consider ∆a instead of va). In fact,
w∗ = z + vz + f(z) + f ′(z)vz, hence w∗ − w = vw = vz + vf .

However, as usual in graphical kinematics, I am interested in some particular
points such as the instant center of rotation (shortly I.C.R.) 26. But I am not
dealing with rigid bodies: the triangle (p, z, w) is not rigid, it can expand and

24. Given the tangents t1, t2 and the line r passing through z with direction ∆z, it holds
p ∈ t1 ∩ t2 ∩ r ⇐⇒ p− z ‖ ∆z.

(⇒) It is trivially true because p ∈ r.
(⇐) If p− z ‖ ∆z then, for (5.5), p− wc will be parallel to tc, so p ∈ tc (c = 1, 2).

25. See for example Mason [2001].
26. The instant centre of rotation can be considered the limiting case of the pole of a planar

displacement. The planar displacement of a rigid body from position 1 to position 2 is defined
by the combination of a planar rotation and planar translation. For any planar displacement
there is a point in the moving body that is in the same place before and after the displacement.
This point is the pole of the planar displacement, and the displacement can be viewed as a
rotation around this pole. Taking I.C.R. will be such pole limit position while the change in
the time tends to 0.
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Figure 5.15: In the real case z ∈ R, and w = z + if(z) (where f : R→ R). I can consider z, w
to stay fixed on a plane subject to a linear scaling with center p. This expansion/contraction
in a generic point a obey to the proportion p − a : p − z = va : vz where p is the pivot
z − f(z)/f ′(z), so in the real case p can be seen as a “Instant Center of Expansion” (I.C.E.).
This property does not hold generally in the case of complex functions where, as we will see,
I need to introduce also an “Instant Center of Rotation” to obtain the whole velocity of f (vf
is given by vw − vz).

contract in function of the time. So I have to introduce a new point that I call
“instant center of expansion” (shortly I.C.E.) 27.

Real derivative as pure expansion

Let me restrict z to real values and f to a real function. Considering w =
z + if(z) as in the usual graph of real functions, the pivot p = z − f(z)

f ′(z) will be
on the abscissae. So in every instant vw will be parallel to p− w (as obviously
vz is parallel to p − z). More specifically, the condition vw

w−p = vz

z−p can be
interpreted as if z, w are subject to a linear scaling with center in p 28. As seen
in Fig. 5.15, in the real case the pivot can be seen as an “instant center of
expansion” (shortly I.C.E.), and the velocity of w is determined by vz. Then vf
is simply given by vw − vz.

I have to note that this property will no longer generally hold in the case of
complex functions, but I will soon observe how, even in the complex case, from
the pivot and the direction of vz I can easily obtain two points, an I.C.E. (p‖)
and an I.C.R. (p⊥). These points can be used to obtain the components of the
velocity vf .
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Figure 5.16: This is a kind of “graphical kinematics.” Once given p, z, w, vz , if I consider
the line r‖ passing through z with direction vz , the line r⊥ perpendicular to r‖ through
z and the line r perpendicular to p − z through p, I can define the points p‖ = r ∩ r‖ and
p⊥ = r∩r⊥. I can define the points w∗, w‖ and w⊥ in such a way that (p, z, z+vz) ∼ (p, w,w∗),
(p‖, z, z+vz) ∼ (p‖, w, w‖) and (p⊥, z, z+vz) ∼ (p⊥, w, w⊥). If I subtract w+vz respectively
to the points w∗, w‖ and w⊥ I obtain the vectors vf , vf‖ and vf⊥. The latter two velocities
are respectively the parallel and perpendicular components of vf with respect to f(z) = w−z.

Rotation and expansion centers for complex functions

I want to decompose vf in two components respectively of “pure expansion”
and “pure rotation” i.e. parallel and perpendicular components of vf with
respect to the direction of f(z) = w − z. To realize it, I will consider two
auxiliary points that, similar to the pivot geometrical property (p, z, z + vz) ∼
(p, w,w + vw), will define the components of vf .

As seen in Fig. 5.16, let me consider as given the pivot p, the input z
with velocity vz and the output w = z + f(z). Thus, I can obtain vf from
the property that, with w∗ = w + vw, vf = w∗ − (w + vz). If I consider the
line r‖ passing through z with direction vz, the line r⊥ perpendicular to r‖
through z and the line r perpendicular to p − z through p, I can define the
points p‖ = r ∩ r‖ and p⊥ = r ∩ r⊥. Now I can define the points w‖ and w⊥
so that (p‖, z, z + vz) ∼ (p‖, w, w‖) and (p⊥, z, z + vz) ∼ (p⊥, w, w⊥). For these
similarities, p‖, w, w‖ will be aligned (as they are p‖, z, z+ vz), and w⊥−w will
be perpendicular to p⊥ − w (as vz is perpendicular to p⊥ − z).

Similar to the definition of vf = w∗−(w+vz), I can denote vf‖ = w‖−(w+vz)

27. Note that, even though the name refers only to expansion, the scaling may be also a
compression. At my knowledge this nomenclature is new, but I am not an expert of the field.
28. This situation is somehow similarly to what happens with the I.C.R. (the velocity of

a point is proportional to the distance from the center). The difference is that, called q the
I.C.R., in any point a the velocity vector va is perpendicular to a− q.
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and vf⊥ = w⊥ − (w + vz). Formally, it holds

vf = vz(z−w)
p−z

vf‖ = vz(z−w)
p‖−z

vf⊥ = vz(z−w)
p⊥−z .

(5.6)

I want to show that the parallel and perpendicular components of vf with
respect to w− z are respectively vf‖ and vf⊥. For the moment, I know that vf‖
and vf⊥ have the right direction (they are respectively parallel and perpendic-
ular to w − z). Hence, I just have to prove that vf = vf‖ + vf⊥. Considering
how I constructed p‖ and p⊥, (p, z, p⊥) ∼ (p, p‖, z), i.e., using (5.3),

p⊥ − z =
(p‖ − z)(z − p)

p− p‖
.

Substituting it in (5.6), I get

vf‖ + vf⊥ = vz(z − w)
(z − p) + (p− p‖)

(p‖ − z)(z − p)
= vz

z − w
p− z

= vzf
′(z) = vf .

I can note that vw‖ + vw⊥ = vw + vz and not only vw, so p⊥ and p‖ are not
the I.C.R. and I.C.E. with respect to the fixed reference frame. However, if I
consider an observer in z, I get that the relative velocity of w (i.e. vf = vw−vz)
is exactly the sum of the one obtained by the pure rotation with I.C.R. p⊥
and the pure expansion with I.C.E. p‖. From this perspective, I can consider
that the local behavior of a complex function is defined by an I.C.E. (like real
functions) and an I.C.R., which are easily constructible given the pivot.

I can add some brief remarks. If p lies on r‖ (resp. r⊥), p = p‖ (resp.
p = p⊥) while p⊥ (resp. p‖) is a point at infinity. In this case vf will be a pure
expansion (resp. rotation) velocity because vf = vf‖ (resp. vf = vf⊥).

In addition, using the complex polar form, I can write f(z) as ρ(cos θ+i sin θ)
(with ρ and θ in function of z). I have seen that df

dt = vf = f ′(z)vz. With vf‖
and vf⊥, I can easily express dρ

dt and dθ
dt . In fact, considering the parallel and

perpendicular components of vf with respect to f(z) = w − z, it holds that,
introducing the normalized vector f̂(z) = f(z)

|f(z)| , it holds

vf‖ = dρ

dt
f̂(z), vf⊥ = iρ

dθ

dt
f̂(z)

(where f(z), vf‖, vf⊥ are complex values while ρ, θ and their derivatives are
real). Using (5.6) and rewriting f̂(z) = w−z

ρ , I obtain

dρ

dt
= −ρ vz

p‖ − z
, i

dθ

dt
= − vz

p⊥ − z
.

Calling α the angle between vz and p − z, I get that vz

p‖−z
= cosα |vz|

|p−z| and
vz

p⊥−z = −i sinα |vz|
|p−z| . Thus,

dρ

dt
= −ρ cosα |vz|

|p− z|
; dθ

dt
= sinα |vz|

|p− z|
. (5.7)
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Figure 5.17: f(z) = f ′(z) in ez , thus p = z − 1.

Note also that, being |p − z| = | − f(z)
f ′(z) | = ρ

|f ′(z)| , the equation for dρ
dt can be

rewritten (this time using explicitly the modulus of the complex derivative):

dρ

dt
= − cosα · |vz| · |f ′(z)|.

As an elementary example I can use (5.7) for the differential equation of
the complex exponential function. From the definition, it holds p = z − 1.
Thus, considering the angle α between vz and p− z as seen in Fig. 5.17, I have
dρ
dt = −ρ cosα|vz| and dθ

dt = sinα|vz|. That means that, if vz is a pure real
value (α = 0 mod π), there is a pure expansion (dθdt = 0), while if vz is purely
imaginary (α = π/2 mod π) then I have a pure rotation (dρdt = 0). Again, if z
moves with constant velocity (z = kt + z0, with k ∈ C), the rotation speed is
constant (dθdt = sinα|k|) and from dρ

dt = −ρ cosα|k| I get ρ(t) = eρ0−t|k| cosα.



Chapter 6

Differential machines as
physical devices

I have already introduced differential machines as theoretical instruments.
In this chapter, I will consider their concrete counterparts. In particular, I start
interrelating differential machines with historical tractional devices. Specifically,
instead of the 18th century theoretical approach of Riccati 1, I prefer the more
practical classification of grapho-mechanical machines for integration of differ-
ential equation made in Pascal [1914] 2. I will evince that all such machines are
obtainable with my differential machines.

I then explore the diagrammatic constructions available thanks to a single
differential machine extending and unifying ruler and compass, the “logarithmic
compass,” evincing some possible foundational fallouts. This machine, though
not concretely realized, has been realistically designed.

I conclude this chapter by giving some didactic fallouts for my machines.
Of course, the goal of this thesis is not to suggest a practical use of such ma-
chines to solve differential equations, but to face foundationally infinitesimal
analysis problems with idealizations of concrete tools. This quest for such an
instrumental and finitistic foundation in my perspective can be useful in didac-
tics to make mathematics less abstract and more touchable. The use of such
machines is suggested with the concrete manipulation of actual objects, but in
the future could also be interesting to extend their constructive role in a piece
of dynamic geometry software. Another future perspective is to explore the
potentials of differential machines for a new educational pathway for calculus
(with differential algebra).

1. In Riccati [1752], tractional constructions were allowed in cases of unclear instrumental
realization, as it happens in the case of “tractorias with variable directrix,” where the directrix
can change its shape.

2. As shown in [Tournès, 2009, Chap. 9] and introduced briefly in the historical part
(subsection 2.3.5 pag. 26), the methods of instrumental graphical integration of differential
equations developed up to the mid-18th century were forgotten and later revived in the late
19th century with the same family of concepts and tools. The machines of the latter period
were called “integraphs,” and the work that better summarized such tools was Pascal [1914].
With a bit of localism, I can note how Italian were both Riccati and Pascal.

121
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Figure 6.1: An example of integraph using more wheels is the “katenograph” [Schimmack,
1905, p. 344].

6.1 Differential machines and integraphs
To evince the relation between differential machines and tractional motion

I will convert the machines of Pascal [1914] (probably the most complete clas-
sification of integraphs) in my differential machines. Out of wheels, integraphs
use straight components and sliding parts (that correspond respectively to rods
and carts). However, one can also find tools as curved bars or springs. I will
show that their behaviors can be obtained by using only differential machines.
From an analytical perspective, this attempt may appear useless because all the
known integraphs solve algebraic differential equations (A.D.E.). However, I
thought that it might be interesting because of the lacking of the proved closure
of the class of the solutions constructible with integraphs. Theoretically, there
might be some machines that solve something that is not an A.D.E. by apply-
ing methods of other integraphs as well as some slightly different parts. Hence,
in this section I will see that all the practical ideas behind integraphs can be
captured by differential machines.

All the machines in Pascal [1914] have only one wheel. Integraphs with
a wheel can be thought to integrate tractionally differential equations of first
order, in general to reach greater orders we need more wheels. An example of
an integraph with more wheels is the “katenograph” introduced in Schimmack
[1905] (seen in Fig. 6.1).

A general method to integrate differential equations of any order with grapho-
mechanical instruments was suggested in Torres Quevedo [1901]. The Spanish
engineer (1852–1936) considered the possibility of assembling together more “el-
ementary machines,” each one representing the values x, y, y′ as points on three
lines. The elementary machines impose with a wheel that y′ = dy

dx and, with a
suitable mechanism, that the variables satisfy a relation F (x, y, y′) = 0. There-
fore, assembling many elementary machines, it was possible to mechanically
integrate a system of n first order differential equations, or, equivalently, a dif-
ferential equation of order n. I can note how this method is similar to the one
seen in the subsection 4.2.3.

However, being not a problem to put any number of wheels with differential
machines, I consider in this section only the one-wheel integraphs, so the ones of
Pascal [1914]. Specifically, I am not interested in Ernesto Pascal’s classification,
but in observing that all his machines can be converted in differential machines.
These integraphs have two fundamental components, the “differential cart” and
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“integral cart” 3. The wheel is on the integral cart, and traces the integral curve,
while the differential cart is rigidly coupled to a spike that the user has to move
along the curve that has to be integrated. A general distinction of such machines
resides in the coordinate system of the plane where we want to interpret the
integral curve. If points are considered in Cartesian coordinates one constructs
“Cartesian integraphs,” while in polar coordinates “polar integraphs.” The basic
configuration for Cartesian integraphs is a rectangle sliding straightly, while for
polar integraphs it is a rotating circular sector. On these basic configurations,
there will be guides for both differential and integral carts. However, I will see
them with more details in the following subsections.

6.1.1 Integraphs with only straight components
To begin with, I can observe the integraph for the differential equation y′ =

f(x) − y in Fig. 6.2. This is a simple Cartesian integraph: I can note the
rectangular frame that, owing to the two wheels united with an axis (top and
bottom of the figure), can slide along the direction called x. On the right edge
of the frame, there is a spike C that the user has to move along a curve to
be integrated. This spike can move up and down the right edge due to the
differential cart. On the left edge, there is the integral cart, which can move up
and down but is constrained by a wheel D to go along the direction determined
by the differential cart G 4. Calling (x, y) the coordinates of the wheel D and
(x+ 1, f(x)) the coordinates of the differential cart G 5, the wheel imposes the
condition that y′ = f(x)− y 6.

This integraph is composed only of straight components, and so it can triv-
ially be considered as a differential machine. However, it is important to intro-
duce this elementary case to understand how to extend Cartesian integraphs.
Call “guide” the line along which the integral cart can move and “ruler” the line
connecting differential and integral carts 7. In the next subsections, I will ex-
plore the cases of non-straight guide and the ruler. Prior to that, I will consider
the case of polar integraphs.

Pascal considered just one polar integraph, the one in Fig. 6.3. In this case,
the main frame is a circular sector that can rotate around the centre. We can
find differential and integral carts sliding on radial axes, as well as a straight
rule to connect them. Even though the frame is a circular sector, the physical
introduction of a curved element is not important at all 8, so even in this case
the passage to the relative differential machine is trivial.

3. These are different from my carts because they do not have to slide only on straight
rods.

4. Pascal considered the direction DG and not DC to make the integraph more user-
friendly while moving the spike C along a curve.

5. I assume there is a curve (x, f(x)) (later transposed in (x+1, f(x))) traced on the plane.
6. As suggested by Pascal, we can also consider the direction of the wheel as the direction of

DC rotated at a fixed angle. However, this is still implementable with the tools of differential
machine (with the simple method described in note 8).

7. The direction of the wheel in the integral cart is determined by the direction (i.e. the
tangent) of the “ruler” in correspondence of the wheel.

8. The external circular sector is only introduced to let the user define a constant angle
between the radial axes of the differential and integral carts. However, given the two radial
axes joined in a point fixed on the plane, I can simply constrain them to keep the same distance
always using a chord instead of a circular sector.
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Figure 6.2: Ernesto Pascal’s integraph for the first order differential equations y′ = f(x)− y
[Willers, 1911, pp. 37–38].

Figure 6.3: Pascal’s polar integraph [Pascal, 1914, pp. 106, 112].
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Figure 6.4: An integraph with curved guide [Pascal, 1914, p. 99].

6.1.2 Integraphs with curved guide
In the Cartesian integraph seen in Fig. 6.2, I can change the guide of the

differential cart, using a curved guide instead of a straight one, as evident in
Fig. 6.4. This time, the passage to a differential machine is no longer trivial,
because the curve has an active role not directly substitutable by a straight rod.

First, I have to put some conditions on the curve defining the guide. If I allow
any curve, I can consider the curve given by the graph of Euler’s Γ function, that
is not constructible with differential machines, and so a machine with this guide
cannot be translated in a differential one. According to the curves introduced
by Pascal, I can assume that the given curve γ is solution of an ADE 9, i.e.,
for what proved in the subsection 4.2.3, I can consider a differential machine
tracing exactly the given curve. Call P the movable point of the differential
machine tracing γ, and consider its coordinates (xP , yP ). Introducing a point
(x, 0) 10 I can construct (for the construction of algebraic machines) the point
Q of coordinates (x+ xP , yP ). Thus, Q is constrained to lie on the given curve
γ that slides united to (x, 0). Hence, instead of introducing the physical curved
guide for the integral cart, with differential machines I can impose the same
condition making the integral cart coincide with Q.

Another integraph using a curve sliding along the abscissa is the one integrat-
ing the “odograph” equation, visible in Fig. 6.5 11. In this case, the machine
is more complex: The integral cart does not lie on the curved guide but the
wheel is constrained by a parallelogram to have the same direction of the rod
KH (according to the letters used in the left diagram of the figure). However,
regarding the conversion in differential machines, this case is analogous to the
previous one: The position of K can be determined simulating the curved guide
P with straight tools, and the parallelogram is naturally constructible with tools
of algebraic machines.

9. Algebraic Differential Equation. Cf. note 79, pag. 94.
10. Back to integraphs, I can consider x the abscissa of any point fixed on the rectangular

frame sliding on the abscissae.
11. This machine is useful in ballistic to compute the motion of a bullet subject to friction.
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Figure 6.5: An integraph integrating the “odograph” equation [Pascal, 1914, pp. 66, 68].

Figure 6.6: Integraphs with curved rulers: (left) jointed in the differential cart, (right) united
to the integral cart [Pascal, 1914, pp. 10, 15].

6.1.3 Integraphs with curved ruler
Considering the possibility of using curved rulers connecting differential and

integral carts, there are two possibilities: Either the curved ruler is jointed in
the differential cart (with the possibility of rotating), or the ruler is united to
the integral cart. These cases are evident in Fig. 6.6—the first case in the left
and the second in the right.

Concerning both curved rulers, as seen in the previous subsection, consider
the curve γ 12 traced by a point P (of coordinates (xP , yP )) of a differential
machine. As distinct from before, the curve in this case has not only to trans-
late, but also to rotate. With respect to the rotation, consider a point R of
coordinates (xR, yR) constrained by a rod to lie in the unitary circumference
centered in the origin O (i.e. x2

R + y2
R = 1). If I consider the angle α so that

xR = cosα and yR = sinα, to consider γ rotated of α I can introduce the

12. This curve has the shape of the curved ruler to be simulated.
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Figure 6.7: An integraph respecting tangent conditions: The rod EF has to be tangent to
the branch of hyperbole (the thick line) [Pascal, 1914, p. 84]. In this integraph there is the
introduction of a spring between E and G to impose the tangent condition.

point Q of coordinates (xRxP − yRyP , xRyP + yRxP ) that is constructible with
algebraic machines 13. Thus, Q is a point that lies on γ rotated of α around
the origin (α is not a priori defined and can change according to the other
conditions imposed by the machine). Furthermore, for every point (x, y), I can
construct the point Q∗ = Q+ (x, y).

In the case of curved ruler jointed in the differential cart, I can consider (x, y)
to be the coordinates of the differential cart. So the point Q∗ can assume any
position available by the curve γ translated by the differential cart and rotating
of any angle 14. Constraining Q∗ to lie also on the left edge of the sliding frame
(as seen on the left of Fig. 6.6), I find the position of the integral cart. Finally,
the direction of the wheel will be given by the tangent of the roto-translation
of γ at Q∗, that is obtainable if the curve is an algebraic one (cf. subsection
4.1.1).

In the case of curved ruler united to the integral cart, I consider (x, y) to
be the coordinates of the integral cart, and constrain Q∗ to lie on the right
edge of the frame (it coincides with the differential cart). This last constraint
determines the angle of rotation of the curve γ, that determines the direction
of the wheel (cf. the right of Fig. 6.6) 15.

6.1.4 Integraphs respecting tangent conditions
In the case of curved ruler jointed in the differential cart, I have used the

tangent to a given curve to determine the direction of the wheel. In this subsec-
tion, I propose to go further. In the integraph in Fig. 6.7, the rod EF is posed

13. The formula of Q can be obtained thinking at the couple of coordinates as the real and
imaginary part of complex numbers, and the rotation of α as the multiplication OP ·OR.
14. The curve γ has to pass through (0, 0), and the point of the curve in the origin has to

coincide with the point to be jointed in the differential cart.
15. Even in this case the curve γ has to pass through (0, 0), and the point of the curve in the

origin has to coincide with the point to be united to the integral cart. Called α the rotation
of γ, the direction of the wheel in the integral cart has to be parallel to the tangent of γ at
(0, 0) rotated of α
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to be tangent to the bent piece of metal modeled as a branch of hyperbole (in
the figure the thick line) 16. This condition is mechanically posed using a spring
that moves E as far as possible (considering the other conditions) from G. This
mechanism works because the branch of hyperbole is convex.

To convert this constraint in differential machines I miss the concept of
“spring,” but, as seen in the subsection 4.1.1, I can construct the tangent rod for
any algebraic curve (at a non-singular point). Therefore, I consider an algebraic
machine making a point move along a fixed hyperbole, and construct the rod
tangent to the curve at this point. Furthermore, I can translate the machine
and the tangent rod according to the position of the rectangular frame. Finally,
using the trivial conversion for the straight components, I obtain a differential
machine having the same behavior of the integraph.

6.2 The logarithmic compass
Probably the most simple non-algebraic polar integraph is the one tracing

logarithmic spirals. Even though Pascal’s polar integraph (Fig. 6.3) is able, out
of many other uses, to trace such spirals, the approach of this section is original
because I am interested in foundational questions.

Wantzel’s characterization of constructible numbers 17 and Lindemann’s proof
of the transcendence of π 18 proved the impossibility, using a compass and an
unmarked straightedge alone, of solving classical Greek geometric problems such
as doubling a cube, trisecting an angle, squaring a circle, and constructing cer-
tain regular polygons. In this section, I introduce an instrument that unifies
and extends the constructional powers of the compass and the straightedge, an
instrument that I call the “logarithmic compass” (or “equiangular compass”). It
can draw a logarithmic spiral about any given center, through any given point,
with any given tangent at that point. 19

6.2.1 Introducing the device
Physically, the logarithmic compass can be constructed as follows (see Fig.

6.8).
The wheel (A) rolls on the paper, constrained to follow a course at a fixed

angle to the line through the center. Inconveniently, its point of contact with the
paper is also the point whose locus I wish to mark; one can solve this problem
by inking its rim. The wheel is mounted, perpendicular to the plane, in a fork
(B) locked at a fixed angle with the rod (C). The rod is constrained by the

16. All the other components of the machine are straight, so for the translation in a differ-
ential machine I will focus just on this tangent condition.
17. Cf. Wantzel [1837].
18. Cf. Lindemann [1882].
19. All the results and images of this section appeared in Milici and Dawson [2012]. In

particular, I am grateful to Robert M. Dawson for the wonderful rendering of the machine (in
the first draft submitted to The Mathematical Intelligencer, the image was handmade) and
the help in clarifying the general setting and the specific passages. The idea of a geometry
based on the logarithmic compass and on a machine for the planar logarithmic curve was the
spark that, in 2009, made me think of the possibility of a Ph.D. During that time, I did not
know anything about tractional motion and integraphs.
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Figure 6.8: A logarithmic compass (image rendered by R. Dawson using the “POV-Ray”
raytracer).

Figure 6.9: In logarithmic spirals, the angle between the tangent and the radial direction is
constant.

rolling of the wheel, and by the pivot (D), which allows the rod to slide and
which itself rotates over the chosen center point 20.

The compass is thus set by three parameters (two points and an angle 21). I
obtain the curve by rolling the wheel; its inked rim then traces the logarithmic
spiral.

We can see that the compass forces the tangent to the curve to keep a
constant angle φ with the radial direction. If we denote a = OA and b =
tan(φ− π

2 ), setting the origin of the polar reference system in O and the direction
OA when θ = 0, the compass will solve the Cauchy problem{

ρ(0) = a
ρ′(θ)
ρ(θ) = b

.

The unique solution of this problem is ρ(θ) = a · ebθ. I call φ the inclination
and b the coefficient of the spiral (see Fig. 6.9).

Note that for φ = 0 I obtain a straight line (it is the only case in which
the curve cannot be written in the form ρ(θ) = a · ebθ) and for φ = π

2 I obtain
a circle. I will show that both of these settings can be constructed, so I can
emulate both straightedge and compass.
20. The figure also shows several features introduced for practicality. The pivot has a pointer

(E) to align it accurately with the center of the spiral, and the wheel fork has a corresponding
pointer (F) to let it remain aligned with an initial tangent line. A capillary feed (G) provides
the wheel with ink. A knob (H) with a smooth concave top allows the wheel to be oriented
accurately and then guided with a fingertip. There is a cam (I) to lock the fork in position.
Finally, I must assume ball bearings between the discs (J) in the pivot and roller bearings (K)
guiding the rod, as there must be no appreciable friction that might make the wheel slip.
21. I will consider angles in radians.
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Figure 6.10: Constructing a line with the logarithmic compass.

To say exactly what we can do with this instrument, I will take the con-
structive power of the logarithmic compass to be represented by the following
axiom:

Logarithmic compass. Given 5 points O,A,B,C,D, where O,A
are distinct and B,C,D are distinct, it is possible to construct a
logarithmic spiral with center O, passing through A, and with incli-
nation φ = ∠BCD (a signed angle). 22

6.2.2 Logarithmic compass extend ruler and compass
As the first construction, given the points O,A, and a completely arbitrary

point X anywhere in the plane, I will construct a point B collinear with O and
A. This allows us to set the compass to draw a straight line.

Set the compass for the inclination φ = ∠OAX and draw an arc of a spiral
(subtending at least π radians) with center at O and passing through A. Set it
again for the inclination −φ = ∠XAO and draw another arc with center at O
and passing through A. Any other point B of intersection between these spirals
will be collinear with O and A (Fig. 6.10) 23. If the compass is set with center
at O, wheel at A, and tangent through B, it will draw the line AB.

A similar construction, with the second spiral centered at A and passing
through O, yields two spiral arcs that intersect at points P,Q on the perpendic-
ular bisector of OA (Fig. 6.11) 24. Using the previous construction, I may use
the compass to construct the lines PQ and OA. Taking R to be the intersection

22. This is slightly out of the Euclid’s spirit of the “collapsing compass,” i.e. the compass
that can trace the circumference given the centre and a point, but not a centre and a radius.
A “collapsing logarithmic compass” would allow only the more restrictive construction:

Given 3 distinct points O,A,B, it is possible to construct a logarithmic spiral with
center O, passing through A, and with inclination φ = ∠OAB (a signed angle).

I conjecture that the collapsing logarithmic compass on its own is strictly weaker than the
logarithmic compass. However, if I have a straightedge and compass, as well as a classical
logarithmic compass, I can copy any angle I like to the place where it is needed. Therefore, with
regard to constructions, the logarithmic compass is equivalent to the collapsing logarithmic
one extended with straightedge and compass.
23. This construction fails if AX ‖ AO or AX ⊥ AO. However, in the first case, I am

already able to construct a straight line. In the second, I have the possibility of tracing
circles, and with a standard compass alone it is easy to construct a point B collinear to OA
(the symmetric of A in relation to O).
24. The spirals intersect at other points as well, but P,Q are the only points so that the

arcs AQ,AP subtend angles of less than π at O and vice-versa.
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Figure 6.11: Constructing a perpendicular bisector with the logarithmic compass.

Figure 6.12: Constructing eπ with the logarithmic compass.

of these segments, ∠ORP is a right angle, which may be used to set the com-
pass to an inclination of a right angle, letting us draw a circle 25. As explained
previously, the radius is set in a separate operation.

I will now show that the logarithmic compass is strictly more powerful
than classical straightedge and compass. I first construct three unit segments
OA,AB,BC, forming a polygonal path with right angles as shown in Figure
6.12. I use this to set the compass with OA = 1 and φ = ∠OAC = 3π/4. This
gives the spiral ρ(θ) = eθ, so the first intersection between the spiral and the line
OA (rotating clockwise) will be distant from O by the length eπ (Gelfond’s con-
stant), which, being transcendental 26, is not constructible with Euclid’s tools.

6.2.3 Applications to two classical problems
The traditional excuse for playing with new geometric construction devices

is so that I can solve at least some of the classic “insoluble problems.” In keeping
with this tradition, I will show that the logarithmic compass allows both the
trisection of an angle and the duplication of the cube. I will specifically show
how to perform the multiplication of an angle by the ratio of two segments.

The Euclidean plane has, of course, no absolute unit of distance, and the
product of two lengths is not a length. Thus, multiplication per se is always
replaced in Euclidean constructions by the ternary operation of finding x ·(y/z).

According to Fig. 6.13, we can consider the following construction given an
angle α and two lengths k, l:

1. Given arbitrary P1 and P2 at distance R, construct a spiral S1 with rota-

25. Even for the perpendicular bisector the construction fails if AX ⊥ AO or AX ‖ AO. In
the first case, I am already able to draw circles. In the second, there is no possible construction,
so I have to consider X not collinear to OA.
26. See for example Baker [1990].
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Figure 6.13: Multiplication of an angle by a ratio of segments with logarithmic compass.

Figure 6.14: Construction of 3√2 with the logarithmic compass.

tion center P1, initial point P2, and spiral coefficient k/l; call Q the point
at θ = α.

2. Trace the circumference centered in P1 and pointing at Q.

3. Construct a spiral S2 with rotation center P1, initial point P2, and spi-
ral coefficient 1; define P to be the intersection of the spiral with the
circumference, so that P1P = P1Q = R · eαk/l.

4. The angle ∠P2P1P will be k/l times the angle α, because P1P = R · eαk/l
and the spiral S2 has polar equation ρ(θ) = R · eθ.

Using this construction, the problem of the trisection (or n-section) of an
angle becomes trivial. All I have to build is one segment three times the other’s
length and apply it to the multiplication of the desired angle. For general n,
this is beyond the capability of cubic tools such as the marked straightedge 27.

This also gives us a construction for 3
√

2 (Fig. 6.14). Given a spiral centered
in P1, starting in P2 with coefficient b 6= 0, find the point X so that P1X = 2.

27. See Gleason [1988].
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Let the measure of the angle ∠P2P1X be α; then I can construct α/3. Let Y
be the point of the spiral with angle α/3; then P1Y = ebα/3 = (ebα) 1

3 = 3
√

2.
Obviously, by the same method, I can (relative to a fixed length) construct

any number of the form xy where x, y are themselves constructible (and x > 0).
Let K be the closure of Q under this process, along with addition, subtraction,
multiplication, and division. 28

Although quite large in some senses and comprising transcendental numbers
such as

√
2
√

2, K is still countable. So is the set L of all lengths constructible
with the logarithmic compass. In each case, the argument is the same: Only a
finite number of lengths can be constructed with 1, 2, 3, . . . operations, and the
nested union of finite sets must be countable.

6.2.4 Open questions
At this point, I frame some open questions. Some of these hinge on whether

certain constructions are reversible 29.

• Are K and L the same set? (Probably not, but it seems difficult to prove.)

• Are e and π constructible with the logarithmic compass? Note that if I
have the length π (as always, relative to a given unit length), I can always
construct e. Let OA be a unit segment, and construct a spiral ρ(θ) = eθ/π

with inclination 1
π through A. Then the ray with direction AO intersects

the spiral again at a radius eπ/π = e. 30 Using a spiral of coefficient 1, we
easily see that the constructions of the length e and a 1-radian angle are
equivalent.

• I can, as shown previously, convert a ratio of lengths to a ratio of angles,
constructing the angle (l1/l2) · θ. The inverse construction, of a length
(θ1/θ2) · l, is equivalent to constructing a spiral given its center O and
two points A,B on it, or to constructing a length that is the logarithm of
another length to a base eα where α is a constructible or given angle.
According to Fig. 6.15, let S be a spiral with coefficient 1, and P its
intersection with the circle about O through B. Then the spiral about O
with coefficient ∠AOP

∠AOB passes through B. This coefficient is the logarithm
of |OB|/|OA|, to the base eα where α = ∠AOB. Conversely, given the
spiral construction, let P,Q and B be on a circle about O, with ∠QOP =
θ1, ∠QOB = θ2. If a spiral centered at O, through P , with coefficient
1 meets OQ at A, then the spiral centered at O through A and B has
coefficient (θ1/θ2). I assume some construction for this spiral; the last
step involves the use of the logarithmic compass to draw the desired curve.
Let X (center), Y (wheel), and Z (pointer) be the points used to set the

28. If the classically constructible numbers are those that can be found with an (idealized)
calculator with a square-root key, K is the set of numbers obtainable with a calculator that
has an “xy” key.
29. A typical example of a reversible construction in Euclid’s planar geometry is the con-

struction of the center of a given circle as the intersection of the perpendicular bisectors of two
chords. This construction is fairly typical, in that the method is not a step-by-step reversal
of the construction of the circle. Other constructions are not reversible; for example we can
triple an angle but not trisect it.
30. I have no idea whether this is reversible—given e, can I construct π?
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Figure 6.15: The logarithmic spiral with center O and passing through A,B has coefficient
∠AOP
∠AOB .

inclination. Construct a right triangle with a side of length l perpendicular
toXY atX, and the hypotenuse on Y Z; its other side has length (θ1/θ2)·l.

From a historical perspective 31, we can note that since Classical period the
general angular section has been solved with the use of the quadratrix or the
(Archimedean) spiral 32. These curves also allowed solving the quadrature of the
circle, while with the logarithmic compass (which is, however, an instrument,
not a single curve) I still do not know whether it is possible to construct π.
This problem becomes even more intriguing when I observe that my compass
also solves the problem of the mean proportionals 33. Therefore, if my compass
constructed π, it could be considered a “universal device” to solve the classical
problems. Otherwise, if the construction were impossible, it would have meant
that area problems were “essentially different” with respect to angular sections
and mean proportionals.

Even though I do not know whether with logarithmic compass alone I can
solve the squaring of a circle, obviously I can do it if I adopt other differential
machines. I have already seen a machine for the rectification of general angles
(in Fig. 4.14, pag. 93), however it follows the description of a different machine
for the same purpose.

A conceptually simple way to solve rectification of general angles is assem-
bling two differential machines that I have already introduced—the one for the
exponential curve and the logarithmic compass (with coefficient b = 1). Both
these machines traces et, but the first one in Cartesian coordinates and the sec-
ond one in polar ones. Consider a machine for the point (x, ex) (so I can consider
the point (0, ex) varying in function of x) and another for ρ = eθ. According to
the construction 7 at pag. 57, I can constrain the point (0, ex) to have distance
eθ from the origin (0, 0). As illustrated by Fig. 6.16 that means that, once set
the initial conditions, I have the rectification of any angle (and vice-versa given

31. I have to thank Davide Crippa for helping me focus on such questions.
32. See Book IV, Prop. 35 of Pappus’ Mathematicae collectiones (for example in the edition

Pappus [1965]).
33. The problem of finding x1, x2, . . . , xn mean proportionals between two values a and b

means that a : x1 = x1 : x2 = · · · = xn−1 : xn = xn : b. This problem algebraically implies
x1 = n+1√

anb, which is solvable with the logarithmic compass. For a survey on the tradition
of geometrical problem solving regarding general angular section and mean proportionals (in
the early modern period), see [Bos, 2001, pp. 70–79].
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Figure 6.16: A machine using the logarithmic compass for the rectification of angles. A is
constrained by a Cartesian exponential machines to have coordinates (x, ex); B is constrained
by a logarithmic compass to have coordinates eθ(cos θ, sin θ). Considering C the projection
of A on the ordinate, I can constrain OB = OC with the construction 7 at pag. 57 (in the
diagram it was not represented this part). That implies that we have a differential machine
rectifying angles.

any segment, I can find the arc of unary circle with the same length).

6.3 Applications in math education
I think that one of the most important applications of my thesis could be

to furnish the basis for a different approach to calculus. In fact, since the rig-
orous formalization of Cauchy, the main concept behind objects of calculus is
the concept of limit. This makes the idea of infinite processes underlie classical
calculus, with the related delicate epistemological problems in learning 34. On
the contrary, differential algebra allows manipulating differential polynomials
in a deterministic way without any conceptual need of infinity. Differential al-
gebra alone, however, misses the synthetic possibility of showing a solution of
differential equations, and for its introduction at the moment it is necessary a
preliminary knowledge of calculus (being its objects functions and their deriva-
tives) 35. In this perspective differential machines can introduce functions and
derivatives without the need of calculus, and they can be considered as a finite
synthetic method to solve problems of differential algebra with idealized ma-
chines. So, at a very first view, it appears to me that tractional motion could

34. Non-classical approaches instead of infinite processes require infinitesimals. I can cite
Sullivan [1976] about teaching elementary calculus using nonstandard analysis. For a reflection
on reforms in calculus, see Tall [1996].
35. Differential algebra manipulates differential polynomials, so it uses as variables smooth

functions, that, to be precisely defined, need a preliminary knowledge of calculus. Further-
more, if one is interested in the evaluation of a function (e.g. defined as the solution of a
Cauchy problem) given a certain input, differential algebra alone is not able to furnish an
answer.
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be useful to introduce calculus in math education 36. Didactically, differential
machines and differential algebra could help students in having a more concrete
approach to these topics. Furthermore, the introduction of basic differential
algebra could help in catching the continuity between algebraic and differential
problems.

Concerning the didactical approaches to calculus and some possible reforms,
of course the traditional approach with limits has to be introduced, but as an
approach to such topics (essential for numerical methods and to overcome the
limits of differential polynomial systems), not as the only possible approach,
suggesting a rich multi-perspective. Obviously, it has to be empirically tested
whether the approach with differential algebra and differential machines can be
useful in math education.

6.3.1 Re-structuration of calculus
Even though for the moment without the support of any experimental result,

I think it may be interesting to suggest a hypothetical re-structuration of the
curricular introduction of calculus divided in the four following steps.

1. Preliminary introduction/revision of algebra with machines (both concrete
and digital). These machines, intended as Kempe’s linkages or algebraic
machines, play a main role in diagrammatic constructions, and embody a
lot of mathematical and technical knowledge. The use of machines similar
to these in classroom activities has been dealt with in many works from
around the world 37.

2. Introduction of some concrete differential machines to be manipulated and
investigated by students in laboratorial activities. Even though students
have not yet studied the mathematical counterpart, their considerations
will be useful to pose the bases for the mathematical translation 38. Some
examples of possible pathways for such step will be furnished in next
subsections.

3. Conversion of concrete machines in their digital counterparts. Even though
less concrete 39, this step is important to give users the possibility not only
of exploring but also of constructing differential machine (they would be
too complicated to be physically realized). The problem of such step is
that, at my knowledge, no didactical software for dynamic geometry is im-
plementing “inverse tangent” conditions 40. In this perspective, an optimal
solution could be the development of a suitable package for the software

36. Historically Giovanni Poleni (1683–1761, university of Padua, Italy) and Ernesto Pas-
cal (1865–1940, university of Naples, Italy) introduced tractional motion in math education,
because they conceived tractional instruments for theirs students (they created mathematical
laboratories in their universities). For further information see Tournès [2009].
37. For example Van Maanen [1992], Bartolini Bussi [2000], Isoda [2003], Sangaré [2003],

Henderson and Taimina [2005].
38. As suggested in Theory of the Semiotic Mediation (cf. Bartolini Bussi and Mariotti

[1999]), which focuses on the use of artifacts to transmit mathematical knowledge.
39. Computer simulations make it unreachable the physical mechanisms underlying the

simulated behavior.
40. For my perspective, geometry is a tool not just for visualization but also for dynamic

constructions. There are many software plotting solutions of differential equations, but not in
a dynamic geometry perspective.
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Figure 6.17: Possible interface for differential machines in dynamic geometry software. In the
figure, the possible view of a windows of GeoGebra with the introduction, in the right-top,
of the buttons for “cart” and “wheel” constraints. Out of the diagrammatic representation
(blue double arrows for carts, thick grey segment for the wheel), the future project will be
to implement dynamic objects so that geometric components move according to the differen-
tial constraints when the user moves some objects. Furthermore, being GeoGebra based on
the multi-perspective (integration of geometry and algebra), it would also be interesting to
implement in it differential algebra tools for the analytical part.

GeoGebra 41. Indeed, the specific aim of GeoGebra is to integrate geomet-
ric constructions, algebra and calculus, so such package would introduce
the possibility of managing inverse tangent problems both as wheel con-
ditions (for tractional constructions) and as differential algebra equations.
Then it will also be natural to pass to the numerical analysis perspective
with the introduction of approximation methods. For a very preliminary
example of the possible software interface see Fig. 6.17.

4. Theoretical unifying passage. Introduction to the mathematical formal-
ism, first as symbolic manipulation (basic differential algebra) and later as
classical/numerical analysis. That would realize the convergence of ma-
chines, algebra, and geometry beyond Cartesian boundaries. This part will
require a strong effort considering the lack, at my knowledge, of any intro-
duction of elementary differential algebra at school level, even though it
may be organized as a more natural extension of polynomial algebra than
classical analysis (specially thanks to the instrumental counterpart).

From this point of view, the aim of my thesis is to pave the way for future
studies concerning a possible re-structuration of calculus. For the time being,
let me suggest some laboratorial activities possibly related to the second step.
In particular, after briefly proposing a suitable framework, I will look at a

41. See for example Hohenwarter and Preiner [2007]. The software can be downloaded from
url http://www.geogebra.org/. It is free so there are no economic obstacles for its adoption
at school. Furthermore, it is an open-source project based on Java platform, which means it
will be easier to implement such package for all the operative systems. Of course, the package
could be implemented in other proprietary software for dynamic geometry, as Cabri Géomètre.

http://www.geogebra.org/
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first pathway dealing with the use of a very simple concrete artifact to shed
light on the tangent concept. I will later go on to consider a more complex
artifact, originally designed to permit a double use—a first explorative approach
(from machine to mathematics), and a second constructive one (from formula
to machine).

6.3.2 Artifacts in math education
I am interested in laboratorial activities based on the introduction of ar-

tifacts to develop mathematical meanings, processes and in general attitudes
of arguing, conjecturing and demonstrating. Such artifacts can be considered
as historical-cultural objects embodying mathematical knowledge 42, in my case
instruments based on “tractional motion” are oriented to the devolution of the
mathematical knowledge of direct and inverse tangent problems. Students very
often learn just mechanically to “calculate” the tangent in analytical or geomet-
ric contexts, without having a unitary and conscious vision at a meta-cognitive
level. Usually there is a strong break between the students’ formal activity in
the analytical register 43 and the conversion in the geometric one. My artifacts
try to solve this cognitive gap.

Recent studies in laboratorial didactics are producing interesting inputs
about students’ participation in the construction of mathematical meanings
through the adoption of problems, instruments, and teacher-student iterations.
There are many researches on this topic, and they are set on different theoretical
frameworks and inquiry methodologies. In particular, the didactical pathways
proposed in next subsections are situated in the Vygotskian tradition and pre-
cisely in the theoretical construct of the “semiotic mediation” 44 as a complex
process that belongs to a semantic structure including the content of media-
tion, the site in which they are set, the object mediated from the mediator and
the “mediatee” 45. In the pathways that I propose, the mediated object is the
mathematical meaning of the tangent (for direct and inverse problems) with
its analytical and kinematic properties, the means of semiotic mediation are
the artifacts used in a laboratorial learning environment, the mediator is the
teacher, and the receivers are the students. The aim is that students, starting
from highly contextualizable signs strictly linked with the use of the artifact,
reach the mathematical meaning “producing a particular chain of relations of

42. The concept of artifact can be understood very widely. From a historic-epistemological
perspective, Wartofsky claims that “What constitutes a distinctively human form of action is
the creation and use of artifacts, as tools, in the production of the means of existence and in
the reproduction of the species. Primary artifacts are those directly used in this production;
secondary artifacts are those used in the preservation and transmission of the acquired skills
or modes of action or praxis by which this production is carried out. Secondary artifacts
are therefore representations of such modes of actions” [Wartofsky, 1979, p. 200]. There is
also another class of artifacts (tertiary artifacts), “which can come to constitute a relatively
autonomous ‘world’, in which the rules, conventions and outcomes no longer appear directly
practical, or which, indeed, seem to constitute an arena of non-practical, or ‘free’ play or game
activity. This is particularly true. . . when the relation to direct productive or communicative
praxis is so weakened, that the formal structures of the representation are taken in their own
right as primary, and are abstracted from their use in productive praxis” [Wartofsky, 1979,
p. 208]. Mathematical theories are an example of tertiary artifacts. In fact, they organize
mathematical models as secondary ones.
43. Semiotic representation registers, see Duval [1993].
44. Cf. Bartolini Bussi and Mariotti [1999], Bartolini Bussi and Mariotti [2008].
45. Cf. Hasan [2002].
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signification, in which the external reference is suppressed and yet held there by
its place in a gradually shifting signifying chain” 46.

Concerning the role of teachers in such process, research discussions evince
that it is not sufficient to propose an instrument suggesting its use in classes
to mediate the underlying mathematical meanings. Instruments may in fact
be used by the students without understanding the underlying mathematical
knowledge. In these cases, the activity—even if motivating, intriguing, and ped-
agogically useful—can lose the devolution of the mathematical contents. Hence,
a laboratorial activity generally needs the support of teachers 47. Focusing on
students’ cognitive and meta-cognitive level, they have to pay attention at the
didactic strategies centered on the use of an artifact and guide the evolution of
signs and system of signs 48 toward what is recognizable as mathematics.

Vygotskij evinced the importance of a didactic use of artefacts 49 in semiotic
mediation to introduce a new standpoint for a problem that the student probably
would have otherwise solved with automatic reasoning. Thus, with a suitable
pathway and an appropriate teacher orchestration, artefacts can mediate the
knowledge embodied, fostering the internalization process. Specifically, the new
situation obtained with artefacts will be as cognitively stimulating as it is deep
and accurate the analysis of the tool and of its embodied knowledge. From this
perspective I think tractional motion can constitute a rich treasure.

6.3.3 The tangentograph
The “tangentograph” 50 is a simple artifact designed to naturally determine

the tangent to a curve. As a differential machine, it is simply a finite rod with
a wheel, but the physical wheel has a handle that allows the user to keep the
wheel contact point following a required trajectory on the plane. In particular,
the direction of the wheel is given by the rod, and, while the wheel rotates, this
direction is the tangent to the curve followed by the contact point of the wheel
on the plane.

Tangentograph introduction is suggested exactly to make students focus
on the relation between wheel direction and tangent. That would have some
short-term consequences 51 and long-term ones about the systematic introduc-

46. Cf. [Walkerdine, 1988, p. 121].
47. Teachers have to “orchestrate the discussion.” The term “orchestration” refers to the co-

ordination of the different voices that are produced during classroom discussions, as explained
in Bartolini Bussi [1998].
48. The term “sign” is used in a sense deeply inspired by Pierce, and consistent with the

claims concerning the need of enlarging the notion of semiotic system (see Radford [2003],
Arzarello [2006]) including different and more flexible kind of signs.
49. It is important to highlight the relationship between artifacts and knowledge at a cogni-

tive level. Rabardel [1995] distinguishes between artifact (the material or symbolic object per
se) and instrument (a mixed entity made up of both artifact-type components and utilization
schemes). The mixed entity of instruments is born of both the subject and the object, and
constitutes the instrument which has a functional value for the subject. Thus, in educational
activities with artifacts, the aim is to make students achieve an “instrumental genesis.” It is
a complex cyclic process, and can be divided in instrumentalization (relative to the discovery
of the different components of the artifact and the progressive recognition of its potential and
limits) and instrumentation (relative to the begin and development of the use schemes which
are progressively discovered/invented by the learner).
50. Introduced in Di Paola and Milici [2012].
51. The tangent concept, so important to introduce the geometric meaning of the derivative,

is often misunderstood. A typical question evincing the difficult integration between the
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Figure 6.18: Left: the three components of the tangentograph; Right: the assembled artifact.

tion of tractional machines (concrete and simulated) in laboratorial activities
and not only 52. As evident in Fig. 6.18, the instrument is made up of three
components—a handle, a wheel, and a rod. The wheel direction is given by
the handle fork, and this direction will be clearly showed by the rod, that, for
construction, will always lie on plane where the wheel rotates. The user has
to grasp the handle and to move it in order to make the wheel contact point
follow a curve (as we do with the pizza wheel cutter). The main idea is that
it is “natural” to move a pizza wheel cutter along a path, suitably orienting
the direction of the wheel according to the tangent to the path. So the simple
introduction of the rod can help in evincing the idea of tangent line to a curve
in a concrete and intuitive way.

I shortly describe the four steps for the hypothetical didactic activity. The
pathway will proceed through a continuous cycle made up of stimulus questions,
discussions, validations and institutionalizations of the knowledge. Students
(indicatively 9–10th grades) are divided into small groups. For each step I
suggest the goal and eventually some stimulus questions to direct the discussion.

1. Exploration of the artifact. Each group has to identify the components of
the artifact, their possible movements, and to guess possible use schemes.
Then the groups share their ideas, and the teacher tries to make connec-
tions between different notes.

2. Artifact use. Before the introduction of any mathematical content, the
teacher suggests students to use the tangentograph, particularly in con-
crete settings, to find its potentials and limits. Possible stimulus questions

concept of tangent in classical geometry (the tangent line touches a curve only in one point)
and modern one (tangent as limit of secant lines) is: What is the tangent to a straight line at
a certain point? With regard to the different “concept images” about tangent, see Tall [1987].
52. Lakoff and Núñez [2000] suggests that “conceptual metaphors” play a deep role in devel-

oping mathematical ideas. Conceptual metaphors are seen as fundamental cognitive mecha-
nisms which project the inferential structure of a source domain onto a target domain, allowing
the use of effortless species-specific body-based inference to structure abstract inference. Thus,
linking the idea of the wheel to the one of tangent/derivative, could be a rich metaphor that
students can use all over their studies and in their everyday life. In particular, this metaphor
grounds the understanding of mathematical ideas in terms of everyday experience, so it is
classified as a “grounding metaphor.” It will be explored in subsection 7.2.1.
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Figure 6.19: How to trace the tangent while the tangentograph walks along a curve.

can be: Imagine you have to cut a square piece by a pizza 53 without lift-
ing the artifact: Can you discuss what happens in the critical points of the
square? What happens to the artifact rod in the square angles? In what
other shapes can we find similar behaviors of the artifact?
By these questions the teacher, without explicating it, will focus the at-
tention to a naïf idea of singular points.

3. Devolution of mathematical contents. The teacher proposes problems of
increasing difficulty and associated with suitable stimulus questions re-
ferred to tangents and singularity of curves. The topics of such problems
can be:

(a) Focus on the rod direction. Groups have to guess the artifact be-
havior while goes along some drawn curves (circles, straight lines,
geometric shapes more or less familiar to students). The stimulus
questions will be related to the rod direction and to the possibility
of tracing it with a pencil (see Fig. 6.19).
By these questions the teacher, without explicating it, focuses on the
idea of the tangent to a curve in a point and on its variation when
moving the tangency point.

(b) Formal introduction of the tangent. The teacher adds some marked
points to the drawn curves. Groups have to guess the tangent to
curves in the marked points (without the artifact). Later it is sug-
gested the use of the artifact to compare its rod direction with the
hypothetical tangent. Finally students have to trace the tangent as
in the previous point, concretely re-interpreting the previous conjec-
ture. The teacher can also informally introduce the idea of tangent
as limit secant.

(c) Singular points. After a class discussion, learners recognize the dif-
ficulties in defining and tracing the tangent in some singular points.
The teacher, through a continuous artifact-oriented laboratorial ac-
tivity, evinces the parallelism between the concrete activity with the
artifact on singular points and the related property of the tangent
(specially focusing on the role of cusps, that, even though singular
points, do not introduce problems having a single tangent).

53. This example has been chosen particularly for the typical use scheme of the artifact, so
similar to a pizza cutter.
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4. Metacognition and generalization. To shed light on the correlation between
the structural element and the mathematical content, it would be useful to
make pupils reflect on the correspondence between concrete components of
the tangentograph and the idea of tangent. Some stimulus questions can
be: What happens if the wheel had not been designed to roll but to remain
fixed to the handle (like a circular blade)? What if we had not only one but
also two wheels on a line (like rollerblades)? And if the two wheels were
parallel (like in a chariot)? Would it be different if the two wheels have a
common axis of rotation or they can roll with different speeds? How can
we differently build up a machine to find the tangent of a curve?
Regarding this last complex question, it will be interesting to compare
students’ solution with the ones given by the fathers of tractional motion.

The previous discussion of the tangentograph as a geometrical-mechanical
artifact to manage the tangent concept suggest a more general reflection on the
potentials of differential machines and their use in suitable didactic pathways.
In fact, the steps I considered can be generalized beyond the specific device and
the related mathematical meanings. Furthermore, this kind of artefacts can be
useful not only to introduce and develop new mathematical concepts through
a tractional motion approach, but also to break the “automatic reasoning” in
students already knowing the related mathematical contents (e.g. in last years
of high-school).

With regard to the tangentograph, it is just one of the most simple tractional
machines. In particular, in the teaching experiment I focused just on the direct
tangent problem (given a curve, find its tangent properties). Without changing
the artifact, we could also introduce the inverse tangent problem asking students
to apply it with a different use scheme. The stimulus question can be: What
does the wheel contact point describe if we move an extreme of the rod on a
straight line? Which properties will this curve satisfy?

Thus, students will construct a tractrix, opening new perspectives on more
advanced mathematical knowledge, beyond algebraic boundaries. With regard
to this, the teacher can introduce the historical origin of such curve 54 and the
related foundational problems of tractional constructions.

6.3.4 A new concrete differential machine
What I am going to observe in this subsection is the possible use of a more

complex artifact, one that was ideated and designed by me and realized in
collaboration with Benedetto Di Paola 55. The machine is illustrated in detail
in Fig. 6.20. It is mainly made up of a wooden board over which a wooden frame
can translate. In particular, we can attach a sheet of paper to the board with
some tape. According to the assembling, the motion of the frame will determine
the motion of the wheel for the same reasons of all tractional machines 56. If
one presses a marker on the external rubber tire of the wheel, the wheel will

54. Cf. subsection 2.3.1, page 18.
55. This artifact was presented in a workshop at the 64th Conference of the International

Commission for Study and Improvement of Mathematics Education (cf. Milici and Di Paola
[2012]) and mathematically explored in Salvi and Milici [2013].
56. According to E. Pascal’s classification, this machine can be considered as a simple Carte-

sian integraph with straight ruler and straight guide.
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Figure 6.20: Legend: (1) wooden frame; (2) brass cylinder; (3) wheel (in brass with rubber
tire); (4) brass rod; (5) brass peg (with a hole); (6) blind holes.
This tractional machine is made up of a wooden board (to be used in a horizontal position)
covered with a paper sheet (attached with tape). Over this board the frame (1) can translate.
According to the orientation of the figure, the left-right motion of (1) forces the motion of
the inner brass cylinder (2), that however is free to move up-and-down. Inside (2) there is
the wheel (3) that rotates over the paper on the board. Furthermore, on (2) there are two
threaded holes: If the rod (4) is screwed in the first hole then the rod direction is the one of
the wheel, if in the second the rod direction is perpendicular to the one of the wheel (as it
appears in the picture). The direction of (4) is also given by the passage through the hole of
the peg (5): This peg can be inserted in one of the four blind holes on the frame (1). In the
picture, the peg (5) is set in the rightmost hole, the other blind holes being indicated by (6).
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Figure 6.21: The artifact generating a parabola (left) and an exponential curve (right), ac-
cording to the inclination of the wheel in relation to the brass rod. Note that I have not
changed the position of the peg with a hole (indicated with (5) in Fig. 6.20) with respect to
the other possible blind holes. However, the change of the hole for the peg does not modify
the kind of traced curve.

trace its trajectory on the sheet 57.
As shown in Fig. 6.21, based on the way we assemble its components,

this artifact generates two different curves, one algebraic and one transcen-
dental 58. I realized digital simulations of these machines that are available
on-line at the addresses http://tube.geogebra.org/student/mzrMyFGdd and
http://tube.geogebra.org/student/mLXugImiH. These different uses of the
artifact permit not only an explorative approach (from machine to mathemat-
ics), but also a concretely constructive one (from formula to machine). In partic-
ular, being interested in developing a pathway involving the field of infinitesimal
calculus, instead of focusing on curves, I want to focus on the generated func-
tions. Thus, I propose the exploration of a machine embodying the square root
and the construction of a machine for the exponential curve (both machines can
be obtained by assembling the same components in a different manner).

I chose these functions because, though very different from the usual didactic
perspective, they can be markedly similar in their interpretation as differential

57. In a new upgrade of the machine (not represented in the pictures), I added a little
sponge that can be easily attached and removed thanks to a magnet. When removed, this
sponge can be filled of ink so that, when attached on the machine, it automatically dispenses
ink over the rubber tire of the wheel (as in ballpoint pens). That simplify the operation of
tracing the trajectory of the wheel.
58. In particular, the fact that two functions, one transcendent and the other algebraic,

can be constructed through similar devices of equal complexity is an epistemological point,
in contrast with the Cartesian dualism between the different legitimization of geometrical
(algebraic) and mechanical (transcendental) curves. Concerning this, I may mention the letter
that Poleni had written to Hermann in September 1728 (published in Poleni [1729]), in which
the author wondered about the nature of tractional curves. With a simple modification to the
exponential tractional machine (just changing an angle, which is essentially the same thing I
did, as shown in Fig. 6.21), the author realized that tractional machines draw curves defined
by differential equations in a uniform way, regardless of their algebraic or transcendental
nature.

http://tube.geogebra.org/student/mzrMyFGdd
http://tube.geogebra.org/student/mLXugImiH
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Figure 6.22: The actual artifact (compared to the left picture of Fig. 6.21, the machine has
been rotated 180o) and the related differential machine for f(x) =

√
x (we have already seen

it in Fig. 4.15, page 97). To work, it must be shifted horizontally along the “basis cathetus”
(the segment with extremes (x, 0) and (x + 1

2 , 0)). The wheel at (x, f(x)) implements the
condition that the tangent at (x, f(x)) must be perpendicular to the hypotenuse.

machines. The real exponential function has been discussed under many points
of view because it is the solution of a very simple differential equation and can
be constructed with simple tractional machines (e.g. remind Fig. 2.3 at page
20); on the other side the choice of the square root function has been made
because of its nature, which, though simple, reveals many significant aspects
that can be highlighted in the geometrical/mechanical interpretation.

Although the function f(x) =
√
x is algebraic, I do not interpret it as the

inverse of x2. Specifically, the machine (Fig. 6.22) solves the differential equa-
tion f ′(x) = 1

2f(x) with the initial condition f(1) = 1, whose single solution for
positive values is the square root 59.

In particular, the following laboratorial activity 60 focuses on the mathemati-
cal concepts of tangent (geometric and analytical approach with the derivative),
continuity, real function asymptotic behaviors, and differential equations. After
students are gathered in small groups, the activity can be organized as follows:

1. role of the wheel. To begin with, students have to focus on the role of the
wheel, on the avoidance of “lateral movement” in the contact point, and
on the relation with the tangent (the main aim of the activity with the
tangentograph).

2. from concrete artefacts to formal language. Students explore the arti-
fact assembled in a predetermined shape (the machine for f(x) =

√
x)

and build some related use schemes. In particular, they are oriented to
focus on the following—identification of the mechanical components and
constraints, transposition on geometrical constraints, exploration of the
behavior (also asymptotic) without analytical tools, setting in analytical

59. This definition is solved by the square root only for the real values; it does not apply to
the complex extension.
60. For students in last years of high-school or first ones of university.
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geometry, and approach to the formula of the curve using calculus. The use
of a dynamic geometry software can be added to help in highlighting the
components and to give another perspective. Furthermore, the changes
of the traced curve when changing the peg position 61 can be studied as a
parametric problem.

3. from formal language to concrete artefacts. To facilitate a meta-reflection
on the previous step, groups are proposed to theoretically design a machine
to trace the exponential curve (the use of software can help students to
test conjectures and to find useful properties). Then they are suggested
to think at the changes that the artifact needs to trace the exponential
curve, up to the concrete decomposition and reassembling of the machine.

In the previous point 2, the idea of “exploration of the behavior (also asymp-
totic) without analytical tools” was introduced. In contrast to the other steps,
this one is not so standard. To get an idea, see the Table 6.1 (for the asymptotic
observe the last two rows).

With regard to the “setting in analytical geometry,” based on the Cartesian
coordinate system seen in the right of Fig. 6.22, we can consider x = f(y) and,
from the geometric constraints, we get f ′(y) = 2y. Thus, we can analytically
solve it with an integral.

To sum up, I want to remind that the ideas of this section are just preliminary
attempts. Before any real experimentation, the whole setting has to be explored
in greater detail, refined, and more properly designed.

61. According to the notation of Fig. 6.20, the changing of the position of the peg with a
hole (5) means that it is put in one of the other blind holes (6).
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Table 6.1: Translation from the analytical to the geometrical/mechanical semiotic register for
the exploration of the machine in Fig. 6.22 (f(x) =

√
x). These registers are currently not

autonomous: I had to use some analytical properties in the geometrical/mechanical register
(properties of continuous and monotonic functions).

Analytical
Register

Geometrical/Mechanical Register

Domain: R+

Here there is a great difference in comparison to the ana-
lytical register. If not physically dragged on the plane, the
artifact does not allow us to evaluate the domain (because
the abscissa values are used in a dynamic way). On the
other hand, it is possible to realize how the artifact becomes
stuck when f(x) = 0 (the wheel becomes perpendicular to
the left-right motion).

f(x) ≥ 0

Considering that the artifact becomes stuck when f(x) = 0
and that f(1) = 1, the function is always non-negative as a
result of its continuity.

f ′(x) > 0

The tangent has to be perpendicular to the hypotenuse, so
the derivative is positive when f is not negative (in the
whole domain).

lim
x→+∞

f(x) = +∞

Since it is increasing, f cannot oscillate. By reductio ad
absurdum, suppose that f converges, so f ′ tends to 0. Me-
chanically, this implies that the hypotenuse tends to be par-
allel to the ordinates (even if this can never physically hap-
pen), and this occurs only if f tends to infinity. Hence, the
absurdum (f had to converge).

lim
x→+∞

f ′(x) = 0

Once the divergence has been observed, while f tends to
infinity the hypotenuse tends to be parallel to the ordinates,
so the tangent tends to be parallel to the abscissa.



Chapter 7

Conclusions and future
perspectives

In this thesis, I discussed some of the most important approaches to geometry—
synthetic (classical machines), analytic (algebraic machines), and differential
(differential machines). For each of these approaches, I gave the class of allowed
mechanical components, the counterpart of symbolic computation, and the defi-
nition of spaces as zero sets. As I will explore in section 7.1, the balance between
machines, algebra, and geometry is central to a multi-perspectival view of the
same object. From a historical perspective, this introduction of tractional mo-
tion can be considered as a “conservative extension” of the program of Descartes
(finite analysis and synthesis with diagrammatic constructions). However, while
algebraic objects statically limited Descartes’s exact knowledge, if one looks for
the balance between machines, algebra, and geometry, even the limit of dif-
ferential algebraic objects appears temporary, waiting for further extensions.

Before concluding the chapter and the thesis with a summary of open prob-
lems and future perspectives, let me add some reflections about my setting and,
more generally, about calculus. First, I will consider the point of view of the
cognitive science of mathematics. From this perspective, mainly introduced by
Lakoff and Núñez [2000], mathematical ideas are analyzed from the background
of embodied cognition. Since Newton and Leibniz, the core concept of calculus
is the constructive role of the methods involving the infinite. On the contrary,
the proposed mechanical setting and the differential algebra counterpart suggest
that it is possible to consider calculus (at least the part dealing with differential
polynomials) without the need of infinity, but with the metaphor 1 “the wheel
direction is the tangent.” As I will show, this metaphor, being very concrete,
can be considered a “grounding” one.

Machines can be considered not only as idealized instruments, but also as
computing tools. The introduction of infinite approximations in construction is
possible if we consider recursive methods. From a computational standpoint, re-
cursion is the main tool of “digital” (symbolic) computing; differential machines

1. “Metaphor” has to be considered as the “conceptual metaphor” of Lakoff and Núñez
[2000]. It will be explored in subsection 7.2.1.
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can avoid the infinite because they are not based on recursion, being “analog”
machines. The perspective of analog computation will be shortly explored.

However, the role of the infinity as a concept for calculus is something that
is not lying inside mathematics but beyond. In fact, from the formalist per-
spective, mathematics deals just with the finite manipulation of finite formulas
according to suitable deductive rules. From this perspective problems like Bos’s
exactness of constructions are clearly meta-mathematical: A mathematical the-
ory is defined by arbitrary rules, so correctness of mathematics is simply given
by suitable applications of deductive rules. However, I think that an algorithmic
approach can be useful in characterizing the problem of exactness. In particular,
I will propose the (still to be deepened) idea that exactness can be reconsidered
within the framework of an algorithmic theory in relation to the solution of the
“equality test.” Therefore, the existence of a method to check equality between
objects with different representations can be a tool to distinguish between exact
and approximating settings.

7.1 Balance between machines, algebra and ge-
ometry

Machines, algebra, and geometry are the unavoidable components of my
setting. I am going to shed light on their connection with Descartes’s geometrical
method, observing how my setting opens the possibility of a new dualism beyond
algebraic/transcendental. However, the main difference from Descartes is that
I do not consider differential machines as a static limit for geometric intuition,
but as a step toward new future approaches.

7.1.1 A conservative extension of Descartes’s canon
In subsection 2.2.3 (pag. 13) I introduced how Descartes’s geometrical

method was made up of two components—the analytical part (algebra) and
the synthetic one (diagrammatic constructions). Furthermore, this theory, ac-
cording to Panza [2011] and as observed in subsection 2.2.4 (pag. 15), can be
considered as a conservative extension of Euclid’s geometry. The richness of
Cartesian setting depends on the correspondence between objects of the ana-
lytical and the synthetic part, i.e. equations and curves. From this perspective,
the role of suitable ideal machines was central. Their role is somehow necessary
to pass from the complex physical behavior to the simple one of geometry: If we
consider the manipulation of physical artifacts as general analog computation,
diagrammatic constructions with allowed tools can be seen as its restriction
to an easily imaginable part. Informally, the will of specifying such machines
guided me in the introduction of algebraic machines, and I tried to highlight
their relation with Euclid’s tools (viewed as classical machines).

The balance between machines, algebra, and geometry as suggested by Descartes
was historically broken by the increase in importance of the analytical part with
respect to geometric constructions. In particular, infinitesimal analysis also in-
troduced infinitary tools in the analytical part such as series or infinitesimal
elements. However, even though with some centuries of delay, I can consider
the finite approach to calculus objects of differential algebra as a legitimate de-
scendant of polynomial algebra. Contrarily, the synthetic part can be managed
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with the proposed differential machines, which, as a well-defined model for trac-
tional constructions, can be considered as the extension of algebraic machines.
The surprising result is that these heirs of Descartes’s analytical and synthetic
tools are still in balance, being the behavior of differential machines exactly the
space of solutions definable with differential algebra.

Hence, I can consider differential machines, differential algebra, and differen-
tial manifolds as a conservative extension of Descartes’s canon. This extension
defines a closed class of objects based on a suitable interpretation of tangent
problems. However, while Descartes’s canon was justified for its limits by rea-
soning about the “geometric intuition,” my setting is much more weak because
I have no precise justification for the introduction of the wheel (necessary to
extend algebraic machines). Therefore, like Leibniz, I am also adopting a utili-
tarian point of view, but with a mechanical extension instead of the introduction
of infinite.

7.1.2 A new dualism beyond polynomial algebra
In this thesis, I have been able to define the behaviors of differential machines

that have been introduced to formalize tractional constructions in a modern way.
To my knowledge, it is the first clear definition of the limits of tractional mo-
tion. Such limits permit a distinction between objects that are constructible
with differential machines and others that are not. To define the behavior of
such machines, I used manifolds of functions: If Descartes’s setting defined a
dualism between algebraic and transcendental curves, my setting facilitates a
new dualism between functions. As introduced in subsection 4.4.2, the obtain-
able functions are the “differential algebraic” ones (shortly: D.A.), i.e. solutions
of algebraic differential equations 2. As already mentioned, all elementary func-
tions are D.A., and even most of the transcendental functions that we find in
most of the analysis handbooks. Historically, the first example of non-D.A. func-
tion was the Γ of Euler, as proven in Hölder [1886]. As an example of function
that is not D.A., it is interesting to look at this function more closely.

Γ function was introduced as an extension of the factorial, with its argu-
ment shifted down by 1, to real and complex numbers. That is, if n is a positive
integer, Γ(n) = (n − 1)!. There are infinitely many continuous extensions of
the factorial to non-integers, but Γ function is the most useful solution in prac-
tice, being analytical (except at the non-positive integers). In particular, this
function is the unique satisfying the recurrence relation

f(1) = 1
f(x+ 1) = xf(x),

(for any x ∈ R, x > 0) together with the assumption that f be logarithmically

2. An algebraic differential equations is a differential equation in the form
P (t, y, y′, . . . , y(n)), where P is a nontrivial polynomial in n+2 variables, t is the independent
variable, and y is the dependent one.
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Table 7.1: Categorization of functions in one variable (taken from [Shannon, 1941, p. 501]).

Transcendental Algebraic
Trascendentally
trascendental

Algebraic-
trascendental

Euler Γ, Rie-
mann ζ

ex, log(x);
trigonometric,
hyperbolic and
inverses; Bessel,
elliptic and prob-
ability functions

Irrational alge-
braic

Rational

xm (m a ratio-
nal fraction); so-
lutions of alge-
braic equations
in terms of a pa-
rameter

polynomials,
quotients
of polyno-
mials

convex 3, and its formula (defined for x > 0) is

Γ(x) =
∫ ∞

0
tx−1e−tdt.

So the class of functions not D.A. is non-empty: According to Moore [1896]
they are named “transcendentally transcendental” functions (shortly: T.T.) 4.
Carmichael [1913] furnished an unlimited number of such functions, while for
a more recent survey see Rubel [1989]. As discussed in the subsection 7.2.2,
such dualism of functions is studied particularly because of its connection with
analog computing.

About functions in one variable, I give a finer distinction beyond the alge-
braic and transcendental dualism. Of course algebraic functions are also D.A.,
so, calling “algebraic-transcendental” the functions that are D.A. but not alge-
braic, we can divide functions in the cases of Table 7.1 (with some examples).

To conclude the introduction of this new dualism, I have to consider that
I have implicitly considered the functions satisfying some properties about the
continuity of their derivatives, in particular I considered them locally smooth
(i.e. of class C∞ in a certain domain). In general, to be a solution of an algebraic
differential equation of order n, I have to assume that the function has to be
derivable at least n times in a certain range. That means that, for example,
Dirichlet function 5, nowhere being a continuous function, it is far from a solution
of a differential equation. However, even with regard to continuous functions, it
is possible that one cannot find any range in which such functions are smooth

3. By definition, a function f is logarithmically convex if and only if the composition of the
logarithmic function with f is a convex function. About Γ function, Bohr-Mollerup theorem
asserts that it is the unique solution of the recurrence relation for positive, real inputs. It
can be extended by analytical continuation to all complex numbers except the non-positive
integers (where the function has simple poles). To know further about this, see e.g. Artin
[1964].

4. Other authors call D.A. functions “hypo-transcendental” and T.T. functions “hyper-
transcendental.”

5. Dirichlet function equals 1 if x is a rational number and 0 if x is not rational. It can be
constructed as the double pointwise limit of a sequence of continuous functions:

f(x) = lim
k→∞

(
lim
j→∞

(cos(k!πx))2j
)

for integer j and k.
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enough. For example, I can consider Weierstrass function 6 that is continuous
everywhere but differentiable nowhere. Thus, it is not always possible to restrict
a continuous function in an interval over which it is smooth. That means that
the basic condition of differential algebra is not always satisfied. Even though
I will not explore them in detail, I have to cite that these cases are treated
in Rubel [1983] in order to answer to the question “What is a solution of an
algebraic differential equation?” For functions that are only Cn and not C∞,
most of the results (as Ritt-Raudenbush theorem, introduced at page 83) fail.

7.1.3 Beyond differential machines
How can I overcome the boundaries of differential machines still using finite

tools in analysis and idealized machines in synthesis? Being unable to answer
this question, I will focus on it in this subsection. From the analytical point
of view, the answer is simple: I can still use differential algebra for differential
polynomials, this time not only for ordinary but also with partial derivatives.
However, it is not so easy to find a suitable class of idealized machines for such
problems, even not requiring such machines being intuitively simple 7. As I will
show in the subsection 7.2.2, it is generally thought that machines working on
continuous entities (analog computers) can construct only D.A. functions (as
my differential machines).

In my search for an extension of differential machines, I think that a central
role may be played by Euler Γ function. As I am going to examine, this function
can play for D.A. functions the same role as the exponential curve played for
algebraic curves.

Algebraic curves are defined as the zero set of polynomials, where a polyno-
mial is an expression that involves only the operations of addition, subtraction,
multiplication, and non-negative integer exponents. One can ask to relax the
constraint of considering only non-negative integer exponents 8: From this per-
spective, the exponential curve solves the problem of generic exponent. From
the point of view of constructions, tractional motion justified the exponential
curve with the introduction of loads subject to friction or with blades or wheels.
Therefore, even though the extension from polynomials to formulas with any
exponent is not enough to define analytically all the functions constructible with
tractional motion, the construction of the exponential was important to focus
on the role of the wheel for the expansion into the synthetic aspect.

D.A. functions are solutions of differential polynomials. Differential polyno-
mials are polynomials in the variables and their derivatives, but these derivatives
have to be of non-negative integer order. Negative integer-order derivatives can
be considered integrals. However, what does it mean to consider derivatives
of non-integer order? This question is older than three centuries and is at the
core of “fractional calculus” 9. Considering the Cauchy formula for repeated

6. Weierstrass function is defined as f(x) =
∑∞

n=0 a
n cos(bnπx) where 0 < a < 1, b is a

positive odd integer, and ab > 1 + 3
2π (cf. [Weierstrass, 1886, p. 97]).

7. An aim of differential machines was to furnish an intuitive geometric justification for
the construction of solutions for differential equations.

8. For example, we may be interested in considering monomials in x
3
2 , or in x

√
5.

9. Quoting [Ross, 1977, p. 76]:
“Fractional calculus has its origin in the question of the extension of meaning. A
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integration 10

D−nf(x) = 1
(n− 1)!

∫ x

a

(x− t)n−1
f(t)dt,

we can generalize n! as arbitrary values since n! = Γ(n+ 1), thus obtaining 11

D−vf(x) = 1
Γ(v)

∫ x

a

(x− t)v−1
f(t)dt.

This formula links Γ function and fractional calculus. The construction of Γ with
idealized machines can be important, because at the moment it is still missing a
widely accepted geometric interpretation of fractional calculus 12. Hence, from
a historical/philosophical perspective, fractional calculus is now looking for a
constructive-synthetic geometrical legitimation, as it happened in early mod-
ern period with transcendental curves. I hope that differential machines can
constitute a solid step over which new extensions may come.

7.2 Foundational reflections on calculus
From a foundational perspective, the aim of differential machines is to evince

that somehow infinites and infinitesimals are not strictly necessary to treat
(part of) infinitesimal calculus. This aim has to be considered from different
perspectives. First, from a cognitive perspective, I will suggest as underlying
metaphor not the idea of unlimited processes but something about the role of
wheel. Second, I will consider my machines as analog machines, evincing some
differences with the digital counterpart. Third, I will propose a definition of
“exactness,” not as a metamathematical problem but as something determinable
in an algorithmic perspective.

7.2.1 Cognitive approach
Since its appearance, calculus has posed foundational problems for its use of

infinitesimal (from a geometric or algebraic standpoint). I am not interested in
distinguishing between approaches based on infinites or infinitesimal 13, I just

well-known example is the extension of meaning of factorials of positive integers
to factorials of complex numbers. The original question that led to the name
fractional calculus was: Can the meaning of a derivative of integer order dny/dxn
be extended to have meaning when n is a fraction? Later the question became:
Can n be any number—fractional, irrational, or complex?”

The first appearance of such question was in a letter of Leibniz (cf. Leibniz [1849]), and later
got many mathematicians interested in it: Euler (1730), Fourier (1822), Abel (1823), Liouville
(1832), Riemann (1847), H. Laurent (1884), Hadamard (1892), L. Schwartz (1945). For more
precise historical references see Dugowson [1994],Ross [1975], Ross [1977].

Nowadays, fractional calculus finds use in many fields of science and engineering, including
fluid flow, rheology, diffusive transport akin to diffusion, electrical networks, electromagnetic
theory, and probability.
10. The Cauchy formula for repeated integration allows one to compress n antidifferentia-

tions of a function into a single integral.
11. There is not a unique definition of fractional integral, but the following (usually called

Riemann-Liouville fractional integral) is probably the most used version. I am giving it just
to give a superficial idea. For clarifications and further reading, see Miller and Ross [1993].
12. For some attempts, see Adda [1997], Podlubny [2002], Tavassoli et al. [2013], Herrmann

[2014].
13. Cf. Lolli [2012].
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want to focus on the fact that, in one way or another, infinite was considered
forming the basis of calculus. Nevertheless, while the role of infinity in modern
mathematics is fundamental, historically (since Zeno), its use has implied para-
doxes, up to foundational crisis of late 19th and early 20th centuries. To deal
with it, Hilbert’s formalism 14 suggested considering “signs” (finite and precise)
as the only real mathematical objects. Thus, other mathematical objects (as
infinite sets) are just ideal objects, but they can be accepted when they do
not cause contradictions regarding finite real mathematical objects. Therefore,
from a formalist perspective, the entire mathematical apparatus (so also cal-
culus) trivially does not require infinite objects, because everything is already
expressible with finite signs. On the contrary, the problem of defining calculus
without the need of infinity is interesting if we want to analyze the intuitive ideas
underlying mathematical concepts from a cognitive perspective, as suggested by
the “cognitive science of mathematics” (introduced in Lakoff and Núñez [2000]).

Lakoff and Núñez assert that mathematics results from the human cognitive
apparatus and must therefore be understood in cognitive terms. Looking for
mathematical ideas in terms of the human experiences, metaphors, generaliza-
tions, and other cognitive mechanisms give rise to them. Starting from some
human innate abilities, mathematics goes far beyond them mainly due to a large
number of “metaphorical constructions.” In fact, for the most part, human be-
ings conceptualize abstract concepts in concrete terms, using precise inferential
structures and modes of reasoning grounded in the sensory motor system. The
cognitive mechanism by which the abstract is comprehended in terms of the con-
crete is called “conceptual metaphor” 15. Mathematical thought also makes use
of conceptual metaphor. In particular, Lakoff and Núñez distinguish between
three important types of conceptual metaphors:

• Grounding metaphors, which ground our understanding of mathematical
ideas in terms of everyday experience. In these cases, the target domain
of the metaphor is mathematical, but the source domain lies outside of
mathematics.

• Redefinitional metaphors, which are metaphors that impose a technical un-
derstanding replacing ordinary concepts (such as the conceptual metaphor
used by Georg Cantor to reconceptualize the notions of “more than” and
“as many as” for infinite sets).

• Linking metaphors, which are metaphors within mathematics itself that
allow us to conceptualize one mathematical domain in terms of another
mathematical domain. In these cases, both domains of the mapping are
mathematical.

I will try to show how differential machines can be useful for all these three kind
of metaphors.

According to the current interpretation, the main concept behind classical
analysis is the idea of “limit.” From a cognitive perspective, it may be seen as
the idealization of an unlimited process of approaching without reaching. I am
14. Cf. Zach [2015].
15. Given a source domain (the conceptual domain from which we draw metaphorical ex-

pressions) and a target one (the conceptual domain that we try to understand), a metaphor
is a systematic set of correspondences (i.e. a mapping) between constituent elements of the
source and the target domain.
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not interested in delving into such delicate topics 16, all I want to note is that
differential machines can evince how it is possible an approach to differential
objects without the infinity but just with the idealization of something like the
wheel. More precisely, I can say that the main metaphor behind my approach
to calculus is:

the direction of the wheel is the tangent to the curve traced by the
wheel contact point.

With the distinctions of metaphors just introduced, I can say that this wheel
metaphor is a grounding one, so calculus may be based on something very close
to our everyday experience. This improved concreteness, in my opinion, deserves
to be explored not only for foundational reasons (what is the role of infinite in
infinitesimal analysis?), but also for educational fallouts (as suggested in section
6.3).

With regard to the balance between machines, algebra, and geometry ob-
served in section 7.1, I can interpret its cognitive richness as linking metaphors:
Adding metaphors in different domains will enrich the vision of the one who
is approaching, learning, or exploring that concept. Finally, regarding redefini-
tional metaphors, in subsection 7.2.3 I will propose an attempt to reinterpret
the concept of exactness in an algorithmic setting.

7.2.2 Computational approach
Prior to 19th century efforts at “arithmetization of analysis” 17, calculus

rested uneasily on two pillars: the discrete side on arithmetic, the continuous
side on geometry. Considering the geometric foundations of calculus not solid
enough for rigorous works, the arithmetization research program produced a
foundation starting from the natural numbers. Of course, there was a price to
pay in extending discrete tools to the continuous side—the role of infinity. If
from a foundational standpoint the infinity became widely accepted, there is a
field in which infinite tools are not accessible—computation. From an operative
perspective, arithmetic is based on signs manipulations and geometry on dia-
grammatic constructions. Thus, their computational counterpart will be digital
and analog computations respectively 18. I will shortly introduce how the ob-

16. In particular, Lakoff and Núñez [2000] is largely developing the concept of a “Basic
Metaphor of Infinity” unifying the various introduction of infinity in mathematics (infinite
sets, points at infinity, limits of infinite series, infinite intersections and least upper bounds),
that attracted so many critics (e.g. Gold [2001]).
17. Cf. [Boyer, 1968, Chapter XXV]. From a cognitive perspective, the arithmetization

of analysis can be viewed as a foundational “discretization program” that shaped modern
mathematics, as suggested in [Lakoff and Núñez, 2000, Part IV].
18. A computer is a machine working on inputs and giving outputs. Such machines can

be considered dynamical systems, and distinguished according to the time and the state
space (henceforth “space”). Both time and space can be considered as discrete or continuous.
Turing machines, lambda calculus, and cellular automata are computational models with both
discrete time (steps) and space (signs of an alphabet). Shannon’s GPAC (which will be soon
explored) and differential machines have both continuous time and space. The model of Blum
et al. [1989] is continuous in space (works on real values) but discrete in time, while the one
in Dee and Ghil [1984] is continuous in time and discrete in space. For a table with more
examples see [Bournez and Campagnolo, 2008, p. 13, Fig. 3].

Today analog computing is no longer (mainly) studied for construction of actual machines.
Analog computation being deeply related to differential equations, relations with the digital
paradigm are searched to build a bridge between mathematical analysis (calculus) and the
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Figure 7.1: Different types of units used in a GPAC.

jects of calculus can be treated with such two computational paradigms 19.

Even thought analog computers are a large class of devices working on contin-
uous data, the first analog device realized to be “programmable” was Vannevar
Bush’s “differential analyzer” 20. It was designed to solve differential equations
by integration 21, and its mathematical model, the General Purpose Analog
Computer (shortly: GPAC) was given by Shannon [1941]. Even today, GPAC
is widely accepted as the main model for analog computing.

A GPAC may be seen as a circuit built of interconnected black boxes 22,
whose behavior is given by Figure 7.1, where inputs are functions of an inde-
pendent variable. The fundamental result is that GPAC-generable real functions
are the differentially algebraic ones 23. In particular, differential machines can
be thought as a model of analog computation: D.A. functions assure the link

classical theory of computability.
19. Even though I will not discuss it in detail, there are models where analog computation is

extended with iterative methods (they are called “hybrid” models). For a comparison between
different digital, analog, and hybrid models working on real numbers, see Hainry [2006].
20. Cf. Bush [1931]. The differential analyzer’s input was the rotation of one or more drive

shafts, and its output was the rotation of one or more output shafts. The main units were
gearboxes and mechanical friction wheel integrators, the latter having been invented by Italian
scientist Tito Gonella in 1825 (cf. Bowles [1996]). The origin of the idea of a machine using
integrators to solve differential equations owes to Lord Kelvin, cf. Thomson [1875].
21. As opposed to the various integraphs, the differential analyzer was designed not to solve

a specific differential equation but to be general-purpose. Since it is composed of mechanical
components, it is possible to construct it with Meccano components: Scientists and researchers
around the world until the end of the WWII built these Meccano models for serious works.
Today building differential analyzers with Meccano parts has become a popular project among
serious Meccano hobbyists. One of these models has been built at Marshall University, and is
now used for educational purposes. By operating the machine, a student not only solves a dif-
ferential equation, but also becomes the “calculator,” and so develops a better understanding
of what a differential equation is (cf. Brooks et al. [2008]).
22. Here we can note the main difference between GPAC and differential machines. My

interest being to give a certain “geometric insight,” my model deals with specific idealized
components, not black boxes. However, the black boxes approach has the nice characteristic
that it is not specific to any actual device (Shannon designed a device implementing the
differential analyzer not with mechanical tools, but with electronic components, improving
performances).
23. Cf. Shannon [1941],Pour-El [1974],Lipshitz and Rubel [1987]. Precisely it holds:

Proposition. Let I and J be closed intervals of R. If a function y is GPAC-generable on I
then there is a closed subinterval I′ ⊂ I and a polynomial p(t, y, y′, . . . , y(n)) such that p = 0
on I′. Vice versa if y(t) is the unique solution of p(t, y, y′, . . . , y(n)) = 0 satisfying a certain
condition on J then there is a closed subinterval J ′ ⊂ J on which y(t) is GPAC-generable.
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between GPAC-generable and function generated by differential machines 24.
Thus, also my model of machines supports the usual idea that functions gener-
able with analog machines are all and only the D.A. functions (so for example
excluding Euler Γ, Weierstrass and Dirichlet functions) 25. We will see some
differences in the digital counterpart.

With regard to digital computation over the reals, I have to distinguish
between two different approaches 26. On the one hand, we have numerical anal-
ysis and scientific computation; on the other, we have the computation theory
arising from logic and computer science. To perform computations on real num-
bers, numerical analysis approximates real values to rational ones. Thus, such
algorithms (e.g. Newton’s method) provide approximate solutions. The other
approach, represented by “computable analysis,” deals with “exact” computa-
tion, as I am going to explore. In the next subsection, I will distinguish “exact
as symbolic” from “exact as not approximating,” being more interested in the
second interpretation for foundational reflections.

Computable analysis is a branch of computability theory studying those
functions on the real numbers and related sets that can be computed by ma-
chines such as digital computers 27. It avoids both approximations to rational
numbers (as in numerical analysis) and the introduction of infinity (as in clas-

24. I need a note about functions generable by GPAC and differential machines. In Milici
[2012a], I suggested that differential machines (in the paper called “Tractional Motion Ma-
chines”) can generate more functions than GPAC. In fact, using the results of Graça [2004]
and Graça and Costa [2003], GPAC generable functions can be characterized as solutions of
polynomial Cauchy problems (shortly: pCp), i.e. Cauchy problems in the form{

y′ = p(t, y)
y(t0) = y0

(with t the free variable, y = (y1, . . . , yn) a vectorial function in t and p = (p1, . . . , pn) a
vectorial polynomial in y and t). The equivalence between functions that are GPAC-generable
and solution of pCp implies that all the GPAC-generable functions have to be analytic.

Based on a suitable input/output interpretation of differential machines, I solved any
generic pCp with my machines, and generated a real function having a cycloid as Cartesian
graph, hence a non-analytic function. This means that, from an input/output interpretation,
functions generated by differential machines are more than the ones generated by GPAC.

However, as I observed, every solution of a differential machines has to solve an algebraic
differential equation, so solutions have to be locally D.A.: a general solution is made up gluing
different local solutions (i.e. D.A. functions). I decided to avoid all such complications in this
thesis setting differential machines in a behavioral approach and not in an input/output one.
Analytically, the passage from behavioral (i.e. based on “relations”) to input/output (i.e.
based on “functions”) approach is mathematically based on the implicit function theorem.
This important theorem of multivariable calculus is a tool that allows relations to be converted
to functions of several real variables (representing the relation as the graph of a function).
There may not be a single function whose graph is the entire relation, but there exists such a
function on a restriction of the domain of the relation.
25. For example, this idea that analog generable functions are all and only D.A. is visible

in Rubel [1989]. A conceptual extension of GPAC solving partial differential equation is the
“Extended Analog Computer” introduced by Rubel [1993]. However, the possibility of actually
realizing such a model by physical devices has to be investigated.
26. Cf. Blum [2004].
27. Computable numbers (together with Turing machines) were introduced in Turing [1937],

while computable real functions in Grzegorczyk [1955]. See Weihrauch [2000] for an up-to-date
monograph of computable analysis from the computability point of view, or Ko [1991] for a
presentation from a complexity point of view. Classical references are Aberth [1980], Pour-El
and Richards [1988].
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sical calculus) with the following definitions.
A real number a is computable if it can be approximated by a Turing-

computable function f : N → Z such that, given any positive integer n, the
function produces an integer f(n) satisfying f(n)− 1

n ≤ a ≤ f(n) + 1
n .

28. Rep-
resenting computable numbers by the Gödel indices of the function f 29, we
have an exact representation of these numbers 30. The computable real num-
bers form a real closed field. The equality relation on computable real numbers
is not computable, but for unequal computable real numbers, the order relation
is computable.

To define computable real functions we can use the definitions of sequentially
computable 31 and effectively uniformly continuous 32 functions. A real function
is computable if it is both sequentially computable and effectively uniformly
continuous. Computable real functions map computable real numbers to com-
putable real numbers. The composition of computable real functions is again
computable. Every computable real function has to be continuous.

It is now natural to compare GPAC-generable functions with computable
ones. As has been seen, analog computation currently has a stronger connection
with classical analysis (thanks to D.A. functions) than its digital counterpart
does (to my knowledge, there is no analytical characterization of computable
functions). Bournez et al. [2006] proved the computational equivalence be-
tween GPAC and Turing machines, but with some specifications. This compu-
tational equivalence is not about GPAC-generable functions, but about GPAC-
computable functions 33. However, my aim being to compare digital main tools
(recursion) with analog ones (continuous solution of differential equations), I
am not interested in the hybrid concept of GPAC-computability.

Referring back to GPAC-generable functions, each of these functions is Tur-
ing computable 34, but the converse does not hold. In fact, Euler Γ function,
that is not D.A., is computable 35. Thus at the moment analog computation (in-
tended as D.A. functions, so generated by a GPAC or by a differential machine)

28. Another definition is that the real number a is computable if there is a Turing-
computable sequence of rational numbers qi converging to a such that |qi − qi+1| < 2−i
for each i ∈ N.
29. The Gödel index (or Gödel number) of a Turing function f is an integer that encodes

the rules of the Turing machine defining f . Any Turing function different from f will have a
different Gödel index. The concept of Gödel numbering was used by Kurt Gödel for the proof
of his incompleteness theorems in Gödel [1931].
30. While the set of real numbers is uncountable, the set of computable numbers is only

countable. Therefore, almost all real numbers are not computable. However, all the real
constants usually present in mathematics (such as algebraic numbers, e, π, Euler-Mascheroni
constant γ) are computable. The first example of a real number that is definable but not
computable is Chaitin’s constant Ω, which is a type of real number that is Turing equivalent
to the halting problem (cf. Chaitin [1975]).
31. A function f : R → R is sequentially computable if, for every computable sequence
{xi}∞i=1 of real numbers, the sequence {f(xi)}∞i=1 is also computable.
32. A function f : R → R is effectively uniformly continuous if there exists a recursive

function d : N→ N such that, if |x− y| < 1
d(n) then |f(x)− f(y)| < 1

n
.

33. GPAC-generable functions are functions computed with a GPAC in “real time,” while
GPAC-computable ones are obtained with a kind of “converging computation,” as used in
computable analysis. In other words, GPAC-computable functions are generated by a GPAC
with a process of limit.
34. Every GPAC-generable function is GPAC-computable, and GPAC-computability is

equivalent to Turing computability.
35. Cf. Pour-El and Richards [1988].
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is weaker than digital one.

7.2.3 Toward a definition of exactness
According to section 2.2, the problem of geometric exactness is a metamathe-

matical problem about the intuitive concept of geometry. What I claim is that,
if we adopt a computational approach as the one of the previous subsection,
the exactness problem can be suitably set inside mathematics. From this per-
spective, the arithmetization of analysis offers an important view: Passing from
“exactness of constructions” to “rigor of proofs,” this arithmetization allowed
setting calculus totally inside formal mathematics. However, this rigorization
was obtained by delving only into the discrete aspect of mathematics and re-
leasing the continuous one, as the relation with geometric constructions. The
first question is:

Is it possible to bring the concept of “exactness” inside mathematics
from a computational perspective, including both digital and analog
paradigms?

I do not claim to answer this question, but I will give the sketch of an attempt
to set the problem.

Heuristically, I looked for a property that could distinguish between a com-
putational framework using infinitary approximation and another one purely
finitistic 36. An example of the first one is computable analysis: Even though
this framework is computational (infinite is not directly introduced due to a
suitable use of signs), objects as numbers and functions are defined only as
arbitrary approximations. In such a setting, there are many algorithmically
testable properties, but it is not generally possible to test whether two objects
are equal or not. This is the case because checking equality implies infinite tests.
Contrarily, in algebraic settings such as differential algebra, the equality can be
tested 37, and differential algebra, even though dealing with objects of calculus,
is not really involving infinite.

Thus, I propose the following definition of exactness for future research 38:

a computational framework is exact if and only if the equality test is
computable in it.

Using this idea of exactness as solvability of equality test, I can justify in
a new way the exactness of classical and algebraic machines (intuitively: of
Euclid’s and Descartes’s geometries); not because of the adherence to a certain
canon, but because they satisfy the equality test 39.

36. I am not dealing with approximated framework as numerical computation with finite
precisions. I am focusing on purely symbolical computations.
37. Equality can be tested at least for the case of differential polynomial systems without

initial value problems. However, it has not been proven that with IVP the equality relation
is not computable.
38. In contrast to the historical setting of geometric constructions, this concept is available

for both digital and analog computation.
39. Cf. subsection 3.2.5 at pag. 39, and subsection 3.3.8 at pag. 55.
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Furthermore, I can answer about exactness of infinitesimal analysis: Is it
possible to have an exact approach to calculus? 40 Owing to the analytical coun-
terpart of differential algebra, differential machines exemplify how it is possible
to find an exact approach to calculus. However, with regard to computable
analysis, differential machines generate fewer functions (e.g. Γ function is com-
putable but not D.A.), so now it is reasonable to ask ourselves: Is it possible to
have an exact approach to (a part of) transcendentally transcendental functions?
I expect this work to provide a basis to answer this and other questions about
boundaries of exactness 41.

In summary, it can be said that this thesis was a quest for exactness of
calculus. Nevertheless, I had to define what exactness is, and I suggested it on
the basis of a computational approach. From a cognitive perspective (remind
subsection 7.2.1), I can consider this definition a redefinitional metaphor for
exactness.

7.3 Open problems and perspectives
In the present thesis, I proposed an approach for tractional constructions of

differential equations with differential machines. I began exploring the historical
example of tractional motion, giving to it a well-defined synthetic counterpart
as machines, and suitable analytical tools.

While early modern exactness problem dealt with geometric constructions, I
proposed a more general application of exactness to include any general compu-

40. From this perspective, I can reread the observations of Berkeley on infinitesimal as
entities missing the equality test. The Analyst was a direct attack on the foundations of
calculus, specifically on Newton’s notion of fluxions and on Leibniz’s notion of infinitesimal
change. About my concept of exactness, I can see how Berkeley main argument (in [Berkeley,
1734, Section 16]) is about the ontological status of objects in calculus:

“And what are these Fluxions? The Velocities of evanescent Increments? And
what are these same evanescent Increments? They are neither finite Quantities
nor Quantities infinitely small, nor yet nothing. May we not call them the ghosts
of departed quantities?”

Algorithmically, that can be rephrased: it is not possible to check whether some objects (the
infinitesimals) are equal or not to zero (still remaining in the field of real numbers, and not
considering logic extensions as non-standard models).
41. Tait [1981] claims that finitist reasoning (rejecting all references to infinite totalities)

is essentially primitive recursive reasoning. From this perspective, it can be interesting to
consider primitive recursive real numbers (cf. Chen et al. [2007]) instead of computable ones:
I have no idea about the decidability of the equality test on them.

With regard to the comparison between digital and analog computation, as recursive
functions are constructed extending primitive recursive ones with the µ operator (i.e. the
minimization operator, which searches for the least natural number with a given property),
we can also consider an operator to extend the functions generable by GPAC. The first intro-
duction of µ in analog computation is due to Moore [1996], who defined a class of recursive
functions on the reals analogous to the classical recursive functions on the natural numbers.
On a theoretical analog computer that operates in continuous time, µ was a zero-finding oper-
ator, and the class of functions obtainable with it turns out to be surprisingly large, including
many functions which are uncomputable in the traditional sense. This conceptual computer
is almost certainly unphysical (as probably the machine in Rubel [1993]), so, to address the
degree of unphysicality, Moore stratified the class of functions according to the number of
uses of the zero-finding operator µ (the lowest level of this hierarchy coincides with Shan-
non’s GPAC). To evince the relationship with infinitary tools, Mycka [2003] replaced Moore’s
definition of µ-operator as zero finding by infinite limits.
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tational framework (both analog and digital). The main purpose of my exactness
definition is intuitively to distinguish between approaches that implicitly require
infinite processes (approximating frameworks) and the ones that do not (exact
ones). The idea is to interpret exactness as the algorithmic availability of the
equality test between any two constructed objects.

Owing to the behavioral approach, differential machines construct solutions
of systems of differential equations and inequations. Thanks to the symbolic
manipulation methods of computer algebra, is it possible to test whether the
solutions generated by different machines are equal or not (with the remarks of
note 37), so differential machines can be considered an “exact framework” for
calculus. With the proposed setting, a foundation for calculus can be achieved
by avoiding infinitesimal, infinite, and approximations.

Furthermore, considering differential machines, differential algebra and D.A.
functions as an extension of Cartesian setting (geometric linkages, polynomial
algebra and algebraic curves), this approach provides a new balance between
machines, algebra and geometry beyond Descartes’s limits but still based on
geometric constructions (in the synthetic part) and without the introduction
of infinitary entities or procedures (in analysis). Nevertheless, in contrast to
Descartes’s view, my approach is not a closed one, which is why new extensions
can be added in the future.

Out of the obtained results, there are many related open problems, and
future perspective, that I am going to recall. The main topics to be deepened
in the future are the following:

• Exactness as solution of equality test: Are there strong arguments for this
idea? What is the role of finitism? (Especially with regard to calculus.)

• Is it possible to extend the balance between machines, algebra and geome-
try to construct Γ function, fractional calculus and differential polynomials
with partial derivatives?

• Can algebraic machines be considered as a model of Descartes’s machine?
(Especially considering Descartes’s canon a “conservative extension” of
Euclid’s geometry as algebraic machines are an extension of classical ones.)

• With regard to differential machines: Can they be considered as a “con-
servative extension” of algebraic ones? 42

• Is equality between differential machine computable considering initial
value problems? (cf. the final paragraph of the subsection 4.4.3 at pag.
95).

42. I introduced differential machines as an extension of algebraic machines to solve the
inverse tangent problem: But why did I precisely choose the tangent problem instead of any
other? Is there some logic/algorithmic justification for this?

The extension from classical to algebraic machines was just the relaxing of some postulates.
Is it possible, using some setting different from the proposed one, to see differential machines
as the ones obtained relaxing some postulates of algebraic ones, and not as an implementation
solving an inverse problem? From this perspective, a possible idea is no longer to consider
carts and wheels, but the more general “direction constraint” (cf. the final paragraph of the
subsection 4.1.4 at pag. 68). Which class of machines is defined using not carts and wheels,
but the direction constraint? Moreover, from a logical standpoint, is it possible to set these
machines using only the tetradic relations “congruence” and “direction”?
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I also met some other problems that, even though still open, are not impor-
tant in the whole ambit of the thesis. However, at least for curiosity, I think it
can be interesting to deepen them in future works. They are:

• Extension of Mohr-Mascheroni theorem to non Euclidean geometries: Con-
sidering constant curvature geometries, when can compass and straight-
edge constructions be performed by a compass alone? (cf. note 42 at pag.
42).

• Which class of the curves is constructible as ruler-and-compass loci? (cf.
the subsection 3.4.2 at pag. 59).

• Is it possible to determine algorithmically when the solutions of a differen-
tial machine can be obtained with an algebraic one? (cf. subsection 4.4.4
at pag. 97).

• Which class of points is constructible using the logarithmic compass? (cf.
section 6.2 at pag. 128).

Furthermore, as introduced in the subsection 6.3.1, to arrive at a more con-
structive, sensitive, and concrete approach to calculus in math education, future
purposes are about the following:

• actual machines for laboratorial activities;

• the development of a suitable dynamic geometry software;

• a restructuration of calculus in the light of differential machines and dif-
ferential algebra.

The possibility of a restructuration of calculus is interesting to be investi-
gated from instrumental, visual, algebraic, cognitive, and foundational view-
points.

Finally, I want to conclude this quest for exactness with a remark on the
role that the exactness problem can assume in the future. In contrast to the
rigor, exactness involves canons of constructions and not just of axiomatic set-
tings. Hence, the role of exactness is strongly related to that of computation
(from a theoretical perspective, not from a physical/engineering one). Thus, a
reflection on exactness, on its nature, and on its boundaries, considering both
geometric/analog and arithmetic/digital settings (specially about their mutual
relations) could be useful for future definitions of what computation is. I hope
that such an inquiry will open up a new way to go beyond the restrictions of
today 43 in an evolutionary process.

43. As the Church-Turing thesis briefly discussed in the subsection 2.3.5.
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