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Chapter 1

Introduction

In this chapter we review the main ideas of this thesis and informally explain some (if not all) of
the results. We address each of the chapters in order, and suitable references to the actual results
and formal presentation of the concepts are provided along the text.

One of the central ideas of this work is that of renormalisation. Roughly speaking, quantum
physical systems often produce ill-defined quantities arising from infinities which appears when
considering self-interactions at various scales. Even though at a fixed scale these interaction
might be finite computed quantities it is possible that adding up an infinite number of scales
produces infinities. Renormalisation is a way of dealing with these infinities by specifying
relationships between the parameters of the theory in such a way to produce (a finite number of)
what is called counter-terms. These terms are also diverging but in such a way that they exactly
cancel the diverging quantities.

Even directly at the level of the continuum description of some Quantum Field Theory models
the objects involved are ill-defined, and the naïve attempt at defining them as the continuum
limit of some regularisation of the problem has to be carefully done. In general some form
of renormalisation has to be performed. Ideally the limiting object, and hence the physical
predictions of the theory, will not depend on the specific form of this prescription.

A wide amount of renormalisation procedures have been proposed by physicists throughout
the years. Among these there is the Bogoliugov–Parasiuk–Hepp–Zimmerman (BPHZ for short)
renormalisation procedure, which has been recently studied from a mathematical point of view
by M. Hairer and others by means of the theory of Regularity Structures.
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1.1 Hopf-algebraic deformations of products

A key step in various of the existing renormalisation procedures for perturbative QFTs is taking
Wick products. In its simplest form, a Wick product associates to a pair of random variables X,Y

with finite moments another random variable

: XY : B XY − XEY − YEX + 2E[X]E[Y ] − E[XY ].

Although this definition might seem arbitrary at first it enjoys a rich structure intimately related
to the Leonov–Shiryaev relation (eq. (1.5) below, see also Section 4.3.3) between moments
and cumulants, and thus to moment generating functions. The first thing we remark is that
E : XY : = 0, that is, the Wick product is always a centred random variable independently of the
specific distribution of X and Y provided that the involved expectations are finite, and this is in
fact one of the defining properties of general Wick products. We also observe that : XY : is
a degree 2 polynomial in X and Y . Of particular interest is the Wick square : X2 : and more
in general the Wick powers of a single random variable with an appropriate amount of finite
moments, which are then given by a polynomial in X of appropriate degree.

Definition 1.1.1. Given a collection (Xk : k ∈ N) of random variables with finite moments of
all orders. For any multi-index α, the Wick polynomial : Xα : is a random variable recursively
defined by setting : X0 : B 1 and

Xα =
∑
β+γ=α

(
α

β, γ

)
E[X β] : Xγ : . (1.1)

In the above definition by a multi-index we mean a function α : N→ N with finite support,
and we have set up the notations

Xα =
∑
n∈N

Xαn
n , Xα =

∏
n∈N

Xαn .

The Wick power : Xn : is a polynomial of degree n in X . The specific form of this polynomial
depends on the distribution of X and they are known explicitly in some specific cases. For
example, if X has a standard Gaussian distribution then : Xn : = hn(X) and the polynomials hn

are known as Hermite polynomials. They are an orthogonal family in L2(ω) where ω(x) = e−x2/2

is the Gaussian weight, that is, they satisfy the relation∫
R

hn(x)hm(x)ω(x) dx = δnm.

An interesting as well as delicate example of an application of Wick products is the one
appearing in Regularity Structures in the papers [15, 20, 56]. In this setting, the variable X
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is space-time white noise which is a random distribution living in a Besov space of negative
regularity. Usually one is interested in taking products of X with itself which are ill-defined.
Then, one tries to regularise X by performing convolution with a smooth kernel depending on a
small parameter ε > 0 and then trying to take the limit as ε → 0. Naturally this limit cannot be
well defined and some kind of renormalisation has to be performed. It turns out that altough Xε
will not converge in a suitable space since EX2

ε will be proportional to some negative power of ε,
the Wick square : X2

ε : is centered so the sequence is bounded in L2.

In Chapter 4 we construct a Hopf algebra describing Wick products as the action of a linear
functional on it. Thus we abstract the combinatorial properties of Wick polynomials into a
combinatorial setting. In particular, we generalise Wick polynomials to arbitrary multivariate
distributions with finite moments of all orders. We then use this Hopf-algebraic presentation
of Wick polynomials to relate Wick products with Hopf-algebraic deformations of the classical
product of polynomials. More precisely, given a collection (Xa : a ∈ A) of random variables we
let H = R[xa : a ∈ A] be the commutative polynomial algebra on formal variables (xa : a ∈ A),
i.e. H is the vector space spanned by monomials xα and product is given by xα · xβ = xα+β. The
coproduct ∆ : H → H ⊗ H is given by

∆xα =
∑
β+γ=α

(
α

β, γ

)
xβ ⊗ xγ .

Then, we define linear maps µ : H → R and W : H → H by letting 〈µ, xα〉 B E[Xα] and
W(xα) B : xα : . With these notations, eq. (1.1) can be rewritten as an identity of linear maps on
H as

µ?W = id

where ? is the convolution product (φ ? ψ)(xα) = (φ ? ψ)∆xα. This gives a way to write the
Wick product : Xα : in terms of µ.

Theorem 1.1.2. For all multi-indices α we have

W(xα) = (µ−1 ? id)(xα) (1.2)

where µ−1 is the convolutional inverse of the linear map µ.

Observe that although it is not apparent from the notation, this definition depends heavily on
µ. We call W(xα) the generalised Wick polynomial associated to the distribution of (Xa : a ∈ A).
In particular, using that the inverse of µ can be explicitly computed we obtain the following
formula for : xα : .
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Theorem 1.1.3. Wick polynomials have the explicit expression

: xα : = xα +
∑
n≥1
(−1)n

∑
β+γ1+...+γn=α

(
α

γ1, . . . , γn, β

)
µ(xγ1) · · · µ(xγn)xβ. (1.3)

The group G(H) = {λ ∈ H∗ : λ(1) = 1} acts canonically on H given by means of the map
φλ : H → H defined as

φλ(xα) B (λ ⊗ id)∆xα = (λ ? id)(xα).

This is a group action since one can verify that φλ1?λ2 = φλ1◦φλ2 so that in particular (φλ)−1 = φλ−1 .
These maps can be used to induce a deformation of the Hopf algebra structure of H by setting

xα ·λ xβ B φλ−1(φλ(xα)φλ(xβ)),

∆λxα B (φ−1
λ ⊗ φ

−1
λ )∆φλ(x

α),

〈ελ, xα〉 B 〈ε, φλ(xα)〉 = 〈λ, xα〉.

We then have

Theorem 1.1.4. For any λ ∈ G(H) the quintuple (H, ·λ,1,∆λ, ελ) defines a Hopf algebra, and the
map φ−1

λ is a Hopf algebra isomorphism from the initial Hopf algebra H onto the deformed one.

In the particular case where λ = µ is the map representing the moments of the collection
(Xa : a ∈ A) defined above and Theorem 1.1.2 we obtain

Theorem 1.1.5. The Wick product map W : H → H is equal to φµ−1 . In particular W :
(H, ·,∆) → (H, ·µ,∆µ) is a Hopf algebra isomorphism and

: xα · xβ : = : xα : ·µ : xβ :

for all monomials xα, xβ ∈ H.

One of the main difficulties for the application of Theorem 1.1.2 is the computation of the
inverse µ−1 appearing in eq. (1.2). For a general element µ ∈ G(H) its inverse is given by the
formal series

µ−1 =
∑
n≥0
(ε − µ)?n.

We prove that in fact this computation can be simplified by introducing a larger Hopf algebra
structure Ĥ such that H is a left comodule over it, and such that every element in G(H) lifts to
a unique character µ̂ over Ĥ. In particular, the convolutional inverse µ̂−1 can be computed by
means of the extended antipode Ŝ on Ĥ, i.e. we have that µ̂−1 = µ̂ ◦ Ŝ. The advantage in this
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situation is that Ĥ has a graded structure and thus the antipode Ŝ has a recursive formula when
applied to an arbitrary monomial in Ĥ. Concretely, we define Ĥ to be the free commutative
polynomial algebra over H, so that as a vector space Ĥ is also spanned by the monomials xα but
product is just juxtaposition xα • xβ. That is, we consider each monomial in H to be a different
variable in Ĥ. For example, for any single variable we have xa · xa = x2

a , xa • xa in Ĥ. There is
a canonical way to extend the coproduct ∆ : H → H ⊗ H to a coproduct ∆̂ : Ĥ → Ĥ ⊗ Ĥ so that
(Ĥ,•, ∆̂) is a graded connected Hopf algebra with antipode Ŝ given explicitly by the formula

Ŝxα = −xα +
∑
n≥2
(−1)n

∑
β1+···+βn=α

(
α

β1, . . . , βn

)
xβ1 • · · · • xβn

whence we deduce eq. (1.3) by restriction.

Finally, we generalise this construction to a larger class of monomials appearing in the theory
of Regularity Structures. In this case, the underlying Hopf algebra is the Butcher–Connes–
Kreimer Hopf algebra over the collection of non-planar decorated rooted trees. In [56] these trees
are used to represent generalised Taylor expansions, and related to the problem of multiplication
of distributions. Our setting then allows us to interpret the renormalised products in [20, 56] as
Hopf algebraic deformations of the pointwise product of smooth functions by using the Hopf
algebra structure over trees in a similar way, thus connecting Regularity Structures with Wick
renormalisation. In particular, we identify the BPHZ renormalisation character appearing in [15,
20] as a Wick product of trees in the sense of Theorem 1.1.2.

Concretely, in the language of Regularity Structures a random distribution can be considered
as a random linear map X over trees taking values in the space of continuous functions on Rd ,
such that 〈X,1〉 = 1. If we suppose that 〈X, τ〉(0) has finite moments of all orders so that we may
define a linear map on trees by setting

µ(τ) B E[〈X, τ〉(0)]

Theorem 1.1.6. Suppose that X is stationary in the sense that 〈X, τ〉(x + ·) has the same law as
〈X, τ〉 for all trees τ and x ∈ Rd . The only character λ on forests such that

E[〈X̂,ψλτ〉(0)] = 0

for all non-empty forests τ coincides with µ̂−1, where X̂ is the unique character extension to
forests of X .

We also use this Hopf-algebraic language to describe generalised versions of the Leonov-
Shiryaev relation between moments and cumulants. Moment–cumulant relations appear naturally
in the context of stochastic integration with respect to random measures, the Itô integral being
an specific example of this broader theory. In particular they are related to chaos expansions.
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See for example G. Peccati and M. Taqqu’s book [100]. In the case of a univariate distribution
X with finite moments of all orders, if we denote its moments by µn B EXn, the sequence of
cumulants (κn) is defined by the relation

exp

(
∞∑

n=1

tn

n!
κn

)
=

∞∑
n=0

tn

n!
µn (1.4)

and in fact the sequence (κn) characterises the distribution of X . Some classical examples include
the standard Gaussian distribution whose cumulants are κ1 = 0, κ2 = 1 and κn = 0 for all n ≥ 3.
The Poisson distribution of parameter λ > 0 is characterised by the constant sequence κn = κ for
all n ≥ 1. Equation eq. (1.4) is actually equivalent to the Leonov–Shiryaev relations

µn =

n∑
m=1

(
n − 1
m − 1

)
κmµn−m

which are closely related to the Bell polynomials and Faà di Bruno’s formula.

With the same notations as in eq. (1.1) we can define joint cumulants (Ec[Xα]) in terms of joint
moments of a collection (Xa : a ∈ A) of random variables via the generalised Leonov-Shiryaev
relation

E[Xα] =

|α |∑
n=1

1
n!

∑
β1+···+βn=α

(
α

β1, . . . , βn

) n∏
i=1

Ec[Xβi ]. (1.5)

This equation gives a recursive definition of Ec[Xα] by induction over the sum

|α | B
∑
a∈A

αa.

If we define the linear functionals µ : H → R and κ : H → R by

µ(xα) B E[Xα], κ(xα) B Ec[Xα]

as before, we can lift eq. (1.5) into our abstract setting.

Proposition 1.1.7. We have

µ = exp?(κ) = ε +
∑
n≥1

1
n!
κ?n.

We can invert this relation and obtain

Proposition 1.1.8. We have

κ = log?(µ) =
∑
n≥1

(−1)n

n
(µ − ε)?n.
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In particular,

Ec[Xα] =
∑
n≥1

(−1)n−1

n

∑
β1+···+βn=α

(
α

β1, . . . , βn

) n∏
i=1

E[X βi ].

1.2 Modifying Rough Paths

Rough paths theory was initiated by T. Lyons twenty years ago in the seminal paper [86]. The
main goal of his approach is to systematically treat differential equations of the form

dyt =
∑
a∈A

fa(yt) dxa
t , y0 = ξ (1.6)

where A is a finite index set with |A| = d, fa : R→ R are smooth functions and xa are some
irregular paths defined over a compact time interval. In some situations the path xa will be so
irregular that the derivatives appearing in eq. (1.6) might only be defined as distributions. In
this case, the classical theory of Differential Equations will not be able to provide an answer to
this problem. This kind of equations are common for example when dealing with Stochastic
Differential Equations (SDEs) driven by Brownian paths.

The classical approach is to assume some extra structure on the paths, such as in K. Itô’s
theory of stochastic integration. In this approach the path x is assume to come from a realisation
of a stochastic process, adapted to an appropriate filtration, having a semi-martingale property
and finite quadratic variation. Solutions are then only defined outside a set of probability zero,
and are never defined at a given path. Moreover, the solution map x 7→ y where y is the Itô
solution to eq. (1.6) is not continuous: this is illustrated by the Wong–Zakai theorem [119, 120],
stated here in a somewhat loose version –in particular, the exact hypothesis have been relaxed.

Theorem 1.2.1. Let B denote a standard Brownian motion and let (Bε)ε>0 be a sequence of
smooth approximations. Let yε be the classical solution to the ODE

Ûyεt = f (yεt ) ÛB
ε
t

where f is a smooth function. Then, as ε → 0, the process yε converges a.s. to the solution y of
the Stratonovich SDE

dyt = f (yt) ◦ dBt .

Therefore, in the Brownian case, the Wong–Zakai theorem [119, 120] gives an answer: for a
class of “reasonable” approximations to Brownian motion, the solutions to eq. (1.6) converge
to the stochastic differential equation interpreted in the Stratonovich sense. It is still possible
to recover the Itô interpretation in the limit, but one has to apply some corrections to the
approximations. This can be seen as an instance of renormalisation. Note however that there are
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other kinds of reasonable approximations to Brownian motion for which yε does not converge. In
1991, Lyons showed that in fact an even stronger statement is true: any subset C ⊂ C([0,1]) such
that the integral

∫ 1
0 u dx is defined for every x,u ∈ C must have Wiener measure zero. Hence,

this probabilistic approach cannot provide a pathwise meaning to rough equations of the form
eq. (1.6).

Lyons’ novel insight was to postulate that the only missing information in order to make
pathwise sense out of an driven equation such as eq. (1.6) are the iterated integrals of the path
x = (x1, . . . , xd) against itself. This is motivated by the following observation: for simplicity
assume that d = 1 and that the path x is of class C1. Then, by a solution of eq. (1.6) one means a
C1 path y such that

yt = ξ +

∫ t

0
f (ys) Ûxs ds.

If we compute the increment δyst B yt − ys, by Taylor expanding f up to first order we find that

δyst = f (ys)δxst + Rst (1.7)

where the remainder
Rst B

∫ t

s
δ f (y)su Ûxu du

satisfies the bound |Rst | . ‖x‖C1 ‖y‖∞ |t − s |2 and the identity δRsut = δ f (y)suδxut , where δR is
the second-order finite increment δRsut B Rst − Rsu − Rut . Approximation (1.7) is also the basis
for some numerical schemes extending the usual Euler’s method to the controlled setting, and to
more irregular paths. See [34, 46, 79].

A classical result of L. C. Young states that it is possible to continuously extend the integral
operator

I(u, x)t =
∫ t

0
us Ûxs ds

from C0 × C1 → C1 to Cγ × Cα → Cα as long as γ + α > 1 [121]. Moreover, this extension is
the unique Cα function I(u, x) satisfying

δI(u, x)st = usδxst + o(|t − s |)

with the precise estimate on the remainder

|δI(u, x)st − usδxst | . |t − s |γ+α.

Therefore we can still make sense of eq. (1.6) in the case where the trajectories of the driving
process x lie on the Hölder space Cγ, for any γ > 1

2 . Of course, almost surely Brownian motion
does not belong to this space.
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However, observe that in this case the solution y satisfies

δyst = f (ys)δxst +
1
2

f (ys) f ′(ys)

∫ t

s
δxsu dxu + Rst .

The two-parameter function Xst =
∫ t

s δxsu dxu is such that |Xst | . |t − s |2γ and its second-order
increments are δXsut = δxsuδxut . Moreover, Young’s estimate implies that the remainder

Rst B δyst − f (ys)δxst −
1
2Xst

satisfies |Rst | . |t − s |3γ and its finite increments are also know. Observe that in this scenario,
the function Ast B f (ys)δxst + f (ys) f ′(ys)Xst satisfies the hypothesis of Gubinelli’s Sewing
Lemma (Theorem 3.1.3) as long as γ ≥ 1

3 , hence we can find an integral I : [0,1] → R such that

δIst = f (ys)δxst + f (ys) f ′(ys)Xst + o(|t − s |),

which is a possible reformulation of eq. (1.6) in this context. At this point, the existence ofX does
not depend on the ability to integrate x against itself but only on its defining properties, i.e. on
the form of its second-order increment and its regularity at the diagonal. In the one-dimensional
case it is easily seen that setting Xst =

1
2 (xt − xs)

2 works for any γ-Hölder path as long as γ ≥ 1
3 .

One can iterate this idea and obtain that if γ ≥ 1
N+1 then it suffices to find appropriate objects Xk ,

for k = 2, . . . ,N , satisfying similar analytical and algebraic conditions. In this way we arrive at
our first definition of a rough path.

Definition 1.2.2. A γ-rough path over x is a collection (Xk : k = 1, . . . ,N) such that X1
st = δxst ,

Xk
st =

k∑
j=1

X
j
suX

k− j
ut

and |Xk
st | . |t − s |kγ for all k ∈ N and s,u, t ∈ [0,1].

So, ifX is a γ-rough path over x the germ Ast = f (ys)δxst + f (ys) f ′(ys)X
2
st + · · · will satisfy

the hypothesis of Theorem 3.1.3 and so one can recast eq. (1.6) in a suitable way. For some
choices of x, a “canonical” choice of a rough path is available: for example, if x is smooth
then its signature [23, 86] serves this purpose. Other cases where geometric rough paths have
been constructed are Brownian motion and fractional Brownian motion (see [27] for the H > 1

4
case and [96] for the general case) among others. Still one might require additional properties
from the integral given by the Sewing Lemma which might not be obvious. For example, it is
not clear that integrals constructed this way should satisfy integration by parts for any choice
of Xk . In a stochastic integration context, the notion of integral so obtained coincides with
Stratonovich’s integral rather than Itô’s version. If one would like to obtain Itô’s stochastic
integral, it is mandatory to let Xst =

1
2 ((xt − xs)

2 − (t − s)) as one would expect given the
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interpretation of X as an iterated integrals. In fact, the properties of the finite integral operator δ
(see Section 3.1.1) entail that given a fixed second order process X, setting X′st = Xst + δhst , for
any 2γ-Hölder function h, yields another valid second order process, hence a different notion of
integral. Therefore, modulo a shift by a 2γ-Hölder function all γ-rough paths are of the above
form.

The case in dimension d ≥ 2 is drastically different. For simplicity we only address the
case d = 2, but the same remarks hold for any d ≥ 2. When x = (x1, x2) has more than one
component we have to deal with integrals of the components against themselves. As before, if x
is smooth or γ-Hölder for γ ≥ 1

2 the integral

X
i j
st =

∫ t

s
δxi

su dx j
u (1.8)

is well defined and it satisfies δXi j
sut = δxi

suδx j
ut and |X

i j
st | . |t − s |2γ. For a general γ-Hölder

path x we may proceed as before, postulating the existence of “iterated integrals”Xi j , and we can
recourse to Theorem 3.1.3 in order to build a notion of integral against x, hence define a notion
of solution to the corresponding multi-dimensional version of eq. (1.6). However, in this case
the algebraic relations that these integrals ought to satisfy are not as simple, and in particular
there is no canonical choice of the values of Xi j for an arbitrary path x ∈ Cγ. For example, the
path Xi j

st = −δxi
sδx j

st satisfies δX
i j
sut = δxi

suδx j
ut , but it behaves only as |t − s |γ when t ∼ s, not as

|t − s |2γ as required. We may think of the collection Xi j as a matrix (2-tensor) on the indices
i, j ∈ {1, . . . , d} and as such we may decompose it as a sum of a symmetric matrix S and an
anti-symmetric matrix A where

Si j B
Xi j +X ji

2
, Ai j B

Xi j −X ji

2
.

By using the properties of the finite increment δ (see Section 3.1.1, in particular eq. (3.4)) it is
not hard to see that Si j

st =
1
2δxi

stδx j
st satisfies

δSi j
sut =

1
2
(δxi

suδx j
ut + δx j

suδxi
ut) (1.9)

so the symmetric part can always be defined for an arbitrary path, but finding the anti-symmetric
part is a non-trivial task. Indeed, in the iterated integral interpretation the matrix A has entries
given by

Ai j
st =

1
2

∫ t

s
δxi

su dx j
u − δx j

su dxi
u (1.10)

so this matrix is tightly related to the construction of the Lévy area process. This process is
known to be discontinuous in the uniform topology, and even in the 2-variation topology, as
a function of x so approximations by smooth functions are immediately ruled out as a valid
strategy. In fact, we remark that since A is antisymmetric the couple δx + A actually lives in the
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vector space Rd ⊕ so(d) B g2. This vector space is the free 2 step nilpotent Lie algebra where
the Lie bracket is given by

[x + A, y + B] = x ⊗ y − y ⊗ x.

Moreover, there is an exponential exp2 : g2 → G2 given by

exp2(x + A) B 1 + x + A +
1
2

x ⊗ x (1.11)

where G2 B 1 +Rd ⊕ (Rd ⊗ Rd) is the Lie group associated to g2 which is free 2 step nilpotent.
The multiplication law on G2 can be explicitly stated as

(1 + x +X) · (1 + y + Y ) = 1 + x + y +X + Y + x ⊗ y

but can also be described by means of the Baker–Campbell–Hausdorff formula (see eq. (5.7)).
Observe from eq. (1.11) that the exponential actually adds the symmetric matrix 1

2 x ⊗ x to A
thus obtaining a matrix X ∈ Rd ⊗ Rd with symmetric part fixed by x in the fashion of S. Thus,
defining the antisymmetric matrix A in eq. (1.10) is equivalent to finding a matrix X satisfying
the algebraic constraint below eq. (1.8) provided that we fix the symmetric part as in eq. (1.9).
This choice of the symmetric part is clearly not unique but it is in some sense canonical; indeed,
the identity X

i j
st +X

ji
st = δxi

stδx j
st commes from the integration by parts rule∫ t

s
δxi

su dx j
u +

∫ t

s
δx j

su dxi
u = δxi

stδx j
st (1.12)

for smooth paths x = (x1, x2). This identity is an example of a more general set of relations
known as shuffle relations, in reference to the flipping of the indices appearing in the previous
equation.

This can be formalised and generalised by taking the dual point of view. Consider the set
A = {1, . . . , d} and let M(A) denote the free monoid over A. Elements of A can be regarded
as words with letters from A and we let 1 denote the empty word which acts as the identity for
concatenation. The shuffle product tt : H ⊗ H → H is defined recursively by a tt 1 = 1 tt a = a

for all a ∈ A and
au tt bv = a(u tt bv) + b(au tt v)

where a, b ∈ A and u, v ∈ M(A) are non-empty words. The space H also carries a coproduct
∆̄ : H → H ⊗ H given by deconcatenation of words

∆̄(a1 · · · an) =

n∑
k=0

a1 · · · ak ⊗ ak+1 · · · an
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in such a way that (H,tt, ∆̄) becomes a graded connected Hopf algebra. It is known that linear
functionals X ∈ H∗ which are multiplicative in the sense that 〈X,u tt v〉 = 〈X,u〉〈X, v〉 form
a group. Moreover, if we identify words of length greater than two with zero, the truncated
group so obtained is isomorphic to G2 defined above. We arrive at the following definition (see
Section 5.4 for the general case).

Definition 1.2.3. Let γ ∈ [13,
1
2 ). A weakly γ-regular geometric rough path is a path X : [0,1]2 →

G2 such that Xst = Xsu ? Xut and

|〈Xst,u〉| . |t − s |γ |v | .

Notice that in this case the shuffle relation in eq. (1.12) might be rewritten as

〈Xst, i tt j〉 = 〈Xst, i〉〈Xst, j〉

so the fact that X takes values in the group G2 is just an expression of the fact that the integral
represented by X satisfies integration by parts. Also, if we write Chen’s rule Xst = Xsu ? Xut in
coordinates we see that

X
i j
st = 〈Xst, i j〉 = 〈Xsu ? Xut, i j〉 = X

i j
su +X

i j
ut + δxi

suδx j
ut

i.e. we recover the algebraic constraint we had before, namely δXi j
sut = δxi

suδx j
ut .

A general theorem by T. Lyons and N. Victoir [88] gives the existence of a geometric rough
path over any given γ-Hölder path. The precise result is as follows:

Theorem 1.2.4 (Lyons–Victoir extension). If p ∈ [1,∞) \ N, a continuous path of finite p-
variation can be lifted to a geometric p-rough path. For any p, a continuous path of finite finite
p-variation can be lifted to a geometric (p + ε)-rough path.

Of course, this require extending Definition 1.2.3 to lower regularities by the addition of
supplementary higher-order components, which can be seen in a similar way to represent iterated
integrals and higher-order Lévy area processes. This theorem and its proof are very abstract
and thus do not provide a concrete way of constructing the required iterated integrals. In
Chapter 5 (see in particular Theorem 5.3.4), we provide an alternative approach, inspired by the
Lyons–Victoir construction, to construct these integrals in an iterative manner. In its simplest
form, namely when γ ∈ [13,

1
2 ) and d = 2 we only need to construct one path since dim so(2) = 1.

This may be done by a technique akin to Gubinelli’s Sewing Lemma (Theorem 3.1.3), by first
defining the antisymmetric matrix A over a dyadic partition of the interval [0,1] (say). We
first define the values of Ast for consecutive dyadics s = k2−m, t = (k + 1)2−m by making some
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choices: for example, we start by setting A01 = 0, and this choice is arbitrary. We may as well
replace this initial value by any antisymmetric matrix of our choice and obtain a different rough
path. Now, Chen’s rule can be rephrased at the level of g2 by using the BCH formula (see eq. (5.7)
below): in this case we have that, since X = exp2(δx + A),

exp2(δxst + Ast) = exp2(δxsu + Asu) · exp2(δxut + Aut)

= exp2

(
δxst + Asu + Aut +

1
2
[δxsu + Asu, δxut + Aut]

)
whence

δAsut = Ast − Asu − Aut =
1
2
(δxsu ⊗ δxut − δxut ⊗ δxsu). (1.13)

Therefore, we also need to choose the values of A on the dyadics in such a way so that eq. (1.13)
is preserved. Then, we use Chen’s rule again in order to extend this definition to any pair of
dyadics. At last, a continuity argument (Lemma 5.1.6) allows the passage to the limit and define
the value of A for any s, t ∈ [0,1]. For this last step we need the fact that there is a suitable
metrisable topology in G2 compatible in a nice way with the analytic bound in Definition 1.2.3.

Remark 1.2.5. The previous argument, i.e. the case γ ∈ [13,
1
2 [ and d = 2, already appears in

[88]. 4

Finally, a word about the non-geometric case. In some situations, the imposition of the usual
rules of calculus might lead to an “undesirable” notion of integral; such is the case of Brownian
motion where the Itô integral might be preferred over Stratonovich’s since, even though both
are adapted, the latter is the limit of non-adapted sums so it needs to “look into the future”.
Moreover the Itô integral enjoys a martingale property and it is an isometry into the space of
square integrable functions; none of this is true for the Stratonovich integral. The shuffle relations
mentioned in the above paragraph present the integration by parts rule in an algebraic language.
For example, if x1 and x2 are smooth paths and we setXi j

st =
∫ t

s δxi
su dx j

u, the usual integration by
parts implies that Xi j

st +X
ji
st = δxi

stδx j
st . In 1977, K. T. Chen showed [23] that a similar relation

holds for higher-order iterated integrals

X
i1···in
st =

∫
s<u1<···<un<t

dxin
undxin−1

un−1 · · · dxi1
u1 .

Considering the family of linear maps on H given by

〈Xst, i1 · · · in〉 = X
i1···in
st

we see that this can be rephrased as requiring that Xst be multiplicative with respect to the shuffle
product. This is the context of Lyons’ original theory and essentially it dealt only with this case.
In 2010, M. Gubinelli further extended the theory to the non-geometric case in what he called
branched rough paths. His approach is based on E. Hairer and G. Wanner’s observation that
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solutions to the classical ODE Ûy = f (y) can be expanded as a Butcher series

yt = ξ +
∑
τ∈T

1
τ!

fτ(yt)t |τ |

where the sum is over non-planar trees [16, 54].

In the branched case, the shuffle algebra is replaced by the Butcher–Connes–Kreimer Hopf
algebra ℋ over non-planar rooted trees decorated by the alphabet A. This is the commutative
polynomial algebra over the space T of decorated trees where the coproduct ∆ : ℋ → ℋ ⊗ ℋ

can be represented by means of admissible cuts (see Section 2.5 for further details). As before,
the set of linear maps X ∈ ℋ∗ which are multiplicative form a group, which we denote by G.

Definition 1.2.6. A branched γ-rough path is a path X : [0,1]2 → G such that Xst = Xsu ? Xut

and
|〈Xst, τ〉| . |t − s |γ |τ | .

In this definition, |τ | denotes the number of nodes in the tree τ. We can think of a branched
rough path as a family of paths indexed by forests, satisfying additional regularity and algebraic
relations.

The connection between these two settings, namely geometric and branched rough paths, was
extensively explored by M. Hairer and D. Kelly [57]. In a subsequent work, Y. Bruned, C. Curry
and K. Ebrahimi-Fard examined the algebraic aspects of this relation [14]. The main contribution
of Hairer and Kelly’s article is to give an application ψ (latter dubbed the Hairer–Kelly map)
converting branched rough paths to geometric rough paths. They also provide another map, which
they denote by ϕg, converting geometric rough paths to branched rough paths. As a by-product of
this conversion they obtain Itô–Stratonovich conversion formulas which generalise the classical
formula converting Itô integrals into Stratonovich integrals to a more general class of driving
paths. However, they remark that their construction is far from optimal in the general case since,
even in the Brownian setting, the formula obtained contains redundant terms that have to be
collected afterwards. In [14] this conversion is addressed in the context of semimartingale driving
noises, interpreting the Hairer–Kelly map as the arborification of the Hoffman exponential.

We take up on this problem by constructing a translation map, similar to the Hairer–Kelly
map, allowing to rewrite branched rough paths as a more general class of geometric rough
paths, called anisotropic geometric rough paths, introduced in Section 5.5. Roughly, this new
setting allows us to identify the redundant data constructed by the original Hairer–Kelly map as
components having high regularity, thus permitting a finer control over what objects have to be
actually constructed and what objects are already fixed by the other levels.

The idea of iteratively constructing the values of 〈X, τ〉 for trees of increasing size by means
of the finite second order increment δ already appears in Gubinelli’s work on branched rough
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paths. He uses this technique in [51], together with his Sewing map (Theorem 3.1.3), to prove an
extension theorem stating that branched rough paths depend effectively only on a finite number
of trees. In other words, once one has the values of X on trees with at most N B bγ−1c nodes,
the rest of the values are uniquely defined.

One of the main results of this chapter is the following:

Theorem 1.2.7. Let (xa : a ∈ A) be a collection of real-valued γ-Hölder paths. There is a
geometric γ-rough path X such that 〈Xst,a〉 = xa

t − xa
s for all a ∈ A.

The proof consists of an iterative construction of a geometric rough path over the given
Hölder paths, thus improving Theorem 1.2.4. In order to achieve our construction we have to
keep a balance between the analytical and algebraic constraints imposed by the definition of a
geometric rough path: on one hand, the algebraic conditions demand that at each step Chen’s
rule and the multiplicativity of the rough path are to be kept, and on the other hand the path so
obtained should be γ-Hölder continuous with respect to a suitable metric, see Definition 5.3.1.
Our approach heavily relies on an explicit form of the Baker–Campbell–Hausdorff formula by
Reutenauer [103] (formula (5.9)), as well as on analytic techniques akin to Gubinelli’s Sewing
Lemma [50], exploiting the fact that the group of characters over the shuffle Hopf algebra is in
fact a Lie group whose topology may be metrized in various ways.

In fact, our technique allows us to generalise Lyons and Victoir’s construction to different
cases and so we obtain

Theorem 1.2.8. Let (xa : a ∈ A) be a collection of real-valued γ-Hölder paths. There is a
branched γ-rough path X such that 〈Xst, a〉 = xa

t − xa
s for all a ∈ A.

Theorem 1.2.9. Let (xa : a ∈ A) be a collection of real-valued paths and let (γa : a ∈ A) be real
numbers with 0 < γa < 1, such that xa is γa-Hölder. There is an anisotropic geometric rough
path X such that 〈Xst,a〉 = xa

t − xa
s for all a ∈ A.

In physical applications, it is interesting to understand the limiting behaviour of regularised
(or discretised) solutions to eq. (1.6). Moreover, there are some reasonable approximations for
which the corresponding solutions do not converge [85]. In this case, one has to perform some
kind of modifications to the involved quantities in order to obtain a meaningful limiting object.
For this reason we explore possible modifications to rough paths both in the geometric and in
the branched case. In the branched case we prove that the abelian group Cγ of collections of
functions (gτ : τ ∈ T ) such that gτ is γ |τ |-Hölder acts transitively over the space of branched
rough paths.

Theorem 1.2.10. The group Cγ acts transitively on branched rough paths. Given g ∈ Cγ and a
branched rough path there is another branched rough path of the same regularity gX such that
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g′(gX) = (g + g′)X for all g′ ∈ Cγ. Moreover, if X and X′ are any two branched rough paths of
the same regularity, then there exists g ∈ Cγ such that X′ = gX .

Our method works by iteratively constructing each level with the help of a general extension
theorem (see Theorem 5.3.4). The main difficulty for the proof of Theorem 1.2.10 is that this
successive construction of level has to respect not only Chen’s rule and the analytical constraints
imposed by the definition of rough path, but also the modification already done to the previous
levels. In particular, the way in which Cγ acts on rough paths is by adding the increment of a
γ |τ |-Hölder function to each “component” 〈X, τ〉. To see why this should be the case consider a
γ ∈ [13,

1
2 [ so that N = 2, and assume that the first levels 〈Xst, a〉 and 〈X′st, a〉 are equal and fixed.

Chen’s rule then implies that if we set F B 〈Xst, a
b〉 and define F′ accordingly then

δFsut = 〈Xsu, b〉〈Xut, a〉 = 〈X′su, b〉〈X′ut, a〉 = δF′sut

so that there exists a 2γ-Hölder function g such that

〈X′st, a
b〉 = 〈Xst, a

b〉 + gt − gs .

Modulo some technical considerations this is the core of the argument and so our construction is
fully explicit. A similar kind of modification was considered by Bruned, Chevyrev, Friz and
Preiß in [13], but in the case where the modifications are given by constant multiples of an
extra path X0 which they assume to be regular enough so the translation1 respects the definition
of a rough path. The advantage is that they can describe the result of this translation as the
action of a left comodule over the Butcher–Connes–Kreimer Hopf algebra by using a version
of the extraction-contraction coproduct investigated in [17] and the cointeraction property it
satisfies with respect to the usual Connes–Kreimer coproduct. For the moment we do not have a
similar description of our modification in such an algebraic setting, but Theorem 1.2.10 is general
enough to allow for modifications by arbitrary Hölder functions. Also, for the same reason,
the “renormalisation group” Cγ we obtain is infinite-dimensional as opposed to the one found
in [13]. Another instance of this modification theorem and its relation to Rough Differential
Equations has been studied in [14] by Bruned, Curry and Ebrahimi-Fard, where they assume that
the underlying Hopf algebra has a quasi-shuffle structure. This is supposed to represent the fact
that the base paths are semi-martingales so that the Itô rule provides a deformed product where
there’s an extra term coming from the quadratic variation, hence the quasi-shuffle structure.

1In their terminology
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1.3 Directed Polymers

One of the main motivations for this work was to study a coupled system of singular stochastic
PDEs arising from as a scaling limit of a physical model called the multilayer semi-discrete
directed polymer introduced by I. Corwin and A. Hammond [25]. This model, which we explain
below, was introduced in order to understand a continuous model introduced by N. O’Connell
and J. Warren known as the multilayer Stochastic Heat Equation (multilayer SHE for short) a
few years earlier [98]. The multilayer SHE, for a fixed n ∈ N and β > 0, is defined by its chaos
expansion

Z
(n)
β (s, x; t, y) = p(s, x; t, y)n

(
1 +

∞∑
k=1

∫
∆k (s,t)

∫
Rk

R(n)k (u, z; s, x, t, y) ξ⊗k(du,dz)

)
where p(s, x; t, y) is the standard heat kernel, R(n)k is the correlation kernel of a collection of
n non-intersecting Brownian motions and ξ is a Gaussian space-time white noise on R+ × R.
The precise sense in which this iterated stochastic integral is defined is rigorously treated in
Section 6.2. The random field for the case n = 1 first appeared in [3] as a scaling limit of the
partition function of the (discrete) directed polymer model under intermediate disorder. Later
on, it would be used in [2] to define a continuum random polymer for which Z

(1)
β acts as the

partition function. This partition function can be interpreted as the mild solution to the classical
multiplicative SHE

∂tZ =
1
2
∆Z + βZξ (1.14)

which corresponds to the Hopf-Cole solution to the KPZ equation. However, to our knowledge
no similar description exists for the dynamics of the fieldsZ(n)β for n > 1 although some partials
results in this direction have been obtained [83].

This family of stochastic processes has many properties shared by other related models such
as the classical SHE, which have already been shown in the recent works [26, 83, 84, 95]. In
particular, they bear a re

One way of thinking of Z(n)β is by formally interpreting it as the partition function for a
n-layer continuum directed polymer. In the n = 1 case the value of the field can be formally seen
as giving the average quenched energy of a continuum polymer

Z
(1)
β (s, x; t, y) = p(s, x; t, y)Ex

[
exp

(
β

∫ t

s
ξ(u,Xu) du

) ���� Xt = y

]
where X is a Brownian motion under P (and E is the associated expectation). Of course the
above equality is only formal as the right-hand side is ill-defined as ξ is not a real function but
a random distribution. This already makes clear that if one wants to formally define this field
as the limit of discrete approximations some form of renormalisation has to be involved. In
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this interpretation, it is also clear by use of the Feynman–Kac formula thatZ(1)β should satisfy
eq. (1.14). It can be shown that Z(1)β appears as the scaling limit of the partition function for
discrete and semi-discrete directed polymers in the intermediate disorder regime [3, 93], with
convergence in the sense of chaos expansions in L2.

A similar formal argument can be made for n > 1. In this case,Z(n)β can be now seen to be
formally equal to the energy

Z
(n)
β = p(s, x; t, y)nEn

x

[
exp

(
β

n∑
i=1

∫ t

s
ξ(u,X i

u) du

) ����� X1
t = · · · = Xn

t = y

]
where now (X1, . . . ,Xn) is a standard Brownian motion under Pn. Some additional care has to be
taken here as it is now immediately obvious that one can actually make direct sense of the measure
P driving the processes (X1, . . . ,Xn) so this already adds some extra difficulty. Nonetheless, as
in the previous case, one can also viewZ

(n)
β as the limiting partition function of appropriately

defined multilayer polymer models under the same regime [26, 95]. In Chapter 6 we show this
for the multilayer semi-discrete directed polymer defined in [25]. See also [95] for an alternative
proof.

As stated in a previous paragraph, the dynamics governing the behaviour ofZ(n)β its not fully
understood. In their seminal paper [98], O’Connell and Warren study this dynamic under a
smoothness assumption for the noise potential ξ. Concretely, they replace ξ by a smooth function
ϕ and derive a set of PDEs satisfied by the now smooth field z(n)β . They prove that the ratios
u(n)β = z(n)β /z

(n−1)
β satisfy the nested system of PDEs

δtu
(n)
β =

1
2
∆u(n)β + β

©«ϕ + ∆ log©«
z(n−1)
β

pn−1
ª®¬ª®¬u(n)β (1.15)

where z(0)β ≡ 1, subject to the initial conditions u(n)β (s, x; s, y) = δ(x − y). The irregularity of the
initial condition also poses additional problems for the analysis of these equations in the stochastic
setting. After showing this, O’Connell and Warren state that they were not able to show that if
now ϕ is replaced by a suitable mollification ξε of the space-time white noise, the corresponding
solutions u(n)β,ε converge to a meaningful limit in an appropriate topology as ε → 0. We note that
this is to be expected as this is also the case for n = 1, where already some renormalisation is
needed in order to make sense of eq. (1.14) as the limit of smoothed-out versions as one removes
the smoothing. In the single layer setting this result was proven by M. Hairer and C. Labbé by
using the theory of Regularity Structures [58]. Specifically, they show that one has to consider
instead the modified equation

∂tZβ,ε =
1
2
∆Zβ,ε + β(Zβ,ε − Cε)ξε
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where Cε is a function of ε which diverges as ε → 0. They show this by essentially using the
BPHZ renormalisation scheme built into Regularity Structures which uses Wick renormalisation
as a crucial step.

To our knowledge there are no similar results in the case n > 1, and this was one of the main
motivations for the work done on the previous chapters. We would like to have a similar kind of
result expressing the fieldZ(n)β as the renormalised limit of the classical solutions to the system
eq. (1.15) as in the single layer case. It could be also interesting to treat more general cases by
letting, for instance, the distribution of the background noise to be different from a Gaussian
distribution. Efforts in this direction directly at the level of the KPZ equation have been made by
Hairer and Shen [59]. Again, a crucial step in order to be able to show this is to understand the
finer structure of Wick products which play a more prominent role in this setup.
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Chapter 2

Algebra

In this chapter we will introduce the main algebraic tools needed for the principal concepts
appearing in the core of the work. We will provide suitable references at the beginning of each
section.

2.1 Some category theory

Although not strictly necessary, category theory provides a unifying framework for some of the
objects that will appear throughout this chapter, which are universal in a broad sense. We will
just provide the main definitions and facts without going in too much detail, and focusing mainly
on examples that will be used further in the text. This part is loosely based on Appendix B of the
book by J.-L. Loday and B. Vallette [81].

A category is a collection of objects and arrows or maps between them, such that for any three
objects C, C′ and C′′ and arrows f : C → C′ and g : C′→ C′′ there is a notion of composition
where g ◦ f : C → C′′ is again an arrow, and this operation is supposed to be associative. Each
object comes with a special arrow idC : C → C such that for any f : C → C′ and g : C′→ C

we have f ◦ idC = f and idC ◦ g = g. Given two objects C and C′ we denote by HomC(C,C′) the
set of arrows between them. Categories will be written in sans-serif upright font and its objects
will be denoted in serif italic style. The concept is best illustrated with examples. The category
Set has sets as objects and functions as arrows; given a commutative ring R the category RMod
consists of (left) R modules with R-linear maps as arrows, and in the particular case where R = k

is a field this is the category Vectk of vector spaces over k.

A functor between to categories C and D is a mapping sending object C of C to objects
D of D and arrows to arrows, such that F(idC) = idF(C), if f : C → C′ is an arrow in C then
F( f ) : F(C) → F(C′) is an arrow in D, and F(g ◦ f ) = F(g) ◦ F( f ). Given a pair of functors
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L : C→ D and R : D→ C, we say that L is left-adjoint to R and R is right-adjoint to L if there
is a “natural” isomorphism

HomD(L(C),D) � HomC(C,R(D))

for any two objects C and D in the respective categories. In some categories there is a special
functor, called the forgetful functor and denoted by U, obtained by “forgetting” some of the
structure. A functor left-adjoint to the forgetful functor is called a free functor, denoted by ℱ;
then, the above equality of hom-sets translates into the following property: for each pair of
objects C in C and D in D, and an arrow f ∈ HomC(C,U(D)), there is an f̂ ∈ HomD(ℱ(C),D)

such that U( f̂ ) = f .

2.2 Algebras

The next three sections are based of the standard references such as M. E. Sweedler’s book [113],
or the books [9, 10] by N. Bourbaki. We fix once and for all a field k of characteristic zero. An
algebra is triple A = (A,m,u) where A is a k-vector space, and m : A ⊗ A→ A and u : k → A

are k-linear maps such that the diagram

A ⊗ A ⊗ A A ⊗ A

k ⊗ A

A ⊗ A A

A ⊗ k

id⊗m

m⊗id

m

u⊗id

m

id⊗u

commutes. The main square expresses associativity of the product and the side triangles say
that u(1) ∈ A is the neutral element. Frequently we will not distinguish between the tuple and
the vector space and so statements such as let A be an algebra will appear. Likewise, we will
most usually denote the image of m on two elements x, y ∈ A simply by juxtaposition, that is,
m(x ⊗ y) = xy.

Let A and A′ be two algebras. An algebra map or homomorphism is a map φ : A → A′
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respecting the products and units, i. e. such that the diagram

A ⊗ A A

k

A′ ⊗ A′ A′

mA

φ⊗φ φ

uA

uA′
mA′

commutes.

An ideal of an algebra A is a subspace a ⊂ A such that m(a ⊗ A + A ⊗ a) ⊂ a, that is, it
absorbs left and right multiplication by elements of A. A subalgebra of A is a subspace S ⊂ A

such that m(S ⊗ S) ⊂ S and u(k) ⊂ S. Ideals serve to form quotients as the next proposition
shows.

Proposition 2.2.1. Let A be an algebra and a ⊂ A an ideal. The quotient space A/a has an
algebra structure and the canonical projection π : A→ A/a is an algebra map.

Proof. It suffices to show that if x − x′ ∈ a and y − y′ ∈ a then xy + a = x′y′ + a. But then
there are ax,ay ∈ a such that x = x′ + ax and y = y′ + ay , so that

xy = (x′ + ax)(y
′ + ay) = x′y′ + x′ay + y′ax + axay = x′y′ + a

where a ∈ a by hypothesis. Hence, one can define a product on A/a unambiguously by setting
(x + a)(y + a) = xy + a. This also means that if π(x) = x + a is the canonical projection then
π(xy) = xy + a = π(x)π(y). Obviously, ū = π ◦ u acts as the unit. �

Proposition 2.2.2. Let A be an algebra a ⊂ A be an ideal. Suppose A′ is another algebra and
that f : A→ A′ is an algebra homomorphism such that a ⊂ ker f . Then, there exists a unique
algebra morphism f̃ : A/a→ A′ such that f = f̃ ◦ π.

Proof. Define f̃ (x + a) = f (x) for each x ∈ A. This is well defined since if x + a = y + a then
there is a ∈ a such that x = y + a and so

f̃ (x + a) = f (x)

= f (y + a)

= f (y) + f (a)

= f (y)

= f̃ (y + a).
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Moreover, for all x, y ∈ A we have

f̃ ((x + a)(y + a)) = f̃ (xy + a)

= f (xy)

= f (x) f (y)

= f̃ (x + a) f̃ (y + a).

�

It is a simple exercise to show that an arbitrary intersection of ideals is again an ideal. Thus,
given a subset S ⊂ A one can form the intersection of all the ideals containing S, which is the
smallest ideal containing S, and will be denoted by 〈S〉. This ideal admits an internal description
in terms of the elements of S.

Proposition 2.2.3. Let S ⊂ A. Then

〈S〉 =

{
n∑

i=1
αiaisibi : n ∈ N, αi ∈ k, si ∈ S,ai, bi ∈ A

}
. (2.1)

Proof. Let I be the set appearing on the right-hand side of eq. (2.1). This set is clearly an ideal
containing S, hence 〈S〉 ⊂ I. �

A left module over an algebra A, or left A-module, is a tuple ℳ = (M, ρ) where M is a
k-vector space and ρ : A ⊗ M → M is a linear map such that the diagram

A ⊗ A ⊗ M A ⊗ M

k ⊗ M

A ⊗ M M

m⊗id

id⊗ρ ρ

u⊗id

ρ

commutes. A right comodule is defined similarly.

Let A,A′ be two algebras. The tensor product A ⊗ A′ also carries an algebra structure with
product mA⊗A′ = (mA ⊗ mA′) ◦ τ2,3, where τ2,3 : A ⊗ A′ ⊗ A ⊗ A′ → A ⊗ A ⊗ A′ ⊗ A′ is the
natural isomorphism. Thus, the product on A ⊗ A′ is given as (x ⊗ x′)(y ⊗ y′) = xy ⊗ x′y′.
Clearly, the unit is the map uA⊗A′ = uA ⊗ uA′.

An algebra A is said to be graded if its underlying vector space can be decomposed as a
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direct sum

A =
∞⊕

p=0
Ap

such that m(Ap ⊗ Aq) ⊂ Ap+q and u(k) ⊂ A0. The elements of Ap are called homogeneous of
degree p. Thus, every element in A can be write as a finite sum of homogeneous elements, and
these terms are called its homogeneous components. If u is an isomorphism then A is said to be
connected. We denote deg(x) = p –sometimes |x | if this does not lead to confusion– if and only
if x ∈ Ap.

Proposition 2.2.4. For every q ≥ 0 the subspace

aq B
∞⊕

p=q+1
Ap

is an ideal in A.

Proof. Let x ∈ A and a ∈ aq. Since A is graded we have that for all p ≥ 0 and r > q the product
xpar ∈ Ap+r ⊂ aq. Therefore, xa and ax belong to aq since, for example,

(xa)p =
p∑

r=0
xr ap−r ∈ aq.

�

Corollary 2.2.5. For all q ≥ 0 the quotient algebra A/aq is isomorphic to the algebra

A(q) B
q⊕

p=0
Ap

with product

x ·q y =


xy deg(x) + deg(y) ≤ q,

0 deg(x) + deg(y) > q

2.2.1 The free algebra

Let V be a vector space. The p-fold tensor product of V with itself is the vector space V⊗p with
the convention that V⊗0 � k. The vector space

T(V) =
∞⊕

p=0
V⊗p (2.2)

27



carries a natural product structure given by the natural isomorphism V⊗p ⊗ V⊗q � V⊗(p+q).
Denoting by 1 the unique vector spanning V⊗0, the natural isomorphism k ⊗W � W ⊗ k � W

–where W is an arbitrary real vector space– gives that 1 acts as the unit for this product. The
algebra (T(V),⊗,1) is known in the literature as the tensor algebra over V , and it corresponds to
the free associative algebra over V [81]. Observe that T(V) is in fact a graded connected algebra,
where the tensor products V⊗p are the homogeneous components.

Remark 2.2.6. In order to avoid confusion, we reserve the tensor symbol ⊗ to denote the “internal”
tensor product on T(V), i.e. the one giving the algebra structure. When talking about the
“external” tensor product of T(V) with itself we will use the decorated tensor product ⊗̃. So for
example the product on T(V) can be written as m(a ⊗̃ b) = a ⊗ b. Likewise, the vectors 1 ⊗̃ a

and 1 ⊗ a = a belong to T(V) ⊗̃ T(V) and T(V), respectively. 4

There is another equivalent construction of the free algebra. Let A be a set, considered
as an alphabet, and let A∗ denote the free monoid over A; the unit in A∗ will be denoted
by 1. As a set, A∗ consists of all the finite sequences w = (a1, . . . ,ap) of elements of A

–called words–, and for such a word denote by `(w) = p its length. By definition, we have
an associative law A∗ × A∗ → A∗, (a, b) 7→ a.b such that 1.w = w.1 = w for all w ∈ A∗,
and if w = (a1, . . . ,ap), w

′ = (a′1, . . . ,aq) ∈ A∗ then w.w′ = (a1, . . . ,ap,a′1, . . . ,a
′
q). Evidently

`(w.w′) = `(w) + `(w′). Every map f : A→ M where M is some monoid extends uniquely to a
monoid morphism f : A∗ → M by f (a1 . . . ap) = f (a1) . . . f (ap).

Denote by k A∗ the free vector space over A∗. The bilinear extension of the monoid law on A∗

induces a product on k A∗, where 1 remains as the unit, as is easy to check. Every map f : A→ A

where A in any algebra extends uniquely to an algebra morphism f : k A∗ → A, hence we can
identify k A∗ as the free algebra over the set A, and we denote it by k 〈A〉. Note that in particular
all words can be written as a finite product w = a1.a2 . . . ap of letters from A. We denote by Ap

the collection of all words w ∈ A∗ with `(w) = p. Thus, k 〈A〉 is graded by word-length and the
subspaces k Ap are the homogeneous components.

Remark 2.2.7. If V is a vector space of dimension the cardinality of A, there is a bijection between
a basis for V and A. Thus, we can identify V as the free vector space over A and then the monoid
operation on A∗ will coincide with the tensor product on T(k A). 4

The algebra k 〈A〉 is sometimes called the non-commutative polynomial algebra and each
letter from A plays the role of an indeterminate. Observe that there is no restriction on the
cardinality of A. In the case where A is finite, k 〈A〉 is easily seen to be isomorphic to the
non-commutative polynomial ring k 〈xa : a ∈ A〉. For this reason, words in A∗ –that is, the basis
elements of the underlying vector space– are called monomials.
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The free commutative algebra

There is a natural action of the symmetric group Sp on the vector space V⊗p, given by

σ.(v1 ⊗ · · · ⊗ vp) = vσ(1) ⊗ · · · ⊗ vσ(p).

If we let Sp(V) = V⊗p/Sp denote the collection of all orbits of elements of V⊗p under the action
of Sp, the vector space

S(V) =
∞⊕

p=0
Sp(V)

becomes a commutative algebra with unit 1 ∈ S0(V). This algebra is called the symmetric algebra
over V .

Remark 2.2.8. An equivalent construction can be over an arbitrary set A by considering V to be
the vector space k A spanned by A. The action of Sp is by permuting the letters in a word. 4

We can obtain S(V) as a quotient of T(V) by a suitable ideal. Consider the set

S = {u ⊗ v − v ⊗ u : u, v ∈ V}

and let a = 〈S〉 be the ideal generated by this set. Then S(V) is isomorphic as an algebra to
the quotient T(V)/a, because every element in Sp can be decomposed into a finite number of
transpositions.

The commutative algebra S(V) enjoys the following universal property: if f : V → A is any
linear map from V to a commutative unital algebra A, it uniquely extends to an algebra morphism
f : S(V) → A. This is true in view of Proposition 2.2.2. Indeed, if f : V → A is a linear map, it
extends uniquely as an algebra homomorphism f : T(V) → A. Since A is commutative this map
is symmetric, that is, f (u ⊗ v) = f (v ⊗ u). Hence a ⊂ ker f and so Proposition 2.2.2 applies. In
particular, if A is a finite alphabet, we can identify k[A] with the usual (commutative) polynomial
ring k[xa : a ∈ A].

A very special case, that will be of interest for latter developments is when A = {a} –or V is
1-dimensional. In this case both k 〈A〉 and k[A] are isomorphic to the polynomial ring in one
variable k[x]. A basis for this space is given by the monomials {1, x, x2, . . . } and the product is
the usual product of powers xn · xm = xn+m.

2.2.2 The shuffle algebra

It is possible to endow the space T(V) defined above with another commutative algebra structure
which differs from the free commutative algebra constructed above. For the description of this

29



product it is best to use the presentation of the free algebra with words. Construct a map bilinear
map tt : k A∗ ⊗ k A∗ → k A∗ inductively by setting 1 tt a = a tt 1 = a for all a ∈ A and, if
v, w ∈ A∗ are words and a, b ∈ A are any two letters, then

av tt bw = a(v tt bw) + b(av tt w).

For example, we may compute

a tt b = ab + ba, ab tt cd = abcd + acbd + cabd + cadb + cdab.

It can be shown that (k A∗,tt,1) is a commutative unital algebra, which is also graded and
connected. The homogeneous component of degree p ≥ 0 is spanned by Ap, the set of words of
length exactly p. In the case the set A is totally ordered, it can also be shown that the shuffle
algebra is free over a special set of words L(A) ⊂ A∗, called Lyndon words. This means that, as
an algebra, the shuffle algebra is isomorphic to the polynomial ring k[xw : w ∈ L(A)].

2.2.3 Universal enveloping algebras

Let L be a Lie algebra with bracket [·, ·]. Recall that this means that the map [·, ·] : L ×L→ L is
bilinear, and satisfies [x, x] = 0 and the Jacobi identity

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 (2.3)

for all x, y, z ∈ L. If L and L′ are two Lie algebras, a linear function φ : L → L′ satisfying
φ([x, y]) = [φ(x), φ(y)] is said to be a Lie algebra homomorphism or map. There is a canonical
way to associate, to any associative algebra A a Lie algebra LA by setting [x, y] = xy − yx.

A universal enveloping algebra for L is an algebra A such that for any other algebra A′, every
Lie algebra map φ : L → LA′ uniquely extends to an algebra map φ : A → A′. As with all
objects satisfying universal properties, universal enveloping algebras are unique up to algebra
isomorphism.

Given an arbitrary Lie algebra L, there is a canonical way of constructing its universal
enveloping algebra. Consider the free algebra T(L) over the underlying vector space of L as
constructed on Section 2.2.1 and let a be the ideal generated by the set

S = {x ⊗ y − y ⊗ x − [x, y] : x, y ∈ L}.

Proposition 2.2.9. The quotient algebra U(L) = T(L)/a is a universal enveloping algebra for L.

Proof. Let A′ be an algebra and f : L → LA′ a Lie algebra morphism. In particular, f is
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linear so it admits a unique extension f : T(L) → LA′ as an algebra homomorphism. Now, by
Proposition 2.2.3 every a ∈ a is a linear combination of elements of the form

v1 ⊗ · · · ⊗ vi ⊗ (x ⊗ y − y ⊗ x − [x, y]) ⊗ vi+1 ⊗ · · · ⊗ vp

where v1, . . . , vp, x, y ∈ L and p ≥ 1. But the image under f of an element of this form is equal to

f (a) = f (v1) · · · f (vi)( f (x) f (y) − f (y) f (x) − f ([x, y])) f (vi+1) · · · f (vp) = 0

hence a ⊂ ker f . Thus, in view of Proposition 2.2.2 there exists a unique algebra map
f̃ : U(L) → LA′ such that f = f̃ ◦ π. �

2.3 Coalgebras

A coalgebra is a triple C = (C,∆, ε) where C is a k-vector space, and ∆ : C → C ⊗ C and
ε : C → k are k-linear maps such that the diagram

k ⊗ C

C C ⊗ C

C ⊗ k

C ⊗ C C ⊗ C ⊗ C

∆

∆ ∆⊗id

ε⊗id

id⊗∆
id⊗ε

commutes. Observe that this is the same diagram as before but with “arrows reversed”. We will
use Sweedler’s notation to denote the image of ∆ as follows. For x ∈ C we write

∆x =
∑
(x)

x1 ⊗ x2,

or in a more compact way, ∆x = x1 ⊗ x2. Sometimes we will also drop the limit on the sum. In
this notation, the coassociativity property (id ⊗ ∆)∆ = (∆ ⊗ id)∆ reads∑

x1 ⊗ (x2)1 ⊗ (x2)2 =
∑
(x1)1 ⊗ (x1)2 ⊗ x2,

for all x ∈ C, hence there is no ambiguity in simply writing

(id ⊗ ∆)∆x = (∆ ⊗ id)∆x =
∑

x1 ⊗ x2 ⊗ x3.
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Likewise, the counit satisfies

x =
∑
〈ε, x1〉x2 =

∑
〈ε, x2〉x1.

Let C and C′ be two coalgberas. A coalgebra homomorphism is a map φ : C→ C′ such that
the diagram

C C ⊗ C

k

C′ C′ ⊗ C′

∆

φ φ⊗φ

ε

ε′

∆′

A coideal in a coalgebra C is a subspace such that ∆c ⊂ C ⊗ c + c ⊗C. A subcoalgebra of C
is a suspace S such that ∆S ⊂ S ⊗ S and S ⊂ ker ε. Coideals serve, as ideals in an algebra, to
form quotients.

Proposition 2.3.1. Let C be a coalgebra and c ⊂ C a coideal. The quotient space C/c has a
coalgebra structure and the canonical projection is a coalgebra map.

Proof. Let π : C → C/c be the canonical projection, and define a coproduct ∆q : C/c →

C/c ⊗ C/c by ∆qπ(x) = (π ⊗ π)∆x. To check that ∆q is well defined it suffices to show that if
π(x) = π(x′) then ∆qπ(x) = ∆qπ(x′). But in that case there is a c ∈ c such that x = x′ + c and
then ∆x = ∆x′ + ∆c, whence

∆qπ(x) = ∆qπ(x′) + (π ⊗ π)∆c = ∆qπ(x′)

since C ⊗ c + c ⊗ C ⊂ ker(π ⊗ π).

Now define ε̄ : C/c→ k by 〈ε̄, π(x)〉 = 〈ε, x〉. This is well-defined and

(ε̄ ⊗ id)∆qπ(x) = (ε ⊗ π)∆x = π(x).

The other identity can be checked in a similar way. �

A left comodule over a coalgebra C, or left C-comodule, is a tuple ℳ = (M, ρ) where M is a
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vector space and ρ : M → C ⊗ M is such that the diagram

M C ⊗ M

k ⊗ M

C ⊗ M C ⊗ C ⊗ M

ρ

ρ id⊗ρ

ε⊗id

∆⊗id

commutes. A right comodule is defined in a similar fashion. Using Sweedler’s notation, the
image of ρ is sometimes written

ρ(x) =
∑

x1 ⊗ x0

so the diagram above imposes the identities∑
x1 ⊗ (x0)1 ⊗ (x0)0 =

∑
(x1)1 ⊗ (x1)2 ⊗ x0

and ∑
〈ε, x1〉x0 = x.

If C,C′ are two coalgebras, their tensor product C ⊗ C′ is also a coalgebra with coproduct
∆C⊗C′ = τ2,3◦(∆C⊗∆C′) and counit εC⊗C′ = εC⊗εC′, where τ2,3 is the flipmap τ2,3(a⊗b⊗c⊗d) =

a ⊗ c ⊗ b ⊗ d.

A coalgebra C is said to be graded if its underlying vector space admits a decomposition

C =
∞⊕

p=0
Cp

such that ker ε ⊂ C1 ⊕ C2 ⊕ · · · and

∆Cp ⊂
⊕
q+r=p

Cq ⊗ Cr .

As before, a graded coalgebra C is said to be connected if C0 is one-dimensional.

It is an easy exercise to prove that

Proposition 2.3.2. Fix q ≥ 1. The subspace

cq B

q⊕
p=0

Cp

is a coideal in C.
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2.3.1 The cofree coalgebra

Similarly to the case of an algebra, there is an explicit construction of the cofree coalgebra over a
vector space V . Let V be a vector space. As before, let

T c(V) =
∞⊕

p=0
V⊗p.

It is possible to define a coproduct ∆ : T c(V) → T c(V) ⊗̃ T c(V) in the following way: let
∆1 = 1 ⊗̃ 1 and for an elementary tensor x = v1 ⊗ · · · ⊗ vp ∈ V⊗p set

∆x = 1 ⊗̃ x + x ⊗̃ 1 +
p−1∑
j=1
(v1 ⊗ · · · ⊗ v j) ⊗̃ (v j+1 ⊗ · · · ⊗ vp).

The counit is the map such that 〈ε,1〉 = 1 and 〈ε, v〉 = 0 else. The coalgebra (T c(V),∆, ε) has the
following property: if C is any coalgebra, each map f : C→ V extends uniquely to a coalgebra
map f : C→ T c(V). Note that T c(V) is a graded connected coalgebra where the tensor products
V⊗p play the role of the homogeneous components.

There is another, equivalent construction of the cofree coalgebra. Let A be a set, regarded
as an alphabet, and let A∗ be the free monoid over A; the unit in A∗ is denoted by 1. There is a
coproduct ∆ : k A∗ → k A∗ ⊗ k A∗ such that ∆1 = 1 ⊗ 1 and if w = a1 . . . ap is a non-empty word
then

∆w = 1 ⊗ w + w ⊗ 1 +
p∑

j=1
a1 . . . a j ⊗ a j+1 . . . ap.

As before, both constructions are trivially isomorphic.

2.3.2 The convolution algebra

Let C be a coalgebra and A be an algebra. It is possible to obtain an algebra structure on the
space of k-linear maps Homk(C,A) by transposing the coalgebra structure of C. Specifically,
given φ,ψ ∈ Homk(C,A), their convolution product is the map φ ?ψ ∈ Homk(C,A) as

(φ ?ψ)(x) = m(φ ⊗ ψ)∆x. (2.4)

In Sweedler’s notation this reads

(φ ?ψ)(x) =
∑

φ(x1)ψ(x2).

Associativity of the convolution product follows from both the associativity of m and the
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coassociativity of ∆ since

[φ ? (ψ ? θ)](x) = m(φ ⊗ ψ ? θ)∆x

= m(id ⊗ m)(φ ⊗ ψ ⊗ θ)(id ⊗ ∆)∆x

= m(m ⊗ id)(φ ⊗ ψ ⊗ θ)(∆ ⊗ id)∆x

= [(φ ?ψ)? θ](x)

The map η = u ◦ ε acts as the unit, since

(η ? ψ)(x) = m(u ◦ ε ⊗ ψ)∆x

=
∑
〈ε, x1〉u(1)ψ(x2)

=
∑
〈ε, x1〉ψ(x2)

= ψ
(∑
〈ε, x1〉x2

)
= ψ(x).

The other identity is proven similarly.

This shows that in particular the linear dual C∗ = Homk(C, k) of C possesses an associative
algebra structure. In this case, the counit of C plays the role of the unit in C∗. The associative
algebra (C∗,?, ε) is known as the dual algebra of the coalgebra C.

There is a nice duality between subcoalgebras of (C,∆) and ideals of (C∗,?). Recall that for
a subset J ⊂ C, its anihilator is the subspace

J⊥ B {ψ ∈ C∗ : 〈ψ, x〉 = 0,∀x ∈ J}.

Proposition 2.3.3. Let S be a subspace of C. Then

1. S is a subcoalgebra if and only if S⊥ is an ideal in C∗.

2. S is a coideal if and only if S⊥ is a subalgebra of C∗.

2.3.3 The restricted and graded duals

We observe however that it is not always possible to turn the dual space of an arbitrary algebra into
a coalgebra by dualising the product. Suppose (A,m,1) is an algebra and let A∗ = Homk(A, k)

denote the dual space of its underlying vector space. The product is a linear map m : A ⊗ A→ A

hence its transpose m∗ : A∗ → (A ⊗ A)∗. But in general (A ⊗ A)∗ is strictly bigger than A∗ ⊗ A∗,
unless A is finite-dimensional, in which case they are isomoprhic.
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Suppose there is a subspace D ⊂ A∗ such that m∗(D) ⊂ D ⊗ D. In this case, the restriction
∆ = m∗ |D defines a coproduct because, since m is associative, one has

〈(∆ ⊗ id)∆ψ, x ⊗ y ⊗ z〉 = 〈∆ψ, xy ⊗ z〉

= 〈ψ, (xy)z〉

= 〈ψ, x(yz)〉

= 〈∆ψ, x ⊗ yz〉

= 〈(id ⊗ ∆)∆ψ, x ⊗ y ⊗ z〉.

Moreover, the linear map ε : A∗ → k defined by 〈ε,ψ〉 = 〈ψ,1〉 satisfies

〈(ε ⊗ id)∆ψ, x〉 = 〈∆ψ,1 ⊗ x〉 = 〈ψ, x〉

so that (D,∆, ε) is a coalgebra, which is cocommutative if A is commutative.

One can consider the space A◦ consisting of all linear maps ψ ∈ A∗ such that kerψ contains
a cofinite ideal, that is, such that there is an ideal a ⊂ kerψ with dim(A/a) < ∞. This space
satisfies the identity (A⊗A)◦ � A◦⊗A◦ and m∗(A◦) ⊂ A◦⊗A◦. Hence the restriction ∆ = m∗ |A◦
defines a coproduct, and the map 〈ε,ψ〉 = 〈ψ,1〉 is a counit so (A◦,∆, ε) becomes a coalgebra.

We obtain an alternate construction of the cofree coalgebra [30].

Proposition 2.3.4. Let V be a vector space. Then T(V∗)◦ is the cofree coalgebra over V .

In the case A is also graded one can do a little bit better. Suppose A is a graded algebra with
homogeneous components Ap. The graded dual of A is the space

Agr B
∞⊕

p=0
A∗p,

which is a subspace of the full dual A∗. One has (A ⊗ A)gr � Agr ⊗ Agr and m∗(Agr) ⊂ Agr ⊗ Agr

and so the restriction ∆ = m∗ |Agr is a coproduct, hence (Agr,∆, ε) is also a coalgebra.

There is a relation between the graded a restricted duals.

Proposition 2.3.5. LetA be a locally finite graded algebra, i.e. such thatAp is finite-dimensional
for each p ≥ 0. Then Agr ⊂ A◦.

Proof. Suppose ψ ∈ Agr. Then, ψ decomposes as a sum

ψ =

∞∑
p=0

αpψp
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where ψp ∈ A∗p and only a finite number of coefficients αp is non-zero. Moreover, for all x ∈ A

one has

〈ψ, x〉 =
∞∑

p=0
αp〈ψp, xp〉

where xp ∈ Ap are the homogeneous components of x.

Let q ∈ N be such that ψp = 0 for all p ≥ q. Then, if x ∈ Aq ⊕Aq+1 ⊕ · · · we have 〈ψ, x〉 = 0,
that is, x ∈ kerψ. But the subspace

a =

∞⊕
p=q

Ap

is an ideal (Proposition 2.2.4) in A contained in kerψ such that (Corollary 2.2.5)

A/a �
q−1⊕
p=0

Ap,

so in particular a is cofinite, whence ψ ∈ A◦. �

Remark 2.3.6. The full linear dual A∗ of a graded algebra consists of formal series of the type

ψ =
∑
p≥0

ψp

where ψp ∈ A∗p. In other words, we may identify

A∗ =
∞∏

p=0
A∗p,

the direct product of the duals. In general this space is much larger than Agr, except when
dimA < ∞ in which case A∗ � A◦ � Agr. In fact, when A is locally finite we can identify
Agr � A as vector spaces. 4

2.4 Bialgebras and Hopf algebras

For this section, besides the references given at the beginning of Section 2.2 the reader is also
referred to the more specific P. Cartier’s A Primer of Hopf algebras [18] and the nice review by
D. Manchon [89].

A bialgebraℬ = (B,m,u,∆, ε) is a 5-tuple such that (B,m,u) is an algebra and (B,∆, ε) is a
coalgebra, and the either ∆ and ε are algebra morphisms, or m and u are coalgebra morphisms.
Here, the tensor productℬ ⊗ℬ is supposed to carry the natural algebra or coalgebra structure
introduced on the previous sections. A proof of the equivalence between these two statements
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can be found in [113].

A morphism of bialgebras is a map which is a morphism of algebras and coalgebras as the
same time. A biideal of a bialgebra ℬ is a subspace b ⊂ ℬ which is an ideal of (ℬ,m,1) and
a coideal of (ℬ,∆, ε). If b is a biideal then ℬ/b has a canonical bialgebra structure and the
projection is a morphism of bialgebras.

A Hopf algebra ℋ is a bialgebra together with a linear map S : ℋ→ ℋ, called the antipode,
such that the diagram

ℋ ⊗ ℋ ℋ ⊗ ℋ

ℋ k ℋ

ℋ ⊗ ℋ ℋ ⊗ ℋ

S⊗id

m∆

∆

ε u

id⊗S

m

commutes. This means that the identity

m(S ⊗ id)∆x = m(id ⊗ S)∆x = ε(x)1 (2.5)

holds for all x ∈ ℋ. In other words, S is the convolutional inverse of id in Homk(ℋ,ℋ), hence it
is unique when it exists.

Proposition 2.4.1. Let ℋ and ℋ′ be two Hopf algebras and f : ℋ→ ℋ′ a bialgebra map. Then
f ◦ S = S′ ◦ f .

The next proposition from [30, 113] gives some of the properties of the antipode.

Proposition 2.4.2. Let ℋ be a Hopf algebra with antipode S. Then

1. S(xy) = S(y)S(x),

2. S(1) = 1,

3. ∆S(x) =
∑

S(x2) ⊗ S(x1) and

4. ε ◦ S = ε.

If ℋ is commutative or cocommutative then S2 = id.

The following theorem is of utter importance in what follows. We cite it here without proof,
but one can be found in [89].
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Theorem 2.4.3. Let ℋ be a graded connected bialgebra. Then ℋ is a Hopf algebra, and its
antipode satisfies the recursion

S(x) = −x +
∑
(x)

S(x1)x2 = −x +
∑
(x)

x1S(x2)

for all x ∈ ker ε.

2.4.1 Primitive and group-like elements

Let (ℋ,m,∆,S) be a Hopf algebra. We now single out two special classes of elements of ℋ. An
element x ∈ ℋ is said to be group-like if ∆x = x ⊗ x; we denote by G(ℋ) the collection of all
group-like elements in ℋ. An element x ∈ ℋ is said to be primitive if ∆x = x ⊗ 1 + 1 ⊗ x; we
denote by g(ℋ) the collection of all primitive elements in ℋ.

We have

Proposition 2.4.4. The group-like elements form a group with unit 1 ∈ ℋ and inverses x−1 = S(x).
Furthermore 〈ε, x〉 = 1 for all x ∈ G(ℋ).

Proof. First note that by definition ∆1 = 1 ⊗ 1 so 1 ∈ G(ℋ). Let x, y ∈ G(ℋ). Since ∆ is an
algebra morphism then

∆(xy) = ∆(x)∆(y) = xy ⊗ xy

so xy ∈ G(ℋ). The counit property implies the identity x = 〈ε, x〉x and so 〈ε, x〉 = 1. Finally,
the defining property of the antipode gives the identity

1 = m(S ⊗ id)∆x = S(x)x = xS(x),

that is, x−1 = S(x). �

Proposition 2.4.5. The space of primitive elements g(ℋ) is a Lie algebra under the bracket
[x, y] = xy − yx, and g(ℋ) ⊂ ker ε.

Proof. Clearly g(ℋ) is a subspace of ℋ. A simple computation yields

∆[x, y] = ∆(x)∆(y) − ∆(y)∆(x)

= xy ⊗ 1 + x ⊗ y + y ⊗ x + 1 ⊗ xy − yx ⊗ 1 − y ⊗ x − x ⊗ y − 1 ⊗ yx

= (xy − yx) ⊗ 1 + 1 ⊗ (xy − yx)

= [x, y] ⊗ 1 + 1 ⊗ [x, y]
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hence [x, y] ∈ g(ℋ). Finally, the properties of the counit give the identity

x = 〈ε, x〉1 + x

whence 〈ε, x〉 = 0. �

Finally we have the following

Proposition 2.4.6. Let A be an algebra and f ∈ A∗ be an algebra map, i.e. such that
〈 f , xy〉 = 〈 f , x〉〈 f , y〉. Then if (A◦,∆, ε) denotes the dual coalgebra as described in Section 2.3.3
we have f ∈ A◦, ∆ f = f ⊗ f and 〈ε, f 〉 = 1.

2.5 Algebraic structures on rooted trees

A non-planar rooted tree is a connected acyclic graph t = (Nt,Et) with one distinguished vertex,
called the root. Graphically, we draw rooted trees with the root at the bottom and growing
northwards; the root is drawn in slightly bigger size. As a convention we think of edges as being
oriented away from the root, but this will not be reflected in the graphical representation; given
an edge e = (x, y) ∈ Et we will call x, y ∈ Nt its source and target, respectively. The first eight
rooted trees are

, , , , , , , .

Non planarity means that we do not distinguish the tree from . Henceforth we shall
drop the adjectives “non-planar” and “rooted” since this will be the only type of trees we will
consider. Given a tree t we write |t | for the number of its vertices or nodes. There is a natural
partial order on Nt by declaring that x � y if and only if there is a path in t from the root to
y ∈ Nt containing the vertex x. For example, the node set of a linear tree is linearly order with its
root acting as the minimal element, and its unique leaf as the maximal element; the leaves on the
fourth three in the above example are not comparable.

A rooted forest is a finite collection of rooted trees, irrespective of order; in particular, trees
are a particular kind of forest. There is also the empty forest which we will denote by 1. We
can union two forests two obtain a third forest, and this operation will be denoted simply by
juxtaposition both symbolically and graphically. Since a forest can be thought of as the union of
its constituent trees, these will be denoted by t = t1t2 · · · tk , and we set |t | = |t1 | + |t2 | + · · · + |tk |.
The trees t1, . . . , tk forming a forest t are said to be the factors of t. Finally, given a forest with k

factors s = t1 · · · tk , we denote by B+(t1 · · · tk) the tree obtained by grafting each of the roots of
the trees t1, . . . , tk to a new common root, e.g.

B+(1) = , B+( ) = , B+( ) = , B+( ) = ,
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and it is fairly easy to see that all trees can be obtained from by iteration of this operation and
the union of forests. We also denote by B− the inverse operation, so for a tree t, B−(t) is the forest
formed by the children of its root.

Finally, we define the symmetry factor s(t) of a tree t recursively by setting s( ) = 1 and

s(B+(t
n1
1 · · · t

nk
k )) = n1! · · · nk!s(t1) · · · s(tk) (2.6)

where t1, . . . , tk are distinct trees and ti is grafted n1 times onto the root. For example

s( ) = 1, s( ) = 1, s( ) = 2, s
( )
= 1, s

( )
= 1.

2.5.1 The Connes–Kreimer Hopf algebra

First, we will describe a Hopf algebra structure introduced in 1998 [24] by A. Connes and D.
Kreimer in order to describe the renormalisation procedure in the perturbative expansion of
Quantum Field Theories (QFTs for short). Without going into further details, this Hopf algebra
describes the combinatorics behind various “renormalisation procedures” which serve to extract
suitable counterterms from divergent Feynman graphs, which can be thought of as representing
diverging integrals appearing in the Taylor expansion of Green’s function of the interaction, with
respect to a dimensionless coupling parameter.

We will now proceed to a mathematical description of this Hopf algebra, which we will
denote by ℋCK . As an algebra, ℋCK is constructed as the free commutative algebra over the real
vector space spanned by trees. In particular, it can be seen to be isomorphic, as a vector space,
to the real vector space spanned by forests, with forest union as product and 1 as the unit. The
coproduct and counit of ℋCK are constructed by using its freeness as a commutative algebra in
the following way: the counit ε : ℋCK → R is the unique algebra morphism such that 〈ε, t〉 = 0
for all trees. The coproduct ∆ : ℋCK → ℋCK ⊗ ℋCK is the unique algebra morphism such that

∆B+(t) = B+(t) ⊗ 1 + (id ⊗ B+)∆t. (2.7)

In [24] it is shown that this coproduct is coassociative, and that it admits a description in terms of
cuts. Given a tree t, we call an arbitrary subset C ⊂ Et a cut; a cut is said to be admissible if
any path from the root to any vertex of t contains at most one edge from C, and it is said to be
elementary if it consists of a single edge. Any admissible cut C of t containing k edges maps t to
a forest C(t) = t1 · · · tk+1 obtained by deleting the edges from C. It is customary to denote by
RC(t) the unique factor of C(t) containing the original root, and by PC(t) the forest formed by
the rest. This notion can be extended to forests t = t1 · · · tk in the obvious way by choosing an

41



admissible cut Cj for each tree t j and letting

C(t) = C1(t1) · · ·Ck(tk), PC(t) = PC1(t1) · · · PCk (tk), RC(t) = RC1(t1) · · · RCk (tk).

If we denote the set of admissible cuts of t by A(t) then

∆t = t ⊗ 1 + 1 ⊗ t +
∑

C∈A(t)

PC(t) ⊗ RC(t). (2.8)

for all t ∈ ℋCK . As an example

∆ = ⊗ 1 + 1 ⊗ + ⊗ + ⊗ + ⊗ + ⊗ + ⊗ ,

and this shows that ∆ is not cocommutative.

Until now, we have defined a commutative bialgebra ℋCK on rooted forests. This bialgebra is
graded by the number of nodes, that is, its homogeneous component of degree n ≥ 0 is spanned
by forests with exactly n nodes. Since there is only one forest with zero nodes, namely the
empty forest 1, we have that in fact ℋCK is connected. Hence, appealing to a general result [89,
Corollary 5] we obtain that ℋCK is indeed a Hopf algebra. Moreover, we have the following
recursive expression for its antipode S : ℋCK → ℋCK by S(1) = 1 and

S(t) = −t −
∑

C∈A(t)

S(PC(t))RC(t) = −t −
∑

C∈A(t)

PC(t)S(RC(t)),

for all t ∈ ℋCK . For example,

S( ) = − , S( ) = − + , S
( )

= − + + + − 3 +

where we have used the fact that S is an algebra morphism sinceℋCK is commutative –in general
it is only an antihomomorphism.

2.5.2 The Grossman-Larson Hopf algebra

There is another Hopf algebra structure that can be defined on trees which was first defined by R.
Grossman and R. Larson in 1989 [48], in order to study efficient ways to compute the action of
certain differential operators. We will denote this Hopf algebra by ℋGL , and as a vector space is
spanned by trees. The product of two trees t = B+(t1 · · · tk) and t, denoted by t ? t′, is obtained
as the sum of all the ways of grafting the trees t1, . . . , tk to a vertex of t, e.g.

? = + 2 + , ? = 2 + (2.9)
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so in particular the product is not commutative. Remark that the tree consisting of a single node
acts as the unit. As an algebraℋGL is graded by deg(t) = |t | − 1 and therefore it is also connected.
The coproduct ∆? : ℋGL → ℋGL ⊗ ℋGL is given, for t = B+(t1 · · · tk), by

∆?t =
∑
I,J

tI ⊗ tJ

where the sum ranges over all the partitions I, J of the finite set {1, . . . , k} and tI = B+(ti1 · · · tip )

if I = {i1, . . . , ip} ⊂ {1, . . . , k}; also the convention t� = 1 is in force. For example

∆? = ⊗ + ⊗ + ⊗ + ⊗ .

In general, ∆? is cocommutative and this endows ℋGL with a graded connected cocommutative
bialgebra structure. As before, this implies that ℋGL is actually a Hopf algebra and we have a
similar recursive expression for the antipode S?. As an example

S?( ) = , S?( ) = − , S?
( )

= 2 + 2 + .

There is an interesting relation between the Connes–Kreimer and the Grossman–Larson
Hopf algebras which was shown by M. E. Hoffman [63]. Given two trees t, t′ let (t, t′) = s(t)δt,t ′

where s(t) is the symmetry factor defined in eq. (2.6). This definition is extended to rooted
forests t, t′ ∈ ℱ by (t, t′) = (B+(t),B+(t′)); observe this is well defined since for rooted trees
s(t) = s(B+(t)).

Theorem 2.5.1. The linear map χ : ℋGL → ℋgr
CK given by 〈χ(t),u〉 = (B−(t),u) = (t,B+(u)) is

a Hopf algebra isomorphism.

Thus, the?product inℋGL as defined above corresponds to the convolution product associated
to the Connes–Kreimer coproduct, that is, 〈χ(t ? t′),u〉 = 〈χ(t) ⊗ χ(t′),∆u〉. We will present a
full proof of this statement in the next section.

2.5.3 Decorated rooted trees

We now introduce decorated versions of the Connes–Kreimer and Grossman–Larson Hopf
algebras, as this is the right context in which Rough Paths theory is formulated. Fix, once and for
the rest of this section, a finite alphabet A.

A (non-planar) rooted tree decorated by the alphabet A is a pair τ = (t, c) where t is a tree in
the sense of the previous sections and c : Nt → A is a function. We denote the underlying tree of
τ = (t, c) by t(τ) = t; the collection of all decorated trees will be denoted by T ; for a positive
integer n ∈ N, we denote by Tn (resp. T(n)) the collection of trees having at most (resp. exactly)

43



n nodes. The vector spaces spanned by these collections will be denoted by ℬ, ℬn and ℬ(n),
respectively. Graphically, we put decorations besides the nodes, e.g.

a, a
b, a

b c .

A decorated rooted forest is a forest of decorated trees and we use the notation τ = τ1 · · · τk

where each factor τi ∈ T . The collection of all decorated rooted forests will be denoted by ℱ, and
the empty forests will also be denoted by 1. For a natural number n ∈ N, we denote by ℱn (resp.
ℱ(n)) the collection of forests with at most (resp. exactly) n edges; the empty forest is the unique
forest with no vertices. For each letter a ∈ A we have maps Ba

+ : ℱ→ T where Ba
+(τ1 · · · τk) is

the decorated tree obtained by grafting each of the trees τ1, . . . , τk to a new root decorated by a.
There is also, for each letter a ∈ A, a map Ba

− : T → ℱ such that

Ba
−(B

b
+(τ1 · · · τk)) =


τ1 · · · τk a = b

0 a , b
.

All of the previous notions can be imported into this setting, applying them to the underlying
tree taking care of the decorations since now decorated trees with identical underlying trees are
considered to be different if their decorations do not match for all nodes. For example, if b , c

we have
s
(

a
b c

)
= 1, s

(
a

b b
)
= 2.

The decorated version of the Connes–Kreimer Hopf algebra has been considered in [51].
We will denote this Hopf algebra by ℋA

CK . As an algebra ℋ
A
CK is the free commutative algebra

over T ; hence, as a vector space it is isomorphic to ℱ and the product is given by the disjoint
union of decorated forests. As before, it is graded by the number of nodes so in particular the
homogeneous component of degree n ∈ N is spanned by ℱ(n). Of course, when the alphabet
contains a single letter ℋA

CK � ℋCK . The coproduct ∆ : ℋA
CK → ℋA

CK ⊗ ℋA
CK is the same as for

ℋCK by keeping the decorations in each of PC(τ) and RC(τ), e.g.

∆ a
b c
= a

b c
⊗ 1 + 1 ⊗ a

b c
+ b ⊗ a

c
+ c ⊗ a

b + b c ⊗ a.

The antipode has a similar expression with the inclusion of the decorations so for example

S( a) = − a, S
(

a
b c

)
= − a

b c
+ b

a

c
+ c

a
b − a b c .

We will now proceed to describe a decorated version of the Grossman–Larson Hopf algebra,
which we denote by ℋA

GL . For this, we will need a new type of trees, in which the root is distinct
in that it is always undecorated. We draw this special root as a blank node, and we have a map

44



B◦+ attaching the trees in a forest to an undecorated root; hence all trees in the vector basis of
ℋA

GL can be written as B◦+(τ1 · · · τk) for some decorated forest. Given such a tree τ we denote by
deg(τ) = |τ | − 1 the number of its decorated nodes. The product and the coproduct are given by
the same formula as before, so for example

a b ? c
= c

a b

+ c

a

b + c
b

a + a b c .

Compare this with eq. (2.9), and notice that there the second tree has a factor of two while here
we have two (potentially) different trees due to the decorations. As before, the tree acts as the
unit. The coproduct ∆? : ℋA

GL → ℋA
GL ⊗ ℋA

GL is again given by partitions of the children of the
root, e.g.

∆? a
b

c = a
b

c ⊗ + ⊗ a
b

c + a
b

⊗
c
+

c
⊗ a

b

.

Remark 2.5.2. Of course, considering ℋA
GL to be generated, as a vector space, by forests instead

of trees with an undecorated root would have given an isomorphic construction. The only caveat
is that in that case one has to be more careful in order to define the product and the coproduct. 4

2.6 The free pre-Lie algebra

We start this section by recalling the definition of a pre-Lie algebra. A left pre-Lie algebra
is a vector space L together with a linear map . : L ⊗ L → L such that the associator
a(x, y, z) = x . (y . z) − (x . y) . z is left symmetric, i,e.

x . (y . z) − (x . y) . z = y . (x . z) − (y . x) . z (2.10)

for all x, y, z ∈ L. If the associator is right-symmetric instead of left-symmetric, L is said to be a
right pre-Lie algebra. The following proposition justifies the name.

Proposition 2.6.1. Let (L, .) be a pre-Lie algebra, and define [x, y]. = x . y − y . x. Then
(L, [·, ·].) is a Lie algebra.

Proof. It is clear that [·, ·]. is bilinear and [x, x]. = 0 for all x ∈ L. Now we check the Jacobi
identity. Let x, y, z ∈ L, then

[x, [y, z].]. = x . [y, z]. − [y, z]. . x

= x . (y . z − z . y) − (y . z − z . y) . x

= x . (y . z) − x . (z . y) − (y . z) . x + (z . y) . x,
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and

[z, [x, y].]. = z . [x, y]. − [x, y]. . z

= z . (x . y − y . x) − (x . y − y . x) . z

= z . (x . y) − z . (y . x) − (x . y) . z + (y . x) . z,

and also

[y, [z, x].]. = y . [z, x]. − [z, x]. . y

= y . (z . x − x . z) − (z . x − x . z) . y

= y . (z . x) − y . (x . z) − (z . x) . y + (x . z) . y,

hence the sum [x, [y, z].]. + [z, [x, y].]. + [y, [z, x].]. = 0 by eq. (2.10). �

Now, let A be a finite alphabet and T be the collection of all rooted trees decorated by A, as
above. Given three trees τ,σ, ρ ∈ T denote by n(τ,σ; ρ) the number of elementary cuts on ρ
such that PC(ρ) = τ and RC(ρ) = σ. Define a bilinear operation on T by

τy σ =
∑
ρ∈T

s(σ)s(τ)
s(ρ)

n(τ,σ; ρ)ρ.

Observe that the sum is actually finite since n(τ,σ; ρ) is non-zero if and only if |ρ| = |τ | + |σ |.
For example

a y b

c
=

b

c

a

+ b

c a
, b

c
y a =

a
b

c

.

This operation makes (T ,y) a pre-Lie algebra as is shown in [22]. In fact, we have

Theorem 2.6.2 (Chapoton–Livernet). The pre-Lie algebra (T ,y) is the free pre-Lie algebra
over the vector space spanned by A, once one considers the natural embedding RA � T1 ⊂ T .

This operations bears an interesting relation with the decorated Grossman–Larson product
defined in Section 2.5.3.

Proposition 2.6.3. The identity τ y σ − σ y τ = B◦+(τ)? B◦∗ (σ) − B◦+(σ)? B◦+(τ) holds for
all τ,σ ∈ T .

This Proposition together with the Chapoton–Livernet theorem 2.6.2 provides us with a
procedure for defining characters on ℋA

CK as follows: let A be an associative algebra, pick
a1, . . . ,ad ∈ A and define φ( i) = ai for all i = 1, . . . , d. Observe that since A is associative its
product endows it with a preLie algebra structure. Hence, φ extends uniquely to a preLie algebra
morphism φ : ℬ → A, and further to a Lie algebra morphism φ : ℬ → LA. Finally, we use
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the fact that ℋA
CK is the universal enveloping algebra of its primitive elements and the previous

proposition.
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Chapter 3

Analysis

In this chapter we will describe the main analytical tools needed to understand –and prove– some
of the results in this work. We will mainly follow M. Gubinelli’s line of work, introduced in [50,
51]. There are also some classical notions such as Hölder and Besov regularity, for which the
reader is referred to the classical textbooks [32, 90, 116].

3.1 Hölder spaces

Let [0,T] be a fixed time interval, and fix once and for the rest of this section a normed vector
space (V, | · |). For a function f : [0,T] → V and α ∈ (0,1) let

[ f ]α B sup
(s,t)∈[0,T]2

| ft − fs |
|t − s |α

. (3.1)

The classical α-Hölder space Cα is the vector space of functions such that [ f ]α < ∞. Note that
eq. (3.1) defines only a seminorm, because it becomes zero for all constant functions. Hölder
functions are necessarily continuous since we can bound the differences | ft+h − ft | ≤ [ f ]α |h|α.
The seminorm on eq. (3.1) can be turned into a norm in two different inequivalent ways: one can
consider ‖ f ‖α = | f0 | + [ f ]α or the space ÛCα = Cα/R = { f ∈ Cα : f0 = 0}. We will also denote
by C0 the space of continuous functions.

Proposition 3.1.1. Let 0 < α < 1. The Hölder space Cα is an algebra under pointwise product.

Proof. Let f , g ∈ Cα. Then

| ftgt − fsgs | ≤ |gt( ft − fs)| + | fs(gt − gs)|

≤ (‖g‖∞[ f ]α + ‖ f ‖∞[g]α)|t − s |α

49



whence f g ∈ Cα and [ f g]α ≤ ‖g‖∞[ f ]α + ‖ f ‖∞[g]α. �

Since we will be working on a compact interval we have the following

Proposition 3.1.2. There is an inclusion C1 ⊂ Cβ ⊂ Cα ⊂ C0 if 0 < α < β < 1. Moreover, this
inclusion is continuous, that is, the canonical map ι : Cβ → Cα is continuous.

Proof. The inclusion Cα ⊂ C0 was shown in the previous paragraph. A simple computation
gives that if 0 < α < β < 1 then [ f ]α ≤ T β−α[ f ]β. In particular the inclusion map ι : Cβ → Cα

is bounded and ‖ι‖α ≤ T β−α. Moreover, if f ∈ C1 then its derivative is bounded and so by the
Mean Value Theorem [ f ]β ≤ T1−β‖ f ′‖∞. �

It should be noted however that in general these inclusions are strict. As an example take
V = R and consider the function ft = tα which is in Cα since the inequality (t + s)α ≤ tα + sα

holds for all s, t ∈ [0,T] and α ∈ (0,1). Therefore, | ft − fs | ≤ |t − s |α and so [ f ]α ≤ 1. But if
β > α then | ft |tβ = tα−β is unbounded so f cannot lie in Cβ. The same example shows that the
inclusion of C1 into Cα is strict for any α ∈ (0,1) since f ′t →∞ when t → 0. Taking

ft =
1

log
(
2 t

T

)
with f0 = 0 shows that the inclusion Cα ⊂ C is strict. In fact, if f were in Cα for some α ∈ (0,1)
then we would have that

Ctα log(t) ≥ 1

for some positive constant C > 0 and all t ∈ [0,1/2] which is impossible since tα log(t) → 0 as
t → 0+.

3.1.1 Finite increments

These definitions can be extended to functions depending onmore than one variable by introducing
suitable finite increments. We denote by Ck the space of continuous functions from [0,T]k to
V such that ft1,...,tk = 0 whenever t j = t j+1 for some j = 1, . . . , k − 1. For each k ≥ 1 define an
operator δk : Ck → Ck+1 by

δk ft1,...,tk+1 B
k+1∑
j=1
(−1)k+ j ft1,...,t̂j,...,tk+1 (3.2)

where t̂ j means the argument is omited. In particular we have that δ1 fst = ft − fs and

δ2 fsut = fst − fsu − fut .
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It can be shown [50] that

0→ R→ C1
δ1
−→ C2

δ2
−→ C3

δ3
−→ · · ·

is an acyclic cochain complex. This means that for all k ≥ 1 one has δk+1 ◦ δk = 0 and
ker δk+1 = δkCk . Concretely, each time δk+1 f = 0 we can find a function g ∈ Ck such that
f = δkg. From now on, we set

C∗ =
⊕
k≥1

Ck

and by a slight abuse of notation we obtain an operator δ : C∗ → C∗ such that δ2 = 0.

Given γ > 0, and F in C2 define

‖F‖γ = sup
(s,t)∈[0,T]2

|Fst |

|t − s |γ
.

Let Cγ
2 ⊂ C2 denote the space of functions such that ‖F‖γ < ∞. Also, let

C1+
2 =

⋃
γ>1

Cγ
2 .

Given γ, ρ > 0 and F ∈ C3 define

‖F‖γ,ρ = sup
(s,u,t)∈[0,T]3

|Fsut |

|u − s |γ |t − u|ρ

and
‖F‖γ = inf

{∑
‖Gi‖ρi,γ−ρi : F =

∑
Gi,0 < ρi < γ

}
.

Let Cγ
3 ⊂ C3 denote the space of functions such that ‖F‖γ < ∞ and set

C1+
3 =

⋃
γ>1

Cγ
3 .

We will also need to consider the spaces ZCγ
3 = Cγ

3 ∩ ker δ and ZC1+
3 = C1+

3 ∩ ker δ.

The following result by M. Gubinelli is of central importance to the theory of branched rough
paths.

Theorem 3.1.3 (Sewing Lemma, [51]). There exists a unique linear map Λ : ZC1+
3 → C1+

2 such
that Λδ = id. Moreover, its restriction to ZCγ

3 satisfies the bound

‖ΛF‖γ ≤
1

1 − 2−γ
‖F‖γ .
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In the case V is also an algebra, given a continuous function f and F,G ∈ C2 we define new
functions f F ∈ C2, FG ∈ C3 and F · G ∈ C2 by

( f F)st = fsFst, (FG)sut = FsuGut, (F · G)st = FstGst .

It is easy to see that the following relations

δ( f F) = f δF − (δ f )F (3.3)

and

δ(F · G) = (δF) · (δG) + (Fe + eF) · δG + δF · (Ge + eG) + FG + GF (3.4)

hold, where e ∈ C2 is the function given by est = 1 for all (s, t) ∈ [0,T]2. The space C2 is an
algebra under the · product with unit e.

3.2 Wavelets

Let L2
c denote the space of functions f : R→ C such that t 7→ | f (x)|2 is integrable with respect

to dx. The standard Fourier transform F : L2
c → L2

c given by

(F f )(ω) B
∫ ∞

−∞

f (x)e−2πixω dx (3.5)

describes the global “frequency content” of the function f ∈ L2
c . This information can sometimes

be used to describe the global oscillatory behaviour of a given function but it is too sensitive
to discontinuities as the “filtering function” e−2πixω is spread out over the whole real line. In
other words, a change in local behaviour of f –think of a jump discontinuity at a given point, for
example– translates into a modification of the whole spectrum content represented by its Fourier
transform F f ; moreover, given this frequency representation it is in general hard to pinpoint
where such events occur as the exponential kernel appearing in eq. (3.5) is not well localised in
space. One way to attempt to solve this problem is to introduce a windowed Fourier transform. A
window function w : R→ R is, roughly, a compactly supported and smooth function. Spatial
localisation can then be achieved by first windowing the function f and then taking the standard
Fourier transform, i.e.

(Fw f )(ω, x) B
∫ ∞

−∞

f (y)w(y − x)e−2πiyω dy. (3.6)

Observe that this windowed Fourier transform depends on two parameters, where the extra
parameter x ∈ R now describes the centre of the spatial localisation. We remark that here the
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filtering function y 7→ w(y − x)e−2πiyω is now well localised in space and in frequency. Under
suitable assumptions on the window function, it can be shown that the coefficients eq. (3.6) are
enough to characterise (and reconstruct) the original function f by means of the formula

f (x) =
1

w(0)

∫ ∞

−∞

(Fw f )(ω, x)e2πixω dω.

In fact, only a countable number of such coefficients are actually needed; these coefficients
correspond to discrete translate of the filter by some fixed x0 > 0 and frequency ω0:

cn,k( f ) B (Fw f )(nx0, kω0) =

∫ ∞

−∞

f (y)g(y − nx0)e−2kπiyω0 dy.

It turns out that there is another, related, type of transform, called the wavelet transform.
Given a function ψ : R→ R called the mother wavelet –whose precise properties will be detailed
down below– and a, b ∈ R with a , 0 let

(W f )(a, b) B
1√
|a|

∫ ∞

−∞

f (x)ψ
(

x − b
a

)
dx (3.7)

be the continuous wavelet transform of f ∈ L2
c . Note the resemblance with the windowed Fourier

transform eq. (3.6). Loosely speaking, we require that the functions ψa,b(x) = |a|−1/2ψ( x−b
a )

be well localised in time and frequency, as for the Fourier transform. Then, eq. (3.7) provides
another time-frequency description of a function f ∈ L2

c . The first parameter is related to “scale”,
i.e. frequency localisation and b is simply is a time shift in order to change localisation in time.
An example of an admissible wavelet function is the Mexican hat function ψ(t) = (1 − x2)e−x2/2;
other, more interesting examples will be examined in what follows.

One of the main differences between eq. (3.6) and eq. (3.7) is that the window size in the
windowed Fourier transform is the same regardless of its frequency localisation whereas the
wavelets ψa,b have their “window sizes” adapted to the frequency localisation. This allows for
wavelets to better describe the behaviour of f at small scales; we will see that this translates
into a better ability to describe function and distributions spaces than what can be done with the
Fourier transform.

In this context there is also an inversion formula,

f = C−1
ψ

∫ ∞

−∞

∫ ∞

−∞

1
a2 (W f )(a, b)ψa,b dadb. (3.8)

where the normalising constant

Cψ =

∫ ∞

−∞

|(Fψ)(ω)|

|ω |
dω
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is assumed to be finite. If the mother wavelet ψ is integrable, then Cψ can be finite only if
(Fψ)(0) = 0, i.e. if

∫
ψ = 0. One can also set up a discrete wavelet transform obtained by

considering translates and scaling by fixed a0 > 1 and b0 > 1, i.e.

ψn,k(x) B an/2
0 ψ(an

0 x − kb0). (3.9)

for n, k ∈ Z. Unfortunately, since there is some redundancy in the wavelet coefficients

〈 f ,ψn,k〉 B

∫ ∞

−∞

f (x)ψn,k(x) dx (3.10)

in general there is no “inversion formula” just like eq. (3.8). This inversion problem is related
to the fact that the ψn,k should form an orthonormal basis of L2

c , which may not be true for
an arbitrary choice of ψ and a0, b0. The choice of mother wavelet ψ is only constrained by
the fact that the normalising constant Cψ appearing in eq. (3.8) should be finite. For reasons
made clear in the above paragraphs, however, we also require that ψ is well concentrated in
time and in frequency. It turns out that for some special choices of ψ, a0 and b0, the collection
(ψn,k : n, k ∈ Z) forms an orthonormal basis of L2

c .

3.2.1 Multiresolution analysis

One of the principal examples of such a special choice is the Haar wavelet basis, defined in 1910
by A. Haar [53]. The mother wavelet is the step function

ψ(x) =


1 0 ≤ x < 1

2

−1 1
2 ≤ x < 1

0 otherwise

. (3.11)

Even though this function is not very well localised, its translates and scalings do form an
orthonormal basis of L2

c , see [32] for a proof. In the proof, one builds the sequence of subspaces
Vn consisting of functions in L2

c which are constant in each interval [2nk,2n(k + 1)). This nested
sequence · · · ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ · · · ⊂ L2

c is such that⋃
n∈Z

Vn = L2
c

and ⋂
n∈Z

Vn = {0}.

Moreover, they satisfy f ∈ Vn if and only if f (2n·) ∈ V0 and f ∈ V0 if and only if f (· − k) ∈ V0

for all k,n ∈ Z. Also, the function ϕ such that ϕ(x) = 1 if 0 ≤ x < 1 and 0 else is such that
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(ϕ(· − k) : k ∈ Z) is a Schauder basis for V0.

Definition 3.2.1. A sequence of subspaces (Vn : n ∈ Z) of L2
c such that

1. · · · ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ · · · ,

2. ⋃
n∈Z

Vn = L2
c ,

3. ⋂
n∈Z

Vn = {0},

4. f ∈ Vn if and only if f (2n·) ∈ V0 for all n ∈ Z,

5. f ∈ V0 if and only if f (· − k) ∈ V0 for all k ∈ Z, and

6. there is ϕ ∈ V0 such that (ϕ(· − k) : k ∈ Z) is a Schauder basis for V0

is called a multiresolution analysis. The function ϕ appearing in 6. is called the scaling function
of the multiresolution analysis.

We remark right away that the scaling condition 4. together with 6. implies that for each
n ∈ Z the functions ϕn,k(t) = 2n/2ϕ(2nt − k), k ∈ Z for an orthonormal (Schauder) basis for
Vn. In particular, observe that the functions ϕ1,k(x) =

√
2ϕ(2x − k), k ∈ Z span V1 by 4. and 6.

above, and since V0 ⊂ V1 by 1. then there are coefficients (αk : k ∈ Z) such that

ϕ(x) =
∑
k∈Z

αkϕ(2x − k).

It turns out that setting
ψ(x) B

∑
k∈Z

(−1)kα1−kϕ(2x − k)

and ψn,k(x) B 2−n/2ψ(2−nx − k) then (ψn,k : k ∈ Z) spans the orthogonal complement Wn of Vn

in Vn−1.

Proposition 3.2.2. Let (Vn :∈ Z) be a multiresolution analysis. Then there exists an associated
orthonormal wavelet basis (ψn,k : n, k ∈ Z) of L2

c such that, if Pn denotes the projection onto Vn

then
Pn+1 = Pn +

∑
k∈Z

〈·,ψn,k〉ψn,k . (3.12)
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A simple consequence of 2. in definition 3.2.1 is that the projections Pn f converge to f in L2
c

as n→∞. Then, eq. (3.12) implies that the decomposition

f =
∑
k∈Z

〈 f , ϕ0,k〉ϕ0,k +
∞∑

n=0

∑
k∈Z

〈 f ,ψn,k〉ψn,k (3.13)

also holds in L2
c . Depending on the regularity properties of the mother wavelet, a multiresolution

analysis can be used to describe and characterise functional and distributional classes other than
L2

c .

3.2.2 Function spaces

One of the main tools of the preceding work has been the Fourier transform. We now present
the Schwartz space of rapidly decreasing functions, which is specially adapted to this kind of
transformation. Given n, k ∈ N and a smooth function f : R→ C let

‖ f ‖n,k B sup
t∈R
|xk f (n)(x)| (3.14)

The linear space S composed of all smooth functions such that ‖ f ‖n,k < ∞ for all n, k ∈ N is
known as the Schwartz space in honour of L. Schwartz who defined them for the first time [108].
We observe that the classical space C∞c of smooth functions with compact support –also known
as test functions– is included in S, and if φ ∈ S then (1 + x2)φ(x) is bounded and so∫ ∞

−∞

|φ(x)|p dx ≤ sup
x∈R
|(1 + x2)φ(x)|p

∫ ∞

−∞

1
1 + x2 dx < ∞

for all 1 ≤ p ≤ ∞, hence we have the inclusions C∞c ⊂ S ⊂ Lp. A standard result then implies
that the Schwartz space is dense in Lp in the Lp norm, for all p ∈ [1,∞].

The standard topology on S is given by the family of norms defined in eq. (3.14). This
topology is induced by the metric

(φ,ψ) 7→
∑

n,k≥0
2−(n+k) ‖φ − ψ‖n,k

1 + ‖φ − ψ‖n,k

and S becomes a complete metric space. Its topological dual S′, the space of tempered
distributions, consists of all linear functionals ξ : S→ C continuous with respect to the above
topology. Given φ ∈ S, the linear functional Tφ : S→ C given by

〈Tφ,ψ〉 B
∫ ∞

−∞

φ(x)ψ(x) dx

is continuous in the topology of S by a standard argument. Moreover, it is an injection since
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if Tφ = 0 then 〈Tφ, φ〉 = ‖φ‖2L2 = 0 whence φ = 0. We therefore have a continuous injection
S ↪→ S′. In fact, since the inclusion S ⊂ Lp is also continuous for all p ∈ [1,∞] and S is dense
in Lp, in a similar way we have that S ↪→ Lp ↪→ S′ for all 1 ≤ p ≤ ∞.

The main feature of the Schwartz space is that it bears a close relation to the Fourier transform.

Theorem 3.2.3. The Fourier transform is a continuous automorphism of S.

Proof. The result is standard but we provide a (partial) proof nonetheless for the sake of
completeness, and because it introduces two useful properties of the Fourier transform. Let
φ ∈ S. We first observe from the definition that all the derivatives of φ, as well as its product by
any polynomial still belong to S. Next, let ω ∈ R; for any h ∈ R we then have

Fφ(ω + h) −Fφ(ω) =

∫ ∞

−∞

φ(x)e−2πixω
(
e−2πixh − 1

)
dx

= −2πih
∫ ∞

−∞

xφ(x)e−2πixω dx + o(h).

since x 7→ xnφ(x) is a Schwartz function –in particular it is integrable– for all n ∈ N. Therefore,
we obtain the formula

d
dω

Fφ = −2πiF(xφ), (3.15)

valid for all φ ∈ S. Iterating eq. (3.15) we obtain the formula

dn

dωnFφ = (−2πi)F(xnφ) (3.16)

for all n ∈ N. In particular, Fφ ∈ C∞ for any φ ∈ S.

Now we have to evaluate the behaviour of the Fourier transform at infinity. For this, observe
that

ωFφ(ω) =

∫ ∞

−∞

ωe−2πixωφ(x) dx

= −
1

2πi

∫ ∞

−∞

φ(x)
d

dx
e−2πixω dx

=
1

2πi
F(φ′)(ω)

after integrating by parts and using the behaviour of φ at infinity. We have shown that

F(φ′)(ω) = 2πiωFφ(ω) (3.17)

and therefore
F(φ(n))(ω) = (2πiω)nFφ(ω) (3.18)

is valid for all n ∈ N.
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Next, if ψ is any Schwartz function then

|Fψ(ω)| ≤

∫ ∞

−∞

|ψ(x)| dx < ∞

so in particularFψ is bounded. This fact, together with formulas (3.16) and (3.18) imply that
ωk dn

dωnFφ is bounded for all k,n ∈ N, that is, Fφ ∈ S whenever φ ∈ S.

Continuity is implied by the fact that if φn → φ in S, in particular φn → φ uniformly. A
proof of the invertibility of F can be found in [108]. �

The continuity of this transformations allows to extendF to S′. Indeed, if ξ ∈ S′ is a tempered
distribution, then 〈Fξ,ψ〉 = 〈ξ,Fψ〉 uniquely defines the tempered distributionFξ ∈ S′.

Other classes of interesting subspaces of S′ are the Besov spaces Bs
p,q for s ∈ R, p,q ∈ [0,∞]

(although we will only be interested in the cases where p,q ∈ (1,∞)). These spaces admit various
–equivalent, of course– definitions, but essentially they capture the local behaviour (regularity,
integrability) of its members, see for example [117] for a precise definition in these terms. The
first parameter s ∈ R is closely related to smoothness in the fashion of the Hölder spaces Cα or
the smoothness parameter in the Sobolev spaces W s

p. The second parameter 0 ≤ p ≤ ∞ describes
integrability, and plays basically the same role as in the Sobolev spaces W s,p. Finally, the third
parameter 0 ≤ q ≤ ∞ corresponds to approximation and, in essence, describes the growth of the
coefficients of an approximating function series; c.f. the coefficients of the Fourier series of an
L2 function are in `2. In fact, the Besov spaces contain both Cα and W s

p as special cases, hence
they provide a finer way to analyse functions on the real line.

For our purposes it will enough to characterise Bs
p,q in terms of discrete wavelet expansions à

la eq. (3.13), as is done in [90]. See also [61]. Let (φ,ψ) be the scaling function and the mother
wavelet associated to the Daubechies orthonormal r-regular multresolution analysis, i.e. φ is of
class Cr with compact support. Recall that we denote φk = φ(· − k) and ψn,k = 2n/2ψ(2n · −k)

for k,n ∈ Z.

Definition 3.2.4. Let 1 ≤ p,q ≤ ∞ and |s | < r . The Besov space Bs
p,q is the space of distributions

ξ ∈ S′ such that

‖ξ‖Bs
p,q
B

(∑
k∈Z

|〈ξ, φk〉|
p

)1/p

+


∞∑

n=0
2 j(qs+q/2−q/p)

(∑
k∈Z

|〈ξ,ψn,k〉|
p

)q/p
1/q

< ∞ (3.19)

with the usual modifications when p,q = ∞.

It can be shown that each Bs
p,q is a Banach space, for s ∈ R and 1 ≤ p,q ≤ ∞. Moreover, the

following equalities hold: Bs
∞,∞ = Cs for 0 < s < 1 and Bs

p,p = W s,p for s > 0 not an integer.
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Part II

Results
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Chapter 4

Hopf-algebraic deformations of products

4.1 Introduction

Chaos expansions and Wick products have notoriously been thought of as key steps in the
renormalisation process in perturbative quantum field theory (QFT). The technical reason for
this is that they allow to remove contributions to amplitudes (say, probability transitions between
two physical states) that come from so-called diagonal terms – from which divergences in the
calculation of those amplitudes may originate. Rota and Wallstrom [107] addressed these issues
from a strictly combinatorial point of view using, in particular, the structure of the lattice of set
partitions. These are the same techniques that are currently used intensively in the approach by
Peccati and Taqqu in the context of Wiener chaos and related phenomena. We refer to their book
[100] for a detailed study and the classical results on the subject, as well as for a comprehensive
bibliography and historical survey.

Recently, the interest in the fine structure of cumulants and Wick products for non-Gaussian
variables has been revived, since they both play important roles in M. Hairer’s theory of regularity
structures [56]. See, for instance, references [20, 59]. The progress in these works relies
essentially on describing the underlying algebraic structures in a transparent way. Indeed, the
combinatorial complexity of the corresponding renormalisation process requires the introduction
of group-theoretical methods such as, for instance, renormalisation group actions and comodule
Hopf algebra structures [15]. Another reference of interest on generalised Wick polynomials in
view of the forthcoming developments is the recent paper [82].

Starting from these remarks, in this chapter we shall discuss algebraic constructions related
to moment–cumulant relations as well as Wick products, using Hopf algebra techniques. A
key observation, that seems to be new in spite of being elementary and powerful, relates to the
interpretation of multivariate moments of a family of random variables as a linear form on a
suitable Hopf algebra. It turns out that the operation of convolution with this linear form happens
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to encode much of the theory of Wick products and polynomials. On the one hand, this approach
enlightens the classical theory, as various structure theorems in the theory of chaos expansions
follow immediately from elementary Hopf algebraic constructions, and therefore are given by the
latter a group-theoretical meaning. Our methods should be compared with the combinatorial
approach in [100]. On the other hand, we show a natural relation with the results and techniques
that have been developed in the theory of regularity structures.

Our approach has been partially motivated by similarities with methods that have been
developed for bosonic and fermionic Fock spaces by C. Brouder et al. [11, 12] to deal with
interacting fields and non-trivial vacua in perturbative QFT. This is not surprising since, whereas
the combinatorics of Gaussian families is reflected in the computation of averages of creation
and annihilation operators over the vacuum in QFT, combinatorial properties of non-Gaussian
families correspond instead to averages over non-trivial vacua.

The main idea of this chapter is that the coproduct of a bialgebra allows to deform the product
and that this permits to encode interesting constructions such as generalisedWick polynomials. In
the last sections of this paper, we show how the above ideas can be used in more general contexts,
which include regularity structures. Regarding the latter, we mention that these ideas have been
used and greatly expanded in a series of recent papers [15, 20, 56] on renormalisation of regularity
structures. These papers handle products of random distributions which can be ill-defined and
need to be renormalised. The procedure is rather delicate since the renormalisation, which we
rather call deformation in this paper, must preserve other algebraic and analytical structures.
Without explaining in detail the rather complex constructions appearing in [15, 20, 56], we
describe how one can formalise this deformed (renormalised) product of distributions by means
of a comodule structure.

4.1.1 Generalised Wick polynomials

The main results of the first part of this chapter (Theorems 4.5.1 and 4.5.4) are multivariate
generalisations of the following statements for single real-valued random variable X with finite
moments of all orders.

We denote by H B R[x] the algebra of polynomials in the variable x, endowed with the
standard product

xn · xm B xn+m, (4.1)

for n,m ≥ 0. We equip H with the cocommutative coproduct ∆ : H → H ⊗ H defined by

∆xn B
n∑

k=0

(
n
k

)
xn−k ⊗ xk . (4.2)
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Product eq. (4.1) and coproduct eq. (4.2) together define a connected graded commutative
bialgebra, and therefore a Hopf algebra on H. On the dual space H∗ a dual product α ? β ∈ H∗

can be defined in terms of eq. (4.2)

(α ? β)(xn) B (α ⊗ β)∆xn,

for α, β ∈ H∗. This product is commutative and associative, and the space G(H) B {λ ∈ H∗ :
λ(1) = 1} forms a group for this multiplication law.

Given a real-valued random variable X with all moments finite, we define the functional
µ ∈ H∗ given by µ(xn) B µn = E(Xn). Then µ ∈ G(H) and therefore its inverse µ−1 in G(H) is
well defined.

Theorem 4.1.1 (Wick polynomials). We define W B µ−1 ? id : H → H, i.e., the linear operator
such that

W(xn) = (µ−1 ⊗ id)∆xn =

n∑
k=0

(
n
k

)
µ−1(xn−k) xk . (4.3)

Then

• W : H → H is the only linear operator such that

W(1) = 1,
d

dx
◦W = W ◦

d
dx
, µ(W(xn)) = 0, (4.4)

for all n ≥ 1.

• W : H → H is the only linear operator such that for all n ≥ 0

xn = (µ ⊗W)∆xn =

n∑
k=0

(
n
k

)
µ(xn−k)W(xk).

We call W(xn) ∈ H the Wick polynomial of degree n associated to the law of X . If X

is a standard Gaussian random variable then the recurrence eq. (4.4) shows that W(xn) is the
Hermite polynomial Hn. Therefore eq. (4.3) gives an explicit formula for such generalised Wick
polynomials in terms of the inverse µ−1 of the linear functional µ in the group G(H).

The Wick polynomial W permits to define a deformation of the Hopf algebra H.

Theorem 4.1.2. The linear operator W : H → H has an inverse W−1 : H → H given by
W−1 = µ? id. If we define for n,m ≥ 0 the product

xn ·µ xm B W(W−1(xn) ·W−1(xm)),

and define similarly a twisted coproduct ∆µ, then H endowed with ·µ, ∆µ and εµ B µ is a
bicommutative Hopf algebra. The map W becomes an isomorphism of Hopf algebras. In
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particular
W(xn1+···+nk ) = W(xn1) ·µ W(xn2) ·µ · · · ·µ W(xnk ),

for all n1, . . . ,nk ∈ N.

Furthermore, we present Hopf-algebraic versions of classical multivariate formulae on
relations between moments and cumulants.

We recall that in the case of a single random variable X with finite moments of all orders,
the sequence (κn)n≥0 of cumulants of X is defined by the following formal power series relation
between exponential generating functions

exp

(∑
n≥0

tn

n!
κn

)
=

∑
n≥0

tn

n!
µn, (4.5)

where t is a formal variable and µn = E(Xn) is the nth-order moment of X . Note that µ0 = 1 and
κ0 = 0. Equation eq. (4.5) is equivalent to the classical recursion

µn =

n∑
m=1

(
n − 1
m − 1

)
κmµn−m. (4.6)

In fact, equation eq. (4.5) together with eq. (4.6) provide the definition of the classical Bell
polynomials, which, in turn, are closely related to the Faà di Bruno formula [105].

Then we show multivariate generalisation of the following formulae

Theorem 4.1.3. Setting µ, κ ∈ H∗, µ(xn) B µn and κ(xn) B κn, n ≥ 0, we have the relations

µ = exp?(κ) = ε +
∑
n≥1

1
n!
κ?n, (4.7)

κ = log?(µ) =
∑
n≥1

(−1)n−1

n
(µ − ε)?n, (4.8)

where ε(xk) B 1(k = 0).

The above formulae eq. (4.7) and eq. (4.8) are Hopf-algebraic interpretations of the classical
Leonov–Shiryaev relations [78], see eq. (4.10) and eq. (4.11) below.

4.1.2 Deformation of products

Theorem 4.1.2 above introduces the idea of a deformed product ·µ in a polynomial algebra.
This idea is used in a very important way in the recent theory of regularity structures [15, 20,
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56], which is based on products of random distributions, i.e. of generalised functions on Rd .
Such products are in fact ill-defined and need to be renormalised; this operation corresponds
algebraically to a deformation of the standard pointwise product, and is achieved through a
comodule structure which extends the coproduct eq. (4.2) to a much larger class of generalised
monomials.

In the last sections the notion of a deformed product is extended to more general comodules
and we discuss one important and instructive example, the space of decorated rooted trees
endowed with the extraction-contraction operator. This setting is relevant for branched rough
paths [51], and constitutes a first step towards the more complex framework of regularity structures
[15].

4.1.3 Overview

In Section 4.2 a brief review classical multivariate moment–cumulants relations is given. Section
4.3 provides an interpretation of these relations in a Hopf-algebraic context. In Section 4.4 the
previous approach to generalised Wick polynomials is extended. Section 4.5 is devoted to Hopf
algebra deformations, which are applied to Wick polynomials in Section 4.6. In Section 4.7
still another interpretation of Wick polynomials in terms of a suitable comodule structure is
introduced. Section 4.8 explains the deformation of the pointwise product on functions. Section
4.9 addresses the problem of extending these results to Hopf algebras of non-planar decorated
rooted trees replacing monomials.

For convenience and in view of applications to scalar real-valued random variables, we fix the
field of real numbers R as ground field. Notice however that algebraic results and constructions
in this chapter depend only on the ground field being of characteristic zero.

This chapter is based on the preprint [39].

4.2 Joint cumulants and moments

We start by briefly reviewing classical multivariate moment–cumulant relations. Given an index
set A, we denote byM(A) the set of all finitely supported functions α : A→ N. For α ∈M(A)
we denote by suppα = {a ∈ A : αa , 0} its support. Observe that if A is itself finite, thenM(A)
coincides with the set NA of all N-valued functions on A.

The set M(A) is a poset under pointwise majoration, i.e. we say that α ≤ β if and only
if αa ≤ βa for all a ∈ A. Moreover, it is an abelian semigroup under pointwise adition
(α + β)a = αa + βa. In fact, it is the free commutative semigroup generated by the indicator
functions of the one-element sets {a} for a ∈ A.
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Suppose we are given a collection X = (xa : a ∈ A) of commuting variables. We define the
powers x0 B 1 and

xα B
∏
a∈A

xαaa .

We also define, for α, β ∈M(A) with β ≤ α,

α! B
∏
a∈A

αa!,
(
α

β

)
B

∏
a∈A

(
αa

βa

)
,

and more in general we let (
α

β1, . . . , βp

)
B

∏
a∈A

αa!
β1

a! · · · βp
a!

if β1, . . . , βp ∈M(A) are such that α = β1 + · · · + βp, and zero otherwise. Note that for a given
α ∈M(A) there is only a finite number of elements inM(A) satisfying this condition. Finally,
for α ∈M(A) we let

|α | B
∑
a∈A

αa < ∞.

4.2.1 Cumulants

If we have a finite family of random variables (Xa : a ∈ A) such that Xa has finite moments of all
orders for every a ∈ A, then the analogue of the exponential formula eq. (4.5) holds

exp©«
∑

α∈ℳ(A)

tα

α!
κα

ª®¬ =
∑

α∈ℳ(A)

tα

α!
µα, (4.9)

This defines in a unique way the family (κα, α ∈ ℳ(A)) of joint cumulants of (Xa,a ∈ A) once the
family of corresponding joint moments (µα,∈ ℳ(A)) is given. When it is necessary to specify
the dependence of κα on (Xa : a ∈ A) we shall write κα(X), and similarly for µα.

Identifying a subset B ⊆ A with its indicator function 1B ∈ {0,1}A ⊂M(A), we can use the
notation κB and µB for the corresponding joint cumulants and moments. The families (κB,B ⊆ A)

and (µB,B ⊆ A) satisfy the so-called Leonov–Shiryaev relations [78, 110]

µB =
∑

π∈P(B)

∏
C∈π

κC (4.10)

κB =
∑

π∈P(B)

(|π | − 1)! (−1)|π |−1
∏
C∈π

µC, (4.11)

where we write P(B) for the set of all set partitions of B, namely, all collections π of subsets
(blocks) of B such that ∪C∈πC = B and elements of π are pairwise disjoint; moreover |π | denotes
the number of blocks of π, which is finite since B is finite. Formulae (4.10) and (4.11) have been
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intensively studied from a combinatorial perspective, see, e.g., [100, Chapter 2]. Regarding the
properties of cumulants we refer the reader to [110].

Formula (4.10) has in fact been adopted, for instance, in [59] as a recursive definition for
(κB,B ⊆ A). This approach does indeed determine the cumulants uniquely by induction over the
cardinality |B | of the finite set B. This follows from the right-hand side containing κB, which
is what we want to define, as well as κC for some C with |C | < |B |, which have been already
defined in lower order.

Although this recursive approach seems less general than the one via exponential generating
functions as in eq. (4.9), since it forces to consider only α ∈ {0,1}A, it turns out that they
are equivalent. Indeed, replacing (Xa : a ∈ A) with (Yb : b ∈ A × N), where Yb B Xa for
b = (a, k) ∈ A × N, then for α ∈M(A) we have

κα(X) = κB(Y ), B = {(a, k) : a ∈ A, 1 ≤ k ≤ αa}.

Now we show that the Leonov–Shiryaev relations eqs. (4.10) and (4.11) have an elegant
Hopf-algebraic interpretation which also extends to Wick polynomials. Notice that a different
algebraic interpretation of eqs. (4.10) and (4.11) has been given in terms of Möbius calculus
[100, 110]. Moreover, the idea of writing moment–cumulant relations in terms of convolution
products is closely related to Rota’s Umbral calculus [71, 106].

4.3 From cumulants to Hopf algebras

In this section we explain how classical moment–cumulant relations can be encoded using Hopf
algebra techniques. These results may be folklore among followers of Rota’s combinatorial
approach to probability, and, as we already alluded at, there exist actually in the literature already
various other algebraic descriptions of moment–cumulant relations (via generating series as well
as more sophisticated approaches in terms of umbral calculus, tensor algebras and set partitions).
Our approach is most suited regarding our later applications, i.e., the Hopf algebraic study of
Wick products. Since these ideas do not seem to be well-known to probabilists, we believe that
they deserve a detailed presentation.

4.3.1 Moment–cumulant relations via multisets

Throughout the chapter we consider a fixed collection of real-valued random variables (Xa : a ∈ A)

defined on a common probability space (Ω,ℱ,P) for an index set A. We suppose that Xa has
finite moments of all orders for every a ∈ A. Consider a collection X = (xa : a ∈ A) of variables
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and let H B R[X] be the commutative polynomial Hopf algebra described in Section 2.2

Definition 4.3.1. For every α ∈ ℳ(A), we define the cumulant Ec(Xα) inductively over |α | by
Ec(X0) = 0 and else

E(Xα) =

|α |∑
n=1

1
n!

∑
β1,...,βn∈ℳ(A)

(
α

β1, . . . , βn

) n∏
i=1

Ec(Xβi ). (4.12)

Remark 4.3.2. If α ∈ ℳ(A) ∩ {0,1}A, then eq. (4.12) reduces to the first Leonov–Shiryaev
relation eq. (4.10), since on the right-hand side of eq. (4.12) β1, . . . , βn ∈ ℳ(A) are also in {0,1}A

and in particular the binomial coefficient (when non-zero) is equal to 1. 4

As we will show in eq. (4.14) below, expression (4.12) is equivalent to the usual formal
power series definition of cumulants (whose exponential generating series is the logarithm of
the exponential generating series of moments). As for eq. (4.10), expression (4.12) does indeed
determine the cumulants uniquely by induction over |α |. This is because the right-hand side only
involves Ec(Xα), which is what we want to define, as well as Ec(Xᾱ) for some ᾱ with |ᾱ | < |α |,
which is already defined by the inductive hypothesis. Define two linear functionals on H:

µ : H → R

xα 7→ µ(xa) B E(Xα)

κ : H → R

xα 7→ κ(xα) B Ec(Xα),
(4.13)

with µ(1) B 1 and κ(1) B 0.

4.3.2 Exponential generating functions

Let us fix a finite subset S = {a1, . . . ,ap} ⊂ A. For β ∈ ℳ(S) we set

tβ B
p∏

i=1
(ti)βai ,

where t = (ti : i = 1, . . . , p) are commuting variables. Then we define the exponential generating
function of λ ∈ H∗ as the formal series

φλ(t,S) B
∑

β∈ℳ(S)

tβ

β!
λ(β) ∈ R[[t]].
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Then from definition 4.3.1 we get the usual exponential relation between the exponential moment
and cumulant generating functions of µ and κ, analogous to eqs. (4.5) and (4.9):

φµ(t,S) =
∑

β∈ℳ(S)

tβ

β!
µ(β)

=
∑
n≥0

1
n!

∑
β∈ℳ(S)

∑
β1,...,βn∈ℳ(S)

1
β!

(
β

β1, . . . , βn

) n∏
i=1

(
tβ

i

κ(βi)

)
=

∑
n≥0

1
n!

∑
β1,...,βn∈ℳ(S)

n∏
i=1

(
tβ

i

βi!
κ(βi)

)

=
∑
n≥0

1
n!

©«
∑

β∈ℳ(S)

tβ

β!
κ(β)

ª®¬
n

= exp(φκ(t,S)).

(4.14)

From eq. (4.14) we obtain another recursive relation between moments and cumulants. We have

µ(xα · xa) =
∑

β1,β2∈ℳ(A)

(
α

β1, β2

)
κ(xβ

1
· xa)µ(β

2). (4.15)

This recursion is the multivariate analogue of the one in eq. (4.6).

4.3.3 Moment–cumulant relations and Hopf algebras

Recall that H is a graded connected Hopf algebra with product induced by the semigroup structure
onℳ(A) by xα · xβ = xα+β. The coproduct ∆ : H → H ⊗ H can be equally described as

∆xα =
∑

β+β′=α

(
α

β, β′

)
xβ ⊗ xβ

′

. (4.16)

It is the unique algebra map such that the variables xa are primitive. The counit is defined by
〈ε, xα〉 = 1α=0.

We denote ∆0 B id : H → H, ∆1 B ∆ : H → H ⊗ H, and for n ≥ 2:

∆
n B (∆ ⊗ id)∆n−1 : H → H⊗(n+1).

Proposition 4.3.3. We have

µ = exp?(κ) = ε +
∑
n≥1

1
n!
κ?n. (4.17)

69



Proof. By the definitions of ∆ and ∆n we find that

κ⊗n
∆

n−1 A =
∑

B1,...,Bn∈ℳ(A)

(
A

β1 . . . βn

) n∏
i=1

κ(βi),

and, by eq. (4.12), this yields the result. �

Remark 4.3.4. Formula eq. (4.17) is the Hopf-algebraic analogue of the first Leonov–Shiryaev
relation eq. (4.10). 4

Since κ(�) = 0, κ⊗n∆n−1(A) vanishes whenever |A| > n. Similarly, under the same
assumption, (µ − ε)?n(A) = 0. It follows that one can handle formal series identities such as
log?(exp?(κ)) = κ or exp?(log?(µ)) = µ without facing convergence issues. In particular

Proposition 4.3.5. We have

κ = log?(µ) =
∑
n≥1

(−1)n−1

n
(µ − ε)?n. (4.18)

From Proposition 4.3.5 we obtain the formula

Ec(Xα) =
∑
n≥1

(−1)n−1

n

∑
β1,...,βn∈ℳ(A)

(
α

β1 . . . βn

) n∏
i=1

E(X βi ) (4.19)

which may be considered the inverse to eq. (4.12).

Remark 4.3.6. The formula (4.18) is the Hopf-algebraic analogue of the second Leonov–Shiryaev
relation eq. (4.11). Moreover, for α ∈ ℳ(A) ∩ {0,1}A, then eq. (4.19) also reduces to the second
Leonov–Shiryaev relation eq. (4.11), since on the right-hand side of eq. (4.19) β1, . . . , βn ∈ ℳ(A)

are also in {0,1}A. 4

4.3.4 A sub-coalgebra

If one prefers to work in the combinatorial framework of the Leonov–Shiryaev formulae eq. (4.10)-
eq. (4.11) rather than with eq. (4.12)-eq. (4.19), then one may consider the linear span J of the
set {xα : α ∈ ℳ(A) ∩ {0,1}A}, namely all monomials where the partial degree of each variable
is at most one.

Then J is a linear subspace of H, which is not a sub-algebra of H for the product, since for
example any single variable xa ∈ J but xa · xa = x2

a < J. The coproduct ∆ defined in eq. (4.16)
coacts however nicely on J since if xα ∈ J then

∆xα =
∑

β1+β2=α

β1 ⊗ β2 ∈ J ⊗ J .
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Moreover the restriction of ε to J defines a counit for (J,∆). Therefore J is a sub-coalgebra of H.
With a slight abuse of notation we still write ? for the dual product on J∗

〈 f ? g, xα〉 B 〈 f ⊗ g,∆xα〉,

for xα ∈ J and f , g ∈ J∗. If we denote as before

µ : J → R

xα 7→ µ(xα) B E(Xα)

κ : J → R

xα 7→ κ(xα) B Ec(Xα),

with µ(�) B 1 and κ(�) B 0, then the Leonov–Shiryaev relations eq. (4.10)-eq. (4.11) can be
rewritten in J∗ as, respectively,

µ = exp?(κ) = ε +
∑
n≥1

1
n!
κ?n

and
κ = log?(µ) =

∑
n≥1

(−1)n−1

n
(µ − ε)?n.

4.4 Wick Products

The theory of Wick products, as well as the related notion of chaos decomposition, play an
important role in various fields of applied probability. Both have deep structural features in
relation to the fine structure of the algebra of square integrable functions associated to one or
several random variables. The aim of this section and the following ones is to revisit the theory
on Hopf algebraic grounds. The basic observation is that the formula for the Wick product is
closely related to the recursive definition of antipode in a connected graded Hopf algebra. This
approach seems to be new, also from the point of view of concurring approaches such as umbral
calculus [71, 106] or set partition combinatorics à la Rota–Wallstrom [107].

4.4.1 Wick polynomials

We are going to use extensively the notion of Wick polynomials for a collection of (not necessarily
Gaussian) random variables which is defined as follows.

Definition 4.4.1. Given a collection (Xa : a ∈ A) of random variables with finite moments of all
orders, for any α ∈ ℳ(A) the Wick polynomial : Xα : is a random variable defined recursively
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by setting : X0 : = 1 and postulating that

Xα =
∑

β1,β2∈ℳ(A)

(
α

β1 β2

)
E(X β1) : Xβ2 : . (4.20)

As for cumulants, eq. (4.20) is sufficient to define : Xα : by recursion over |α |. Indeed, the
term with β2 = α is precisely the quantity we want to define, and all other terms only involve
Wick polynomials : Xβ : , for β ∈ ℳ(A) with |β | < |α |.

It is now clear that formula eq. (4.20) can be lifted to H as

xα =
∑

β1,β2∈ℳ(A)

(
α

β1 β2

)
E(X β1) : xβ2 : , (4.21)

and written in Hopf algebraic terms as follows

xα = (µ?W)(xα) = (µ ⊗W)∆xα, (4.22)

for A ∈ ℳ(A). We have set W : H → H, W(xα) B : xα : and call W the Wick product map
(see Theorem 4.5.4 for a justification of the terminology). Notice that it depends on the joint
distribution of the Xas. Formula 4.22 is the Hopf algebraic analogue of the definition of the
Wick polynomial : XB : used in references [59, 82]. Moreover, introducing the algebra map
ev : xα 7−→ Xα from H to the algebra of random variables generated by (Xa : a ∈ A), one gets
by a recursion over |α | that ev( : xα : ) = : Xα : (for that reason, from now on we will call slightly
abusively both : xα : and the random variable : Xα : the Wick polynomial associated to xα).

4.4.2 A Hopf algebraic construction

We want to present now a closed Hopf algebraic formula for the Wick polynomials introduced in
Definition 4.4.1. We define the set G(H) B {λ ∈ H∗ : λ(1) = 1}. Then it is well known that
G(H) is a group for the ?-product. Indeed, any λ ∈ G(H) has an inverse λ−1 in G(H) given by

λ−1 =
∑
n≥0
(ε − λ)?n. (4.23)

As usual, this infinite sum defines an element of H∗ since, evaluated on any monomial xα ∈ H, it
reduces to a finite number of terms.

Theorem 4.4.2. Let µ ∈ G(H) be given by µ(xα) = E(Xα) and W(xα) = : xα : , then for all
α ∈ ℳ(A)

: xα : = (µ−1 ? id)(xα) = (µ−1 ⊗ id)∆xα. (4.24)
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Proof. The identity follows from eq. (4.22) and from the associativity of the ? product. �

From eq. (4.23) and eq. (4.24) we obtain

Proposition 4.4.3. Wick polynomials have the explicit expansion

: xα : = xα +
∑
n≥1
(−1)n

∑
β∈ℳ(A)

∑
β1,...,βn∈ℳ(A)

βi,0

(
α

β1, . . . , βn, β

)
µ(xβ1) · · · µ(xβn)xβ.

4.5 Hopf algebra deformations

The group G(H) = {λ ∈ H∗ : λ(1) = 1} equipped with the ? product acts canonically on H by
means of the map ϕλ : H → H

ϕλ(xα) B (λ ⊗ id)∆xα, (4.25)

for λ ∈ G(H) and a monomial xα ∈ H. In other words, ϕλ = λ ? id = id?λ, since ∆ is
cocommutative. This is a group action since one checks easily using the coassociativity of ∆ that

ϕλ1?λ2 = ϕλ1 ◦ ϕλ2,

so that in particular
(ϕλ)

−1 = ϕλ−1 .

These maps ϕλ, being invertible, allow to define deformations of the standard product · in
H, as well as of the coproduct ∆ defined in eq. (4.16) and of the counit. Namely we define
·λ : H ⊗ H → H, ∆λ : H → H ⊗ H and ελ by

xα ·λ xβ B ϕ−1
λ (ϕλ(x

α) · ϕλ(xβ)),

∆λxα B (ϕ−1
λ ⊗ ϕ

−1
λ )∆ϕλxα,

〈ελ, xα〉 B 〈ε, ϕλ(xα)〉 = 〈λ, xα〉.

(4.26)

Although ελ = λ, we find it useful to introduce the notation ελ to feature the new role of λ as a
counit.

Notice that, as 〈λ,1〉 = 1, we have ϕλ(1) = 1 and xα ·λ 1 = xα. Dually,

(ελ ⊗ id) ◦ ∆λ(xα) = (ε ⊗ ϕλ−1)∆ϕλ(xα) = xα.

Then we have
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Theorem 4.5.1. For any λ ∈ G(H), the quintuple (H, ·λ,1,∆λ, ελ) defines a Hopf algebra. The
map

ϕ−1
λ : (H, ·,1,∆, ε) → (H, ·λ,1,∆λ, ελ)

is an isomorphism of Hopf algebras.

Proof. Although the Theorem follows directly from the properties of conjugacy, we detail the
proof. Associativity of ·λ and coassociativity of ∆λ follow directly. First,

(xα ·λ xβ) ·λ xγ = ϕ−1
λ (ϕλ(x

α) · ϕλ(xβ) · ϕλ(xγ)) = xα ·λ (xβ ·λ xγ),

which shows associativity. Coassociativity is simple to see as well

(∆λ ⊗ id)∆λxα = (ϕ−1
λ ⊗ ϕ

−1
λ ⊗ ϕ

−1
λ )(∆ ⊗ id)∆ϕλxα

= (ϕ−1
λ ⊗ ϕ

−1
λ ⊗ ϕ

−1
λ )(id ⊗∆)∆ϕλxα

= (id ⊗∆λ)∆λxα.

We check now the compatibility relation between ·λ and ∆λ:

(∆λxα) ·λ (∆λβ) = (ϕ−1
λ ⊗ ϕ

−1
λ )

( (
(ϕλ ⊗ ϕλ)∆λxα

)
·
(
(ϕλ ⊗ ϕλ)∆λxβ

) )
= (ϕ−1

λ ⊗ ϕ
−1
λ )

(
(∆ϕλxα) · (∆ϕλxβ)

)
= (ϕ−1

λ ⊗ ϕ
−1
λ )∆

(
ϕλxα · ϕλxβ

)
= ∆λ(xα ·λ xβ).

Finally, we check that ϕ−1
λ : (H, ·,1,∆, ε) → (H, ·λ,1,∆λ, ελ) is a bialgebra morphism:

ϕ−1
λ (x

α · xβ) = ϕ−1
λ (x

α) ·λ ϕ
−1
λ (x

β),

(ϕ−1
λ ⊗ ϕ

−1
λ )∆xα = ∆λϕ−1

λ xα.

We have proved until now that ϕ−1
λ is a isomorphism of bialgebras. Since (H, ·λ,1,∆λ, ελ) is a

graded connected bialgebra, it has an antipode. Since moreover the antipode of a Hopf algebra is
unique, we obtain that ϕ−1

λ preserves the antipode as well. �

Remark 4.5.2. The construction of eq. (4.26) and Theorem 4.5.1 works also if we replace ϕλ with
any linear invertible map ϕ : H → H such that ϕ(1) = 1. Indeed, in the above considerations we
have never used the formula eq. (4.25) which defines ϕλ. 4

Remark 4.5.3. There is nothing particular about the structure of H used in the proof of
Theorem 4.5.1, so the same proof works more generally for any Hopf algebra H and linear
invertible map ϕ : H → H preserving the unit. 4
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In the particular case of λ = µ, where µ is the moment functional defined in eq. (4.13), we
obtain by Theorem 4.4.2 and Theorem 4.5.1:

Theorem 4.5.4. The Wick product map W(xα) = : xα : is equal to ϕµ−1 . Therefore W :
(H, ·,1,∆, ε) → (H, ·µ,1,∆µ, εµ) is a Hopf algebra isomorphism, in particular

: xα · xβ : = : xα : ·µ : xβ : ,

for all monomials xα, xβ ∈ H.

More generally, we obtain for any α1, . . . , αn ∈ ℳ(A) that

: xα1 · · · xαn : = : xα1 : ·µ · · · ·µ : xαn : . (4.27)

We notice at last an interesting additional result expressing abstractly compatibility relations
between the two Hopf algebra structures on H (see also Proposition 4.7.3 below). We recall
that a linear space M is a left comodule over the coalgebra (H,∆, ε) if there is linear map
ρ : M → H ⊗ M such that

(∆ ⊗ idM)ρ = (idH ⊗ρ)ρ, (ε ⊗ idM)ρ = idM . (4.28)

A left comodule endomorphism of M is then a linear map f : M → M such that

ρ ◦ f = (idH ⊗ f )ρ.

In particular the coalgebra (H,∆, ε) is a left comodule over itself, with ρ = ∆.

Proposition 4.5.5. If we consider H as a left comodule over itself, then ϕλ is a left comodule
morphism for all linear λ : H → R, namely

∆ϕλ = (id ⊗ϕλ)∆. (4.29)

In particular the Wick product map W is a left comodule endomorphism of (H,∆, ε).

Proof. We have

∆ϕλ = (λ ⊗ id ⊗ id)(id ⊗∆)∆

= (λ ⊗ id ⊗ id)(∆ ⊗ id)∆

= (id ⊗λ ⊗ id)(∆ ⊗ id)∆

= (id ⊗λ ⊗ id)(id ⊗∆)∆

= (id ⊗ϕλ)∆,
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where we have used, in this order, coassociativity, cocommutativity and then coassociativity
again. �

4.6 Wick products as Hopf algebra deformations

Let a ∈ A. We define now the functional ζa : H → R given by 〈ζa, xα〉 = 1 if and only if xα = xa.
Then we define the operator ∂a : H → H as ∂a B ζa? id = ϕζa in the notation eq. (4.25), namely

∂a xα = (ζa ⊗ id)∆xα.

It is simple to see that ∂a acts as a formal partial derivation with respect to xa, namely it satisfies
for α, β ∈ ℳ(A) and a, b ∈ A

∂a xb = 1(a=b)1, ∂a(xα · xβ) = ∂a(xα) · xβ + xα · ∂a(xβ),

since ζa satisfies ζa(1) = 0 and ζa(xα · xβ) = ζa(xα)〈ε, xβ〉 + 〈ε, xα〉ζa(xβ), namely ζa is an
infinitesimal character.

Then the following result is a reformulation in our setting of [82, Proposition 3.4].

Theorem 4.6.1. The family of polynomials ( : xα : , α ∈ ℳ(A)) is the only collection such that
: 1 : = 1 and for all non-null α ∈ ℳ(A) and a ∈ A

∂a : xα : = : ∂a xα : and 〈µ, : xα : 〉 = 0. (4.30)

Proof. Since µ ∈ G(H) equation eq. (4.24) implies

〈µ, : xα : 〉 = 〈µ−1 ? µ, xα〉 = 〈ε, xα〉.

Using eq. (4.29) for λ = ζa we obtain

∆∂a = (id ⊗∂a)∆.

We conclude from eq. (4.24) that

∂a : xα : = (ζa ? µ
−1 ? id)(xα) = (µ−1 ? ζa ? id)(xα) = : ∂a xα :

by the associativity and commutativity of ?. Therefore : xα : satisfies eq. (4.30). The converse
follows from the fact that eq. (4.30) defines by recurrence a unique family. �
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4.6.1 Back to simple subsets

As in Subsection 4.3.4, we can restrict the whole discussion to Wick polynomials associated to
finite sets α ∈ ℳ(A) ∩ {0,1}A and their linear span J. Indeed, if α ∈ J then : xα : = W(xα) also
belongs to J and is defined by the recursion

xα =
∑

β1+β2=α

E(X β1) : Xβ2 : .

As in Theorem 4.4.2, we have W = µ−1 ? id and id = µ?W , and, as in Proposition 4.4.3,

: xα : = xα+

+
∑
n≥1
(−1)n

∑
β∈ℳ(A)

∑
β1,...,βn∈ℳ(A)\{0}

1(β++β1+···+βn=α)µ(x
β1) · · · µ(xβn)xβ

for all α ∈ ℳ(A) ∩ {0,1}A.

However, as we have sees in Section 4.5 above, it is more interesting to work on the bialgebra
H than on the coalgebra J, see in particular Theorem 4.5.4.

4.7 On the inverse of unital functionals

As we have seen in Theorem 4.4.2, the element µ−1 ∈ G(H) plays an important role in the Hopf
algebraic representation eq. (4.24) of Wick products. From eq. (4.23) we obtain a general way to
compute µ−1. We discuss now another way to represent µ−1 by means of a comodule structure,
which is directly inspired by [15, 20], see Section 4.10.

Let us consider now a linear functional λ : H → R which is also an unital algebra morphism
(or character), namely such that λ(�) = 1 and λ(xα+β) = λ(xα)λ(xβ) for all α, β ∈ ℳ(A). Then
we have a simpler way to compute its inverse: namely as λ−1 = λ ◦ S, where S : H → H is the
antipode, i.e. the only linear map such that

S ? id = id?S = 1ε,

where 1 is the unit and ε the counit of H.

However, this does not seem to help in the computation of µ, since moments are notoriously
not multiplicative in general. This problem is circumvented by extending µ to a character µ̂
defined on a larger Hopf algebra Ĥ which is constructed from H, such that the inverse µ̂−1 will
be computed via the antipode of Ĥ.

Definition 4.7.1. Let Ĥ be the free commutative unital algebra (the algebra of polynomials)
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generated by H. We denote by • the product in Ĥ and we define the coproduct ∆̂ : Ĥ → Ĥ ⊗ Ĥ

given by ∆̂(ιxα) = (ι ⊗ ι)∆xα and

∆̂(xα1 • xα2 • · · · • xαn) = (∆̂xα1) • (∆̂xα2) • · · · • (∆̂xαn),

where ι : H → Ĥ is the canonical injection (which we will omit whenever this does not cause
confusion). The unit of Ĥ is 1 and the counit is defined by ε̂(xα1•xα2•· · ·•xαn) = ε(xα1) · · · ε(xαn).

Since Ĥ is a polynomial algebra, ∆̂ is well-defined by specifying its action on the elements of
ℳ(A), and requiring it to be multiplicative. It turns the space Ĥ into a connected graded Hopf
algebra, where the grading is

|xα1 • xα2 • · · · • xαn | B |α1 | + |α2 | + · · · + |αn |.

The antipode Ŝ : Ĥ → Ĥ of Ĥ can be computed by recurrence with the classical formula

Ŝxα = −xα −
∑

β1,β2∈ℳ(A)\{0}

(
α

β1 β2

) [
Ŝxβ1

]
• xβ2,

where we dropped the injection ι for notational convenience. A closed formula for Ŝ follows

Ŝxα = −xα +
∑
n≥2
(−1)n

∑
β1,...,βn<{0}

(
α

β1, . . . , βn

)
β1 • β2 • · · · • βn. (4.31)

We denote by C(Ĥ) the set of characters on Ĥ. This is a group for the ?̂ convolution, dual to ∆̂.

Proposition 4.7.2. The restriction map R : C(Ĥ) → G(H), Rλ̂ B λ̂ |H defines a group
isomorphism.

Proof. The map is clearly bijective, since a character on Ĥ is uniquely determined by its values
on H, and every λ ∈ G(H) gives rise in this way to a λ̂ ∈ C(Ĥ) such that Rλ̂ = λ.

It remains to show that R is a group morphism. This follows from

R(φ̂ ?̂ ψ̂)(xα) = (φ̂ ⊗ ψ̂)∆̂xα = (φ̂|H ⊗ ψ̂ |H)∆xα = (Rφ̂)? (Rψ̂)(xα),

where φ̂, ψ̂ ∈ C(Ĥ) and xα ∈ H. �

For all λ ∈ G(H) we call λ̂ the only character on Ĥ which is mapped to λ by the isomorphism
R. By the previous proposition we obtain, in particular, that (λ̂)−1 |H = λ

−1 for all λ ∈ G(H).
Since λ̂ is a character on Ĥ, we have (λ̂)−1 = λ̂ ◦ Ŝ. Therefore

λ−1 = ( λ̂ ◦ Ŝ )|H . (4.32)
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This formula can be used specifically to compute the inverse µ−1 of the functional µ in eq. (4.24).

4.7.1 A comodule structure

The above considerations suggest that we can introduce the following additional structure: if we
define δ : H → Ĥ ⊗ H, δ B (ι ⊗ id)∆, where ι : H → Ĥ is the canonical injection of Definition
4.7.1, then H is turned into a left comodule over Ĥ, namely we have

(∆̂ ⊗ idH) δ = (idĤ ⊗δ) δ, idH = (ε̂ ⊗ idH) δ, (4.33)

see eq. (4.28) above. Note that eq. (4.33) is in fact just the coassociativity of ∆ on H in disguise.

Then we can rewrite the Hopf algebraic representation eq. (4.24) of Wick polynomials as
follows:

: xα : = (µ̂ ◦ Ŝ ⊗ id) δxα, (4.34)

for a monomial xα ∈ H, where µ̂ is the •-multiplicative extension of µ from H to Ĥ. Expanding
this formula by means of the closed formula for Ŝ, one recovers, by different means, Proposition
4.4.3.

From Proposition 4.5.5 above, we obtain

Proposition 4.7.3. We define the action of C(Ĥ) on H by

ψλ̂ : H → H, ψλ̂(x
α) = (λ̂ ⊗ id) δxα, λ̂ ∈ C(Ĥ),

for xα ∈ H. Then ψλ̂ is comodule morphism for all λ̂ ∈ C(Ĥ), namely

δ ◦ ψλ̂ = (idĤ ⊗ ψλ̂) δ.

4.8 Deformation of pointwise multiplication

We show now that the ideas of the previous sections can be generalised and used to define
deformations of other products. The main example for us is the pointwise product on functions
f : Rd → R, and we explain in the next sections how these ideas appear in regularity structures.

Let us consider the vector space V freely generated by a family T = (τi, i ∈ I). We denote by
T the free commutative monoid on T , with neutral element � ∈ T \ T . We define also (C,�,�)
as the unital free commutative algebra generated by T ; then C is the vector space freely generated
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by T and we have a canonical embedding

V ↪→ C.

We suppose that C is a left-comodule over a Hopf algebra (Ĉ,•,�, ∆̂, ε̂), with coaction
δ : C → Ĉ ⊗ C satisfying the analogue of (4.33). We stress that the coaction δ is not supposed
to be multiplicative with respect to the � product in C.

We say that λ : Ĉ → R is unital if it is a linear functional such that λ(�) = 1. Then we define,
as in the previous section,

ψλ : C → C, ψλ B (λ ⊗ id)δ, (4.35)

for every unital λ : Ĉ → R. It is easy to see that

ψλ ◦ ψλ′ = ψλ ?̂ λ′,

where ?̂ is the convolution product with respect to the coproduct ∆̂ : Ĉ → Ĉ ⊗ Ĉ. We then define
the product �λ on C as

α �λ β B ψ−1
λ [(ψλα) � (ψλβ)], α, β ∈ C, (4.36)

where ψ−1
λ = ψλ−1 and λ−1 : Ĉ → R is the inverse of λ with respect to the ?̂ convolution product.

It is easy to see that the product �λ is associative and commutative, arguing as in the proof of
Theorem 4.5.1. Since we have not supposed the coaction δ to be multiplicative with respect to
the � product in C, the product �λ is in general different from �.

Definition 4.8.1. The map ψ−1
λ = ψλ−1 is called the generalized Wick λ-product map.

We denote by C B C(Rd) the space of continuous functions f : Rd → R, for a fixed d ≥ 1;
we endow C with the associative commutative product · given by the pointwise multiplication.
We consider the spaces Lin(V,C) and Lin(C,C) of linear functionals from V , respectively C, to
C. One can think to Lin(V,C) as a space of T-indexed functions: this is typically what happens in
perturbative expansions indexed by combinatorial objects (sequences, in usual Taylor expansions
or in Lyons’ classical theory of geometric rough paths, or more complex objects such as trees
or forests, as in Gubinelli’s theory of non-geometric rough paths or in the theory of regularity
structures, for example).

For Π ∈ Lin(V,C) and Γ ∈ Lin(C,C) we use the notation

Π(τ) = 〈Π, τ〉 ∈ C, τ ∈ V,

Γ(α) = 〈Γ, α〉 ∈ C, α ∈ C.
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Definition 4.8.2. For every Γ ∈ Lin(C,C) we denote by VΓ the vector space freely generated by
{Γ(α), α ∈ T }. The canonical map from VΓ to C is called the evaluation map and is written ev.

Notice that VΓ is not in general embedded in C (the evaluation map is not injective): we view
here the Γ(α) as forming a basis of VΓ although, as elements of C they could possibly satisfy
linear relations. One should think of the Γ(α)’s as T -indexed functions: the constructions we will
perform on them will depend also on their indexing. To avoid ambiguities, we reserve from now
on the notation Γ(α) to denote elements of VΓ and the notation 〈Γ, α〉 to denote elements in C.

Definition 4.8.3. We call every Γ ∈ Lin(C,C) a generalised product on T . If Γ ∈ Lin(C,C) is
an algebra unital morphism from (C,�) to (C, ·), namely if

〈Γ,�〉 = 1, 〈Γ, τ1 � · · · � τn〉 = 〈Γ, τ1〉 · · · 〈Γ, τn〉, (4.37)

for τ1, . . . , τn ∈ T , n ≥ 1, then Γ is called a canonical product, where · is the pointwise
multiplication on C.

A generalised product is therefore a very general concept since we assume a priori no relation
between 〈Γ, α〉 and 〈Γ, α′〉 for α,α′ ∈ T and α , α′. However we are mainly interested in
deformations of canonical products, see below.

Lemma 4.8.4. For every Π ∈ Lin(V,C) there exists a unique canonical product RΠ ∈ Lin(C,C)
such that

〈Π, τ〉 = 〈RΠ, τ〉, ∀ τ ∈ T .

Proof. The property (4.37) allows to construct RΠ uniquely by recursion. �

Now we show that a generalised product Γ allows to define a genuine commutative and
associative product on the space VΓ.

Definition 4.8.5. For every Γ ∈ Lin(C,C) we define the commutative and associative product
ℳΓ on VΓ

ℳΓ(Γ(α),Γ(β)) B Γ(α � β), ∀ α, β ∈ C.

Then (VΓ,ℳΓ, 〈Γ,�〉) is a commutative unital algebra and, by the very definition, Γ : (C,�) →
(VΓ,ℳΓ) is an algebra isomorphism. In particular, for every Π ∈ Lin(V,C), RΠ : (C,�) →
(VRΠ,ℳRΠ) is an algebra morphism and ℳRΠ is mapped by the evaluation map to the canonical
pointwise product on C.

We want now to define deformations of the products of Definition 4.8.5, taking inspiration
from Section 4.5.
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Definition 4.8.6. For every Γ ∈ Lin(C,C) and every unital λ : Ĉ → R we can define a product
ℳλ
Γ
on VΓ by

ℳλ
Γ
(Γ(α),Γ(β)) B Γ(α �λ β), ∀ α, β ∈ C, (4.38)

such that Γ : (C,�λ) → (VΓ,ℳλ
Γ
) is an algebra isomorphism.

We say thatℳλ
Γ
is a λ-deformation ofℳΓ, since in the case λ is the counit ε̂ of Ĉ, the coaction

property (4.33) of δ implies that Mε̂ is the identity map on C, henceℳε̂
Γ
coincides with ℳΓ. In

particular we have

Definition 4.8.7. For every Π ∈ Lin(V,C) we can define a λ-deformation ·λ B ℳλ
RΠ of the

canonical product ℳRΠ on VRΠ, such that

Π(τ1) ·λ · · · ·λ Π(τn) B RΠ(τ1 �λ · · · �λ τn), (4.39)

and τ1, . . . , τn ∈ T .

We stress again that, unlike the pointwise multiplication ·, the λ-deformation ·λ is not defined
on C but rather, for every fixed Π ∈ Lin(V,C), on VRΠ. As stated below Definition 4.8.6, the
deformation ℳε̂

RΠ coincides with the canonical pointwise product on VRΠ.

Lemma 4.8.8. For every unital λ : Ĉ → R and Γ ∈ Lin(C,C) the map

Γ
λ B Γ ◦ ψ−1

λ ∈ Lin(C,C) (4.40)

defines an algebra isomorphism from (C,�) to (VΓλ,ℳλ
Γ
).

Proof. By eq. (4.38)

ℳλ
Γ
(Γλ(α),Γλ(β)) = Γλ(α � β), ∀ α, β ∈ C,

and the claim follows. �

In particular for Γ = RΠ we obtain by eq. (4.39)

Γ
λ(τ1) ·λ · · · ·λ Γ

λ(τn) B Γ
λ(τ1 � · · · � τn), (4.41)

which is reminiscent of eq. (4.27).

Example 4.8.9. In the setting of the previous sections, we can consider T = A, so that in this case
V = RA, C = H and Ĉ = Ĥ. Then the most natural choice of Π ∈ Lin(V,C(RA)) is given by
ΠXa B ta, where ta : RA → R is the evaluation of the a-component, and RΠ : H → C is

〈RΠ,Xa1 . . . Xan〉 B ta1 · · · tan, a1, . . . ,an ∈ A,
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Then eq. (4.41) is the analogue of eq. (4.27) in this context, while eq. (4.39) defines a deformation
·λ of the pointwise product of ta1, . . . , tan . This point of view will be generalised in the next
section. �

4.9 Wick products of trees

We now discuss the main example we have in mind of the general construction in Section 4.8,
namely rooted trees, that are a generalisation of classical monomials as we show below. With
the application to rough paths in mind [51], we denote by T the set of all non-planar non-empty
rooted trees with edges (not nodes) decorated with letters from a finite alphabet {1, . . . , d}. We
stress that all trees in T have at least one node, the root.

The set T is a commutative monoid under the associative and commutative tree product �
given by the identifications of the roots, e.g.

i1

i2

i3
�

i4

i5 i6
=

i1

i2

i3 i4

i5 i6
, (4.42)

see also [15, Definition 4.7].

The rooted tree with a single node and no edge is the neutral element for this product. The
set of monomials in d commuting variables X1, . . . ,Xd can be embedded in T as follows: every
primitive monomial Xi is identified with i , and the product of monomials with the tree product.
In this way every monomial is identified with a decorated corolla, for instance

Xi X j Xk −→ i j k . (4.43)

See the discussion around Lemma 4.9.3 below for more on this identification.

We denote by T ⊂ T the set of all non-planar planted rooted trees. We recall that a rooted
tree is planted if its root belongs to a single edge, called the trunk. For example, in the left-hand
side of eq. (4.42), the first tree is not planted, while the second is.

We also denote by ℱ the set of non-planar rooted forests with edges (not nodes) decorated
with letters from the finite alphabet {1, . . . , d}, such that every non-empty connected component
has at least one edge. On this space we define the product • given by the disjoint union, with
neutral element the empty forest �.

We perform the identification
= � (4.44)

between the rooted tree ∈ T and the empty forest � ∈ ℱ. Then we obtain canonical embeddings
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T ↪→ T ↪→ ℱ (4.45)

and moreover

• (T ,�) is the free commutative monoid on T ,

• (ℱ,•) is the free commutative monoid on T .

In both cases the element = � is the neutral element. We denote by

• V the vector space generated freely by T ,

• C the vector space generated freely by T ,

• Ĉ the vector space generated freely by ℱ.

Then we have

• (C,�) is the free commutative unital algebra generated by T ,

• (Ĉ,•) is the free commutative unital algebra generated by T ,

and again in both cases the element = � is the neutral element. Finally, by eq. (4.44) and
eq. (4.45) we also have canonical embeddings

V ↪→ C ↪→ Ĉ. (4.46)

On Ĉ we also define the coproduct ∆̂, given by the extraction-contraction operator of arbitrary
subforests [17]:

∆̂τ =
∑
σ⊆τ

σ ⊗ τ/σ, τ ∈ ℱ, (4.47)

where a subforest σ ∈ ℱ of τ is determined by a (possibly empty) subset of the set of edges of τ,
and τ/σ is the tree obtained by contracting each connected component of σ to a single node. We
recall that by eq. (4.44) the empty forest and the tree reduced to a single node are identified and
called �. For example,

∆̂
i1

i2

i3
=

i1

i2

i3
⊗ � + � ⊗

i1

i2

i3
+ i1 ⊗ i2 i3 + i2 ⊗ i1 i3 + i3 ⊗

i1

i2

+ i1 i3 ⊗ i2 +
i1

i2
⊗ i3 + i2 • i3 ⊗ i1 .
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If ε̂ : Ĉ → R is the linear functional such that ε̂(σ) = 1(σ = �) for σ ∈ ℱ, then (Ĉ,•,�, ∆̂, ε̂) is
a Hopf algebra [17].

Note that, unlike (Ĥ, ∆̂) in Section 4.7, (Ĉ, ∆̂) is not co-commutative; moreover the canonical
embedding C ↪→ Ĉ in eq. (4.46) is not an algebra morphism from (C,�) to (Ĉ,•). We could
also endow C with a coproduct ∆C (the extraction-contraction operator of a subtree at the root,
which plays an important role in [15] and is isomorphic to the classical Butcher–Connes–Kreimer
coproduct), but we do not need this for what comes next.

We now go back to the construction of Section 4.8. With the embedding C ↪→ Ĉ, the coaction

δ B ∆̂ : C 7→ Ĉ ⊗ C

makes C a left-comodule over Ĉ by an analogue of Proposition 4.7.3. Then we can define
ψλ : C → C as in eq. (4.35), for λ : Ĉ → R unital, and a deformed product �λ on C as in
eq. (4.36). As discussed before Definition 4.8.1, the coaction δ is not multiplicative with respect
to � and therefore �λ is in general truly different from �.

For Π ∈ Lin(V,C) and Γ B RΠ ∈ Lin(C,C) as in Lemma 4.8.4, the map Γλ = (RΠ) ◦ ψλ−1

defines by Lemma 4.8.8 an algebra isomorphism from (C,�) to (VΓλ,ℳλ
Γ
), so that in particular

we have the analogue of eq. (4.41).

This idea is very important in regularity structures, where the pointwise product of explicit
(random) distributions is ill-defined, while a suitable deformed product is well-defined as a
(random) distribution. The above construction allows to recover a precise algebraic structure of
such deformed pointwise products, in the same spirit as Theorem 4.5.4. See Section 4.10 below
for a discussion.

We show now how these ideas can be implemented concretely, that is how a character λ can
be constructed in practice in some interesting situation, generalising the construction of Wick
polynomials in the previous sections of this chapter.

Let us now consider a Lin(V,C)-valued random variable X , such that

• 〈X,�〉 = 1,

• X is stationary, i.e., 〈X, τ〉(· + x) has the same law as 〈X, τ〉 for all x ∈ Rd and τ ∈ T

• 〈X, τ〉(0) has finite moments of any order for all τ ∈ T .

Then we can define

µ : C → R, µ(τ) B E(〈RX, τ〉(0)). (4.48)
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There is a unique extension of µ to a linear µ̂ : Ĉ → R which is a character of (Ĉ,•) and we
denote by µ̂−1 : Ĉ → R its inverse with respect to the ?̂ convolution product.

Theorem 4.9.1. Let X be as above. The only character λ on (Ĉ,•) such that

E(〈RX,ψλτ〉(0)) = 0, ∀ τ ∈ T \ {�}

is equal to µ̂−1.

Proof. We note first that for every character λ on (Ĉ,•) we have

E(〈RX,ψλτ〉(x)) = (λ ⊗ µ)∆̂τ = (λ ?̂ µ) τ, ∀ τ ∈ T .

In particular
E(〈RX,ψµ̂−1τ〉(x)) = (µ̂−1 ⊗ µ̂)∆̂τ = 0, ∀ τ ∈ T \ {�}.

On the other hand, since λ and µ̂ are characters on (Ĉ,•), if for all τ ∈ T

(λ ?̂ µ̂) τ = 1(τ = �),

then the same formula holds by multiplicativity for all τ ∈ ℱ and we obtain that λ = µ̂−1. �

Remark 4.9.2. By stationarity, the function RX ◦ Mµ̂−1 ∈ Lin(C,C) has the additional property

E(〈RX,Mµ̂−1τ〉(x)) = 0, ∀ τ ∈ T \ {�}, x ∈ Rd .

In other words, RX ◦ Mµ̂−1 : C → C gives a centred deformed product. 4

We now show that the construction on decorated rooted trees generalises in a very precise
sense the Wick products of Section 4.4. We use the identification between monomials in d

commuting variables X1, . . . ,Xd and corollas decorated with letters from {1, . . . , d} that we have
explained in eq. (4.43). Choosing A B {1, . . . , d} we obtain a canonical embedding of H ↪→ C,
where H is the polynomial algebra defined in Section 4.3.1; we call Cor the image of H in C by
this embedding. Then a simple verification shows that

Lemma 4.9.3. The embedding H ↪→ C is a Hopf algebra isomorphism between (H, ·,1,∆, ε)
and (Cor,�, , ∆̂, ε̂), where ∆̂ is defined in eq. (4.47).

We obtain that every deformation �λ for a unital λ : Ĉ → R is a product on Cor which is
isomorphic to the deformed product defined in eq. (4.26) by restricting λ : Cor → R.
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4.10 Connection with regularity structures

It would go beyond the scope of this work to introduce and explain the algebraic and combinatorial
aspects of the seminal theory of Regularity Structures [56]; we want at least to explain how the
concept of renormalisation, which plays such a prominent role there, is intimately related to the
deformation of the standard pointwise product described in the previous sections. These ideas
can also be found in the theory of rough paths [50, 51, 86, 87], which has largely inspired the
theory of regularity structures.

The recent papers [15, 20] introduce a Hopf algebra Ĥ together with a linear space H, which
is moreover a left-comodule over Ĥ with coaction δ : H → Ĥ ⊗ H. This framework is then
used to describe in a compact way a number of complicated algebraic operations, related to
the concept of renormalisation. The space H in [15] is an expanded version of the span of
decorated rooted trees V defined in Section 4.9 above; more precisely it is the free vector space
on a more complicated set of decorated rooted trees, which is aimed at representing monomials
of generalised Taylor expansions. The space Ĥ in [15] is a Hopf algebra of decorated forests
with a condition of negative homogeneity.

In [15, 20], the linear space H codes random distributions, which depend on a regularisation
parameter ε > 0. As one removes the regularisation by letting ε → 0, these random distributions
do not converge in general. More precisely, we have (random) linear functions Πε : H → D′(Rd)

which are well defined for all ε > 0, but for which there is in general no limit as ε → 0. In fact,
we even have Πε : H → C(Rd), and Πε is constructed in a multiplicative way as in Lemma 4.8.4
above. Indeed, although H is not an algebra, it is endowed with a partial product, i.e., some but
not all pairs of its elements are supposed to be multiplied. We try to make this idea more precise
in the next

Definition 4.10.1. A partial product on H is a pair (ℳ,S) where S ⊆ H ⊗ H is a linear space
and ℳ : S → H is a linear function.

Therefore, if τ and σ are elements of H, their product ℳ(τ ⊗ σ) is well defined if and
only if τ ⊗ σ ∈ S. For example, in regularity structures one has an element Ξ ∈ H such that
ΠεΞ = ξε B ρε ∗ ξ, where ξ is a white noise onRd (a random distribution inD′(Rd)) and (ρε )ε>0

is a family of mollifiers. Although (ξε )2 is well-defined as a pointwise product in C(Rd), as
ε → 0 there is no limit in D′(Rd) and indeed, we do not expect to multiply ξ by itself in D′(Rd).
We express this by imposing that Ξ ⊗ Ξ < S.

The divergences that arise in this context are due to ill-defined products; this is already clear
in the example of Ξ ⊗ Ξ and (ξε )2. Another more subtle example is the following: we consider
ξε B ρε ∗ ξ again, and a (possibly random) function fε : Rd → R which, as ε → 0, tends to a
non-smooth function f . Then the pointwise product fε · ξε does not converge in general, since the
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product f · ξ is ill-defined in D′(Rd). However a proper deformation of this pointwise product
may still be well defined in the limit.

Let (τi, i ∈ I) ⊂ H be a family that freely generates H as a linear space. We can now give the
following

Definition 4.10.2. Let Π : H → D′(Rd) be a linear map and (ℳ,S) a partial product on H. We
define VΠ as the vector space freely generated by {〈Π, τi〉 : i ∈ I} as in Definition 4.8.2. Then we
define a partial product on VΠ as follows:

• SΠ ⊆ VΠ ⊗ VΠ B {Π(τ) ⊗ Π(σ) : τ ⊗ σ ∈ S}, Π(τ) B 〈Π, τ〉

• ℳΠ : SΠ → VΠ, ℳΠ(Π(τ) ⊗ Π(σ)) B Π(ℳ(τ ⊗ σ)).

We stress that this definition allows to define partial products of distributions in a very general
setting. We are clearly inspired by the construction of the previous sections, by realising that we
can even work on distributions rather than on continuous functions.

However the construction of interesting Π : H → D′(Rd) may not be simple. The method
which is successfully used in a large class of applications in [15, 20, 56] is the following. We
start from a linear Πε : H → C(Rd) which is canonical in the sense that

〈Πε,ℳ(τ ⊗ σ)〉 = 〈Πε, τ〉 · 〈Πε, σ〉, ∀ τ ⊗ σ ∈ S,

where · is the standard pointwise product in C(Rd). In order to obtain a convergent limit as
ε → 0, we try to deform this pointwise product, using the comodule structure of H over Ĥ. For
all unital multiplicative and linear λ : Ĥ → R we define ψλ : H → H as in eq. (4.35) and then
we set as in eq. (4.40)

Π
λ
ε (τ) B Πε (ψ

−1
λ τ), τ ∈ H.

Then we can define the deformed partial product on VΠε :

ℳλ
Πε
(Πλε (τ),Π

λ
ε (σ)) B Π

λ
ε (τ ⊗ σ), τ ⊗ σ ∈ S.

If λ = λε is chosen in such a way thatΠλεε converges to a well defined linear map Π̂ : H → D′(Rd),
then we can define on VΠ̂ the partial product

ℳΠ̂(Π̂(τ), Π̂(σ)) B Π̂(τ ⊗ σ), τ ⊗ σ ∈ S

which is the analogue of eq. (4.41) in this setting. We note that in general neither Πε nor λε
converge; indeed, λε diverges exactly in a way that compensates the divergence of Πε , in such a
way that Πλεε converges.
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The fact that the above construction can indeed be implemented in a large number of
interesting situations is the result of [15, 20]. Those papers consider random maps Πε with
suitable properties which resemble those of X in Theorem 4.9.1, namely Πε is supposed to be
stationary and to possess finite moments of all orders. Then, as in Theorem 4.9.1, it is possible to
choose a specific element λε : Ĥ → R which yields a centred family of functions Πε ◦ ψλ−1

ε
, see

[15, Theorem 6.17]. Under very general conditions, this special choice produces a converging
family as ε → 0 [20].

Therefore the renormalised (converging) random distributions are a centred version of the
original (non-converging) ones. The specific functional λ−1

ε is equal to µε ◦A, where µε : Ĥ → R

is an expectation with respect to Πε as in eq. (4.48), and A is a twisted antipode; the functional
µε ◦ A plays the role which is played by µ̂−1 in Theorem 4.9.1.

Remark 4.10.3. We stress that the centred family Πε ◦ ψλ−1
ε
can not be in general reduced to the

Wick polynomials of Theorem 4.4.2. This is because the coaction δ : H → Ĥ ⊗ H in this context
is significantly more complex than eq. (4.16) and eq. (4.47). 4
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Chapter 5

Modifying Rough Paths

5.1 Introduction

The theory of Rough Paths has been introduced by Terry Lyons in the ’90s with the aim of giving
an alternative construction of stochastic integrations and stochastic differential equations. More
recently, it has been expanded by Martin Hairer to cover stochastic partial differential equations,
with the invention of regularity structures.

A rough path and a model of a regularity structure are mathematical objects which must
satisfy some algebraic and analytical constraints. For instance, a rough path can be described as
a Hölder function defined on an interval and taking values in a non-linear finite-dimensional Lie
group; models of regularity structures are a generalisation of this idea. A crucial ingredient of
regularity structures is the renormalisation procedure: given a family of models depending on
a parameter ε > 0, which fails to converge in an appropriate topology as ε → 0, one wants to
modify it in a such a way that the algebraic and analytical constraints are still satisfied and the
modified version converges. This procedure has been obtained in [15, 20] for a general class of
situations with a stationary character.

The same question could have been asked much earlier about rough paths. Maybe this has not
happened because the motivation was less compelling; although one can construct examples of
rough paths depending on a parameter ε > 0 which do not converge as ε → 0, this phenomenon
is the exception rather than the rule. However the problem of characterizing the automorphisms
of the space of rough paths is clearly of interest; one example is the transformation from Itô to
Stratonovich integration, but our aim is to put this example in a much larger context.

We recall that there are several possible notions of rough paths; in particular we have geometric
RPs and branched RPs, two notions defined respectively by Terry Lyons [86] and Massimiliano
Gubinelli [51], see Sections 5.3 and 5.4 below. These two notions are intimately related to
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each other, as shown by Hairer and Kelly [57], see Section 5.4 below. We note that regularity
structures [56] are a natural and far-reaching generalisation of branched RPs.

In this paper we concentrate on the automorphisms of the space of branched RPs, see remark
5.1.11 for a discussion of the geometric case. Let ℱ be the collection of all non-planar rooted
forests with nodes decorated by {1, . . . , d}, see Section 5.4 below, and also Section 2.5. For
instance the following forest

a
b

i

j
k l

m

is an element of ℱ. We call T ⊂ ℱ the set of rooted trees, namely of non-empty forests with a
single connected component. We grade elements τ ∈ ℱ by the number |τ | of their nodes.

Let now ℋ be the linear span of ℱ. It is possible to endow ℋ with a product and a coproduct
∆ : ℋ→ ℋ ⊗ℋ which make it a Hopf algebra, also known as the Butcher-Connes-Kreimer Hopf
algebra. We let G denote the set of all characters over ℋ, that is, elements of G are functionals
X ∈ ℋ∗ that are also multiplicative in the sense that

〈X, τσ〉 = 〈X, τ〉〈X, σ〉

for all forests (and in particular trees) τ,σ ∈ ℱ. Furthermore, the set G can be endowed with a
product ∗, dual to the coproduct, defined pointwise by 〈X ∗Y, τ〉 = 〈X ⊗ Y,∆τ〉. See Section 2.5
for further details. We work on the compact interval [0,1] for simplicity, and all results can be
proved without difficulty on [0,T] for any T ≥ 0.

Definition 5.1.1. Given γ ∈ ]0,1[, a branched γ-rough path is a path X : [0,1]2 → G such that
Xtt = ε, it satisfies Chen’s rule

Xsu ∗ Xut = Xst, s,u, t ∈ [0,1],

and the analytical condition
|〈X, τ〉| . |t − s |γ |τ | .

Setting xi
t := 〈X0t, i〉, t ∈ [0,1], we say that X is a branched γ-rough path over the path

x = (x1, . . . , xd).

Our main result is that we obtain a transitive action of an additive group of functions on
branched rough paths, allowing to translate any given branched rough path into any other
branched rough path by modifying its components. For a fixed γ ∈ ]0,1[, we define N := bγ−1c.
For instance, if γ ∈ ]1/3,1/2] then N = 2. Let Cγ be the set of all collections of functions
(gτ : τ ∈ T : |τ | ≤ N) indexed by rooted treeswith fewer than N nodes, such that gτ ∈ Cγ |τ |([0,1]),
the classical space of real-valued Hölder functions on [0,1] with Hölder exponent γ |τ |. Clearly
this set is an abelian group under pointwise addition.

Theorem 5.1.2. There is a transitive action of Cγ on branched γ-rough paths (g,X) 7→ gX such
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that for each g, g′ ∈ Cγ and branched γ-rough path X the identity g′(gX) = (g + g′)X holds. For
every pair of branched γ-rough paths X and X′ there exists g ∈ Cγ such that gX = X′.

The importance of Theorem 5.1.2 resides in the following remark. Chen’s rule states that for
any tree τ ∈ T the identity 〈Xsu ∗ Xut, τ〉 = 〈Xst, τ〉 holds. By introducing the reduced coproduct
∆′τ B ∆τ − τ ⊗ 1 − 1 ⊗ τ and the function Fτ

st = 〈Xst, τ〉 this identity may we rewritten as

δFτ
sut = 〈Xsu ⊗ Xut,∆

′τ〉.

where δFτ
sut B Fτ

st − Fτ
su − Fτ

ut is the second order finite increment considered by Gubinelli [50].
Therefore, if X and X̃ are two branched rough paths above the same base paths xi ∈ Cγ, and
τ =

i

j we obtain that

δFτ
sut = 〈Xsu ⊗ Xut,∆

′τ〉 = (x j
u − x j

s )(x
i
t − xi

u) = δF̃τ
sut (5.1)

where F̃τ is obviously defined.

The finite increment operator δ has the following property: if F : [0,1]2 → R is such that
δF = 0 then there exists f : [0,1] → R such that Fst = ft − fs. The proof of this fact is an easy
exercise, and we remark that the function f is unique up to an additive constant shift, see also
[51, formula (5)]. Thus, by this fundamental property there exists a function gτ : [0,1] → R

such that
Fτ

st = F̃τ
st + g

τ
t − g

τ
s . (5.2)

Moreover, since both Fτ and F̃τ satisfy |Fτ
st | . |t − s |2γ we have that gτ is actually 2γ-Hölder.

Hence the first level fixes the second up to the increment of a 2γ-Hölder function.

The same argument applies for any tree τ such that 2 ≤ |τ | ≤ N := bγ−1c. Indeed, the
reduced coproduct ∆′τ is a sum of tensor products of trees with strictly less nodes, and therefore
the values of 〈Xst, τ〉 and 〈X̃st, τ〉 differ only by the increment of a γ |τ |-Hölder function gτ. As
soon as |τ | ≥ N + 1, then by Gubinelli’s Sewing Lemma [50] the function (s, t) 7→ 〈Xst, τ〉 is
uniquely determined by the values of X on trees with strictly less than N nodes. More explicitly,
the Sewing Lemma is an existence and uniqueness result; however, for |τ | ≥ N + 1 we have no
uniqueness, as we have already seen, and existence is not trivial.

For instance, suppose that N ≥ 2, namely γ ≤ 1/2; suppose we have a branched γ-rough
path X and functions gτ ∈ Cγ |τ | for every tree τ ∈ T with at most N nodes. We set

〈X̃st, i〉 := 〈Xst, i〉 + g i

t − g
i

s .

We need now to define 〈X̃st, i

j
〉. By Chen’s rule this must satisfy

δ〈X̃,
i

j
〉sut = 〈X̃su, i〉〈X̃ut, j〉
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and the analytical condition requires that |〈X̃st, i

j
〉| . |t − s |2γ . In this setting the Sewing Lemma

does not apply and therefore does not give existence of a function 〈X̃st, i

j
〉 with the required

properties, so that a different approach is necessary. The same problem applies for all trees τ ∈ ℱ
with at most N nodes. We note that, if g i

∈ CNγ([0,1]) for all i ∈ {1, . . . , d}, we have one and
only one choice for 〈X̃,

i

j
〉 given by

〈X̃st, i

j
〉 := 〈Xst, i

j
〉 +

∫ t

s
〈Xsu, j〉 dg i

u + (g
j

u − g
j

s ) dxi
u (5.3)

where the integrals are well-defined in the Young sense, see [50, section 3]. However for
g i
∈ Cγ([0,1]), which is our assumption, the Young integral is not defined and any choice of

〈X̃st, i

j
〉 can be used to give a weak definition of the integral in the right hand side. Therefore this

shows that our discussion involves algebraic and analytical considerations, as it is often the case
for rough paths.

This above discussion shows that Theorem 5.1.2 yields the following

Theorem 5.1.3. Given a branched γ-rough path X , the map g → gX yields a bijection between
Cγ and the set of branched γ-rough paths.

Therefore Theorem 5.1.3 yields a complete parametrisation of the space of branched rough
paths. This result is somewhat surprising, since rough paths form a non-linear space, in particular
because of the Chen relation; however Theorem 5.1.3 yields a natural bijection between the space
of branched γ-rough paths and the linear space Cγ.

Moreover, the fact that the above Young integrals are not well defined shows why existence
of the map X → gX is not trivial.

Theorem 5.1.3 also gives a complete answer to the question of existence and characterization
of branched γ-rough paths over a γ-Hölder path x. Unsurprisingly, for our construction we
start from a result of T. Lyons and N. B. Victoir’s [88] of 2007, which was the first general
theorem of existence of a geometric γ-rough path over a γ-Hölder path x, see our discussion of
Theorem 5.1.4 below.

5.1.1 Outline of the results

A “canonical” choice of a geometric rough path X over smooth x is given by its signature [23,
86]. Other cases where geometric rough paths have been constructed are Brownian motion and
fractional Brownian motion (see [27] for the H > 1

4 case and [96] for the general case) among
others. However, until T. Lyons and N. B. Victoir’s paper [88] in 2007, this question remained
largely open in the general case. The precise result is as follows
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Theorem 5.1.4 (Lyons–Victoir extension). If p ∈ [1,∞) \ N and γ := 1/p, a γ-Hölder path
x : [0,1] → Rd can be lifted to a geometric γ-rough path. For any p ≥ 1 and ε ∈ ]0, γ[, a
γ-Hölder path can be lifted to a geometric (γ − ε)-rough path.

The construction of a geometric γ-rough path requires to satisfy at the same time analytical
and algebraic constraints: on one hand, the algebraic conditions demand that at each step Chen’s
rule and the multiplicativity of the rough path with respect to the shuffle product must hold, and
on the other hand the path so obtained should be γ-Hölder continuous with respect to a suitable
metric, see Definition 5.3.1.

We follow this approach, using an explicit form of the Baker–Campbell–Hausdorff formula
by Reutenauer [103] (formula (5.9)), as well as on analytic techniques akin to Gubinelli’s Sewing
Lemma [50], exploiting the fact that the group of characters over the shuffle Hopf algebra is in
fact a Lie group whose topology may be metrized in various ways.

We now give a heuristic argument of how this construction works: a geometric rough path
is a two-parameter family taking values in the character group G(N) of the truncated shuffle
Hopf algebra (H(N), ·, ∆̄) over an alphabet A, subject to algebraic and analytical conditions (see
Definition 5.3.1 below). Here the cutoff level N is given in terms of the regularity γ of the
underlying path as N B bγ−1c, i.e. it is the largest positive integer such that Nγ ≤ 1. We also
recall that the space g(N) spanned by the infinitesimal characters over H forms a Lie algebra
under the usual commutator bracket for the convolution product and that there is an exponential
map expN : g(N) → G(N) which is a bijection with inverse logN : G(N) → g(N) defined by the
usual power series. The reader is referred to Section 2.4 for further details.

Definition 5.1.5. A geometric rough path is a family (Xst)0≤s,t≤1 such that Xst ∈ GN , Xtt = ε the
counit of H. This family also satisfies Chen’s rule Xst = Xsu ? Xut and the analytical estimate
|〈Xst, w〉| . |t − s |γ`(w) for each word w ∈ H with length `(w) ≤ N .

Therefore, for each 0 ≤ s, t ≤ 1 we can find an appropriate logarithm Lst = logN (Xst),
and the family (Lst)0≤s,t≤1 is such that Lst ∈ g(N), Ltt = 0. Moreover, by Chen’s rule and the
Baker–Campbell–Hausdorff formula, see (5.7) below, we also have that

Lst = log(Xsu ? Xut) = Lsu + Lut + BCH(Lsu, Lut)

where BCH(A,B) denotes the remaining terms in the BCH expansion of log(exp(A)? exp(B)).
This last equality might be rewritten as the condition

δLsut B Lst − Lsu − Lut = BCH(Lsu, Lut)

which is reminiscent of Gubinelli’s Sewing Lemma. The analytical condition in Definition 5.1.5

95



translates into the bound

|〈Lst, w〉| ≤

`(w)∑
k=1

1
k
|〈X?k

st , w〉| . |t − s |γ`(w).

Observe also that the condition 〈Xst,a〉 = xa
t − xa

s also fixes the first level of the logarithm as
〈Lst,a〉 = xa

t − xa
s . Therefore, constructing the logarithms L should be equivalent –modulo some

technical considerations– to constructing the geometric rough path X .

We will also make use of the following observation: the constraint imposed by Chen’s relation
allows us to reduce the two-parameter family (Xst)0≤s,t≤1 to a one-parameter family (Xt)0≤t≤1.
In fact, we have that since Xtt is the neutral element in G(N), equating two of the parametrs in
Chen’s rule we obtain that ε = Xst ? Xts, i.e. Xst = X−1

ts . Moreover, setting u = 0 in the same
equation we find that Xst = Xs0? X0t = X−1

0s ? X0t , hence it suffices to find Xt B X0t with X0 = ε.
Since we are considering group-valued paths, the character Xst = X−1

s ? Xt naturally plays the
role of the increments of the path t 7→ Xt .

In their article, Lyons and Victoir use the fact that the BCH formula is easy to handle in some
specific cases in order to provide a direct proof of their theorem, which we now shortly review.
Take a pair (x1, x2) of γ-Hölder paths with 1

3 ≤ γ <
1
2 so that N = 2. We look for a logarithm

Lst ∈ g
(2) satisfying the conditions detailed above, with a fixed first level. In this case, the second

order BCH formula is fully explicit

Lst = Lsu + Lut +
1
2
[Lsu, Lut] = Lsu + Lut +

1
2
(Lsu ? Lut − Lut ? Lsu)

thus the second level components Z i j = 〈L, i j〉 must satisfy Z ii = 0, Z i j = −Z ji and

δZ12
sut = Z12

st − Z12
su − Z12

ut =
1
2
[
(x1

u − x1
s )(x

2
t − x2

u) − (x
2
u − x2

s )(x
1
t − x1

u)
]
. (5.4)

The right-hand side of this identity is bounded above by a constant times |t − u|γ |u − s |γ. Then,
eq. (5.4) can be used, making some choices, to define the actual value of Z12

st on the dyadic
partition of [0,1], and this will satisfy the bound |Z12

st | . 2−2mγ whenever s = k2−m and t = k2−m

are two consecutive dyadics, as a consequence of (5.4). In particular, we must choose the initial
value Z12

01 , and there is also some freedom in the choice of Z12, since one can modify it by adding
the increment of a C2γ-Hölder function without affecting (5.4) as in (5.1)-(5.2). In any case, the
construction depends heavily on these choices and thus the constructed object will neither unique
nor canonical. Nevertheless in our later applications this will not be of great importance (see
Theorem 5.1.2).

With this, we can build the character Yst = exp2(Lst) on each pair of consecutive dyadics,
and then extend the definition to arbitrary pairs by Chen’s rule. In some way, this is as if we
were doing a “telescopic sum” on the group G(N). Finally, one makes use of the following result,
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found in [88], to obtain a geometric rough path X as an extension of Y to arbitrary s, t ∈ [0,1].

Lemma 5.1.6. Let (E, ρ) be a complete metric space and set D = {tm
k B k2−m : m ≥ 0, k =

0, . . . ,2m − 1}. Suppose y : D→ E is a path satisfying the bound ρ(ytm
k
, ytm

k+1
) . 2−γm for some

γ ∈ (0,1). Then, there exists a γ-Hölder path x : [0,1] → E such that x |D = y.

The application of this lemma requires us to have a suitable notion of metric on G(2) such that
the estimate satisfied by Z12 translates into the appropriate bound for Y , and such that the Hölder
property of X with respect to this metric implies the desired analytic bounds in Definition 5.1.5.

In fact, we have the following result

Proposition 5.1.7. There is a metric onGN such that the analytical requirement in Definition 5.3.1
is equivalent to the fact that t 7→ Xt is γ-Hölder with respect to ρ.

It has now become more apparent why one should have an explicit form of the terms appearing
in the BCH expansion if one hopes to generalise this argument to arbitrary levels. In the above
argument, some of the second level components were fixed by the first level, and in general some
of the level n components will be given by linear combinations of the preceding ones. It turns out
that in order to iterate this procedure, we must have an explicit enough BCH formula allowing us
to prove estimates on the increment appearing in the right-hand side of Equation (5.4), which
then translate into the correct bounds for the application of Lemma 5.1.6.

Using the same idea we extend this construction to the case where the collection (x1, . . . , xd)

is allowed to have different regularities in each component, which we call anisotropic (geometric)
rough paths (aGRP).

Theorem 5.1.8. Let x1, . . . , xd be a collection of real-valued paths such that xi is γi-Hölder.
There exists an anisotropic rough path X such that 〈Xst, ei〉 = xi

t − xi
s for all i = 1, . . . , d.

The following property also holds: given a collection of functions gi ∈ Cγi , let x̄i
t = xi

t + g
i
t

and denote by gX the anisotropic geometric rough path above the path

x̄t =

d∑
i=1

x̄i
t ei .

Then, for any two such functions g and g′ we have that g′(gX) = (g + g′)X .

This kind of extension to rough paths has already been explored in the papers [7, 52] in the
context of isomorphisms between geometric and branched rough paths. It turns out that the
additional property obtained by our method enables us to explicitly describe the propagation of
suitable modifications from lower to higher levels. As a corollary, we devise a way to enlarge a
given rough path by adding components to the base path.

97



Corollary 5.1.9. Let (x1 : i = 1, . . . , d) be a collection of real-valued paths such that xi ∈ Cγi ,
and let X be the anisotropic geometric rough path above (x1, . . . , xd). If x0 ∈ Cγ0 is another
path, let V0 = V ⊕ Re0 and X0 be the anisotropic geometric rough path over (xi : i = 0, . . . , d).
Then, the restriction of X0 to V equals X .

We then go on to describe the interpretation of the above results in the context of branched
rough paths. We provide, in Proposition 5.6.5, an alternate description of the Hairer–Kelly map
as a sum over a suitable set of partitions of the given tree, as opposed to the original iterative
definition, which we then use to give a way to encode branched rough paths as anisotropic
geometric rough paths, along the same lines as in [7].

Theorem 5.1.10. Let X be a branched γ-rough path. There exists an anisotropic geometric rough
path X̄ indexed by words on trees, with exponents γτ = γ |τ |, and such that 〈X, τ〉 = 〈X̄,ψ(τ)〉,
where ψ is the Hairer–Kelly map.

The main difference of this result with [57, Theorem 1.9] is that we obtain an anisotropic
geometric rough path instead of a classical geometric rough path. This means that we do not
construct unneeded components, i.e. components with high regularity, and we also obtain the
right Hölder estimates in terms of the size of the indexing tree. This addresses two problems
mentioned in Hairer and Kelly’s work, namely Remarks 4.14 and 5.9 in [57].

Our approach also does not make use of Foissy’s and Chapoton’s Hopf-algebra isomorphism
[21, 43] between the Grossman–Larson Hopf algebra and the free algebra over a complicated set
I of trees as is done in [7]. This allows us to construct an action of a larger group on the set of
branched rough paths; indeed, using the above isomorphism one would obtain a transformation
group parametrised by (gτ)τ∈I where I it the abovementioned set of trees and gτ ∈ Cγ |τ |; on the
other hand our approach yields a transformation group parametrised by (gτ)τ∈T where T is the
set of all trees with at most N nodes. With the smaller set I, transitivity of the action g 7→ gX

would be lost.

Remark 5.1.11. A similar argument cannot be used to give the analogous result for geometric
rough paths. In the case of branched rough paths, constructing the functions gτ is enough since,
by the freeness of the Connes–Kreimer Hopf algebra, this fixes the values of 〈gX, σ〉 for all
forests σ. On the contrary, the shuffle algebra is not free over the vector space spanned by words,
but over a smaller subset called Lyndon words. Therefore, fixing functions gw for all words w
might give an inconsistent object gX in the sense that it might not respect the character property.

4

Another conclusion that might be drawn from this remark is the following. Since H is not
free over the vector space spanned by the free monoid M(A) over the alphabet A, if we want to
define a character X ∈ H∗ is suffices to define its values 〈X, w〉 for all Lyndon words. As stated
above, trying to define the value of 〈X, w〉 for all w ∈ M(A) might result in a linear map that is
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not multiplicative. The point is that the shuffle product imposes additional relations on these
values that must be taken into consideration. For example, if we are trying to define 〈X,ab〉 for a
two-letter word ab ∈ M(A) and we know the values of 〈X,a〉 for all a ∈ A, we have to consider
the fact that

〈X,a〉〈X, b〉 = 〈X,ab〉 + 〈X, ba〉

as a tt b = ab+ ba, so knowing one of 〈X,ab〉 or 〈X, ba〉 already fixes the other value given that
we know 〈X,a〉 and 〈X, b〉. In [57] Hairer and Kelly introduce a geometric rough path as a path
taking values in the full group G of characters over H, as opposed to the truncated group as we
have done above which is the original definition by Lyons (c.f. Definition 5.3.1). In a subsequent
remark they claim that these definitions are equivalent by invoking [86, Theorem 2.2.1]. This
theorem states that a “multiplicative functional” on G(N) satisfying certain analytical conditions
(those of the definition of a geometric rough path) can be extended in a unique way to all of G.
The fact is that there is a confusion in the terminology used by both sets of authors, since what
Lyons calls a multiplicative functional in fact refers to Chen’s rule and to the character property,
which he calls “group-like” (in reference to Proposition 2.4.6). Therefore, Lyons’ extension
theorem is about linear maps satisfying only Chen’s rule and the analytical bound and does not
take care of the character property. We address this issue and we prove that

Theorem 5.1.12. Let X be a geometric γ-rough path. There exists a path X̂ : [0,1]2 → G such
that X̂tt = ε, satisfying Chen’s rule and the analytic estimate with the additional property that its
restriction to words of length less than or equal to N = bγ−1c equals X .

Outline. We start by reviewing all the theoretical concepts needed to make the exposition in
this section formal. In Section 5.3 we state and prove the main result of this chapter, namely
we give an explicit construction of a geometric rough path above any given path x ∈ Cγ(Rd).
Next, in Section 5.5 we extend this result to the wider class of anisotropic geometric rough
paths. Finally, in Section 5.4 we connect our construction with M. Gubinelli’s branched rough
paths, and we extend M. Hairer and D. Kelly’s work in Section 5.6.1. We also explore possible
connections with renormalisation in Section 5.6.2 by studying how our construction behaves
under modification of the underlying paths. Then, we connect this approach with a recent work
by Bruned, Chevyrev, Friz and Preiß [13] in Section 5.6.3 who borrowed ideas from the theory
of Regularity Structures [15, 56] and proposed a renormalisation procedure for geometric and
branched rough paths [13] based on pre-Lie morphisms.

The main difference between our result and the BCFP procedure is that they consider
translation only by time-independent factors, whereas –under reasonable hypotheses– we are also
able to handle general translations depending on the time parameter. We also mention that some
further algebraic aspects of renormalisation in rough paths have been recently developed in [14].
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5.2 Preliminaries

For the rest of this section we fix a locally finite graded connected Hopf algebra ℋ, that is, ℋ
is a vector space endowed with a product m : ℋ ⊗ ℋ → ℋ and a coproduct ∆ : ℋ → ℋ ⊗ ℋ

satisfying certain compatibility assumtions. There is also a unit 1 ∈ ℋ, a counit ε ∈ ℋ∗ and an
antipode S : ℋ→ ℋ such that

m(id ⊗ S)∆x = ε(x)1 = m(S ⊗ id)∆x

for all x ∈ ℋ. As usual we will denote the image m(x ⊗ y) = xy in order to reduce notation. The
fact that ℋ is locally finite graded connected means that it can be decomposed as a direct sum

ℋ =
∞⊕

n=0
ℋ(n)

with ℋ(0) = R1, each ℋ(n) is finite-dimensional and

m(ℋ(n) ⊕ ℋ(m)) ⊂ ℋ(n+m), ∆ℋ(n) =
⊕
p+q=n

ℋ(p) ⊗ ℋ(q).

The reader is referred to Chapter 2 for further details. Each element x ∈ ℋ can thus be
decomposed as a sum

x =
∞∑

n=0
xn

with xn ∈ ℋ(n) where only a finite number of the summands are non-zero. We call each xn the
homogeneous part of degree n of x, and elements of ℋ(n) are said to be homogeneous of degree
n. In this case we write |xn | = n. From now on the grading (ℋ(n) : n ∈ N) will be called the
standard grading.

The grading property of ℋ implies in particular that for homogeneous elements x ∈ ℋ(n) the
coproduct can be written as

∆x = x ⊗ 1 + 1 ⊗ x + ∆′x

where
∆
′x ∈

⊕
p+q=n
p,q≥1

ℋ(p) ⊗ ℋ(q) (5.5)

is known as the reduced coproduct. Furthermore, the coassociativity of∆ allows to unambiguously
define its iterates ∆n : ℋ→ ℋ⊗(n+1) by setting

∆0 = id, ∆n = (id ⊗ ∆n−1)∆
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and we have, for a homogenenous element x ∈ ℋ(m) of degree m

∆nx = x ⊗ 1 ⊗ · · · ⊗ 1 + 1 ⊗ x ⊗ 1 ⊗ · · · ⊗ 1 + · · · + 1 ⊗ · · · ⊗ x + ∆′nx

where now
∆
′
nx ∈

⊕
p1+...+pn+1=m

pj≥1

ℋ(p1) ⊗ · · · ⊗ ℋ(pn+1)

Remark 5.2.1. These facts about the iterated coproduct imply that the bialgebra (ℋ,∆) is
conilpotent, that is, for each homogeneous x ∈ ℋ(m) there is an integer n ≥ 1 such that ∆′nx = 0
and we see that in fact n = m. 4

Remark 5.2.2. From the above discusion we obtain in particular the inclusion

∆
′
nℋ(n+1) ⊂ ℋ⊗(n+1)

(1) ,

that is, the n-fold reduced coproduct of a homogeneous element of degree n + 1 is a sum of
(n + 1)-fold tensor products of homogeneous elements of degree 1. 4

We recall that in general the dual spaceℋ∗ carries an algebra structure given by the convolution
product ?, dual to the coproduct ∆, defined by

〈X ?Y, x〉 = 〈X ⊗ Y,∆x〉,

but in general ℋ∗ cannot be made into a coalgebra by dualising the product. In particular, ℋ∗ is
commutative if and only if ℋ is cocommutative. For a sequence of maps X1, . . . ,Xk ∈ ℋ∗ we
have the formula

X1 ? · · ·? Xk = m⊗(k−1)(X1 ⊗ · · · ⊗ Xk)∆k−1. (5.6)

A character on ℋ is a linear map X : ℋ→ R such that

〈X, xy〉 = 〈X, x〉〈X, y〉

for all x, y ∈ ℋ. An infinitesimal character (or derivation) on ℋ is a linear map α : ℋ→ R such
that

〈α, xy〉 = 〈α, x〉〈ε, y〉 + 〈ε, x〉〈α, y〉.

We observe that 〈X,1〉 = 1 and 〈α,1〉 = 0 for all X ∈ G and α ∈ g.

It is a known fact that the set G of characters on ℋ is a group with unit ε and inverses
X−1 = S∗X = X ◦ S. The space g of infinitesimal characters on ℋ is a Lie algebra under the
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bracket [α, β] = α ? β − β ? α. Moreover, there is an exponential map exp : g→ G

exp(α) B
∞∑

n=0

α?n

n!

which is a bijection and its inverse is the map log : G→ g

log(X) B
∞∑

n=1
(−1)n+1 (X − ε)

?n

n
.

Remark 5.2.3. The above maps are actually defined over bigger spaces. These definitions make
sense for maps α ∈ ĝ and X ∈ Ĝ, where ĝ is the Lie algebra of linear maps mapping 1→ 0 and
Ĝ is the group of linear maps mapping 1 → 1. In fact, g is a sub-Lie algebra of ĝ and G is a
sub-Lie group of Ĝ. 4

Remark 5.2.4. The conilpotency of (ℋ,∆) implies that for each homogeneous element x ∈ ℋ(n)
the above series defining exp and log terminate after a finite number of terms (precisely n, in
fact). Therefore, for a general element x ∈ ℋ and α ∈ g the value of 〈exp(α), x〉 is made up of a
finite sum of finite sums, so there are no convergence issues involved whatsoever. 4

The grading on ℋ induces a grading on g by restriction to ℋ(n) so we can write

g =

∞∏
n=1

Wn,

i.e. the elements of g correspond to formal series

α =

∞∑
n=1

αn

where αn = α |ℋ(n) ∈ Wn.

Remark 5.2.5. The elements of g correspond to infinite formal series and cannot in general be
reduced to finite sums. The same goes for elements of the character group G and more in general
for arbitrary elements of the dual space ℋ∗. This is one of the reasons why it is not possible to
dualise the product on ℋ to induce a coproduct on ℋ∗. 4

The Baker–Campbell–Hausdorff formula below describes the group law on G in terms of the
Lie bracketing on g via the exponential map. See [60] for a proof.

Theorem 5.2.6 (Baker–Campbell–Hausdorff). Let α, β ∈ g, then log(exp(α)? exp(β)) ∈ g.

We define the map BCH: g × g→ g by

BCH(α, β) B log(exp(α)? exp(β)). (5.7)
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The main point of this theorem is that, even if one can compute explicitly all the terms appearing
in the series defining log(exp(α)? exp(β)) it is not immediately clear that each of these terms
can be rewritten in terms of iterated commutators as the definition of g requires. Another way
to interpret this theorem is to say that there exists an element γ = BCH(α, β) ∈ g such that
exp(α)? exp(β) = exp(γ).

More can be said about the Lie series BCH(α, β) ∈ g given by the previous theorem. In fact,
it is possible to show that each term of the series is formed by iterated Lie brackets of α and β,
where the first terms are

BCH(α, β) = α + β +
1
2
[α, β] +

1
12
[α, [α, β]] −

1
12
[β, [α, β]] + · · · ,

and the following terms are explicit but difficult to compute. Nevertheless, fully explicit formulas
have been known since 1947 by Dynkin [35].

A more tractable description of the terms appearing in this series was given by Reutenauer in
terms of permutations [103] and a proof in terms of Hopf algebras was given by Loday [80]. Let
φk : (ℋ∗)⊗k → ℋ∗ be the linear map

φk(α1 ⊗ · · · ⊗ αk) =
∑
σ∈Sk

aσασ(1) ? · · ·?ασ(k) (5.8)

where Sk denotes the symmetric group of order k, and aσ B (−1)d(σ)
k

( k−1
d(σ)

)−1 is a constant
depending only on the descent number of the permutation σ ∈ Sk . One can then show that
φk(α1, . . . , αk) ∈ g if α1, . . . , αk ∈ g, and that

BCH(k)(α, β) =
∑

i+ j=k

1
i! j!

φk(α
⊗i ⊗ β⊗ j) ∈ Wk (5.9)

where

BCH(α, β) =
∞∑

k=1
BCH(k)(α, β) ∈ g.

For example, we have that φ1(α) = α, φ2(α ⊗ β) =
1
2 (α ? β − β ? α) and (omitting the ?

product)

φ3(α1 ⊗ α2 ⊗ α3) =
1
3
α1α2α3 −

1
6
(α2α1α3 + α1α3α2 + α2α3α1 + α3α1α2) +

1
3
α3α2α1.

Playing with these expressions we can observe that in fact φ2(α ⊗ β) =
1
2 [α, β] and

φ3(α1 ⊗ α2 ⊗ α3) =
1
6
[α1, [α2, α3]] −

1
6
[α3, [α1, α2]]

and then we recover the first three terms above after summation. This factorization can be
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formalized by means of the Dynkin operator and the Dynkin–Specht–Wever theorem [66]. The
Dynkin operator D : H∗ → g is defined as

D(x1 ⊗ · · · ⊗ xk) = [x1, . . . [xk−1, xk] . . . ]

for x1, . . . , xk ∈ H∗
(1) and the DSW theorem asserts that a homogeneous element X ∈ H∗

(k) is in
g if and only if D(X) = k X . A nice short proof of this fact in terms of Hopf algebras can be
found in [118]. Since this is the case for each φk when evaluated in elements of g we can replace
every monomial X1? · · ·? Xk by 1

k [X1, . . . , [Xk−1,Xk] . . . ]. At this point there is still some more
cancelling to be done using the antisymmetry of the Lie bracket and the Jacobi identity, but this
already makes clear the connection between the two formulas. In any case, we will not use this
and will only work with Reutenauer’s formula.

From all these considerations we obtain

Lemma 5.2.7. Let x be a homogeneous element of degree k such that

∆
′
k−1x =

∑
(x)

x(1) ⊗ · · · ⊗ x(k) ∈ ℋ⊗k
(1)

Then

〈φk(α1 ⊗ · · · ⊗ αk), x〉 =
∑
(x)

∑
σ∈Sk

aσ
k∏

j=1
〈ασ( j), x( j)〉.

Proof. This follows directly from the definition of ϕk in eq. (5.8) together with eq. (5.6) and the
fact that since α j(1) = 0 we can write

α1 ? · · ·?αk = m⊗(k−1)(α1 ⊗ · · · ⊗ αk)∆
′
k−1

instead. �

5.2.1 Nilpotent Lie algebras

From eq. (5.5) we have

Lemma 5.2.8. For any N ∈ N the subspace

ℋN B
N⊕

k=0
ℋ(k) ⊂ ℋ

is a counital subcoalgebra of (ℋ,∆, ε). The canonical projection πN : ℋ → ℋN is coalgebra
epimorphism.
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It follows that we can consider the dual algebra (ℋ∗N,?, ε) and the corresponding truncated
Lie algebra

gN =

N⊕
k=1

Wk

and Lie group GN = exp(gN ). There is a canonical injection ιN B π∗N : ℋ∗N → ℋ∗ such
that 〈ιN X, x〉 = 0 if |x | > N so when working with elements of ℋ∗N or gN we will always
assume that they satisfy this property. There are also restricted exponential and logarithm maps
expN : gN → GN and logN : GN → gN defined by the truncated sums

expN (α) B
N∑

n=0

α?n

n!
, logN (X) B

N∑
n=1
(−1)n+1 (X − ε)

?n

n
. (5.10)

Proposition 5.2.9. The orthogonal subspace

KN B ℋ⊥N = { X ∈ ℋ∗ : 〈X, x〉 = 0,∀x ∈ ℋN }

is an ideal of the algebra (ℋ∗,?, ε). In particular, the quotient algebra ℋ∗/KN is isomorphic to
(ℋ∗N,?, ε).

Remark 5.2.10. The canonical inclusion ιN is an algebra monomorphism, being the dual map to
a coalgebra epimorphism. Moreover, it is such that if $N : ℋ∗ → ℋ∗N is the canonical projection
then $N ◦ ιN = idℋ∗N . Note however that ιN does not map GN into G or any subgroup of it. In
fact, we see that ιN maps GN to Ĝ and gN to ĝ defined inside Remark 5.2.3. Regarding gN see
however the following proposition. 4

Proposition 5.2.11. The canonical inclusion ιN maps gN to g.

Proof. We already know that ιN : gN → ĝ so it only suffices to check that given α ∈ gN we have
that ιNα is an infinitesimal character. Let x, y ∈ ℋ, then

〈ιNα, xy〉 = 〈α, πN (xy)〉

=

N∑
n=0

n∑
j=0
〈α, x j yn− j〉

=

N∑
n=0

n∑
j=0
(〈α, x j〉〈ε, yn− j〉 + 〈ε, x j〉〈α, yn− j〉)

=

N∑
n=0
(〈α, xn〉〈ε, y0〉 + 〈ε, x0〉〈α, yn〉)

= 〈α, πN x〉〈ε, y〉 + 〈ε, x〉〈α, πN y〉,

hence ιNα ∈ g. �
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Remark 5.2.12. A similar statement cannot hold for GN . For instance take X ∈ GN and an
element x ∈ ℋN \ {1} such that 〈X, x〉 , 0. Without loss of generality we may suppose that x is
homogeneous. Take k large enough so that k |x | ≥ N + 1. Then

0 = 〈ιN X, xk〉 , 〈X, x〉k .

4

Remark 5.2.13. All the above considerations work, with minor modifications, if linear maps are
allowed to take values in an arbitrary commutative algebra instead of the ground field (in this
case R). That is, we may consider instead of the dual space ℋ∗, the space L(ℋ, A) of linear
maps from ℋ to a commutative unital algebra A. Even though this level of generality may seem
superfluous, it could be interesting since the added structure may reveal some further connections
with renormalisation via the Birkhoff decomposition of characters. Since our aim is to define
paths taking values in the group GN satisfying some extra properties, for example, we could
make them depend on an extra parameter ε > 0 and A then could be taken to be the algebra of
Laurent series in this extra parameter. See [89] for further details. 4

Regarding the properties of the Lie algebra gN we can show that

Proposition 5.2.14. The finite-dimensional Lie algebra gN is step N nilpotent.

Proof. We recall fromChapter 2 that nilpotencymeans that the lower central series gN
1 ⊃ gN

2 ⊃ · · ·

defined inductively gN
1 B gN , gN

k+1 B [g
N,gN

k ] terminates after a finite number of steps, that is,
there exists k0 ∈ N such that gN

k = {0} for all k ≥ k0. The smallest number such that this happens
is called the nilpotency step of gN . Thus, we have to show that gN

N+1 = {0} but g
N
N , {0}.

We first prove that [Wk,W j] ⊂ Wk+ j . Take α ∈ Wk, β ∈ W j and an element x ∈ ℋ. Then

〈[α, β], x〉 = 〈α ⊗ β − β ⊗ α,∆x〉 =
∑
(x)

〈α, x(1)〉〈β, x(2)〉 − 〈β, x(1)〉〈α, x(2)〉

where the only surviving terms are those with |x(1) | = k and |x(2) | = j or |x(1) | = j and |x(2) | = k.
In any case this is only possible if x is homogeneous of degree k + j.

Now, observe that using this fact and induction one can show that

gN
k ⊂

N⊕
j=k

W j

thus gN
N ⊂ WN and gN

N+1 = {0}. �

As a by-product of this proposition we obtain
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Corollary 5.2.15. The centre of gN is WN .

Finally we remark that the Baker–Campbell–Hausdorff is also valid in gN with the additional
property that the sum is now finite due to the nilpotency. We define an operator BCHN :
gN × gN → gN by

BCHN (α, β) B
N∑

k=1
BCH(k)(α, β) (5.11)

where BCH(k) ∈ Wk is was defined in eq. (5.9).

5.2.2 Homogeneous norms

Let L be a finite-dimensional Lie algebra. A family of dilations on L is a family (Ωr)r>0 of
automorphisms of L such that ΩrΩs = Ωrs. A homogeneous group is a connected simply
connected Lie group whose Lie algebra is endowed with a family of dilations. If G is a
homogeneous group, the map exp ◦Ωr ◦ log is a group automorphism of G and we also call them
dilations.

Definition 5.2.16. The element X ∈ L is said to be an eigenvector of the dilation Ω with
eigenvalue α ∈ R if Ωr X = rαX for all r > 0. For an eigenvalue α ∈ R the eigenspace Eα is the
subspace of L spanned by all the eigenvectors of Ω with eigenvalue α.

Since Ωr is a Lie homomorphism we have that [Eα,Eβ] ⊂ Eα+β.

Lemma 5.2.17. A family of operators (Ωr) is a dilation if and only if Ωr = elog(r)A for some
matrix A.

Proof. It suffices to observe that f (r) B Ωer satisfies f (r + s) = f (r) ◦ f (s). �

Thus, a dilation can only have a finite number of eigenvalues which correspond to eigenvalues
of the matrix A. In the sequel we order the spectrum of Ω (or A) increasingly, i.e. α1 ≤ · · · ≤ αn

where n = dimL. Since if Ω is a dilation then Ω̃r = Ωrα is also a dilation, we may and do
suppose that α1 ≥ 1.

In the following, we assume the matrix A to be diagonalizable. In this case, we may fix a
basis {X1, . . . ,Xn} of L such that AX j = α j X j . We use this basis to obtain a norm ‖ · ‖ on L by
requiring that this basis is orthonormal.

Definition 5.2.18. Ahomogeneous norm on a homogeneous group G is a continuous function
| · | : G → R+ which is of class C∞ on G \ {1} and such that |X−1 | = |X |, and |Ωr X | = r |X |.
The homogeneous norm | · | is said to be sub-additive if |XY | ≤ |X | + |Y |.
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In case the homogeneous norm is sub-additive, we can induce a left-invariant metric on G by
setting ρ(X,Y ) = |Y−1X |.

Lemma 5.2.19 ([45]). Suppose G is a homogeneous group with Lie algebra L. Then there exist
constants C1,C2 > 0 such that

C1‖ log X ‖ ≤ |X | ≤ C2‖ log X ‖1/αn

for all X ∈ G with |X | ≤ 1.

A simple consequence of this lemma is the following

Corollary 5.2.20. All homogeneous norms on G are equivalent.

We can build a dilation on gN as follows: for x ∈ ℋ(k) set Ωr x = r k x and transpose this map
to ℋ∗ by setting 〈Ωr X, x〉 = 〈X,Ωr x〉.

Proposition 5.2.21. The maps Ωr are algebra automorphisms of ℋ∗.

Proof. The map Ωr is a coalgebra morphism of ℋ. Indeed,

∆(Ωr x) = r |x |∆x = (Ωr ⊗ Ωr)∆x

by Equation (5.5). �

In fact, the maps Ωr are bialgebra automorphisms of ℋ, hence Hopf algebra automorphisms.
Therefore, we obtain a dilation on gN by simple restriction, and we remark that the spaces Wk act
as eigenspaces for Ω, with k as the associated eigenvalue.

We fix norms |||·|||k on each of the dual spacesℋ∗(k) which are compatible with the convolution
product in the sense that

|||X ?Y |||n+m ≤ |||X |||n |||Y |||m (5.12)

for all X ∈ ℋ∗
(n) and Y ∈ ℋ∗

(m). We obtain a homogeneous norm on GN by setting

|X | B max
k=1,...,N

(k!|||Xk |||k)
1/k, (5.13)

where

X = ε +
N∑

k=1
Xk

The following formula for the components of the convolution product between two linear
maps follows directly from eq. (5.5).
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Lemma 5.2.22. Given linear maps X,Y ∈ ℋ∗N , write

X = ε +
N∑

k=1
Xk, Y = ε +

N∑
k=1

Yk .

Then

X ?Y = ε +
N∑

k=1

k∑
j=1

X j ?Yk− j .

Proposition 5.2.23. The group (GN, | · |) is homogeneous with | · | sub-additive.

Proof. We only need to prove that the norm defined in Equation (5.13) is sub-additive, the other
properties being clear. By Lemma 5.2.22 and the compatibility of the norms (5.12) we have that

|||(X ?Y )k |||k ≤
k∑

j=1

������X j
������

j

������Yk− j
������

k− j

≤
1
k!

k∑
j=1

(
k
j

)
|X | j |Y |k− j

=
1
k!
(|X | + |Y |)1/k

whence the result. �

In particular we obtain a metric ρN on GN which is left-invariant and such that the metric
space (GN, ρN ) is complete. This distance may be explicitly computed by Equation (5.13) as

ρN (X,Y ) = max
k=1,...,N

(
k!

������(Y−1 ? X)
������

k

)1/k

Remark 5.2.24. In view of Corollary 5.2.20 we may obtain bounds over the distance ρN (X,Y )

by bounding first p(Y−1 ? X) for any homgeneous norm p on G. The importance of | · | resides
in that we know it to be sub-additive by Proposition 5.2.23 so we obtain a distance. On some
concrete cases there might be other sub-additive homogenenous norms defined on GN but we
choose to work with the one defined in eq. (5.13) since it is closely related to rough paths, see
Definition 5.3.1 and Proposition 5.4.3 4

5.3 Construction of Rough paths

As in the previous section, we fix a locally-finite graded connected Hopf algebraℋ. Without loss
of generality we assume that dimℋ(1) = d and we fix a linear basis {e1, . . . , ed} of it. We also fix

109



a number γ ∈]0,1[ and let N B bγ−1c be the biggest integer such that Nγ ≤ 1.

Definition 5.3.1. Aγ-rough path is a path X : [0,1] → GN such that X0 = ε which is γ-Hölder
with respect to the metric ρN defined by the homogeneous norm in eq. (5.13). Setting xi

t = 〈Xt, ei〉

we say that X is a γ-rough path over (x1, . . . , xd).

Remark 5.3.2. By specializing this definition to different values of ℋ we recover both geometric
rough paths [86] where ℋ is the shuffle Hopf algebra over an alphabet and branched rough paths
[51] where ℋ is the Butcher–Connes–Kreimer Hopf algebra on decorated non-planar rooted
trees. 4

Remark 5.3.3. The classical definitions of rough paths of various types consider functions
X : [0,1]2 → G with values in an appropriate group, satisfying Chen’s rule

Xsu ∗ Xut = Xst

and an analytical estimate. It turns out that one can reduce X to a one-variable pathX : [0,1] → G

by noting that the above equation implies that Xst = (X0s)
−1 ∗ X0t . The analytical estimate can be

seen to be equivalent to requiring that the resulting path Xt = X0t is γ-Hölder with respect to the
corresponding homogeneous metric ρN . 4

We now come to the problem of existence. Our construction of a rough path in the sense of
Definition 5.3.1 over an arbitrary collection of γ-Hölder paths (x1, . . . , xd) relies in the following
extension theorem. We note that the proof follows very closely the approach of Lyons-Victoir
[88].

Theorem 5.3.4 (Character extension). Let 1 ≤ n ≤ N − 1 and γ ∈]0,1[ such that (n + 1)γ < 1.
Suppose we have a γ-Hölder path X : [0,1] → (Gn, ρn). There is a γ-Hölder path X̃ : [0,1] →
(Gn+1, ρn+1) extending X, i.e. such that X̃

��
ℋn
= X.

Proof. The construction of X̃ is made in two steps.

Step 1. Let D = {tm
k B 2−mk | m ∈ N0, k = 0, . . . ,2m} be the dyadics in [0,1]. Set

Xst = (X
n
s )
−1 ?Xn

t ∈ Gn and Lst = logn(Xst) ∈ g
n where logn was defined in eq. (5.10). Then,

the BCH formula eq. (5.11) and Chen’s rule imply that

Lst = BCHn(Lsu, Lut) = Lsu + Lut + BCH′n(Lsu, Lut). (5.14)

We look for Zst ∈ Wn+1 such that the exponential Xn+1
st = expn+1(ιn+1Lst + Zst) still satisfies

Chen’s rule. To this effect, we first define Z on the dyadics, starting from a fixed element
w ∈ Wn+1 putting Z0,1 = w and

Ztm2k,t
m
2k+1
= Ztm2k+1,t

m
2k+2

B
1
2

Ztm−1
k

,tm−1
k+1
−

1
2

BCH(n+1)(ιn+1Ltm2k,t
m
2k+1

, ιn+1Ltm2k+1,t
m
2k+2
) (5.15)
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where ιn+1 is the canonical inclusion and we have used Proposition 5.2.11 so that the right-hand
side is well defined. To ease notation in the following we identify L with ιn+1L where appropriate.
Note that with this Zst ∈ Wn+1 for each pair of consecutive dyadics.

We now look to extend this definition to more general pairs of dyadics s, t ∈ D. Set
Y0,1 B expn+1(L0,1 + w). If s = tm

2k , u = tm
2k+1 and tm

2k+2 are consecutive dyadics then we define

Ysu B expn+1(Lsu + Zsu), Yut B expn+1(Lut + Zut)

and note that by eq. (5.15) we have

logn+1(Ysu ?Yut) = Lsu + Lut + BCH′n+1(Lsu, Lut) + Zsu + Zut

= Lsu + Lut + BCH′n(Lsu, Lut) + Zst

= Lst + Zst

by eq. (5.14), so that
Ysu ?Yut = Yst .

We have also used the fact that ιn+1 is an algebra morphism for the ? product and that Wn+1 is in
the centre of gn+1 by Corollary 5.2.15. Therefore, we may set

Ytm
k
,tmj B Ytm

k
,tm
k+1
?Ytm

k+1,t
m
k+2
? · · ·?Ytm

j−1,t
m
j

so that the identity Ytmi ,t
m
j
?Ytmj ,t

m
k
= Ytmi ,t

m
k
is valid for any 0 ≤ i < j < k ≤ 2m.

Step 2. In order to have a γ-rough path, Definition 5.3.1 requires us to construct a γ-Hölder
path with values in Gn+1, and for this we will use Lemma 5.1.6. Set

am B 2m(n+1)γ max
k=0,...,2m−1

���������Ztm
k
,tm
k+1

���������
n+1

.

Then, if υ is a basis element inℋ(n+1) we have by Lemma 5.2.7 and eq. (5.9), for s = tm
k , u = tm

k+1
and t = tm

k+2, that

|〈BCH(n+1)(Lsu, Lut), υ〉| ≤
∑
(υ)

∑
i+ j=n+1

1
i! j!

∑
σ∈Sn+1

|aσ |
i∏

p=1
|〈Lsu, υσ(p)〉|

n+1∏
q=i+1

|〈Lut, υσ(q)〉|.

Now, since υ( j) ∈ ℋ(1) for all j = 1, . . . ,n + 1 we actually have that

|〈Lsu, υ( j)〉| ≤

d∑
k=1
|xk

u − xk
s | |υ

k
( j) | ≤ 2−mγ

d∑
k=1
|υk
( j) |
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for some coefficients υk
( j) ∈ R, and we have a similar estimate for Lut instead of Lsu. Therefore

we obtain that ������BCH(n+1)(Lsu, Lut)
������

n+1 ≤ C2−m(n+1)γ

where the constant

C = max
υ

∑
(υ)

∑
i+ j=n+1

1
i! j!

∑
σ∈Sn+1

|aσ |
n+1∑

k1,...,kn+1=1

n+1∏̀
=1
|υk`
(`)
|.

Therefore, from eq. (5.15) we get

2−(m+1)(n+1)γam+1 ≤ 2−m(n+1)γ + C2−m(n+1)γ,

hence there is another constant C > 0 such that

am ≤ C
m−1∑
j=0

2− j(1−(n+1)γ).

Since we are in the regime where (n + 1)γ < 1 we obtain that

sup
m≥0

am ≤
C

2 − 2(n+1)γ .

To conclude, we observe that

L 7→
n∑

k=1
|||L |||1/kk

defines a norm on ℋ∗n, thus by Lemma 5.2.19 there’s a constant C1 such that

|||Lst |||k ≤ ‖Lst |
k ≤ |(Xn

s )
−1 ?Xn

t |
k = ρn(X

n
s,X

n
t )

k ≤ C12−mkγ

for all k = 1, . . . ,n and s = tm
j , t = tm

j+1 since X
n is γ-Hölder with respect to ρn. This and the

previous estimate provide the bound

|Ytmj ,t
m
j+1
| ≤ 2−mγ .

By Chen’s rule, the path Y : D→ Gn+1 defined by Ytmj B Y0,tmj satisfies

ρn+1(Ytmj ,Ytm
j+1
) ≤ 2−mγ,

thus by Lemma 5.1.6 we obtain a path X̃ : [0,1] → Gn+1. �

Remark 5.3.5. Our construction depends on a finite number of choices, namely the elements w
used to start the recursion in eq. (5.15). Different choices give, a priori, different outcomes. 4
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Corollary 5.3.6. Given γ ∈]0,1[ and a collection of γ-Hölder paths xi : [0,1] → R, there exists
a γ-rough path X over (x1, . . . , xd) in the sense of Definition 5.3.1.

Proof. We start with the following observation: for n = 1, the group G1 ⊂ ℋ∗
(1) is abelian,

and isomorphic to the additive group ℋ∗
(1). Indeed, let X,Y ∈ G1 and x ∈ ℋ(1). Then, as

∆x = x ⊗ 1 + 1 ⊗ x by the grading, we have that

〈X ?Y, x〉 = 〈X, x〉 + 〈Y, x〉,

that is, X?Y = X +Y . Moreover, inℋ1 the product xy = 0. Therefore, we may set 〈X1
t , ei〉 B xi

t

where {e1, . . . , ed} is a basis of ℋ(1) and this path is γ-Hölder with respect to ρ1.

By Theorem 5.3.4 there is a γ-Hölder path X2 : [0,1] → (G2, ρ2) extending X1 so in
particular 〈X2

t , ei〉 = xi
t also. Continuing in this way we obtain succesive γ-Hölder extensions

X3, . . . ,XN and we set X B XN . �

The following result already appeared has already been proved in the case where the underlying
Hopf algebra ℋ is combinatorial by Curry, Ebrahimi-Fard, Manchon and Munthe-Kaas in [28].
We remark that their proof works without modifications in our context so we have

Theorem 5.3.7. Let X be a γ-rough path. There exists a path X̂ : [0,1] → G such that
〈X̂−1

s ? X̂t, x〉 . |t − s |γ |x |.

Remark 5.3.8. The proof of this theorem is similar to that of Theorem 5.3.4. The main difference
is that in the case of the components of lower regularity the sum defining A above does not
converge in g so this path has to be defined some other way, and this is the content of the proof of
Theorem 5.3.4. 4

Remark 5.3.9. In view of Theorem 5.3.7 we can replace the truncated group in Definition 5.3.1
by the full group of characters G. What this means is that γ-rough paths are uniquely defined
once we fix the first N levels and since ℋ is locally finite, this amounts to a finite number of
choices. 4

5.4 Applications

We now apply Theorem 5.3.4 to various kinds of Hopf algebras in order to link this results with
the contexts already existing in the literature.

113



5.4.1 Geometric rough paths

In this setting we fix an alphabet A B {1, . . . , d}. As a vector space H corresponds to the
linear span of the free monoid M(A) generated by A. The product on H is the shuffle product
tt : H ⊗ H → H defined recursively by 1 tt v = v tt 1 = v for all v ∈ H, where 1 ∈ M(A) is the
unit for the monoid operation, and

(au tt bv) = a(u tt bv) + b(au tt v)

for all u, v ∈ H and a, b ∈ A, where au and bv denote the product of the letters a, b with the words
u, v in M(A).

The coproduct ∆̄ : H → H ⊗ H is obtained by deconcatenation of words,

∆̄(a1 · · · an) = a1 · · · an ⊗ 1 + 1 ⊗ a1 · · · an +

n−1∑
k=1

a1 · · · ak ⊗ ak+1 · · · an.

It turns out that (H, ·, ∆̄) is a commutative unital Hopf algebra, and (H, ∆̄) is the cofree coalgebra
over the linear span of A. The antipode is the linear map S : H → H given by

S(a1 · · · an) = (−1)nan . . . a1.

Finally, we recall that H is graded by the length `(a1 · · · an) = n and it is also connected. The
homogeneous components H(n) are spanned by the sets {a1 · · · an : ai ∈ A}. See Chapter 2 for
further details.

Definition 5.3.1 specialises in this case to geometric rough paths (GRP) as defined in [57]
(see just below for the precise definition) and Theorem 5.3.4 coincides with [88, Theorem 6].

Definition 5.4.1. Let γ ∈ ]0,1[ and set N B bγ−1c. A geometric rough path is a map X :
[0,1]2 → GN such that Xtt = ε, it satisfies Chen’s rule

Xst = Xsu ? Xut

for all s,u, t ∈ [0,1] and the analytic bound |〈Xst, v〉| . |t − s |γ`(v) for all v ∈ HN .

Remark 5.4.2. We note that in Definition 5.3.1 the path X (or rather Xt = X0t) takes values in the
truncated character group GN and not the full group G. This is in contrast with the definition of
branched rough paths (Definition 5.4.4 below) where paths take values on the full Butcher group.

In [57] this definition is stated with G replacing the truncated group GN and then it is said
that in fact this is equivalent to Definition 5.3.1 (specialised to H) by invoking an “extension
theorem” in [86]. The fact is that there is a confusion in terminology since what Lyons calls a
“multiplicative functional” refers to Chen’s rule and not the character property defining G, which
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he calls group-like elements (see [86, Definition 2.1.1, Definition 2.1.2]). In other words, Lyons
shows that a collection of linear maps on HN satisfying Chen’s rule can be uniquely extended to
a familiy of linear functionals on H keeping this identity. This is clearly weaker than what is
required for the previous equivalence to be true since the extension given by Lyons may fail to lie
in G. We correct this in Theorem 5.3.7. 4

Proposition 5.4.3. A path X : [0,1]2 → GN is a geometric rough path if and only if Xt B X0t is
a rough path in the sense of Definition 5.3.1.

5.4.2 Branched rough paths

Let T be the collection of all non-planar non-empty rooted trees with nodes decorated by
{1, . . . , d}. Elements of T are written as 2-tuples τ = (T, c) where T is a non-planar tree with
node set NT and edge set ET , and c : NT → {1, . . . , d} is a function. Edges in ET are oriented
away from the root, but this is not reflected in our graphical representation. Examples of elements
of T include the following

i,
i

j,
i

j k,
i

j
k l

m.

For τ ∈ T write |τ | = #NT for its number of nodes. Also, given an edge e = (x, y) ∈ ET we
set s(e) = x and t(e) = y. There is a natural partial order relation on NT where x ≤ y if and only
if there is a path in T from the root to y containing x.

We denote byℱ the collection of decorated rooted forests and we letℋ denote the vector space
spanned by ℱ. There is a natural commutative and associative product on ℱ given by disjoint
union of forests, where the empty forest 1 acts as the unit. Then, ℋ is the free commutative
algebra over (the vector space spanned by) T which is graded by |τ1 · · · τk | = |τ1 | + · · · + |τk |.
Given a label i ∈ {1, . . . , d} and a forest τ = τ1 · · · τk we denote by [τ1 · · · τk]i the tree obtained
by grafting each of the trees τ1, . . . , τk to a new root labelled i, e.g.

[ j]i = i

j, [ j k]i = i

j k .

The decorated Connes–Kreimer coproduct [24, 51] is the unique algebra morphism ∆ : ℱ→
ℱ ⊗ ℱ such that

∆[τ]i = [τ]i ⊗ 1 + (id ⊗ [·]i)∆τ.

This coproduct admits a representation in terms of cuts. An admissible cut C of a tree T is a
non-empty subset of ET such that any path from any vertex of the tree to the root contains at most
one edge from C; we denote by A(T) the set of all admissible cuts of the tree T . Any admissible
cut C containing k edges maps a tree T to a forest C(T) = T1 · · ·Tk+1 obtained by removing each
of the edges in C. Observe that only one of the remaining trees T1, . . . ,Tk+1 contains the root
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of T , which we denote by RC(T); the forest formed by the other k factors is denoted by PC(T).
This naturally induces a map on decorated trees by considering cuts of the underlying tree, and
restriction of the decoration map to each of the rooted subtrees T1, . . . ,Tk+1. Then,

∆τ = τ ⊗ 1 + 1 ⊗ τ +
∑

C∈A(τ)

PC(τ) ⊗ RC(τ).

This, together with the counit map ε : ℱ→ R such that ε(τ) = 1 if and only if τ = 1 endows ℱ
with a connected graded commutative non-cocommutative bialgebra structure, hence a Hopf
algebra structure [89].

As before we denote by ℋ∗ the linear dual of ℋ which is an algebra via the convolution
product 〈X ?Y, τ〉 = 〈X ⊗ Y,∆τ〉 and we denote by G the set of characters on ℋ, that is, linear
functionals X ∈ ℋ∗ such that 〈X, σ · τ〉 = 〈X, σ〉〈X, τ〉. For each n ∈ N the finite-dimensional
vector space ℋn spanned by the set ℱn of forests with at most n nodes is a subcoalgebra of ℋ,
hence its dual is an algebra under the convolution product, and we let Gn be the set of characters
on ℋn. Likewise, we denote by ℬ the vector space spanned by T and for each n ∈ N we denote
byℬn the finite-dimensional vector space spanned by the set Tn of trees with at most n edges.

We recall the definition of branched rough paths from [51].

Definition 5.4.4. Fix γ > 0 and let N = bγ−1c. A branched rough path is a map X : [0,1]2 → GN

such that Xtt = ε for all t ∈ [0,1], it satisfies Chen’s rule

Xst = Xsu ? Xut

for all s,u, t ∈ [0,1] and the analytic bound |〈Xst, τ〉| . |t − s |γ |τ | for all τ ∈ ℋN .

As stated in Remark 5.3.3 by passing to the one parameter path Xt B X0t we can see this
definition to be equivalent to Definition 5.3.1.

Remark 5.4.5. To our knowledge the branched version of the Extension Theorem Theorem 5.3.4 is
new. However, a version Theorem 5.3.7 was already shown to hold (specifically for the branched
case) by Gubinelli in [51] by means of his Sewing Map.

In this regard, the situation is different from that of geometric rough paths. The Butcher–
Connes–Kreimer Hopf algebra is free as an algebra over the set of trees so defining characters
over it is significantly easier than in the geometric case. To define an element X ∈ G it suffices to
give the values 〈X, τ〉 for all trees τ ∈ T ; by freeness there is a unique multiplicative extension to
all of ℋ. This is not at all the case for geometric rough paths: the algebra H above is not free
over the linear span of words so if one is willing to define a character over H there are additional
algebraic constraints that the values 〈X, w〉 on words must satisfy. See Remark 5.1.11 and the
dicussion thereafter. 4
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As in the previous section we have

Proposition 5.4.6. A path X : [0,1] → GN is a branched rough path if and only if it is a rough
path in the sense of Definition 5.3.1.

5.5 Anisotropic rough paths

We now apply our results to another class of rough paths which we call anisotropic geometric
rough paths (aGRPs for short). As in the geometric case, fix an alphabet A = {1, . . . , d} and
denote by M(A) the free monoid generated by A. Let (γa : a ∈ A) be a sequence of real numbers
such that 0 < γa < 1 for all a, and let γ̂ = mina∈A γa. For a word v = a1 · · · ak of length k define

ω(v) =
γa1 + . . . + γak

γ̂
=

1
γ̂

d∑
a∈A

na(v)γa

where na(v) = |{ j : v j = a}|, and observe that ω is additive in the sense that ω(uv) = ω(u)+ω(v)
for each pair of words u, v ∈ M(A). Given α > 0, the set

Lα B {v ∈ M(A) : ω(v) ≤ αγ̂−1}

is finite; if Nα = bαγ̂
−1c then Lα ⊂ HNα and

#Lα ≤
dNα − 1
d − 1

.

In analogy with Lemma 5.2.8, the additivity of ω implies

Lemma 5.5.1. Fix α > 0. The subspace Hα ⊂ H spanned by Lα is a subcoalgebra of (H, ∆̄, ε).

Consequently, we will consider the dual algebra (H∗α,?, ε). In this case, we define gαa to be
the space of infinitesimal characters on Hα and let Gα

a = exp(gαa ). As before, there is a canonical
injection ια : H∗α → H∗ so we suppose that 〈X, v〉 = 0 for all X ∈ H∗α and v < Lα. We grade Hα

by word length and we observe that since ω(v) ≥ `(v) we have that

Since H is cofree over the span of A, for each λ > 0 there is a unique coalgebra automorphism
Ωλ : H → H such that Ωλa = λγa/γ̂a for all a ∈ A. In a similar way as before we have that
(Ωλ)λ>0 is a one-parameter family of automorphisms of H. There are also homogeneous norms

|X | B max
v∈Lα
(`(v)!|〈X, v〉|)1/ω(v) (5.16)

and
‖X ‖ = max

v∈Lα
|〈log X, v〉|1/ω(v). (5.17)
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These homogeneous norms are symmetric, but neither is sub-additive thus they do not generate a
metric on Gα

a .

Signatures

In order to have a useful metric on Gα
a we consider signatures of smooth paths. We now assume

that α ≥ 1 so that A ⊂ Lα. Let x = (xa : a ∈ A) be a collection of (piecewise) smooth paths, and
define a map S(x) : [0,1]2 → H∗ by

〈S(x)st, v〉 B

∫ t

s
dxvksk

∫ sk

s
dxvk−1

sk−1 · · ·

∫ s2

s
dxv1

s1 .

In his seminal work [23], K. T. Chen showed that S(x) is a multiplicative functional, that is,
S(x)st ∈ Ga. In particular log S(x)st ∈ g thus its restriction to Aα is in gαa and so we can consider
S(x) also as an element of Gα

a .

Consider the metric da(X,Y ) =
∑

a∈A |〈X − Y,a〉|γ̂/γa on H∗
(1), where we recall that H(1) is

the vector space spanned by A. The anisotropic length of a smooth curve θ : [0,1] → H∗1
is defined to be its length with respect to this metric and will be denoted by La(θ). Observe
that since da(ΩλX,ΩλY ) = λda(X,Y ) we have that La(Ωλθ) = λLa(θ). We now define another
homogeneous norm |||·||| : Gα

a → R+, called the anisotropic Carnot–Carathéodory norm, by
setting

|||X ||| B inf{La(x) : xa ∈ C∞,S(x)0,1 = X}.

Since curve length is invariant under reparametrization in any metric space we obtain, as in [46]

Proposition 5.5.2. The infimum defining the anisotropic Carnot–Carathéodory norm is finite
and attained at some minimizing path x̂.

Proposition 5.5.3. The anisotropic Carnot–Carathéodory norm is homogeneous, that is,
|||ΩλX ||| = λ |||X |||.

Proof. Let x̂ be the curve such that |||X ||| = La(x̂). For any λ > 0 and word v ∈ Lα we have

〈S(Ωλ x̂)0,1, v〉 = λω(I)〈S(x̂)0,1, v〉

= 〈ΩλS(x̂)0,1, v〉

= 〈ΩλX, v〉,

thus |||ΩλX ||| ≤ La(Ωλ x̂) = λLa(x̂) = |||X |||. The reverse inequality is obtained by noting that
X = (Ωλ−1 ◦Ωλ)X . �

The anisotropic Carnot–Carathéodory norm can also be seen to be symmetric and sub-additive,
hence it induces a left-invariant metric να on Gα

a .
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Definition 5.5.4. An anisotropic geometric γ-rough path, with γ = (γa, a ∈ A), is a map
X : [0,1]2 → G1

a such that 1. Xtt = ε, 2. it satisfies Chen’s rule Xsu ? Xut = Xst for all
(s,u, t) ∈ [0,1]3, and 3. |〈X, v〉| . |t − s |γ̂ω(v) for all v ∈ L1.

Proposition 5.5.5. Anisotropic geometric γ-rough paths are in one-to-one correspondence with
γ̂-Hölder paths X : [0,1] → (G1

a, ν1).

Proof. Let X be an anisotropic geometric γ-rough path and v a word. By definition we have that
|〈Xst, v〉| . |t − s |γ̂ω(v), hence |Xst | . |t − s |γ̂ . The equivalence between | · | and |||·||| implies that
ν1(Xs,Xt) = |||Xst ||| . |t − s |γ̂ , hence t 7→ Xt is γ1-Hölder with respect to ν1. The other direction
follows in a similar manner. �

Proceeding as in the proof of Theorem 5.3.4 we can show

Theorem 5.5.6. Let (γa : a ∈ A) be real numbers such that γa ∈ (0,1) and 1 <
∑

a∈A γaN, and
set γ̂ = mina∈A γa. Let (xa : a ∈ A) be a collection of real-valued paths such that xa is γa-Hölder.
There exists an anisotropic rough path X such that 〈Xst,a〉 = xa

t − xa
s for all a ∈ A.

The following property also holds: given a collection of functions (ga : a ∈ A) with ga ∈ Cγa ,
let x̄a

t = xa
t + g

a
t and denote by gX the anisotropic geometric γ-rough path above the path

x̄t =
∑
a∈A

x̄a
t a ∈ H1.

Then, for any two such functions g and g′ we have that g′(gX) = (g + g′)X .

Proof. The only difference in the proof of this theorem is in the analytical step, because now we
have to show that

ν1(Ytm
k
,tm
k+1
) . 2−mγ̂

in order to apply Lemma 2 of [88]. We recall that the metric space (G1
a, ν1) only considers the

regularity of the components 〈X, v〉 where the weight ω(v) < 1 by the very definition of the
homogeneous norms in eqs. (5.16) and (5.17). Looking at the proof of Theorem 5.3.4 we see
that this bound comes from the bound on BCH(n+1)(Ln

su, L
n
ut) provided by Lemma 5.2.7. In this
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case we have, for a word v ∈ L1 of length n + 1 and s = tm+1
2k , u = tm+1

2k+1 and t = tm+1
2k+2,

|〈BCH(n+1)(Ln
su, L

n
ut), eI〉| ≤

∑
p+q=n+1

1
p!q!

∑
σ∈Sn+1

|aσ |
p∏

r1=1
|〈Ln

su, viσ(r1)〉|

n+1∏
r2=p+1

|〈Ln
ut, viσ(r2)〉|

=
∑

p+q=n+1

1
p!q!

∑
σ∈Sn+1

|aσ |
p∏

r1=1
|x
vσ(r1)
u − x

vσ(r1)
s |

n+1∏
r2=p+1

|x
vσ(r2)
t − x

vσ(r2)
u |

≤
∑

p+q=n+1

1
p!q!

∑
σ∈Sn+1

|aσ |
p∏

r1=1
|u − s |γvσ (r1)

n+1∏
r2=p+1

|t − u|γvσ(r2)

=
∑

p+q=n+1

1
p!q!

∑
σ∈Sn+1

|aσ |2
−m(γvσ(1)+···+γvσ(n+1) )

. 2−mγ̂ω(v).

This implies that at each stage we have ‖Ytm
k
,tm
k+1
‖ . 2−mγ̂ as before, and the equivalence of norms

implies the desired bound. The rest of the proof follows through.

Now let g, g′ be two collections of functions as in the statement of the theorem. We have the
identity

〈[g′(gX)]t,a〉 = 〈(gX)t,a〉 + (g′)at = xa
t + g

a
t + (g

′)at = 〈[(g
′ + g)X]t,a〉.

Since both g′(gX) and (g′ + g)X are constructed iteratively by adding at each step a function Z

satisfying eq. (5.15) on the dyadics, if we let Ln and L̄n denote the logarithms corresponding to
g′(gX) and (g′ + g)X , Lemma 5.2.7 and the previous identity imply that

BCHn+1(Ln
su, L

n
ut) = BCHn+1(L̄n

su, L̄
n
ut)

and so g′(gX) = (g′ + g)X . �

Corollary 5.5.7. Let (xa : a ∈ A) be a collection of real-valued paths such that xa ∈ Cγa , and
let X be the anisotropic geometric γ-rough path on G1 given by Theorem 5.5.6. If b < A is a new
letter, given 0 < γb < 1 and xb ∈ Cγb is another path, let A0 = A∪ {b} and X0 be the anisotropic
geometric rough path on over (xa : a ∈ A0) given by Theorem 5.5.6. Then, the restriction of X0

to words from M(A) coincides with X .

Proof. If Ln and L̄n denote the logarithms used in the construction of X and X0 respectively, and
v ∈ M(A) is a word not containing b, the BCH formula gives

〈BCH(n+1)(L̄n
su, L̄

n
ut), v〉 =

∑
p+q=n+1

1
p!q!

∑
σ∈Sn+1

aσ
p∏

r1=1
(x
vσ(r1)
u − x

vσ(r1)
s )

n+1∏
r2=p+1

(x
vσ(r2)
t − x

vσ(r2)
u )

= 〈BCH(n+1)(Ln
su, L

n
ut), v〉.
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Therefore, at each step in the proof of Theorem 5.5.6 the paths Xn and (X0)n are such that for
words v ∈ M(A) one has

〈(X0)nst, v〉 = 〈X
n
st, v〉

for all s, t ∈ [0,1]. �

5.6 More on branched rough paths

5.6.1 The Hairer–Kelly map

We recall the following result from [57].

Lemma 5.6.1. There exists a graded morphism of Hopf algebras ψ : ℋ → T c(ℬ) satisfying
ψ(τ) = τ + ψn−1(τ) for all τ ∈ Tn, where ψn−1 denotes the projection of ψ onto T c(ℬn−1).

Observe that since ψ is a Hopf algebra morphism, in particular a coalgebra morphism, then

(ψ ⊗ ψ)∆′τ = ∆̄′ψ(τ) = ∆̄′ψn−1(τ)

for all τ ∈ ℬn since trees are primitive elements in T c(ℬ). In fact, from the proof in [57] we are
able to see that in fact ψn−1 is given by the recursion ψn−1 = (ψ ⊗ id)∆′.

Example 5.6.2. Here are some examples of the action of ψ on some trees:

ψ( i) = i

ψ( a b) = ψ( a) tt ψ( b) = a ⊗ b + b ⊗ a

ψ
(

a
b
)
= a

b + b ⊗ a

ψ
(

a

c
d

b

)
=

a

c
d

b + b ⊗
a

c
d

+ d ⊗ a

c d + c
d ⊗ a

b + d ⊗ c ⊗ a
b + d ⊗ b ⊗ a

c
+ b ⊗ d ⊗ a

c

+ c
d ⊗ b ⊗ a + b ⊗ c

d ⊗ a + d ⊗ c ⊗ b ⊗ a + d ⊗ b ⊗ c ⊗ d + b ⊗ d ⊗ c ⊗ a.

�

In order to describe the image of ψ we introduce the following extended labels on the nodes.
Recall that a labeled forest is a pair τ = (F, c) where F is a non-planar forest c : EF → {1, . . . , d}
is a function. An extended label is a function o : NF → N, and we call a triple (F, c,o) an
extended labelled forest; we also use the notation τo in order to stress the extended label. In
particular, if τo is an extended labelled forest we denote the underlying labelled forest by τ.

Definition 5.6.3. An extended label on a forest is said to be admissible if

1. o(NF) is an interval containing 1, we let m = mo B max o(NF) ≤ |τ |;
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2. the function o is increasing, that is, o(x) ≤ o(y) whenever x ≤ y, and

3. for each 1 ≤ j ≤ m the set O j = {x ∈ NF : o(x) = j} spans a subtree τoj ⊂ τ
o.

Note that condition (2) implies that o must be increasing in each factor since nodes from
different trees are not comparable, and condition (3) implies that labels must not appear twice in
different factors since each set O j must span a subtree and not a subforest. We denote byO(τ)

the collection of all the admissible extended labels on the forest τ. It is fairly clear that for each
admissible extended label the trees τj form a partition of τ into mo disjoint subtrees.

Let F be a forest. For A ⊂ F a subforest we denote by

∂F A = {e ∈ EF : s(e) ∈ NA, t(e) < NA}

the boundary of A in F.

Lemma 5.6.4. Let F be a forest, o ∈ O(F) an admissible extended label on F and let Tj be the
subtree spanned by O j as in Definition 5.6.3. Then ∂FTj is an admissible cut.

Proof. Denote by F> the subforest of F spanned by all x ∈ NF \ NFj such that y < x for some
y ∈ Tj . If x < F> then the unique path from the root to x does not contain edges in ∂FTj .
If x ∈ F>, suppose that the unique path from the root to x contains two or more edges from
∂FTj . Pick any two distinct such edges e1, e2 ∈ ETj and let y1 = s(e1), y2 = s(e2) ∈ NTj . Then,
the paths going from the root to x through y1 and through y2 form a cycle in F, which is a
contradiction. �

Proposition 5.6.5. We have the following representation:

ψ(τ) =
∑

o∈O(τ)

τm ⊗ · · · ⊗ τ1 (5.18)

In particular, each term in this expansion satisfies |τi | > 0 and |τ1 | + · · · + |τm | = |τ |.

As an example, observe that the following extended labellings are admissible:

(a, 1) (b, 2),
(a, 1)

(c, 1)
(d, 2)

(b, 3),
(a, 1)

(c, 1)
(d, 3)

(b, 2),

whereas the following are not:

(a, 1) (b, 1),
(a, 1)

(c, 1)
(d, 5)

(b, 3),
(a, 1)

(c, 1)
(d, 2)

(b, 2),
(a, 1)

(c, 3)
(d, 2)

(b, 1).

Observe that the two terms in the first example give exactly the terms

b ⊗ d ⊗ a

c, and d ⊗ b ⊗ a

c
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in Example 5.6.2.

Proof of Proposition 5.6.5. The proof is by induction on the number of edges of τ, the base case
being trivial (see Example 5.6.2).

Suppose identity eq. (5.18) is true for all forests with at most k edges, and let τ be a tree
with k + 1 edges. Let A∗(τ) = A(τ) ∪ {�} where A is the set of admissible cuts of τ, and set
R�(τ) = τ, P�(τ) = 1. By definition

ψ(τ) =
∑

C∈A∗(τ)

ψ(PC(τ)) ⊗ RC(τ)

and by the induction hypothesis

ψ(τ) =
∑

C∈A∗(τ)

∑
o∈O(PC (τ))

τm ⊗ · · · ⊗ τ1 ⊗ RC(τ)

Given σ ∈ A∗(τ) and o ∈ O(PC(τ)) there is a unique extended label õ ∈ O(τ) such that
τ1 = RC(τ). This extended label is defined by õ(x) = 1 if x ∈ NRC (τ) and õ(x) = o(x) + 1 if
x ∈ Nτ \ NRC (τ). Conversely, given õ ∈ O(τ) we have that ∂τ1 ∈ A(τ) and the extended label
such that o(x) = õ(x) − 1 for x ∈ Nτ \ Nτ1 belongs toO(PC(τ)). Therefore we have the identity

ψ(τ) =
∑

õ∈O(τ)

τ1 ⊗ · · · ⊗ τmõ
.

�

The next theorem can be seen as an improvement of Theorem 4.10 in [57].

Theorem 5.6.6. Let X be a branched γ-rough path, and set N = bγ−1c. There exists an
anisotropic geometric rough path X̄ indexed by TN with exponents γτ = γ |τ |, and such that
〈X, τ〉 = 〈X̄,ψ(τ)〉.

Proof. We construct X̄ iteratively as follows. Let X̄ (1) be the (anisotropic) geometric rough path
indexed by T1 = { 1, . . . , d} over the paths (xi

t B 〈Xt, i〉 : i = 1, . . . , d) given by Theorem 5.5.6
(alternatively we could use have used Theorem 5.3.4 since all the exponents are equal).

Suppose we have constructed anisotropic geometrics rough paths X̄ (k), each indexed by Tk

over the paths (xτt : τ ∈ Tk) such that xτt − xτs = 〈Xst, τ〉 − 〈X̄
(k−1)
st ,ψk−1(τ)〉 for k = 1, . . . ,n.

This is true for n = 1 by the previous paragraph. If we let Fτ
st = 〈Xst, τ〉 and Gτ

st = 〈X̄
(n)
st ,ψn(τ)〉
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for τ ∈ Tn+1 we have, by Chen’s rule, that

δFτ
sut = 〈Xsu ⊗ Xut,∆

′τ〉

= 〈X̄ (n)su ◦ ψ ⊗ X̄ (n)ut ◦ ψ,∆
′τ〉

Since ψ is in particular a coalgebra morphism between (ℋ,∆) and (H, ∆̄) we obtain the identity
δFτ

sut = 〈X̄
(n)
su ⊗ X̄ (n)ut , ∆̄

′ψ(τ)〉, which then, by Lemma 5.6.1 becomes

δFτ
sut = 〈X̄

(n)
su ⊗ X̄ (n)ut , ∆̄

′ψn(τ)〉 = δGτ
sut .

Therefore there is a path xτt such that xτt − xτs = Fτ
st − Gτ

st and then

|xτt − xτs | ≤ |〈Xst, τ〉| + |〈X̄
(n)
st ,ψn(τ)〉|

. |t − s |γ |τ |

since ψn(τ) preserves the number of nodes by Proposition 5.6.5.

We let X̄ (n+1) be the anisotropic geometric rough path over (xτt : τ ∈ Tn+1) given by
Theorem 5.5.6 and observe that they coincide on Tn. Finally notice that if τ is a tree then

〈X̄ (n+1)
st ,ψ(τ)〉 = 〈X̄ (|τ |)st , τ〉 + 〈X̄ (|τ |)st ,ψ|τ |−1(τ)〉

= xτt − xτs + 〈Xst, τ〉 − (xτt − xτs )

= 〈Xst, τ〉

and the corresponding identity for arbitrary forests follows by multiplicativity. The anisotropic
geometric rough path sought for is X̄ = X̄ (N). �

5.6.2 Modification

In this section we prove Theorem 5.1.2.

Given γ > 0, let N = bγ−1c and denote by Cγ the set of functions g : TN × [0,1] → R such
that g(τ, ·) ∈ Cγ |τ | and g(τ,0) = 0 for all τ ∈ TN . It is easy to see that Cγ is a group under
pointwise addition in t, that is,

(g + g′)(τ, t) = g(τ, t) + g′(τ, t).

As a consequence of Theorem 5.5.6, (g,X) 7→ gX is an action of Cγ on the space of anisotropic
geometric rough paths.
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We use the map ψ in Lemma 5.6.1 to induce an action of Cγ on branched rough paths. Given
a branched rough path X and g ∈ Cγ we let gX be the branched rough path defined by

〈gXst, τ〉 = 〈gX̄st,ψ(τ)〉.

where X̄ is the anisotropic geometric rough path given by Theorem 5.6.6. As a simple consequence
of Theorem 5.5.6 we obtain

Corollary 5.6.7. We have g′(gX) = (g′ + g)X for all g, g′ ∈ Cγ.

Theorem 5.6.8. The action of Cγ on branched γ-rough paths is transitive: for every pair of
branched γ-rough paths X and X′ there exists g ∈ Cγ such that gX = X′.

Proof. We define g ∈ Cγ inductively by imposing the desired identity. For trees τ ∈ T1 =

{ 1, . . . , d} we set g(τ, t) = 〈X′0t, τ〉 − 〈X0t, τ〉 ∈ Cγ so that

〈gX, τ〉 = 〈gX̄,ψ(τ)〉

= 〈gX̄, τ〉

= 〈X̄, τ〉 + g(τ, t) − g(τ, s)

= 〈X′, τ〉

Suppose we have already defined g(τ, ·) for all τ ∈ Tn for some n ≥ 1, satisfying the
constraints in the definition of Cγ. For a tree τ with |τ | = n + 1 we define

Fτ
st = 〈X

′
st, τ〉 − 〈X̄st, τ〉 − 〈gX̄st,ψn(τ)〉

and then

δFτ
sut = 〈X

′
su ⊗ X′ut,∆

′τ〉 − 〈gX̄su ⊗ gX̄ut, ∆̄
′ψn(τ)〉

= 〈X′su ⊗ X′ut,∆
′τ〉 − 〈gX̄su ⊗ gX̄ut, ∆̄

′ψ(τ)〉

= 〈X′su ⊗ X′ut,∆
′τ〉 − 〈gX̄su ◦ ψ ⊗ gX̄ut ◦ ψ, ∆̄

′τ〉

= 〈X′su ⊗ X′ut,∆
′τ〉 − 〈gXsu ⊗ gXut, ∆̄

′τ〉

= 0

by the induction hypothesis. Hence there is g(τ, ·) : [0,1] → R such that g(τ,0) = 0 and

g(τ, t) − g(τ, s) = 〈X′st, τ〉 − 〈X̄st, τ〉 − 〈gX̄st,ψn(τ)〉
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whence g ∈ Cγ |τ |; by construction

〈gX, τ〉 = 〈gX̄,ψ(τ)〉

= 〈gX̄, τ〉 + 〈gX̄,ψn(τ)〉

= 〈X̄, τ〉 + g(τ, t) − g(τ, s) + 〈gX̄,ψn(τ)〉

= 〈X′, τ〉.

�

5.6.3 The BCFP renormalisation

In [13] a different kind of modification is proposed. There, a new label 0 is considered so rough
paths –branched and geometric– are over paths taking values in Rd+1. Recall that since branched
rough paths are seen as Hölder paths taking values in the character group of the Connes–Kreimer
Hopf algebra, we may think of them as an infinite forest series of the form

Xst =
∑
τ∈ℱ

〈Xst, τ〉τ (5.19)

where we regard τ as a linear functional on ℋ(Rd+1), such that 〈τ,σ〉 = 1 if σ = τ and zero
else. The aforementioned modification procedure then acts as a translation of the series (5.19).
Specifically, for each collection v = (v0, . . . , vd) ∈ (ℬ∗)d+1 an operator Mv : ℋ(Rd+1)∗ →

ℋ(Rd+1)∗ is defined, such that for a γ-branched rough path, (MvX)st B Mv(Xst) is a γ/N-
branched rough path.

In the particular case where v j = 0 except for v0, the action of this operator can be described
in terms of an extraction/contraction map1 Ψ : ℋ(Rd+1) → ℋ(Rd+1) ⊗ ℋ(Rd+1). This map acts
on a tree τ by extracting subforests and placing them in the left factor; the right factor is obtained
by contracting the extracted forest labelling the resulting node with 0. As an example, consider

Ψ(
i

j k) = 1 ⊗
i

j k + i ⊗ 0
j k + j ⊗

i

0 k + k ⊗
i

j 0 +
i

j
⊗ 0

k +
i

k ⊗ 0
j

+ i j ⊗ 0
0 k + i k ⊗ 0

j 0 + j k ⊗
i

0 0 +
i

j
k ⊗ 0

0 +
i

k
j ⊗ 0

0 +
i

j k ⊗ 0.

Extending v = v0 ∈ ℬ∗ to all of ℋ∗ as an algebra morphism it is shown that

〈(MvX)st, τ〉 = 〈Xst, (v ⊗ id)Ψ(τ)〉. (5.20)

Furthermore, in this case MvX is a γ-branched rough path if coefficients corresponding to trees

1In [13] this map is named δ but we choose to call it Ψ in order to avoid confusion with the operator defined here.
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with label zero are required to satisfy the stronger analytical condition

sup
0≤s,t≤1

|〈Xst, τ〉|

|t − s |(1−γ)|τ |0+γ |τ |
< ∞, (5.21)

where |τ |0 counts the times the label 0 appears in τ. Essentially, this condition imposes that the
components corresponding to the zero label be Lipschitz on the diagonal s = t.

We now show how this setting can be recovered from the results of Section 5.6.2. Let X be a
γ-branched rough path on Rd+1 satisfying (5.21). Since MvX is again a γ-branched rough path,
by Theorem 5.6.8 there exists a collection of functions g ∈ Cγ such that gX = MvX . Moreover,
this collection is the unique one satisfying

g(τ, t) − g(τ, s) = 〈Xst, (v ⊗ id)Ψ(τ)〉 − 〈Xst, τ〉 − 〈gX̄st,ψ|τ |−1(τ)〉

for all τ ∈ T (Rd+1) where we have used eq. (5.20) in order to express MvX in terms of Ψ.
Theorem 28 in [13] ensures that the first term on the right-hand side is in Cγ |τ |

2 hence g is actually
in Cγ |τ | as required.

The approach of [13] is based on pre-Lie morphisms and crucially on a cointeraction property,
which has been explored by [17], see in particular [13, Lemma 18]. The cointeraction property
can be used for time-independent modifications, indeed note that the functional v in [13] always
constant.

Let us see why this is the case. The approach of [13] is based on a cointeraction property
studied by [15, 17, 42] between the Connes-Kreimer coproduct and another extraction-contraction
coproduct δ : ℋ→ ℋ ⊗ ℋ. The formula is the following

(id ⊗ ∆)δ =ℳ1,3(δ ⊗ δ)∆.

Let us consider now a character v ∈ ℋ∗. If we multiply both sides by (v ⊗ id ⊗ id) and set
M∗v = (v ⊗ id)δ : ℋ→ ℋ as in[13, Proposition 17], then we obtain

∆M∗v = (M
∗
v ⊗ M∗v )∆,

namely M∗v is a coalgebra morphism on ℋ. Then one can define a modified rough path as
vX := MvX = X ◦ M∗v . The crucial Chen property is still satisfied since

(vX)st = (v ⊗ Xst)δ = (v ⊗ Xsu ⊗ Xut)(id ⊗ ∆)δ

= (v ⊗ Xsu ⊗ Xut)ℳ1,3(δ ⊗ δ)∆ = (v ⊗ Xsu) ⊗ (v ⊗ Xut)(δ ⊗ δ)∆ = ((vX)su ⊗ (vX)ut)∆

However this does not work if v : [0,1]2 → ℋ∗ is a time-dependent character. Indeed in this case
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we set (vX)st := (vst ⊗ id)δ and we obtain

(vX)st = (vst ⊗ Xst)δ = (vst ⊗ Xsu ⊗ Xut)(id ⊗ ∆)δ

= (vst ⊗ Xsu ⊗ Xut)ℳ1,3(δ ⊗ δ)∆ = (vst ⊗ Xsu) ⊗ (vst ⊗ Xut)(δ ⊗ δ)∆

but we can not conclude that this is equal to ((vX)su ⊗ (vX)ut)∆. Our construction, as explained
after formula (5.3), is not purely algebraic but is based on a (non-canonical) choice of genealised
Young integrals with respect to the rough path X .

Moreover our transformation group, infinite-dimensional, is much larger than that finite-
dimensional group studied in [13].
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Chapter 6

Directed Polymers

6.1 Introduction

In this section we review the theory of directed polymers and their relation with the domain
of Stochastic Partial Differential Equations (SPDEs). We summarise some of the recent
developments in the study of the Kardar–Parisi–Zhang (KPZ) equation and universality class.
For the general theory of SPDEs the reader is referred to the book by Da Prato and Zabczyk [29].

The Kardar–Parisi–Zhang equation, first defined in [73], describes the evolution of a
randomly growing interface. It is the simplest non-linear local model exhibiting diffusive
behaviour describing the growth of an interface applicable to processes such as vapor deposition.
The equation describing this model in one spatial dimension, known as the KPZ equation, is
given by

∂t h = ν∂2
x h +

λ

2
(∂x h)2 + ξ (6.1)

where ξ is a space-time white noise, that is, a randomGaussian distribution with formal covariance
structure

E[ξ(t, x)ξ(s, y)] = δ(y − x)δ(t − s). (6.2)

The parameters ν, λ ≥ 0 appearing in eq. (6.1) describe relaxation of the interface by surface
tension and latteral growth due to material deposition, respectively. A formal computation (valid
for example when ξ is replaced by a smooth potential) shows that the Hopf–Cole transformation
Z(t, x) = exp

(
λ
2ν h(t, x)

)
maps solutions to eq. (6.1) to solutions to the Stochastic Heat Equation

∂tZ = ν∂
2
xZ +

λ

2ν
Zξ. (6.3)

Observe that contrary to the case of the KPZ equation, eq. (6.3) is linear, hence one can
attempt to find solutions even when ξ is as irregular as space-time white noise. For simplicity,
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we chose ν = 1
2 and λ = 1. It can be argued that the Hopf–Cole solution h(t, x) = log(Z(t, x)) is

the (only) physically meaningful solution in that it has the correct properties expected from the
situations it models.

The importance of eq. (6.1) is that it is in some sense universal. The precise meaning of this
statement is somewhat involved, but in a very loose sense it means that there is a wide class of
physical models –both discrete and continuous– where some quantities of interest converge under
an appropriate scaling limit to a solution to eq. (6.1), independently of the precise structure of
the model. That is to say that for each model in a certain class, called the KPZ universality class,
depending on some parameters, one can rescale those parameters in such a way so that what one
obtains in the limit can be identified as a solution to the KPZ equation. Another interesting feature
of this equation in this situation is that the models exhibit non-Gaussian fluctuations, meaning
that convergence to a non-trivial limit happens on a different scale than that of what we are used
to in the Gaussian setting, and the limiting distributions are not Gaussian in general. Take the
Central Limit Theorem as an example: in this case, if we have a collection (Xn : n ∈ N) of i.i.d.
random variables with mean µ and finite variance σ2, then the partial sums Sn = X1 + · · · + Xn,
properly rescaled as

Sn − nµ
√

n
→ Z

where Z is a normally distributed random variable with mean µ and variance σ2. That is to say,
the non-trivial fluctuations of Sn are Gaussian at the scale of n1/2, i.e.

Sn ∼ nµ +
√

nZ .

Now the universality statement can be made a bit more precise: it is expected that for spatial
dimension d = 1, models belonging to the KPZ universality class have stochastic fluctuations of
the form

h(t, t2/3x) ∼ µt + t1/3Z (6.4)

where the exact distribution of Z depends on the class of the initial condition but not on the
details of the model. There are 4 such types or classes of initial conditions, which are detailed
and examined in [101].

Evidence of why this should be true can be obtained by examining how eq. (6.1) rescales. Let
h be a solution to eq. (6.1) and let hε (t, x) = εbh(ε−zt, ε−1x). Space-time white noise satisfies the
formal scaling relation ξ(ε−zt, ε−1x) d

= ε (z+1)/2ξ(t, x) –the details of this equality are explained in
section 6.2.1 below. Then, applying the chain rule gives that hε satisfies

∂t hε =
1
2
ε2−z∂2

x hε +
1
2
ε2−z−b(∂x h)2 + εb−(z−1)/2ξ.

Since one expects the initial conditions to be locally Brownian, this forces b = 1
2 and then one
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should take z = 3
2 in order to avoid divergence of the non-linear term. Thus, one should see

non-trivial behaviour at the scale of hε (t, x) = ε1/2h(ε−3/2t, ε−1x) or, taking ε = t−2/3, at the
scales appearing in eq. (6.4).

The first model shown to be in the KPZ universality class was the weakly asymmetric simple
exclusion process (WASEP). In 1999, L. Bertini and G. Giacomin showed that an appropriately
rescaled height function converges to the Hopf–Cole solution to eq. (6.1). They also show that if
one smooths out the space-time white noise ξ appearing on the right-hand side of eq. (6.1) in
space –this is essentially to keep Itô’s formula– by performing stochastic convolution against a
suitable smooth mollifier, then the resulting solutions converge weakly to a well-defined stochastic
process which is then identified as a Hopf–Cole solution to the KPZ equation. More precisely,
let Jκ be a symmetric smooth function with compact support and let ξκt (x) = 〈ξt, Jκ(x − ·)〉 ∈ C∞.
The, if Zκ is the solution to eq. (6.3) with ξ replaced with ξκ –which is a classical solution– and
if hκ = log(Zκ) then by Itô’s formula

∂t hκ =
1
2
∂2

x hκ +
1
2
[(∂x hκ)2 − Cκ−1] + ξκ + o(1).

where the constant C > 0 depends only on the mollifier. Observe that the non-linear term has
changed. This is a simple instance ofWick renormalisation. The new non-linear term is in fact
the Wick square : (∂x hκ)2 := (∂x hκ)2 − E(∂x hκ)2. Other models belonging to this class are the
ballistic aggregation model and the Eden model.

Finally, we describe the connection with directed random polymers. A discrete polymer path
is a nearest-neighbour up-right path on Z2

+, started at the origin. Given n,m ∈ N, denote by Πm,n

the collection of all polymer paths ending at (m,n); clearly this set is finite. Suppose we are given
a collection (ωi,j)i,j≥0 of i.i.d random variables. The weight of a path π ∈ Πm,n is defined as

Hm,n(π) B
m+n∑
k=1

ωπk .

Let Pm,n denote the uniform measure on Πm,n. Given a parameter β > 0, known as the inverse
temperature of the model, define the discrete polymer measure

Pβ
m,n(π) B

1
Z β

n,m

eβHm,n(π) P(π)

where the normalizing constant

Z β
m,n B

∑
π∈Πm,n

eβHm,n(π)

is known as the partition function. In the case β = 0 the polymer measure P0
m,n corresponds

to the simple random walk and so it should exhibit diffusive behaviour. On the contrary, in
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the limit β → ∞ the measure concentrates on the single path maximizing the energy Hm,n(π)

and this maximum value plays the role of the free energy of the polymer; this model is known
as last passage percolation. In some particular cases when the distribution of the random
weights is known, the model becomes exactly solvable, meaning that some quantities key for
the analysis become can be explicitly computed: this is the case when ωi,j is a geometric or
an exponential random variable. In 2000, K. Johansson showed that under this assumption the
maximal weight chosen by P∞n,m has the conjectured 1

3 fluctuation exponent and that its properly
rescaled fluctuations converge to the GUE Tracy–Widom distribution [68].

Some years later, T. Seppäläinen introduced the log-Gamma polymer which fixes a specific
distribution for the weights –the Gamma distribution, so that eωi, j has the log-Gamma distribution
[109]. The model exactly solvable in this case and in that same article Seppäläinen shows
that the partition function has right fluctuation exponent. Later, A. Borodin, I. Corwin and D.
Remenik also proved that the random variable giving the fluctuations has the GUE Tracy-Widom
distribution under the same scaling [8]. Finally, T. Alberts, K. Khanin and J. Quastel prove
that there is another interesting regime, the intermediate disorder regime, where the size of the
disorder is scaled alongside the polymer and where one can obtain results that are independent
of the distribution of the weights [3]. In particular, they show that if the inverse temperature is
rescaled as βn B n−1/4β the free energy fluctuates as

log Z βn
n,n ∼ nλ(βn) +Zβ

where Zβ is a solution to section 6.4. They proved, among other things, the following

Theorem 6.1.1 (Alberts–Khanin–Quastel). Assume the weights (ωi,j)i,j≥0 are i.i.d. and such
that eλ(β) B Eeβω < ∞ for all β > 0. Then, the rescaled partition function e−nλ(n−1/4β)Zn−1/4β

n,n

converges in distribution to a random variable Z.

In the same paper a heuristic explanation of why the n−1/4 scaling should be the correct one.
Using the rough approximation ex ≈ 1 + x one obtains that, after performing a suitable change of
coordinates, that

Z βn
n,n ≈ 1 + βn−1/4

n∑
i=1

∑
x∈Z

ω̃i,xP(Si = x)

where the ω̃ are still i.i.d, centred and with variance one, and S is a simple random walk under
P. Then, it follows that the right-hand side converges in distribution to a zero mean Gaussian
random variable with variance 2β2

√
π
.

In a subsequent work, the same authors identified the limiting random variable with the
partition function of a model they called the continuum random polymer [2]. This polymer
model is such that its partition function is given by the solution to the Stochastic Heat Equation
evaluated at a point. Essentially, given a realisation of the driving space-time white noise ξ, they
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use the solution to eq. (6.3) to construct a family of measures Pξβ over continuous paths defined on
[0,1], which turn out to be singular with respect to the standard Wiener measure on C([0,1]) for
each β > 0 and almost all ξ. Nonetheless, the measure Qβ(dxdξ) B Pξβ(dx)P(dξ) coincides with
the Wiener measure for β = 0. Moreover, the measures Pξβ are a.s. supported on α-Hölder paths
for all α < 1

2 and paths chosen under Qβ have [X]t = t as their quadratic variation. This indicates
that polymer path measure Qβ should be just Brownian motion with a drift; this is more or less
true, save for the fact that the drift is not in the Cameron–Martin class (hence the singularity of
Qβ w.r.t. Q0). Again, this is indication that there is need for renormalisation, as indicated above.
In his breakthrough paper [55], M. Hairer made sense of this interpretation by using the theory of
Rough Paths (see Chapter 5), and explicitly computes the required renormalisation constants in
order to make sense of the (solution to the) KPZ equation eq. (6.1) as the limit of (the solutions
to) classical PDEs. The same work would lead him to build his theory of Regularity Structures
[57] a few years later, and for which he was awarded a Fields medal in 2014.

Using the same idea of the proof of Theorem 6.1.1, J. Quastel, G. Moreno-Flores and D.
Remenik showed that a similar result holds true for a related model [93], called the semi-discrete
directed polymer in a Brownian environment, introduced by N. O’Connell and M. Yor in 2001
[99]. In this model, the grid Z2

+ is replaced with the ensemble of lines R+ × N (hence time is
continuous but space is discrete) and polymer paths are now replaced by the paths of a Poisson
process with rate 1, starting at 1 at time 0 and ending at N at a fixed time T > 0. The collection
of such paths is denoted by ∆N (T), and can be identified with the set of increasing (N − 1)-tuples
0 < t1 < · · · < tN−1 < T . The environment is replaced by a countable collection (B(k) : k ∈ N)

of independent standard Brownian motions and the weight of a semi-discrete polymer path is
now defined as

HN,T (t) B
N∑

k=1
B(k)(tk−1, tk)

with the conventions t0 = 0, tN = T . Then, for a given β > 0 one defines the “Gibbs measure”

Pβ
N,T (dt) B

1
Z β

N,T

eβHN ,T (t) dt

where
Z β

N,T B

∫
∆N (T)

eβHN ,T (t) dt (6.5)

is the partition function of the model. Then one has

Theorem 6.1.2 (Quastel–Moreno-Flores–Remenik). As N →∞ the partition function

√
Ne−Nt+

√
N x−β2/2(

√
Nt−x)Z N−1/4β

Nt−
√

N x,Nt
→ Zβ(t, x)

in L2, uniformly on compact sets of (0,∞) ×R.
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In order to further study the properties of the solution to eq. (6.1), I. Corwin and A. Hammond
introduced, in 2013, a “multi-layer” extension of the KPZ equation which they called the KPZ line
ensemble [25], mainly motivated by a similar construction made one year earlier by O’Connell
and Warren [98], the multilayer Stochastic Heat Equation, discussed in section 6.4.1. This
construction relies on the result by Moreno-Flores–Quastel–Remenik (Theorem 6.1.2), as well as
formulas and results by O’Connell [97], and G. Amir, I. Corwin and J. Quastel [4]. The KPZ line
ensemble consists on a collection of continuous curves (h(n) : n ∈ N) such that h(1) has the same
distribution as the solution to the KPZ equation, the entire ensemble has a resampling invariance
over finite intervals which they call the “Brownian Gibbs property”, and h(1) when properly
rescaled are uniformly absolutely continuous with respect to Brownian bridges as t →∞. The
multilayer extension to the SHE introduced by O’Connell and Warren is introduced by means of
its chaos expansion

Z
(n)
β (t, x) B p(t, x)n

(
1 +

∞∑
k=1

βk
∫
∆k (t)

∫
Rk

R(n)k (s, y ; t, x)

)
ξ⊗k(ds,dy) (6.6)

Currently, it is not known whether Corwin and Hammond’s KPZ line ensemble or O’Connell and
Warren’s multilayer SHE are solutions to some SPDEs although there are some guesses in the
latter case. In the same paper it is conjectured, among other things, that there is a relation between
the KPZ line ensemble and the multilayer SHE in the spirit of the Hopf–Cole transformation.
To state this conjecture, Corwin and Hammond introduce a semi-discrete analogue of the
O’Connell–Warren multilayer SHE which they call the O’Connell–Yor polymer partition function
line ensemble and state a scaling under which this process should converge to the multilayer SHE,
thus giving a “multilayer” analogue of Theorem 6.1.2. In particular, this would imply that the
processes (h(n)(t, x) : n ∈ N, x ∈ R) and

(
log

(
Z(n)(t,x)
Z(n−1)(t,x)

)
: n ∈ N, x ∈ R

)
are equal for each fixed

t ≥ 0.

This chapter presents a proof of this conjecture which is based on the ideas of Moreno-Flores,
Quastel and Remenik. Concretely we prove that

Theorem 6.1.3. Let Z (n)β (T,N) be the point-to-point n-layer semi-discrete polymer partition
function and letZ(n)β (t, x) be the random field defined in eq. (6.6). Then,

e−nN−1
2 β

2nN1/2
Z (n)
βN−1/4(N,N) →Z

(n)
β (1,0)

in distribution.

Remark 6.1.4. While this results were being developed in the context of this thesis, M. Nica came
up with a proof of the same result using similar techniques [95]. In fact, his approach relies in a
coupling between the driving noise in Equation (6.3) and the Brownian motions appearing in
Equation (6.5), as well as a shear transformation introduced in [93]. 4
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Outline. In the rest of this chapter we first review in brief detail some of the technical
prerequisites needed for stating the main results presented. In Section 6.2 we present the basic
theory of space-time white noise and its associated stochastic integration. In Section 6.3 we
introduce the theory of determinantal processes and state some facts about how they may be
analysed. Next, in Sections 6.3.2 and 6.3.3 we review the construction of “bridge processes” of a
given stochastic process via Doob’s h-transform. In Section 6.4 we use these facts to describe
the solutions to the Stochastic Heat Equation as a chaos expansion with respect to space-time
white noise and in Section 6.4.1 we present the multilayer extension of the SHE, introduced by N.
O’Connell and J. Warren [98]. Finally, in the remaining sections we state and prove the main
results of this chapter.

6.2 White noise

As stated before, space-time white noise is a Gaussian random distribution with covariance
eq. (6.2). In this section, we describe one way to make this formal. Since it will be enough for
our purposes, we restrict ourselves to the case of one spatial dimension.

Let S denote the Schwartz space of rapidly decreasing real-valued functions as defined and
studied in Section 3.2.2. Without entering into too much detail, white noise can be realised as a
continuous S′-valued Gaussian process (ξt : t ≥ 0) such that

E[〈ξt, φ〉〈ξs,ψ〉] = t ∧ s
∫ ∞

−∞

φ(x)ψ(x) dx (6.7)

for all φ,ψ ∈ S. Here we use the notation t ∧ s B min{t, s}. In particular, for each φ ∈ S

the process t 7→ ‖φ‖−1
L2 〈ξt, φ〉 is a standard Brownian Motion. Thus, the stochastic process ξ

can be regarded as an infinite-dimensional analogue of Brownian Motion. More generally, if
φ : R+ → S is a predictable process –with respect to an appropriate filtration, see [101, Section
2] for further details– such that

E

(∫ ∞

0
‖φs‖

2
L2 ds

)
< ∞

then standard martingale techniques allow us to define a stochastic integral∫ t

0
〈ψs,dξs〉 (6.8)

such that

E

(∫ t

0
〈ψs,dξs〉

)2
= E

(∫ t

0
‖ψs‖

2
L2 ds

)
. (6.9)

135



Note that the right-hand side of eq. (6.9) can be more explicitly written as∫ t

0

∫ ∞

−∞

ψs(x)2 dxds,

hence by abuse of notation we will write the integral in eq. (6.8) as∫ t

0

∫
R

ψ(s, x) ξ(ds,dx)

so eq. (6.9) reads

E

(∫ t

0

∫
R

ψ(s, x) ξ(ds,dx)
)2
= E

∫ t

0

∫
R

ψ(s, x)2 dx ds

which is reminiscent of the classical Itô isometry property of the usual stochastic integral.
Moreover, this isometry property allows us to extend the stochastic integral to functions
ψ ∈ L2([0,∞) × R,ds dx) by a density argument since the Schwartz space is dense in L2 with
respect to the L2 norm. Finally, we stress that the process t 7→

∫ t
0

∫
R
ψ(s, x) ξ(ds,dx) is an L2

martingale with quadratic variation
∫ t

0

∫
R
ψ(s, x)2 dsdx again by eq. (6.9). In particular, for any

ψ ∈ L2([0,∞) ×R,dsdx), the stochastic integral 〈ξ,ψ〉 is bounded in L2, hence it has an almost
sure limit.

One way to explicitly construct the process ξ is to take a collection (βn : n ∈ N) of independent
standard real-valued Brownian Motions and (en : n ∈ N) an orthonormal basis of L2(R,dx).
Then, the series

ξt =
∑
n∈N

βn(t)ên

defines a Wiener process with covariance eq. (6.7). Here ên denotes the Fourier transform of en.

6.2.1 Scaling and stochastic convolutions

Given λ > 0, b, x ∈ R and a Schwartz function φ ∈ S we denote by φλ,bx ∈ S the function defined
by φλ,bx (y) = λ

−bφ(λ−1(y − x)). Observe that by definition ‖φλ,bx ‖L2 = λ1−2b‖φ‖L2 for all b, λ > 0
and x ∈ R.

Now, for given λ > 0 and z, b, x ∈ R and a space-time white noise ξ define a new S′-valued
stochastic process (ξλ;b,z

t : t ≥ 0) by 〈ξλ;b,z
t , φ〉 B 〈ξλz t, φ

λ,b
0 〉. Then,

E[〈ξλ;b,z
t , φ〉〈ξλ;b,z

s ,ψ〉] = λ−2b+z+1 · t ∧ s
∫
R

φ(x)ψ(x) dx.

Hence, since Gaussian processes are characterised by their covariance kernels, we have that ξλ;b,z

has the same distribution as ξ whenever b = (z + 1)/2. This can be written informally by saying
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that λ(z+1)/2ξ(λzt, λx) d
= ξ(t, x) for all z, λ > 0.

Let ρ be a smooth compactly supported function defined on R+ ×R, and define the function
ρt,x(s, y) B ρ(t − s, x − y). The stochastic convolution between ρ and ξ is the smooth function

ρ ∗ ξ(t, x) B
∫ t

0
〈ρt .x(s, ·),dξs〉 (6.10)

By definition the collection (ρ ∗ ξ(t, x) : (t, x) ∈ R+ ×R) is a Gaussian process with covariance

E[ρ ∗ ξ(t, x)ρ ∗ ξ(s, y)] =
∫ t∧s

0

∫
R

ρ(t − s′, x − y′)ρ(s − s′, y − y′) dsdy′

6.2.2 Chaos expansions

In this section we adopt the point of view of [101]. By construction the stochastic integral defined
in eq. (6.8) is progressively measurable, so one can consider iterated stochastic integrals of the
type ∫

0<s<t

∫
R2
φ(ds,dx) ξ⊗2(ds,dx) B

∫ t

0

∫ s

0

∫
R2
φ(s1, s2, x1, x2) ξ(ds1,dx1)ξ(ds2,dx2)

for an appropriate class of (random) functions φ : R2
+ ×R

2 → R.

For a fixed t > 0 and an integer k ≥ 1, let

∆k(t) B
{
t = (t1, . . . , tk) ∈ R

k
+ : 0 < t1 < · · · < tk < t

}
. (6.11)

In the case t = ∞ we simply write ∆k .

The above construction can be iterated to define multiple integrals of the form

Ik(φ)t B

∫
∆k (t)

∫
Rk

φ(s, x) ξ⊗k(ds,dx)

such that
E
[
Ik(φ)I j(ψ)

]
= (φ,ψ)L2(∆k×Rk )1k= j (6.12)

and they span L2(Ω,P). In this way one obtains an isometry between L2(Ω,P) and

H∞ B
∞⊕

k=0
L2(∆k ×R

k)

where the sum is to be understood in the Hilbert space sense, i.e. it is the completion of the
algebraic direct sum with respect to the inner product on the right-hand side of eq. (6.12).
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The above isometry implies the following characterization of elements in L2(Ω): for each
F ∈ L2(Ω) there exists a sequence of functions ( fn : n ≥ 1) with fn ∈ L2(∆n ×R

n) such that

F = EF +
∞∑

n=1
In( fn). (6.13)

Moreover, the orthogonality of the iterated integrals implies that

E[F − E(F)]2 =
∞∑

n=1
‖ fn‖2L2(∆n×Rn)

. (6.14)

The representation in eq. (6.13) is called the Wiener chaos decomposition of F. Observe that by
definition, a random variable F is in H∞ if and only if the series in eq. (6.14) converges.

6.3 Determinantal processes

In this section we summarise the principal results in the theory of determinantal processes needed
for the following sections. Generally speaking, a determinantal process is a stochastic process
whose distribution is characterised by the determinant of a fixed kernel. A well studied of such
a process is the collection eigenvalues of a random matrix drawn from the Gaussian Unitary
Ensemble.

Let S be a measurable space and consider the space S(n)k ≡ {1, . . . , k} × Sn. We denote
configurations x ∈ S(n)k as x = (xi

j : i = 1, . . . ,n; j = 1, . . . , k). Given two functions ϕ,ψ : S2 →

R we define their convolution with respect to a measure µ over S by

(ϕ ∗ ψ)(x, y) ≡
∫

S
ϕ(x, z)ψ(z, y) µ(dz).

Suppose we are given a sequence of functions (ϕr,r+1 : r = 0, . . . , k) from S2 to R. Let, for
any r < s ∈ {1, . . . , k},

ϕr,s ≡ ϕr,r+1 ∗ ϕr+1,r+2 ∗ · · · ∗ ϕs−1,s

and define ϕr,s to be the zero function if s ≤ r . Fix two configurations x0, xk+1 ∈ Sn and consider
the weight of a configuration x ∈ S(n)k to be

ω(x) ≡
k∏

r=0
det

(
ϕr,r+1

(
xi

r, x
j
r+1

))n

i,j=1
. (6.15)
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We assume that the partition function

Z (n)k ≡
1
(n!)k

∫
Rkn

ω(x) µ(n)k (dx)

is non-vanishing. Here we used the notation µ(n)k (dx) ≡ ∏k
r=1∏

n
i=1 µ(dxi

r).

The correlation function is defined to be

R(n)k (x
1
1, . . . , x

1
k ) ≡

1
((n − 1)!)k Z (n)k

∫
R(n−1)k

ω(x)
k∏

r=1
µ
(n)
∗ (dxr) (6.16)

where this time µ(n)∗ (dx) ≡ ∏n
i=2 µ(dxi), that is, we integrate out all but the first variable of each

vector configuration.

Let A be the n×n matrix with entries Ai j = ϕ0,k+1(xi
0, x

j
k+1). It can be shown [69] that det A =

Z (n)k so our assumptions imply that A is invertible. Define a kernel K (n) : ({1, . . . , k} ×R)2 → R

by

K (n)(r, x; s, y) = −ϕr,s(x, y) +
n∑

i,j=1
ϕr,k+1(x, xi

k+1)(A
−1)i jϕ0,s(x

j
0, y). (6.17)

Proposition 6.3.1. Suppose that |ϕr,s(x, y)| ≤ cr,s(x)br,s(y) for all r, s ∈ {0, . . . , k + 1} and some
positive functions cr,s ∈ Lp(R) and br,s ∈ L∞(R). Then, there exists a constant C > 0 such that

‖R(n)k ‖Lp(µ⊗k ) ≤ Ck k k(2/p−1)
k∏

r=1

k∑
s=1
‖cr,s‖p (6.18)

Proof. First note that the hypothesis implies there exists a constant D > 0 such that

|K(r, x; s, y)| ≤ Dc(x)b(y). (6.19)

Indeed, by definition

|K (n)(r, x; s, y)| ≤ |ϕr,s(x, y)| +
n∑

i,j=1
|ϕr,k+1(x, xi

k+1)(A
−1)i jϕ0,s(x

j
0, y)|

≤ cr,s(x)br,s(y)
©«1 +

n∑
i,j=1

bs,k+1(x
j
k+1)(A

−1)i jc0,r(x
j
0)
ª®¬

= Dc(x)b(y)

Let B = (K (n)(r, xr ; s, xs))
k
r,s=1. Then, by Hadamard’s inequality we have that there is another
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constant C > 0 such that

R(n)k (x1, . . . , xk) = det B

≤

k∏
r=1

(
k∑

s=1
|K (n)(r, xr ; s, xs)|

p

)1/p

≤ Ck k k/p
k∏

r=1

k∑
s=1

cr,s(xr)
p.

Hence ∫
Sk

R(n)k (x1, . . . , xk)
p µ⊗k(dx) ≤ Ckpk k(2−p)

k∏
r=1

k∑
s=1
‖cr,s‖

p
p .

�

Next we cite a very general theorem from [70].

Theorem 6.3.2. Let A0, A1, . . . , Am, Am+1 be subsets of R, ϕr,r+1 : Ar → Ar+1 be given functions
and µr a measure on Ar . Let x0 ∈ An

0 and xk+1 ∈ An
k+1 be given vectors. For r < s define

ϕr,s(x, y) =
∫

ϕr,r+1(x, z1)ϕr+1,r+2(z1, z2) . . . ϕs−1,s(zr−s−1, y) µr+1(dz1) . . . µs−1(dzr−s−1).

(6.20)
Consider the probability measure on An

1 × · · · × An
m with density given by

1
Z (n)m

m∏
r=0

det(ϕr,r+1(xr
i , x

r+1
j ))

n
i,j=1 µ1(dx1) . . . µk(dxm). (6.21)

Then, the k-point correlation function of this probability measure is given by det(Kn,m(zi, z j))
k
i,j=1

where the kernel Kn,m is given by

Kn,m(r, x; s, y) = −ϕr,s(x, y) +
n∑

i,j=1
ϕr,m(x, xm

i )(A
−1)i jϕ0,s(x0

j , y) (6.22)

where Ai j = (ϕ0,m(x0
i , x

m
j ))

n
i,j=1.

Remark 6.3.3. We observe that the kernel in eq. (6.22) is not unique. In fact, we may multiply
it by g(t, y)/g(s, x) for an arbitrary non-zero function and obtain the same correlation function.
This is so because we can factor out each of these factors inside the determinant and they will
cancel out in the end. 4

Finally, we state the Karlin–MacGregor formula [74], which can be seen as a generalisation of
the inclusion-exclusion formula for probabilities. Given n ∈ N, let Λn denote the Weyl chamber

Λn B {x ∈ R
n : x1 < · · · < xn}. (6.23)
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Theorem 6.3.4 (Karlin–MacGregor). Let X be a Markov process with transition kernel p, and
consider n independent copies X1, . . . ,Xn of X . For any t > 0 and x ∈ Λn we have that

Px(X1
t ∈ dy1, . . . ,Xn

t ∈ dyn | τ > t) = det
(
p(t, xi, y j)

)n
i,j=1 dy1 · · · dyn (6.24)

where τ is the hitting time of the boundary ∂Λn.

6.3.1 Correlation functions

For the following we fix integers n ≥ 2 and N ≥ n, and set q = N − n + 1. Consider an ensemble
of n non-intersecting Poisson processes X and n non-intersecting Brownian bridgesW . Given
an k-tuple of indices i ∈ n1,nok , semi-discrete space-time points u1 = (t1, j1), . . . ,uk = (tk, jk) ∈

R+ × N and space-time points z1 = (t1, x1), . . . , zk = (tk, xk) ∈ R+ × R, a terminal time T > 0
and starting and ending vectors u, v ∈ R+ × N and x, y ∈ R+ ×R, define the functions

ρ
(n)
i (u1, . . . ,uk ; T, u, v) = Eu

[
k∏̀
=1

1{
X
i`
t`
= j`

} �����XT = v

]
(6.25)

and let R(n)i (z1, . . . , zk ; T, x, y) be the joint density of (W i1
t1 , . . . ,W

ik
tk ) evaluated at (x1, . . . , xk).

Finally, define ρ(n)k and R(n)k as the sum over all i ∈ n1,nok of ρ(n)i and R(n)i respectively. Note
that ρ(n)i vanishes if ui = u j for some i , j; also note that the product inside the expectation is
non-vanishing if and only i` ≤ j` ≤ N − n + i`

6.3.2 Dyson’s Brownian motion

Before we can present the multilayer extension of this equation, we must give a brief review of
the construction of non-intersecting Brownian bridges. Let Λn = {x ∈ R

n : x1 < · · · < xn} be
the n-dimensional Weyl chamber. Define the function ρ(n)∗ as

ρ
(n)
∗ (t, x, y) = det

(
p(t, xi, y j)

)n
i,j=1. (6.26)

A Brownian motion started at some point x ∈ Λn and killed when it first enters Λc
n is known

as Dyson’s Brownian motion. This is a homogeneous Markov process with transition densities
given by

Q(n)(t, x, y) ≡
h(y)
h(x)

ρ
(n)
∗ (t, x, y)1Λ2

n
(x, y), (6.27)

where h(x) = det
(
x j−1

i

)n

i,j=1
is the Vandermonde determinant, which is the solution to Laplace’s

equation ∆h ≡ 0 on Λn with zero boundary condition.
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As the next proposition shows, it is also possible to start this process from points of the form
(x, . . . , x) ∈ Rn. This result is relatively well known but we give a proof as a way to introduce
some techniques that will be useful later. For convenience we let 1 = (1, . . . ,1) ∈ Rn.

Proposition 6.3.5. The transition densities in eq. (6.27) converge pointwise, as x → x1, to

Q(n)(t, x1, y) = cn,t h(y)2
n∏

i=1
p(t, x, yi)1Λn(y)

where

cn,t =
©«t

n(n−1)
2

n−1∏
j=1

j!ª®¬
−1

.

Proof. The Harish-Chandra—Itzykson–Zuber formula [62, 64] allows us to rewrite (6.27) as an
integral over the Unitary Group U(n),

Q(n)(t, x, y) =
1

(2πt)
n
2

cn,t h(y)2
∫

U(n)
e−

1
2t tr(Y−UXU∗)2 dU

for any pair of n by n matrices X and Y with spectra σ(X) = x and σ(Y) = y . In particular, we
may choose X and Y to be diagonal. In this case, the bound

sup
U∈U(n)

e−
1
2t tr(Y−UXU∗)2 ≤

n∏
i=1

e−
(yi−xi )

2
2t

found in [94] shows that the integrand remains uniformly bounded over U(n). Hence, the
point-wise convergence

e−
1
2t tr(Y−UXU∗)2 →

n∏
i=1

e−
1
2t (yi−x)2

as x → x1 is enough to show the point-wise convergence of Q(n). �

Given a final time t > 0 and initial and final points x, y ∈ Λn, there exists a canonical way
[19, 41] of constructing a Markovian bridge, that is to say, one can find a probability measure
Pt,y
x over the space of continuous paths on the interval [0, t] such that under it, the canonical

process X s on C([0, t])n is a Markov process and

Pt,y
x (X0 = x) = Pt,y

x (X t = y) = 1.

Moreover, the transition densities of this new process can be computed explicitly and are given
by

ρ(n)(s, z; t, x, y) =
Q(n)(s, x, z)Q(n)(t − s, z, y)

Q(n)(t, x, y)
1Λn(z). (6.28)
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Another object which is useful in the study of this process is the k-point correlation
function defined as follows. Fix an integer k ≥ 1 and a multi-index (i1, . . . , ik) ∈ {1, . . . ,n}k .
For s ∈ ∆k(t) and z ∈ Rk let %i1,...,ik (s, z; t, x, y) be the joint marginal density of the vector
(X i1

s1, . . . ,X
ik
sk ) evaluated at (x1, . . . , xk) and define

R(n)k (s, z; t, x, y) =
n∑

i1,...,ik=1
%i1,...,in(s, z; t, x, y). (6.29)

This defines a determinantal process, that is, R(n)k can be expressed as a determinant of a fixed
kernel K which was explicitly calculated in [70].

Theorem 6.3.6. There exists a kernel K t,y
x such that R(n)k (·, ·; t, x, y) is given by the determinant

R(n)k (s, z; t, x, y) = det
(
K t,y

x (si, zi; s j, z j)

) k

i,j=1
. (6.30)

The explicit form of this kernel is given by

K t,y
x (s, z; u, z′) B −

1√
2π(u − s)

e−
(z′−z)2
2(u−s) 1s≤u

+

n−1∑
j=0

1
j!

(
s(t − u)
u(t − s)

) j/2√ t
2πu(t − s)

Hj(r(s)(z − x))Hj(r(u)(y − z′))e−
(z−x)2
2(t−s) −

(y−z′)2
2u

(6.31)

where
r(s) =

√
t

s(t − s)

and Hj is the j-th Hermite polynomial.

6.3.3 The Poisson bridge and the Sawtooth walk

Now let X be a rate 1 Poisson process and let X = (X1, . . . ,Xn) denote a vector of n independent
copies of X . It was shown in [75] that the Vandermonde determinant is harmonic for X on the
Weyl chamber Λn. We can thus define the process conditioned (in the sense of Doob) to stay in
the interior Λ◦n, and started from any x ∈ Λ◦n, via its h-transform which we still denote by X . We
have then, by the Karlin–McGregor formula [74], that for any x, y ∈ Λ◦n and t > 0

Px(X t = y) =
h(y)
h(x)

det

(
e−tt(y

j−xi)

(y j − xi)!
1N(y j − xi)

)n

i,j

. (6.32)

In some special cases this determinant can be explicitly computed. For example, if we set
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x∗ = (1,2, . . . ,n) then it was shown in [75] that

Px∗(X t = y) = cn,t h(y)2e−nt
n∏

i=1

ty
i

yi!
(6.33)

where cn,t = t−n(n−1)/2
(
∏

n−1
j=0 j!

)−1
. We will also need the fact that if y∗ = (N − n + 1, . . . ,N) for

some N > n then

Px(X t = y∗) = cn,te−nt©«
n−1∏
j=0

j!ª®¬
2

n∏
i=1

tN−xi

(N − xi)!
. (6.34)

In particular, from any of these two formulas we deduce that

Px∗(X t = y∗) = e−nttn(N−n)
n−1∏
j=0

j!
(N − j)!

. (6.35)

Given a fixed N ≥ n as above, consider the shear transformation

ϕ
(n)
N (t, x) =

(
t
N
,
t − x1
√

N
, . . . ,

t − xn
√

N

)
which is the multidimensional analogue of the one introduced in [93]. The multilayer sawtooth
process S is obtained as the image under ϕ(n)N . It is a Markov process with transition function
given by

ρN (s, x; t, y) B P(St = y | Ss = x) = Px̂s (XN(t−s) = ŷ t)

where we have introduced the notation x̂s = (d
√

N x1 + Nse, . . . , d
√

N xn + Nse).

For j ∈ N and 0 < s < t let I( j)N (s, t) denote the image of the rectangle [ j − 1, j] × [s, t] under
ϕN . For u ∈ [s/N, t/N] the intervals I( j)N (u) B

[
j−1
√

N
−
√

Nu, j
√

N
−
√

Nu
]
are such that

I( j)N (s, t) =
⋃

u∈[s/N,t/N]

I( j)N (u).

Observe that these intervals are such that x̂s = j if and only if x ∈ I( j)N (s). We also have that
|I( j)N (s)| = N−1/2 for all s > 0 and j ∈ Z.

From this process we can build a Markovian bridge between to given configurations x, y ∈ Λ◦n
over the interval (0,T). That is, we can construct a probability measure PT,y

x over paths such that

PT,y
x (S0 = x) = PT,y

x (ST = y) = 1,

the process S is still aMarkov process underPT,y
x andmoreover, its finite-dimensional distributions
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are

PT,y
x,N (St1 = x1, . . . ,Stk = xk) =

1
ρN (0; x,T, y)

k+1∏
j=1

ρN (t j−1, x j−1; t j, x j) (6.36)

where for convenience we have set t0 = 0, tk+1 = T and x0 = x, xk+1 = y . We consider the
rescaled distributions

N k/2

ρN (0; x,1, y)

k+1∏
j=1

ρN (t j−1, x j−1; t j, x j) (6.37)

where we have taken T = 1 for simplicity. There’s also an associated correlation function

%
(n)
k,N (s, x; 1, u, v) B N k/2ρ

(n)
k ((Ns1, x̂

s1
1 ), . . . , (Nsk, x̂

sk
k ); 1, û0, v̂1) (6.38)

for s ∈ ∆k(1) and x ∈ Rk .

Now we derive a formula for the kernel describing eq. (6.38) as a determinant. Consider a
sequence of times 0 < t1 < · · · < tk < 1 and configurations x1, . . . , xk ∈ Λ

◦
n. Then, eqs. (6.32)

to (6.35) imply that in the case where we take aN =
(

1√
N
, . . . , n√

N

)
and bN =

(
−n−1√

N
, . . . ,0

)
so

that â0
N = x∗ and b̂

1
N = y∗, eq. (6.37) becomes an expression of the form eq. (6.21) provided

that we set

ϕ0,1(i, y) =
√

Nqi−1(ŷ
t1)

t ŷ
t1−i+1

1
ŷt1!

, ϕr,r+1(x, y) =
√

N
(tr+1 − tr)ŷ

tr+1−x̂tr

(ŷtr+1 − x̂tr )!

ϕk,k+1(x, j) =
√

Nq̃ j−1(x̂tk )
(N − j + 1)!(1 − tk)

N−x̂tk− j+1

(N − x̂tk )!
.

(6.39)

for some families of monic polynomials q j, q̃ j such that det(q j) = deg(q̃ j) = j. This is so because
it is a standard fact (which follows by making row manipulations) that h can be written as
h(x) = det(q j−1(xi)) for any such family.

Lemma 6.3.7. For each 1 ≤ r < s ≤ k and x, y ∈ R we have that

ϕr,s(x, y) =
√

N
(ts − tr)ŷ

ts−x̂tr

(ŷts − x̂tr )!
.

Proof. We prove this formula by induction on m = s − r ∈ {1, . . . , k − 1}, the case m = 1 being
true by definition. For the induction step, consider

ϕr,s+1(x, y) =
∫
R

dz ϕr,s(x, z)ϕs,s+1(z, y)

= N
∫
R

dz
(ts − tr)ẑ

ts−x̂tr

(ẑts − x̂tr )!
(ts+1 − ts)

ŷts+1−ẑts

(ŷts+1 − ẑts )!
.
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Observe that for each fixed s > 0 the union⋃
k∈Z

I(k)N (s) = R.

Without loss of generality we may also assume that x ∈ I(a)N (tr) and y ∈ I(b)N (ts+1) for some
a, b ∈ Z. Therefore,

ϕr,s+1(x, y) =
√

N
1

(b − a)!

b∑
k=a

(
b − a
k − a

)
(ts − tr)k−a(ts+1 − ts)

b−k

=
√

N
(ts+1 − tr)b−a

(b − a)!

=
√

N
(ts+1 − tr)ŷ

ts+1−x̂tr

(ŷts+1 − x̂tr )!

which ends the proof. �

To compute the matrix A whose inverse appears in the expression for the kernel in eq. (6.17),
we have to require some structure on the polynomials q j and q̃ j . It turns out that the correct
family is given by the Krawtchouk polynomials which we now define.

Given N ∈ N and p,q ∈ (0,1) such that p + q = 1, consider the binomial weight

j(x) =
(
N
x

)
px(1 − p)N−x, x = 0,1, . . . ,N .

The Krawtchouk polynomials qn(x; N, p) for n = 0, . . . ,N are the orthogonal polynomial family
with respect to the weight j. They may be obtained by means of their generating function [114]

G(x, z; N, p) ≡
N∑

n=0

zn

n!
qn(x; N, p) = (1 + qz)x(1 − pz)N−x (6.40)

Note the symmetry qn(N − x; N,1 − p) = (−1)nqn(x; N, p) which follows from eq. (6.40).

Lemma 6.3.8. Fix r, s > 0 such that s
r+s > p and y,n ∈ {0, . . . ,N}, then

y∑
x=0

(
y

x

)
sxr y−xqn(x; N, p) = (r + s)y

( s
s + r

)n
qn

(
y; N, p

r + s
s

)
.

Proof. Consider the sum

y∑
x=0

(
y

x

)
sxr y−xG(x, z; N, p) = (1−pz)N−y

(
1 + z

sq − rp
s + r

) y
(s+r)y = (s+r)yG

(
y,

s
r + s

z; N, p
r + s

s

)
.
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On the other hand, this sum equals

N∑
n=0

zn

n!

y∑
x=0

(
y

x

)
sxr y−xqn(x; N, p)

so the result follows by comparing the coefficients of zn on both sides. �

By a similar technique we may also obtain

Lemma 6.3.9. Fix r, s > 0 such that r
r+s > p and y,n ∈ {0, . . . ,N}, then

N∑
x=y

(
N − y
x − y

)
sx−yrN−xqn(N − x; N, p) = (r + s)y

( r
s + r

)n
qn

(
N − y; N, p

r + s
r

)
.

Furthermore, these polynomials satisfy the orthogonality condition

N∑
x=0

qn(x; N, p)qm(x; N, p) j(x) =
(
N
n

)
(pq)nδnm (6.41)

which follows again from eq. (6.40) by a similar argument.

Lemma 6.3.10 (Binomial local limit theorem). Given N ∈ N, p ∈ (0,1) and x ∈ R let
x̂ = d

√
N x + Npe. Then

√
N

(
N
x̂

)
px̂(1 − p)N−x̂ →

1√
2πp

e−
x2
2p

Proof. Let W be a random variable having a binomial distribution with parameters N and p

defined on some probability space (Ω,ℱ,P). For ϑ ∈ R, the characteristic function φ(ϑ) B
EeiϑW = (1 − p + peiϑ)N is π periodic since W ∈ N so that

j(x) = P(W = x) =
1

2π

∫ π

−π

(1 − p + peiϑ)Ne−iϑx dϑ

=
1

2π
√

N

∫ π
√

N

−π
√

N

(
1 − p + pei ϑ√

N

)N
e−i ϑ√

N
x dϑ

Taylor expansion up to order two of the complex exponential gives there is a function g(ϑ)
such that ei ϑ√

N = 1 + i ϑ√
N
− ϑ2

2N + g(ϑ) and
g(ϑ)

ϑ2 → 0 as ϑ→ 0. A similar argument gives that

(
1 − p + pei ϑ√

N

)N
= eiϑp

√
N− pϑ2

2 eg(ϑ).
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Without loss of generality wemay assume that−p
√

N ≤ x ≤ (1−p)
√

N so that x̂ ∈ {0, . . . ,N}.
Therefore,

√
Nj(x̂) ≈

1
2π

∫ π
√

N

−π
√

N
e−

pϑ2
2 e−iϑx dϑ→

1√
2πp

e−
x2
2p .

�

In view of these properties we set q j = q j(y; N, t1/T) and q̃ j = q j(N − x; N,1 − tk). We have

Lemma 6.3.11. For any x, y ∈ {1, . . . ,N} and r, s ∈ {1, . . . , k},

ϕ0,r(i, y) =
√

N
t ŷ

tr−i+1
r

ŷtr !(i − 1)!
qi−1(ŷ

tr ; N, tr),

ϕs,k+1(x, j) =
√

N
(N − j + 1)!(1 − ts)

N−x̂ts− j+1

(N − x̂ts )!
q j−1(N − x̂ts ; N,1 − ts)

Proof. Without loss of generality we may assume that y ∈ I(b)N (tr) for some b ∈ Z. By definition

ϕ0,r(i, y) =
∫
R

dz ϕ0,1(i, z)ϕ1,r(z, y)

=
√

N
b∑

k=0

tk−i+1
1
(i − 1)!k!

qi−1(k; N, t1)
(tr − t1)b−k

(b − k)!

and by Lemma 6.3.8 this equals

ϕ0,r(i, y) =
√

N
tb−i+1
r

b!(i − 1)!
qi−1(b; N, tr)

=
√

N
t ŷ

tr−i+1
r

ŷtr !(i − 1)!
qi−1(ŷ

ŷtr N, tr).

A similar computation gives the second identity, using Lemma 6.3.9. �

Lemma 6.3.12. For any x, y ∈ {1, . . . ,N},

ϕ0,k+1(i, j) =

√
N(−1)i−1

[(i − 1)!]2
δi j .
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Proof. Using the identities from the two previous Lemmas we get

ϕ0,k+1(i, j) =
∫
R

dz ϕ0,k(i, z)ϕk,k+1(z, j)

=
√

N
N∑

k=0

tk−i+1
r

(i − 1)!k!
qi−1(k; N, tk)

(N − j − 1)!(1 − tk)
N−k− j+1

(N − k)!
q j−1(N − k; N,1 − tk)

=

√
N(−1) j−1(N − j + 1)!

N!(i − 1)!ti−1
k (1 − tk)

j−1

N∑
k=0

(
N
k

)
qi−1(k; N, tk)q j−1(k; N, tk)j(k)

=

√
N(−1)i−1

[(i − 1)!]2
δi j

�

In particular, Lemma 6.3.12 implies that the matrix A is diagonal so its inverse is trivial to
compute. Hence the rescaled kernel for the Sawtooth bridge is given explicitly by

K (n)N (r, x; s, y) = −
√

N
(tr − ts)

ŷtr−x̂ts

(ŷtr − x̂ts )!
1x≤y

+

n−1∑
i=0

√
N
(N − i)!(1 − tr)N−x̂tr−i

i!(N − x̂tr )!
t ŷ

ts−i
s

ŷts !
qi(x̂tr ; N, tr)qi(ŷ

ts ; N, ts),

(6.42)

that is,
N k/2%

(n)
k,N (s, x; 1, aN, bN ) = det

(
K (n)N (si, xi; s j, x j)

) k

i,j=1
.

In order to relate this kernel with the extended Hermite kernel appearing in eq. (6.31) we will
need the following

Lemma 6.3.13. Fix x ∈ R and 0 < t < 1. Then

N−i/2qi(x̂; N, t) → (t(1 − t))i/2Hi

(
x√

t(1 − t)

)
.

Proof. Let LN (x, z) = log G(
√

N x + Nt, z/
√

N; N, t) where G is the generating function in
eq. (6.40). Then, by Taylor expanding the logarithm up to second order we have

LN (x, z; t) = xz − t(1 − t)
z2

2
+ o(1).

Thus, since
eLN (x,z;t) ≤ G(x̂, z/

√
N; N, t) ≤ eLN (x,z)(1 + o(1))
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we get that

G(x̂, z/
√

N; N, t) → exp
(
xz − t(1 − t)

z2

2

)
from where we deduce the result by identifying the limit as the generating function of the Hermite
polynomials. �

Then we have,

Theorem 6.3.14. For all 0 < s < t and x, y ∈ R we have

e−N(t−s)N
√

N(y−x)+N(t−s)K (n)N (s, x; t, y) → K1,0
0 (s, x; t, y).

Proof. A simple computation using eq. (6.42) yields

e−N(t−s)N
√

N(y−x)+N(t−s)K (n)N (s, x; t, y) = −AN + BN + o(1)

where

AN =
√

Ne−N(t−s) [N(t − s)]ŷ
t−x̂s

(ŷt − x̂s)!
and

BN =

n−1∑
i=0

(N − i)!eN

N N+i+1/2 · i!
·

√
Ne−N(1−s)(N − Ns)N−x̂s

(N − x̂s)!
·

√
Ne−Nt(Nt)ŷ

t

ŷt!
·
N−i/2qi(x̂s; N, s)
(1 − s)i

·
N−i/2qi(ŷ

t ; N, t)
ti

The local limit theorem for Poisson random variables implies that

AN →
1√

2π(t − s)
exp

(
−
(y − x)2

2(t − s)

)
.

By Stirling’s approximation we also have that

(N − i)!eN

N N+i+1/2 =
i−1∏
j=0

(
1 −

j
N

)
·

N!eN

N N+ 1
2
→
√

2π

and an application of Lemma 6.3.13 gives that

BN →

n−1∑
i=0

e−
x2

2(1−s) e−
y2
2t

i!
√

2πt(1 − s)

(
s(1 − t)
t(1 − s)

) i/2
Hi

(
x√

s(1 − s)

)
Hi

(
y√

t(1 − t)

)
which is precisely eq. (6.31) evaluated at the appropriate points.

�
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Finally, as a consequence we obtain

Theorem 6.3.15. The rescaled correlation functions of the sawtooth walk converge to the
correlation function of Dyson’s Brownian motion; that is, for all k ∈ N, s ∈ ∆k and x ∈ Rk the
convergence

%
(n)
k,N (s, x; N, aN, bN ) → R(n)k (s, x; 1,0,0)

holds, where a∗N = (1/
√

N, . . . ,n/
√

N) and b∗N = ((1 − n)/
√

N, . . . ,0).

Proof. Following Remark 6.3.3 we may write

%
(n)
k,N (s, x; 1, aN, bN ) = det

(
e−N(sj−si)N

√
N(xj−xi)−N(sj−si)K (n)N (si, xi; s j, x j)

) k

i,j=1

thus Theorem 6.3.14 gives the result. �

6.4 The Stochastic Heat Equation

Consider the classical multiplicative stochastic heat equation at inverse temperature β > 0

∂tZβ =
1
2
∆yZβ + βZβξ, Zβ(0, x, y) = δx(y)

where ξ is a space-time white noise in 1 + 1 dimensions. We consider mild solutions to this
equation which are given by

Zβ(t, x, y) = p(t, x, y) + β
∫ t

0

∫
R

p(t − s, y′, y)Zβ(s, x, y′) ξ(ds, dy′) (6.43)

where p(t, x, y) = 1√
2πt

exp
(
− 1

2t (y − x)2
)
1[0,∞)(t) is the heat kernel associated to section 6.4.

Upon iteration of eq. (6.43) it is possible to obtain a closed expression for the solution to
section 6.4 as a polynomial chaos expansion,

Zβ(t, x, y) = p(t, x, y)

(
1 +

∑
k≥1

βk
∫
∆k (t)

∫
Rk

Rk(s, x) ξ
⊗k(d s, dx)

)
. (6.44)

In this identity we defined the set ∆k(t) =
{
s ∈ Rk : 0 < s1 < · · · < sk < t

}
and Rk is the k-point

correlation function of the Brownian bridge between (0, x) and (t, y),

Rk(s, x) ≡
p(s1, x, x1)p(s2 − s1, x1, x2) . . . p(t − sk, xk, y)

p(t, x, y)
.

By using standard analysis tools, the series in eq. (6.44) can be shown to be convergent in L2(P)

[2] so this is a meaningful solution.
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This suggests the interpretation of the solution of section 6.4 as the partition function for the
continuum random polymer in a random environment given by the white noise ξ

Zβ(t, x, y) = p(t, x, y)E : exp :
(
β

∫ t

0
ξ(s,Xs) ds

)
where X is a Brownian bridge under P (and E is the associated expectation), going from x at
time 0 to y at time y. The appearance of the Wick exponential : exp: is, roughly, due to the
time ordering of the iterated integrals appearing in the chaos expansion (6.44). Although not
rigorous, this suggests a relationship between solutions of a SPDE and the partition function of a
polymer model (the Albert–Khanin–Quastel continuum random polymer): in this model, one
can think of Brownian paths as polymer paths to which one assigns the weight

∫ t
0 ξ(s,Xs) ds, that

is, space-time white noise acts as the environment.

The random fieldZβ enjoys several properties, some of which are listed below.

Theorem 6.4.1. Let β > 0. The random field Zβ, which is the mild solution to section 6.4
satisfies:

1. Zβ has regularity 1
2− in space and 1

4− in time [101],

2. Zβ(t, x, y) has the same distribution asZβ(t,0, y − x),

3. Zβ(t,0, y) has the same distribution asZ1(β
2t,0, βy)

6.4.1 The multilayer extension of the SHE

In [98] the following extension of eq. (6.44) is considered. Fix a parameter β > 0 and define, for
each integer n ≥ 1 the random field

Z
(n)
β (t, x, y) B p(t, x, y)n

(
1 +

∑
k≥1

βk
∫
∆k (t)

∫
Rk

R(n)k (s, x; t, x, y) ξ⊗k(d s, dx)

)
. (6.45)

We can interpret this definition formally as follows: as in the n = 1 case, the series appearing on
the right-hand side can be seen as the Wick exponential

E : exp: ©«β
n∑

j=1

∫ t

0
ξ(s,X i

s) dsª®¬
where (X1, . . . ,Xn) is a collection of non-intersecting Brownian bridges between (0, x) and (t, y),
see Section 6.3.2.

It can be shown [93, 98] that this series is convergent in L2(ξ) so this is a well defined object,
called the multilayer extension of the (solution of) (6.4). It is immediate to check that u(1)β =Zβ.
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It can be shown [84] that u(n)β has a jointly continuous version which is positive for all t > 0 and
x, y ∈ R almost surely.

Sometimes, it is more useful to consider the following intermediate objects. Define

K
(n)
β (t, x, y) ≡ ρ

(n)
∗ (t, x, y)

(
1 +

∑
k≥1

βk
∫
∆k (t)

∫
Rk

R(n)k (s, z; t, x, y) ξ⊗k(d s, d z)

)
(6.46)

and

M
(n)
β (t, x, y) ≡

K
(n)
β (t, x, y)

h(x)h(y)
. (6.47)

Here, ρ(n)∗ is the transition kernel of a collection of n Brownian bridges startig from x and ending
at y , coditioned to non-intersection over the interval [0, t]. This will be carefully defined in
Section 6.3.2 below. The field K(n)β corresponds to a multilayer polymer where the starting and
end points are separated. Then, it can be shown that K(n)β is again well defined [98] and ℳ(n)β has
a continuous version such that

ℳ(n)β (t, x, y) → cn,tZ
(n)
β (t,a, b) (6.48)

as x → a1 and y → b1. In [83], C. H. Lun and J. Warren further show thatZ(n)β has a continuous
version which is a.s. positive for all t > 0 and x, y ∈ R.

At present it is not known whether the processes Z(n)β satisfy a SPDE. However, some partial
results have been obtained in this direction. In [98] it is proven that, at least when ξ is replaced

by a smooth function φ : R+ ×Rn → R the ratios u(n)β ≡
Z
(n)
β

Z
(n−1)
β

satisfy

∂tu
(n)
β =

1
2
∆yu

(n)
β + β

©«φ + ∆y log©«
Z
(n−1)
β

pn−1
ª®¬ª®¬u(n)β , u(n)β (0, x, y) = δ(y − x) (6.49)

Furthermore, the processM(n)
β the process satisfies the mild equation

M
(n)
β (t, x, y) =

ρ
(n)
∗ (t, x, y)
h(x)h(y)

+
β

(n − 1)!

∫ t

0

∫
Rn

Q(n)(t − s, y, y ′)M(n)
β (s, x, y) dy

′
∗ξ(ds,dy′1)

where dy ′∗ = dy′2 · · · dy
′
n and Q(n) is the kernel defined in eq. (6.27). In view of eq. (6.48), taking

the limit in this formulation should provide us with a mild formulation of the stochastic version of
eq. (6.49), but to our knowledge this has not been carried out. Finally, we also have that for each
n ≥ 1 and x ∈ R, the collection (Z(1)β (t, x, ·), . . . ,Z

(n)
β (t, x, ·) : t ≥ 0) is a C(R)n-valued Markov

process [84].
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6.5 Multilayer semi-discrete directed polymers

We now describe the multilayer version of the O’Connell–Yor directed polymer introduced by
Corwin and Hammond in [25]. As data we are given a countable collection (B(i) : i ∈ N) of
independent standard Brownian motions defined on a common probability space (Ω,ℱ,P). Given
integers 1 ≤ n ≤ N , and a fixed time T > 0 consider the set

∆
(n)
N (T) B {(t

1, . . . , tn) ∈ ∆N−n(T)n : ti+1
j < ti

j, i = 1, . . . ,n} ⊂ [0,T]n(N−n).

For a fixed set of times (t1, . . . , tn) ∈ ∆
(n)
N (T) and a realization ω of the Brownian motions, define

the Hamiltonian

H(n)N (t
1, . . . , tn) B

n∑
i=1

N−n−1∑
j=0

B(i+ j)(ti
j, t

i
j+1)

and the “quenched” Gibbs measure

Pωβ (dt
1 · · · dtn) B

1
Z (n)β (T,N)

eβH(n)N (t
1,...,tn) dt1 · · · dtn

where the normalizing constant

Z (n)β (T,N) B
∫
∆
(n)
N (T)

dt1 · · · dtn eβH(n)N (t
1,...,tn) (6.50)

is the polymer partition function. We also consider the “annealed” polymermeasureQ(n;T,N)
β (dt1 · · · dtndω) B

Pωβ (dt
1 · · · dtn)P(dω).

It is possible to identify the set ∆(n)N (T) with the event times of a collection of non-intersecting
Poisson paths X = (X1, . . . ,Xn), starting from the point x∗ B (1, . . . ,n) and conditioned to the
event {XT = y∗} where y∗ B (N − n + 1, . . . ,N). We use this interpretation to compute the
measure of the set ∆(n)N (T).

Lemma 6.5.1. Let (T 1, . . . ,T n) be the event times of an ensemble of n non-intersecting Poisson
paths starting from (1,2, . . . ,n). Then, conditionally on the event {XT = (N − n + 1, . . . ,N)},
this vector is uniformly distributed on ∆(n)N (T).

Proof. We first note that if x ∈ Rn is any vector such that x1 < · · · < xn then the matrix

P(s, x) =
(

e−ss(xj−xi)

(x j − xi)!
1{xi≤xj }

)n

i,j=1

is upper triangular with diagonal entries equal to e−s. Then, the Karlin–McGregor formula
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implies that the probability

Px(X s = x) = det P(s, x) = e−ns

which is independent of x. Next, fix an index k ∈ {1, . . . ,n} and pick a vector x ∈ Rn such that
x1 < · · · < xk and xk + 1 < xk+1 < · · · < xn. Then, the matrix

Qk(s, x) =
(

e−ss(xj+δk j−xi)

(x j + δk j − xi)!
1{xi≤xj+δk j }

)n

i,j=1

is again upper triangular with n − 1 diagonal entries equal to e−s and the k-th diagonal entry
equal to se−s. Again, the Karlin–McGregor formula implies that the probability

Px(X s = x + fk) = det Qk(s, x) = se−ns

which is again independent of x and k. Here, fk is the k-th canonical basis vector in Rn.

Fix a vector (t1, . . . , tn) ∈ ∆
(n)
N (T) and real numbers hi

j such that all the intervals Ii
j ≡ (t

i
j, t

i
j+hi

j]

are disjoint. The probability

Px∗

(
T i

j ∈ Ii
j for all i, j | XT = y∗

)
can be rewritten as the probability that there is one event (belonging to some of the n paths) in
each interval Ii

j and no events elsewhere, divided by Px∗(XT = y∗). By the preceding paragraph,
we can disregard to which path each of these events belong because the probability does not
depend on the index. Thus, as this last probability equals

e−nTTn(N−n)
n−1∏
j=0

j!
(N − 1 − j)!

the former equals ©«
n∏

i=1

N−n∏
j=1

hi
j
ª®¬T−n(N−n)

n−1∏
j=0

(N − 1 − j)!
j!

.

Hence, dividing by the product of the hi
j variables and taking the limit as they all go to 0, we

obtain that the density of the vector (T 1, . . . ,T n) is constant and equal to

T−n(N−n)
n−1∏
j=0

(N − 1 − j)!
j!

.

�
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Corollary 6.5.2. The Lebesgue measure of the set ∆(n)N (T) is equal to

Tn(N−n)
n−1∏
j=0

j!
(N − 1 − j)!

.

6.5.1 An heuristic argument

We now describe a heuristic argument in order to guess what the right scaling for the partition
function (6.50) should be. The argument is based in the one in the proof of theorem 6.1.2, which
is itself based on the argument by Alberts, Khanin and Quastel described in Section 6.1.

Recall the definition of the n-layer point-to-point semi-discrete directed polymer partition
function at inverse temperature β > 0

Z (n)β (T,N) =
∫
∆
(n)
N (T)

dt1 · · · dtn eβH(t1,...,tn)

where the Hamiltonian

H(t1, . . . , tn) B
n∑

i=1
Hi(t

i)

and we have defined

Hi(t) B
N−n−1∑

j=0
B(i+ j)(t j, t j+1)

for t ∈ ∆N−n(T).

Making the approximation ex ≈ 1 + x we can see that Z (n)β behaves, up to first order, like

Z (n)β (T,N) ≈ |∆
(n)
N (T)| + β

∫
∆
(n)
N (T)

dt1 · · · dtn
n∑

i=1

N−n−1∑
j=0

B(i+ j)(ti
j, t

i
j+1)

thus

c(n)T,N Z (n)β (T,N) ≈ 1 + β c(n)T,N

∫
∆
(n)
N (T)

dt1 · · · dtn
n∑

i=1

N−n−1∑
j=0

B(i+ j)(ti
j, t

i
j+1)

where the value of the normalising constant c(n)T,N = |∆
(n)
N (T)|

−1 has been already computed in
Corollary 6.5.2. According to Lemma 6.5.1 the integral on the right is exactly the conditional
expectation over a Poisson bridge conditioned ending at time T at positions y∗, so that

c(n)T,N Z (n)β (T,N) ≈ 1 + β
n∑

i=1

N−n−1∑
j=0

Ex∗

[
B(i+ j)(T i

j,T
i
j+1)

��� XT = y∗
]
. (6.51)
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Consider the shear transformation ψN : R+ × R → R+ → R given by ψN (t, x) =
(

t
N ,

x−t√
N

)
and, for j ∈ N and 0 < s < t let I( j)N (s, t) denote the image of the rectangle [ j − 1, j] × [s, t] under
ψN . For u ∈ [s/N, t/N] the intervals I( j)N (u) B

[
j−1
√

N
−
√

Nu, j
√

N
−
√

Nu
]
are such that

I( j)N (s, t) =
⋃

u∈[s/N,t/N]

I( j)N (u)

and since an easy computation gives |I( j)N (s, t)| = N−3/2(t − s) we have that the processes

W ( j)N (t) = N3/4
∫ t/N

0
〈1I(j)N (u)

,dξu〉

form a countable collection of independent standard Brownian motions. Thus, replacing these
processes into eq. (6.51) we obtain that, in distribution, the rescaled partition function behaves
approximately as

c(n)T,N Z (n)β (T,N) ≈ 1 + βN3/4
n∑

i=1

N−n−1∑
j=0

∫ T/N

0
Ex∗

[
1{X i

s=i+ j}

��� XT = y∗
]
1I(j)N (s)

(x) ξ(ds,dx).

Recalling the correlation function from eq. (6.25) we see that

c(n)T,N Z (n)β (T,N) ≈ 1 + βN3/4
∫ T/N

0

n∑
i=1

N−n−1∑
j=0

ρ
(n)
i (s, i + j; T, x∗, y∗)1I(i+j)N (s)(x) ξ(ds,dx).

We also recall the Sawtooth walk and its rescaled correlation function defined in Section 6.3.3.
Since by definition this rescaled version equals its unscaled counterpart in each of the I(`)N (u)

we have, as the union of the intervals I(i+ j)
N (s) over j = 0, . . . ,N − n − 1 equals the interval

J(i)N (s) B
[

i−1√
N
−
√

Ns, i+N−n√
N
−
√

Ns
]
, that

c(n)T,N Z (n)β (T,N) ≈ 1 + βN1/4
∫ T/N

0

∫
R

n∑
i=1

ρ
(n)
i,N (s, x; T/N, xN, yN )1J(i)N (s)

(x) ξ(ds,dx)

But the probabilities defining the correlation kernel ρ(n)i,N vanishes if x < J(i)N (s) hence the
above approximation becomes

c(n)T,N Z (n)
βN−1/4(T,N) ≈ 1 + β

∫ T/N

0

∫
R

ρ
(n)
1,N (s, x; T/N, xN, yN ) ξ(ds,dx).

Therefore, by the convergence in Theorem 6.3.14, we see that at least to first order the partition
properly rescaled partition function converges to the series defining the multilayer SHE process,
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thus obtaining Theorem 6.1.3.

6.6 Wick products

In order to turn this argument into an actual proof we have to obtain a description of the multilayer
semi-discrete partition function as a series in β and prove that each of the coefficients of this
series, when properly rescaled, converges appropriately to the stochastic integral appearing in
eq. (6.45).

To achieve this, following Moreno-Flores, Quastel and Remenik we introduce the following
modified version of the partition function,

Z
(n)
β (T,N) = c(n)T,N

∫
∆
(n)
N (T)

dt1 · · · dtn
n∏

i=1

N−n−1∏
j=0
(1 + βB(i+ j)(ti

j, t
i
j+1)) (6.52)

which is a polynomial in β of degree n(N − n), such that the coefficient of the linear part is
precisely the one appearing in eq. (6.51). It is possible to show that the higher order coefficients
admit similar expressions as ordered sums of nested products of the Brownian motions, and
which can be related to the rescaled k-point correlation function of the sawtooth process just as
we have done in the previous section. Therefore, at this stage Theorem 6.3.14 still applies and
one can show that as N → ∞ the coefficient accompanying βk in the expansion of the double
product in eq. (6.52) converges to the corresponding iterated stochastic integral in eq. (6.45).
We note however that this process is complicated as it involves expanding a double product of
monomials with intertwined coefficients.

The next step is to relate the convergence of an appropriate rescaling ofZ(n)β to the convergence
of the actual partition function Z (n)β . In [93] this is done by considering an auxiliary collection of
processes

U(i)N (s, t) B
N1/4

β

[
eβN−1/4W (i)N (s,t)−

β2
2 N−1/2(t−s) − 1

]
(6.53)

so that

c(n)N,Ne−
nβ2

2 N1/2
ZβN−1/4(N,N) = c(n)N,N

∫
∆
(n)
N (N)

dt1 · · · dtn
n∏

i=1

N−n−1∏
j=0

(
1 + βN−1/4U(i+ j)

N (ti
j, t

i
j+1)

)
.

(6.54)
This expression has the same form of eq. (6.52) so that the same techniques apply and one can
obtain a similar convergence result over the coefficients of the polynomial appearing as the
expansion of this new double product. At this stage some additional care has to be taken since
both the coefficients of the polynomial and the degree of the polynomial itself are changing
with N . Technically, what has to be done is that one should show convergence of the individual
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coefficients plus some uniform estimates in N for this to work.

But, if we observe the definition of U(`)(s, t) we can see that actually the term appearing
above is, save for the indices, equal to

1 + βN−1/4U(`)(s, t) = eβN−1/4W (`)N (s,t)−
β2
2 N−1/2(t−s).

The random variable βN−1/4W (`)N (s, t) is centred Gaussian with variance β
2N−1/2(t − s) so that

the exponential above is actually the Wick exponential : exp :
(
βN−1/4W (`)N (s, t)

)
. Moreover,

these variables are centred independent for different values of ` and disjoint time intervals (s, t).
Hence, the product appearing in eq. (6.54) is the Wick product

: exp : ©«βN−1/4
n∑

i=1

N−n−1∑
j=0

W (i+ j)
N (ti

j, t
i
j+1)

ª®¬ = : exp :
(
βN−1/4H(n)N (t

1, . . . , tn)

)
where H(n)N is the Hamiltonian in eq. (6.50). Again by independence, H(n)N can be seen to have a
centred Gaussian distribution with variance nβ2√N for each ∆(n)N (N). Therefore,

: exp :
(
βN−1/4H(n)N (t

1, . . . , tn)

)
= eβN−1/4H(n)N −n β

2√N
2

and this also explains the exponential factor in eq. (6.54). As a consequence, we get that

e−n β
2√N

2 Z (n)
βN−1/4(N,N) =

∫
∆
(n)
N (N)

dt1 · · · dtn : exp :
(
βN−1/4H(n)N (t

1, . . . , tn)

)
.

On the other hand, the increments W (`)N (s, t) may be expressed as

W (`)N (s, t) =
∫ t

s
dW (`)N (u) =

∫ N

0
1[s,t)(u) dW (`)N (u)

thus

Hi(t) =
N−n−1∑

j=0

∫ N

0
1[tj,tj+1)(u) dW (i+ j)

N (u)

=

∫ N

0
dW (X

i
u)

N (u)

where X = (X1, . . . ,Xn) is a non-intersecting Poisson bridge starting at (1, . . . ,n) at time 0 and
ending at (N − n + 1, . . . ,N) at time N . Therefore, the Wick exponential of H(n)N is given by the
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chaos series

∞∑
k=0

βk N−
k
4

∫
∆k (N)

∑
i∈nnok

∑
j∈nN−nok

Ex∗

[
k∏̀
=0

1
{X

i`
s`
= j`}

]
dW ( j1)N (s1) · · · dW ( jk )N (sk).

Define

Jk(N) B
∫
∆k (N)

∑
i∈nnok

∑
j∈nN−nok

Ex∗

[
k∏̀
=1

1
{X

ik
sk
= jk }

����� XN = y∗

]
dW ( j1)N (s1) · · · dW ( jk )N (sk)

so that

: exp: (H(n)N ) = Px∗[XN = y∗]
∞∑

k=0
βk N−

k
4 Jk(N).

Theorem 6.6.1. For each k ≥ 1 the convergence

N−k/4Jk(N) →
∫
∆k (1)

∫
Rk

R(n)k (s, x; 1,0,0) ξ⊗k(ds,dx)

holds.

Proof. Using the definition of W (`)N (s, t) we get that

N−k/4Jk(N) =
∫
∆k (1)

∫
Rk

%
(n)
k,N (s, x; N, aN, bN ) ξ

⊗k(ds,dx)

whence the result follows after an application of Theorem 6.3.15 and an L2 estimate found in
[95]. �
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