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Abstract:  
In this thesis, we present the development of a cryogenic super-resolution optical nanoscopy that 
can resolve molecules at nanometric distances, called the Excited State Saturation (ESSat) 
Microscopy. 

ESSat microscopy is a scanning confocal imaging technique based on the optical saturation of the 
zero phonon line of a single fluorescent molecule. It uses a patterned illumination beam that 
contains a ‘zero-intensity’ region at the focus of the microscope objective with a large intensity 
gradient around. We achieved a sub-10 nm resolution in the lateral direction and 22 nm resolution 
in the axial direction with extremely low excitation intensities of few tens of kWcm-2. Compared 
to other super-resolution imaging techniques, like STED, RESOLFT, etc., our technique offers a 
unique opportunity to super-resolve single molecules with overlapping optical resonances and that 
are much closer than the diffraction limit. In addition, it is possible to determine the orientation of 
molecular dipoles from the fluorescent ESSat images. Since coherent dipole-dipole coupling 
interactions between single quantum emitters have a very high coupling efficiency at short distance 
much smaller than the diffraction limit, it is important to resolve them well below it. ESSat 
microscopy thus paves a way to disclose the rich spatial and frequential signatures of the coupled 
system and to manipulate their degree of entanglement.  

Keywords: optical microscopy, single molecule, optical saturation, super-resolution 



Résumé: 

Dans cette thèse, nous présentons le développement d'une méthode de nanoscopie optique super-
résolue en trois dimensions pour résoudre des émetteurs quantiques uniques à température 
cryogénique. Cette méthode, appelée microscopie à saturation d'état excité (ESSat), est une 
technique d'imagerie confocale à balayage basée sur la saturation optique de la raie sans phonon 
de l'émetteur. Elle utilise un faisceau d’illumination structurée comprenant une zone d'intensité 
nulle au foyer de l'objectif de microscope, avec un gradient d'intensité important autour. En 
imageant des molécules fluorescentes aromatiques individuelles à 2 K, nous avons atteint une 
résolution de 28 nm dans la direction latérale et 22 nm dans la direction axiale, avec de faibles 
intensités laser d'environ dix kWcm-2, soit cinq ordres de grandeur inférieures à celles utilisées à 
température ambiante dans les méthodes de nanoscopie basées sur la déplétion par émission 
stimulée. Notre technique offre une opportunité unique de super-résoudre des molécules uniques 
séparées par des distances nanométriques et avec des résonances optiques qui se recouvrent. De 
plus, la méthode fournit une détermination directe de l'orientation des dipôles moléculaires à partir 
des images ESSat de fluorescence. La microscopie ESSat ouvre ainsi la voie à des études 
approfondies des interactions cohérentes dipôle-dipôle optiques entre émetteurs quantiques 
individuels, qui nécessitent des distances relatives nanométriques. En particulier, cette méthode 
permettra d'étudier les riches signatures spatiales et fréquentielles du système couplé et de 
manipuler leur degré d'intrication. 
 
Mots-clés: microscopie optique, super-résolution, molécule unique, saturation optique, mise en 
forme de phase, basse température. 
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Introduction 
 
Optical microscopy, in particular, fluorescence microscopy, is a widely used type of microscopy 
that uses visible light to magnify samples hundreds of times their original size and to resolve their 
finest details. However, the wave nature of light limits the ultimate resolution achievable with an 
optical microscope. Light originating from a point object does not converge to a single point at the 
image plane but spreads out in space to a finite-sized volume, called the point spread function 
(PSF). The three-dimensional spatial extent of the PSF determines the smallest dimension that can 
be resolved in the image. The resolution is limited by diffraction as 0.61λ/NA in the image plane 
and 2nλ/NA2 on the optical axis, where λ is the wavelength of light used, NA=n sinα is the 
numerical aperture of the objective, n the refractive index of the microscope medium and α the 
half-angle of the maximum cone of light that can enter or exit the objective [1]. For a visible light 
excitation of 500 nm and for an oil immersion objective (typically of NA ~ 1.4), the diffraction 
limit in the lateral direction is ~ 200 nm and the axial resolution is  ~ 700 nm. 

The conventional far-field fluorescence microscopy techniques include wide-field microscopy [2] 
and confocal microscopy [3]. In wide-field microscopy, the whole sample is exposed 
simultaneously with an illumination light using an objective. The light is then collected from the 
planes above and below the plane of focus as well. This lack of depth determination will 
significantly blur the image and is the main limitation for wide-field 3D imaging. In contrast, for 
confocal microscopy, a focused laser beam is scanned through the sample. Also, a confocal pinhole 
is used in the detection path to reject the out-of-focus fluorescence, so that only the fluorescence 
stemming from the illuminated focal volume is detected with a photodetector. Thus, confocal 
microscopy is capable of collecting a series of optical sections, which can be further processed 
into a three-dimensional image. Moreover, since the detected signal is the square of the excitation 
PSF, the confocal microscopy offers a √2 times better resolution than a wide-field system with an 
infinitesimal pinhole diameter. 

Various other techniques have been developed to improve the resolution and the image contrast, 
depending on the applications. With multiphoton microscopy [4], where fluorophores are excited 
with multiple photons of lower energy (usually in the wavelength range 700-1000 nm), deep 
imaging is possible within a tissue (up to 500 μm). Other techniques such as total internal reflection 
(TIRF) microscopy [5] and  4π-microscopy [6] are used to improve the axial resolution. TIRF 
microscopy is a wide field technique, where evanescent waves are used to excite fluorophores, 
leading to an axial resolution of 100 nm at the sample interface. On the other hand, 4π-microscopy 
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uses two counter propagating light beams to excite the fluorophore. At the focus, the two beams 
interfere constructively to create a narrow focal maximum with sidelobes. Thus, the lateral 
resolution is unaffected while a 3 to 7 fold improvement in axial resolution is achieved. Finally, 
structured illumination microscopy (SIM) [7], which is a modified wide field microscopy can 
achieve a twofold resolution enhancement in all directions, thus a factor of 8 in volume. In 
summary, all these methods could push the resolution to its limits but couldn’t break the diffraction 
limit. 

Over the last two decades, different super-resolution microscopy techniques were developed to 
surpass the diffraction limit. This is done by temporally or spatially modulating the excitation or 
activation light (patterned illumination method) and by utilizing the emission properties of the 
fluorescent probes (stochastic imaging method). The techniques such as stimulated emission 
depletion (STED) microscopy [8], reversible saturable optical fluorescence transition (RESOLFT) 
microscopy [9], saturated structured illumination microscopy (SSIM) [10] fall into patterned 
illumination methods, since they use spatially modified beams and optical saturation to effectively 
reduce the size of the PSF. The stochastic imaging methods include photoactivated localization 
microscopy (PALM) [11], stochastic optical reconstruction microscopy (STORM) [12] and 
universal points accumulation for imaging in nanoscale technology (uPAINT) [13] etc. These 
techniques use photoswitchable fluorescent probes and sequential collection of the emission from 
distinct fluorophores that are well separated. All these methods allow imaging single molecules, 
biological cell structures, protein complexes that are previously unobservable. 

However, further advancement in an optical microscope has to be explored in order to study the 
nanometer scale interaction between single quantum emitters, which is the ultimate motivation of 
the work presented in this manuscript. In 2016, Zhang et al. [14] reported the imaging of coherent 
dipole-dipole coupling of two individual molecules separated by a few nanometers using a method 
based on scanning tunnelling microscopy. However, to study the optical properties, we need a 
method capable of manipulating and probing the optical transitions. The aim of this PhD work is 
to develop a low-temperature optical nanoscopy method that allows resolving single molecules 
close to each other or to other nanostructures, in the view of studying their nanometer-scale 
interactions, which are at the heart of various protocols of quantum computation technologies [15]. 

A signature of coupled quantum emitters is the appearance of a two-photon resonance at high 
excitation intensities [16]. This was first observed in 2002 with a cryogenic single molecule 
technique [17]. Under intense laser illumination, both molecules are excited with a two-photon 
transition when the laser frequency is at halfway from the molecular low-intensity resonances. 
This effect is evidenced by the onset of a new excitation peak in the fluorescence excitation 
spectrum of the coupled system when the laser intensity is raised (see Figure A). 

The optical dipole-dipole interaction between molecules modifies their resonance frequencies and 
the damping of their dipole oscillations and has an inverse dependence on the cube of the distance 
between the individual molecules. In practice, it manifests itself when the distance between two 
molecules is less than ~10 nm. In order to determine the coupling constants, it is important to 
resolve individual molecules with a nanometer scale resolution in three-dimensions. In addition, 
the sign of the coupling energy is determined by the orientation of the two molecular dipoles. Thus, 
it is essential to know the exact position as well as the orientation of the individual molecules to 
determine their interaction energy. 

Introduction 
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Figure A: Signature of an optical dipole-dipole coupling between two molecules: Evolution of the 
fluorescence excitation spectrum of the coupled-system with excitation intensity. Figure adapted 
from [17]. 

The standard localization methods based on confocal microscopy will fail to distinguish two 
quantum emitters with overlapping optical resonances and that separated by a distance of ~10 nm. 
Therefore, we need a 3D super-resolution microscopy that can resolve single quantum emitters in 
such a configuration, and furthermore unveil the rich spatial and frequential signatures of the 
coupled system. We aim at developing a technique that can determine the dipole orientation as 
well, from the spatial distribution of the fluorescence super-resolution images recorded. Moreover, 
when the excited molecular states are maximally coupled with a zero decay rate for the subradiant 
antisymmetric state, a normal TEM00 beam cannot be used to excite such states. We need an 
excitation beam with opposite electric fields at the two sides of the beam, for which a doughnut 
beam is an excellent option. Such metastable state with infinite lifetime opens up with the 
application of quantum memory for the realization of quantum computers [18]. 

During the course of this Doctorate work, we developed a low-temperature super-resolution 
imaging technique that can fulfil all the requirements for studying the coherent optical dipole-
dipole coupling interaction, called the Excited State Saturation (ESSat) Microscopy. ESSat 
microscopy is a cryogenic technique to image single molecules embedded in the solid matrix with 
a sub-10nm optical resolution, which exploits the non-linearity of the fluorescence signal of single 
molecule excited on their ZPL. 

Outline of the thesis 

Chapter I: The chapter starts with an introduction to the basic concepts of the diffraction theory. 
Firstly, it discusses the initial developments in microscopy that can enhance the image contrast, 
including confocal microscopy, two-photon microscopy, etc. Then, the chapter moves into details 
of some of the important super-resolution imaging techniques developed so far at room 
temperature along with their advantages and limitations. 
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Chapter II: The chapter presents the main optical properties of single molecules at low temperature, 
in particular how the linewidth and saturation intensity of a single molecule is modified in 
comparison with their room temperature values. The use of low temperature allows having the 
highest possible quality factor for the zero-phonon-line by drastically reducing the dephasing due 
to phonons. This gives us a much lower power requirement for performing a super-resolution 
imaging technique based on optical saturation. 

Chapter III: In this chapter, we describe the cryogenic ESSat microscopy in two dimensions. The 
principle of 2D-ESSat microscopy along with the obtained results and the challenges we faced are 
presented. With 2D-ESSat microscopy, we could achieve a 4 nm resolution in the lateral direction 
with an excitation intensity of 1.3 kW.cm-2. By incorporating a modulation technique, we could 
achieve a resolution of 9 nm along the XY plane with a much higher image contrast. 

Chapter IV: A nanoscopy in three-dimension is required for our studies. Therefore, we extend 
ESSat microscopy into three dimensions, which is developed in this chapter. The modifications 
we made to get the axial resolution and the results we achieved are discussed in detail. We also 
investigate the influence of different parameters, such as the high NA of the used objective, the 
polarization chosen for the incident beam, the aberrations in the optical system, on the laser 
intensity distribution in the focal region. We show that we can achieve a resolution of 28 nm in 
the lateral direction and 22 nm in the axial direction with modulated 3D-ESSat microscopy, with 
an excitation intensity of 9.8 kW.cm-2 and a modulated-Gaussian beam intensity of 75 W.cm-2. 
Moreover, we discuss the methods that can be used for the determination of the dipole orientation 
directly from the recorded 3D-ESSat images. 

Finally, the thesis ends with a general conclusion of all the results we obtained along with the 
limitations and the prospects of this work. 
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Chapter 1 

 

Fluorescence Microscopy and Super-Resolution 
Microscopy 

 
For a very long time, microscopy has been a critical tool for imaging structures that are far too 
small to see with the naked eye. A lot of effort has been put forward to improve the performances, 
including contrast, magnification, depth of field and resolution. Different microscopic techniques 
were developed like electron microscopy, X-ray microscopy, optical microscopy, … Among these 
techniques, the most widely used is the optical microscopy. It has immense applications in 
different fields like chemistry, biology, and physics. In chemistry, optical microscope provides 
information about the chemical structure and morphology of materials like liquid crystals [19] and 
organic compounds [20]. It can also monitor materials that undergo catalysis, ligand binding, 
adsorption, optical activity or other reactions [21]. In biology, the observation of cells [22], such 
as neurons [23] or virus [24] [25], permits to understand their biological functions as well as their 
organizations at the micrometre scale. It is also used for detecting and tracking proteins at the 
single emitter level to reveal their dynamics and their roles in the normal or pathological 
functioning of a cell [26]. From the physical point of view, the photophysical and spectral 
properties of nano-objects such as molecules [27], quantum dots [28] [29], NV centres [30] [31] 
and carbon nanotubes [32] [33] are studied. 

An optical microscope gives the magnified image of the sample by probing it with visible light 
(400-700 nm). However, if the numerical aperture (N.A.) of the objective is kept constant, higher 
magnification cannot bring more information into the image. Instead, it will blur the image. 
Tremendous efforts have been made to distinguish between smaller and closer nano-objects, which 
give the resolution of the microscope. Thus, it is the resolution that gives the richness of details 
and sharpness in the image. However, NA is limited, which restricts the resolution. Therefore, 
other approaches in microscopy called the scanning probe microscopes such as a near-field optical 
microscope (NSOM) were pursued to achieve better resolution. 

NSOM surpasses the diffraction limit constraints by exploiting the properties of evanescent waves 
or non-propagation fields. Numerous examples using an optical fibre that funnels light down to 
the nanometric dimension could be cited [34] [35] [36]. However, such techniques are limited by 
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their relatively slow imaging speed. Moreover, they have extremely shallow working distance, 
making them a surface probe technique. Hence, we need far-field techniques to extract three-
dimensional information from thick samples. Therefore, any attempt to increase the resolving 
power of a far-field microscope is valuable and creates an immense potential [37]. In the last 
decade, abundant studies have been undertaken to find ways to circumvent the diffraction problem 
and overcome these limits. These endeavours resulted in the rise of the field of ‘super-resolution 
optical microscopy’ and emergence of many high-resolution techniques. 

This chapter starts with an introduction to the diffraction scalar theory to introduce the notations 
and the relevant parameters addressed in chapters 3 and 4 of the thesis. In section 1.2, we will 
present different methods to enhance the imaging contrast by reducing the detection volumes, such 
as confocal microscopy, total internal reflection fluorescence microscopy (TIRF), 4π-microscopy, 
etc... In sections 1.3 and 1.4, I will present various super-resolution imaging techniques that strive 
to push imaging from the microscopic regime to the nanoscopic regime in two dimensions and 
three dimensions, respectively. Along with, I will enumerate the advantages and disadvantages of 
each of the techniques. 

 

1.1 Diffraction Limited Optical Resolution 

Diffraction of light imposes the ultimate limit in optical resolution. When light passes through the 
circular aperture of an objective, it will diffract forming the diffraction pattern with a central disk 
of light having a finite diameter, encircled by a fading series of concentric rings known as the Airy 
pattern [1]. The core of the Airy pattern, inside the first minimum, is often called the ‘Airy Disk,' 
named after Sir George Airy. The lateral resolution of an optical microscope can be defined as the 
radius of the Airy disk. 

 

Figure 1.1: The focusing of light with an optical microscope forming an ellipsoidal diffraction-
limited distribution. λ=550 nm, NA = 1.4. The FWHM in the lateral and axial directions are 220 
nm and 520 nm, respectively. Figure adapted from [38]. 

Chapter 1. Fluorescence Microscopy and Super-resolution Microscopy 



7 
 

The light intensity also varies along the optical axis (z-axis) in an analogous way, forming a 3D-
Airy disk. This three-dimensional representation of the diffraction pattern of light is called the 
Point Spread Function (PSF). In a confocal microscope, the shape of the point spread function 
resembles that of an ellipsoid. 

The expression of the PSF can be derived from the propagation of an optical field through a lens. 
Refer to Figure 1.2 and consider a plane wave propagating through a converging lens. A lens is 
positioned at z = 0, and the focal plane is at z = f. Thus, the electric field distribution E2(x2, y2, z) 
in the image plane can be written according to Huygens-Fresnel principle as, 

E2(x2, y2, z) = −
i
λ
∬E1(x1, y1, 0)

exp(−ikr)
r

cos(𝐧, 𝐫) dx1dy1, 

where E1(x1, y1, 0) is the light field on the diffraction plane,  cos(𝐧, 𝐫) is the cosine of the angle 
between the unit normal vector (n) of the diffraction plane and the observation direction (r). Under 
paraxial approximation, z ≈ f and cos(𝐧, 𝐫) ≈ 1. 

 

Figure 1.2: Focusing of a plane wave propagating through a converging lens.  E1(x1, y1, 0) is the 
aperture plane and E2(x2, y2, z) is the focal plane. 

Solving Equation 1.1, the PSF can express in terms of wavelength, λ and numerical aperture, NA 
as, 

PSF(r) = h(r) =  [
2J1(k NA r)

k NA r
]
2

. 

The size of the PSF along the axial and the lateral direction gives the corresponding resolution 
limit. 

 

1.1 Diffraction Limited Optical Resolution 

(1.2) 

(1.1) 
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Figure 1.3: Intensity graph of the diffraction pattern obtained for a circular aperture. First minima 
occur at r = ±1.22λ 2 NA⁄ . Imax is the intensity at centre (r=0). 

The distance between the centre bright spot and the first diffraction minimum (lateral spatial 
resolution) is given by, 

∆r =
1.22λ
2NA

. 

This distance is equal to the radius of the central disk of the Airy pattern. Thus, two point sources 
are considered resolved, if the distance between their Airy disks is greater than this value. 
Otherwise, the Airy disks merge and are considered not resolved. 

The resolution in the axial dimension (z-axis) is even worse than that of lateral dimension and can 
be written as: 

∆z =
2λ
NA2. 

Therefore, while imaging highly convoluted features, the diffraction-limited image displays poor 
axial sectioning capability and lowered contrast in the imaging plane. 

There are a few different definitions for the resolution limit since it is based on how a viewer 
perceives an image. Traditionally, the resolution of an imaging system is described by the Rayleigh 
criterion [39] [40]. The Rayleigh criterion states that the minimum distance between two objects 
to resolve them laterally is reached when the central disk of the Airy pattern of one coincides with 
the first minimum of the other. In other terms, the Rayleigh criterion is satisfied when the distance 
between the images of two closely spaced point sources is almost equal to the width of the point-
spread function. 

Chapter 1. Fluorescence Microscopy and Super-resolution Microscopy 
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Figure 1.4: The graphical demonstration of the Rayleigh criterion. Blue and the red lines represent 
the intensity of the two neighbouring point sources. For the two point sources to resolve, the peak 
of the central maximum of one should be at least at the first minimum of the other. 

Both the lateral and axial resolution limits depend upon two factors: numerical aperture of the 
objective and the optical wavelength. Consequently, we can reduce the diffraction-limited spot by 
either decreasing the imaging wavelength or increasing numerical aperture (i.e., use an imaging 
medium with a larger refractive index or larger collection angles). Assuming ideal conditions, with 
NA of 1.5, we end up with a resolution of ∆x ≈ 160 nm and ∆z ≈ 550 nm, for λ = 400 nm. 

The NA can be increased by using immersion objectives, where the air gap between the sample 
and objective lens is replaced with a higher refractive index material. Immersion objectives are of 
two types. One is the liquid immersion objectives with a  numerical aperture as high as 1.65 
depending on the refractive index of the medium and the substrate [41] [42]. However, with such 
objectives, the resolution is still limited to about 140 nm in the lateral direction and around 500 
nm along the axial direction [42]. Second is the solid immersion objectives, where the liquid is 
replaced by a solid immersion lens (SIL) made out of high index glasses (n ~2) or other materials 
with an index as large as 3.3 [43] [44]. Thus, solid immersion microscopy can achieve significantly 
higher spatial resolution than a liquid immersion microscopy. However, the field of view of SIL 
microscopy is often limited to few tens of μm because of out of axis aberrations, which restricts 
the applications [45]. 

Therefore, it is impossible to resolve sample in the nanoscale regime with the conventional optical 
microscopy. With the strong incentive to image smaller features, the barrier of the diffraction limit 
has pushed quite far, and these exploratory ideas have led to the discovery of new science and 
technology at the nanoscale. The upcoming sections discussed the variety of such techniques. 

 

1.1 Diffraction Limited Optical Resolution 
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1.2 Fluorescence Microscopy 
Fluorescence microscopy is the most popular contrasting optical microscopic technique [46]. It 
requires fluorophores that absorb light in a specific wavelength range, and re-emit with a lower 
energy. Thus, fluorescence emission is shifted to a longer wavelength, called the Stokes shift. This 
allows efficient separation and detection of fluorescent signals from the illumination light. 
Therefore, fluorescence microscopy has high contrast, sensitivity and a dark background. 

The main components of a fluorescence microscope are an illumination source, optical filters, an 
objective and a detector [47]. To excite fluorophores in the sample, an intense light source with a 
wavelength close to its absorption maximum is required. A broad-spectrum source along with an 
excitation filter can be used to permit the range of excitation wavelength to incident on the sample. 
Another commonly used illumination source is lasers since they have very narrow spectra. An 
emission filter is used to separate fluorescence signal from the scattered excitation light and other 
background signals. For detection, high quantum efficiency photodetectors like avalanche 
photodiodes (APD), photomultiplier tube (PMT) or camera are used. All these developments make 
fluorescence microscopy a powerful imaging tool for single molecule imaging [48] [49]. 

Several far-field microscopy configurations have demonstrated to fulfil the basic requirements for 
single-molecule detection. In this section, we will see different fluorescence microscopy methods 
that can have an increase in the resolution by engineering the illumination. Successful microscopy 
techniques are based on confocal microscopy, multiphoton microscopy and wide-field methods 
such as total internal reflection microscopy. 

 

1.2.1 Confocal Microscopy 

One of the possibilities for improving the resolution is by laser scanning confocal microscopy. It 
is one of the most significant advances in optical microscopy, invented by Minsky in 1955 [3]. In 
contrast to conventional wide-field illumination, where the full field of view is illuminated and 
imaged onto a camera, scanning confocal microscopy uses spatial filtering to ensure that only a 
diffraction-limited focal volume is illuminated and only light from this focal volume can reach the 
detector. This is done using a pinhole in the detection path [50]. 

The fluorophores in the sample are illuminated with a focused laser beam. A pinhole is located at 
the confocal image plane of the focus to collect only the light from the focal point of the sample.  
Since the objective and the pinhole have the same point of focus, this microscopy is named 
“confocal” [51]. The main advantage of confocal microscopy is the elimination of out of focus 
background. The sample is scanned by either moving the sample or more commonly by a set of 
rotating mirrors that reflect the laser beam in the x- and y-direction of the sample plane. Thus, in 
a scanning procedure, a single diffraction limited spot is scanned across a sample. Through 
effectively suppressing the out-of-focus light, the method permits higher contrast and offers the 
ability to create optical sectioning to study very thin (less than 1 µm) sections of thick samples. 
By recording a number of such optical sections, and focusing the microscope slightly on individual 
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sections, it is possible to record a stack of images, thereby generate 3D images. Consequently, it 
allows imaging deep within thick samples such as cells and tissues. 

 

Figure 1.5: Diagram of a confocal microscope. An objective focuses the laser beam on the sample. 
A pinhole is set in the detection path and is conjugated with the focused laser spot to reject the out-
of-focus fluorescence. Figure extracted from [52]. 

While an increase in image quality succeeds, there is no true enhancement of resolution possible 
with a confocal microscope.  The confocal PSF can be written as, 

PSFconf(r) = [
2J1(k NA r)

k NA r
]
4

. 

Approximating the excitation PSF by a Gaussian distribution, the confocal PSF gives another 
Gaussian PSF with FWHM smaller by a factor of √2. That is, the attainable lateral size of the PSF 
can be improved by this factor. The use of high NA and pinhole improves the axial resolution as 
well. But, it is always two to three times worse than the lateral resolution because of the blurring 
effect of the PSF. The narrower and the smaller side-lobes of confocal PSF are desirable features; 
a narrow PSF means a sharper image, and smaller side-lobes mean less imaging artefacts. Thus, 
confocal microscopy reduces the size of the three-dimensional focal spot; but still cannot break 
the diffraction limit [53]. 

 

 
 
 

1.2 Fluorescence Microscopy 

(1.5) 
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1.2.2 Two-photon excitation Microscopy 

In two-photon excitation microscopy, two photons are simultaneously absorbed by the 
fluorophore. This requires less energetic photons but higher laser illumination. The longer 
wavelength radiation makes it less damaging and allows penetrating more deeply into the sample, 
typically 5-20 times deeper than in confocal microscopy [4]. Images are generated with a focused 
laser scanned over the sample as in the case of confocal microscopy. In two-photon excitation 
microscopy, fluorescence absorption rate varies quadratically with the excitation intensity. This 
allows exciting the fluorophore in a tiny diffraction-limited focal volume. The absence of out-of-
focus light makes the image distinct and easy to interpret. Figure 1.6 shows the case of two-photon 
microscopy [54], where two excitation photons from a pulsed laser combine to excite a fluorescent 
molecule. 

 

Figure 1.6: Single-photon and two-photon excitations. In the single-photon excitation case, one 
photon of the energy hν can excite fluorophores. The excitation takes place along the propagation 
of the light, both before and after the focal plane. In the two-photon excitation case, two photons 
of energy hν/2 act together to excite fluorophores. The excitation occurs only in the focal volume. 
The one-photon excitation is done by exciting the sample by a scanning blue (488nm) laser and 
the two-photon excitation by scanning IR pulse laser (Zeiss NLO system). (The image was taken 
using a Nikon D1X camera by Steve Ruzin and Holly Aaron, UC Berkeley) 

The resolution of two-photon microscopy is lower than in confocal microscopy, because of the 
longer wavelength used for excitation. The point spread function in two-photon excitation 
microscopy is given by: 

PSFTP(r) = [
2J1(k NA r)

k NA r
]
4

. 
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This is the same mathematical expression as that of a confocal microscopy. However, λ is twice 
as long for two-photon microscopy, which gives PSF approximately the same as wide-field 
microscopy. Even though two-photon microscopy produces images with lower resolution than 
confocal microscopy, because of better penetration and reduced photobleaching it has found 
immense use in biomedical research [55]. 

 

1.2.3 Structured Illumination Microscopy (SIM) 

Both the techniques discussed before are scanning microscopes. A focused laser beam is scanned 
over the sample using a galvanometer mirror and the light from each pixel of the sample is then 
detected by a single photon-detector.  This method is time-consuming. The typical acquisition rate 
of a home-built laser scanning microscopy for acquiring 40 × 40 pixel images (pixel size of 50 
nm) is less than few tens of frames per second [56] [57]. Therefore, wide-field approaches are 
favoured for faster imaging requirements. The spatial resolution of wide-field fluorescence 
microscopy can improve by up to a factor of two using structured illumination microscopy (SIM) 
demonstrated by Gustafsson [7]. This is done by collecting information from frequency space 
outside the diffraction-limited region. The working principle of SIM can understand clearly by 
looking at in Fourier space. In the Fourier space, low-resolution information resides close to the 
origin (inside the circle in Figure 1.8.B), while higher resolution information with high spatial 
frequencies resides further away. The Abbe’s diffraction limit for the maximum detectable spatial 
frequency is given by, 

f0 = 2
NA
λ

 

All higher frequencies will be lost. SIM produces super-resolution by bringing the frequency 
spectrum of the object that is beyond f0 into the passband of the detection system. 

SIM uses Moiré effect to improve the resolution of fluorescence microscopy. The microscopic 
configuration of SIM is shown in Figure 1.7. A movable grating is used to generate the first order 
diffracted laser beams, which interfere at the focal plane of the objective creating sinusoidal 
illumination pattern. This high frequency of the excitation pattern overlaps with the high-frequency 
spatial distribution of the sample, producing Moiré fringes. Such fringes can shift high-frequency 
features of the sample to lower frequencies, making them observable under the microscope. [7] 
[58] [59]. Hence, we can get information that is not accessible by a conventional microscope. With 
a single image, it is not possible to separate the contributions from the observed image. Thus, by 
taking multiple images of a sample with different orientation of the structured illumination by 
moving the diffraction grating, one can reconstruct the full image. A set of 9 images are required 
to obtain a 2D-SIM image. 

1.2 Fluorescence Microscopy 

(1.7) 
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Figure 1.7: (A) Microscope configuration of SIM. Laser light is scrambled using a rotating 
holographic diffuser in order to remove spatial coherence and coupled into a multimode optical 
fibre. The collimated light from the fibre then directed to a fused silica linear transmission phase 
grating, which diffracted the beam into a large number of orders. A beam block in the intermediate 
pupil plane discarded all diffraction orders except +1 and -1. The beams are then focused near 
opposing edges of the back focal plane of the objective. The objective lens will then recollimate 
the beams and made them intersect each other on the focal plane of the objective lens, where they 
interfered to form a 2D illumination pattern. (B) Generation of Moiré fringes. The sample is 
illuminated by this excitation pattern and the spatial frequency mixing results in Moiré pattern, 
which is collected by the same objective and deflected by a dichroic mirror to a cooled charge-
coupled device camera. An emission filter placed in front of the camera is used to reject the 
scattered excitation light. The orientation and phase of the illumination pattern were controlled by 
rotating and laterally translating the grating. For this purpose, the grating was mounted on a 
piezoelectric translator, which in turn was mounted on a motorized rotation stage. Figure extracted 
from [60] and [61]. 

To maximize the resolution, it is necessary for the illumination to contain as high spatial 
frequencies f1 as possible. But, the illumination light field is also limited by diffraction. Thus f1 
cannot be larger than the maximum detectable spatial frequency, f0. Thus, the resolution limit for 
SIM can be at most ≈ 2f0, that is, we can get all information within a circle twice as large as the 
physically observed region. Besides the potential of much faster image acquisition, these 
microscopes are much simpler and cheaper than confocal ones. The drawback to this technique is 
the need of a computer reconstruction algorithm for image reconstruction, which can be time-
consuming. 
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Figure 1.8: Super-resolution by SIM. (A) Moiré pattern produced by the superposition of two line 
patterns. (B) The resolution limit of the conventional optical microscope in reciprocal space. The 
set of low-resolution information that it can detect defines the central circular region. The region 
outside the circle contains the high spatial frequency components, which cannot be resolved. (C) 
A sinusoidally stripped illumination pattern has only two Fourier components. The positions of 
the two side components are limited by the same circle that defines the observable region (dashed). 
(D)The visible region thus contains, moved information that originates in two offset regions, along 
with the normal information. (E) From a sequence of such images with different orientations and 
phases of the illumination pattern, it is possible to recover information from an area twice the size 
of the usually observable region, resulting in twice the normal resolution. Figure extracted from 
[7]. 

 

1.2.4 Total Internal Reflection Fluorescence Microscopy 

Total internal reflection fluorescence (TIRF) microscopy [5], developed by Daniel Axelrod is a 
powerful method to restrict the excitation and detection of fluorophores to a thin region of the 
sample. With this approach, we can eliminate the fluorescence background from outside the focal 
plane and can effectively improve the signal-to-background ratio. 

TIRF microscopy exploits the unique properties of an evanescent wave, which decays 
exponentially with the penetration depth. It usually ranges from 30 to 300 nm and depends on the 
incident angle, wavelength, and the refractive index of the sample and coverslip. Typically, the 
contact area between a specimen and a glass coverslip is utilized as the interface for TIRF 
microscopy. Only the fluorophores within the penetration depth are excited, and the fluorophores 
in the rest of the sample are hardly excited. This permits the creation of images with the exceptional 
signal-to-background ratio. 

There are two main configurations of TIRF microscopy, called prism-type TIRF microscopy and 
objective-type TIRF microscopy. In the case of prism-type TIRF microscopy, the prism attached 
to the coverslip’s surface guides the focused light beam towards the coverslip-sample interface. 
Objective type TIRF microscopy uses an oil-immersion objective with an NA ≥ 1.4 to excite 
fluorescence and to collect the emitted light. The higher the NA of the objective, the lower the 

1.2 Fluorescence Microscopy 
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possible penetration depth of the evanescent field, as the incident angle become flattered. The 
prism strongly limits the access to the specimen, and it is difficult to change media. In objective 
type method, the angle of incidence of the laser light can be changed by placing the laser spot in 
the different areas of the back focal plane of the objective. This allows changing the penetration 
depth accordingly. 

 

Figure 1.9: Illustration of the basic concept of TIRF microscopy. The evanescent electromagnetic 
field will selectively excite the fluorophores nearest the glass surfaces (typically ≤ 100 nm) and 
the microscope optics can collect secondary fluorescence from these emitters. 

Even though TIRF microscopy is limited to image at the interface, it is well suited for an extensive 
number of applications, like imaging cell surfaces and the observation of membrane-associated 
processes like cell adhesion [62], hormone binding, molecule transport and several exocytotic and 
endocytotic processes [63]. Moreover, the excellent signal to noise ratio in TIRF microscopy 
allows for the first direct observation of the catalytic activity of a single enzyme molecule [64]. 
Live-cell imaging represents one of the most promising applications of the TIRF microscopy [65]. 
Additionally, TIRF Microscopy can be used for determining the orientation of plasmonic 
nanostructures [66]. 

 

1.2.5 4Pi Microscopy 

4Pi Microscopy belongs to a class of super-resolution microscopy with a strategy to reconfigure 
the conventional objective geometry and light collection. We have seen in Section 1.1 that the 
numerical aperture plays a crucial role in determining the resolution. For higher resolution, the 
sample should be illuminated as well as the fluorescent light from the sample should be collected 
under the maximum possible solid angle. Usually, these two angles are identical, because the 
objective is used for both the excitation and the collection. The angle is a solid angle of 2π since 
we illuminate the sample at one side and collect the fluorescence from one side of the sample. If 
we could utilize total solid angle of 4π, i.e. illuminate spherically and collect spherically, we would 
get perfectly symmetric imaging properties in all three dimensions in the specimen volume. 
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However, this needs a 90⁰ semi-aperture angle, which is not realistic. By using two opposing 
lenses, this angle approaches the limit of 4π (hence the name 4π microscopy) [67] [68]. 

4π microscope aims to increase the axial resolution, which is conventionally much lower than the 
lateral part. In 4Pi microscopy, two counter-propagating beams illuminate a sample using two 
objectives opposite to each other, so that they have a common focus, where they interfere 
constructively [69]. This gives rise to a 3-7 fold narrower main peak along the optical axis, and 
therefore axial resolution can be increased to 80-160 nm [70]. The lateral resolution remains 
unaffected. Hence, similar to confocal microscopy, a single small volume of the sample can image. 
However, the sample should be thin and optically homogeneous, for the two counterpropagating 
waves to maintain alignment during scanning. 

Besides the difficulties in the realization, the drawback of the 4Pi microscopy includes the side-
lobes of the interference pattern next to the focal spot, which introduces imaging artefacts. A 
deconvolution procedure has to be done to remove those side-lobes. 

 

Figure 1.10: The optical principle and performance of 4π confocal fluorescence microscopy. (A) 
Schematic diagram of the optical principle. Light from a laser is split into two beams, which 
illuminate the specimen from opposing sides. The focus points of the microscope objectives 
coincide, producing a point spread function that has a standing wave pattern in the optical axis 
direction (z). In the lateral dimension, the PSF is identical to that obtained with one-sided 
illumination. Scanning is done by moving the specimen, whereas the laser beams are fixed. (B) 
Depth response to a planar, infinitely thin, fluorescent layer. The corresponding wave for ordinary 
confocal microscopy is shown with dashed line. The standing wave pattern caused by the two 
counter-propagating laser beam is clearly seen. Figure adapted from [71]. 
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1.3 Super-Resolution Microscopy 
The resolution limit in microscopy formulated by Abbe lets generations of scientists believes that 
studying single molecules and resolving sub-wavelength structures were not achievable. Laser 
scanning confocal microscopy, multiphoton microscopy, TIRF, SIM and others mentioned in the 
previous section have been widely used to enhance spatial resolution along both the lateral and 
axial axes. But, all these techniques remain limited in achieving substantial improvements. Rather 
than breaking the diffraction limit, the primary advantage of these techniques is the reduction of 
background signal originating from out-of-focus light. 

The resolution limit imposed by the diffraction of light can be surpassed by the involvement of 
fluorophore photophysics or photochemistry. The awarding of the 2014 Nobel Prize in Chemistry 
to Eric Betzig, Stefan Hell and William E. Moerner for their pioneering work in “super-resolution 
fluorescence microscopy” marks a clear recognition that the old beliefs have to be reconsidered. 
Although there are different super-resolution methods, all of them ultimately separate densely 
packed emitters or features in the same way. One or few of the distinct fluorophores are allowed 
to emit, while the neighbours are reserved silent. They have circumvented these assumptions in 
different ways. One way is based on localization of single fluorophores, discussed in section 1.3.1. 
These techniques rely on photoswitching or photoactivation of fluorophores to enable sequential 
collection of emission from active single fluorophores. Another method is by effectively reducing 
the size of the PSF using specifically engineered illumination patterns and by exploiting saturation-
based nonlinear optical effects, discussed in section 1.3.2. These main methodologies make it 
possible to attain resolution well beyond the diffraction limit of light. In this section, I present an 
overview of various most popular super-resolution fluorescence imaging methods and will 
consider their fundamental and practical challenges that lie ahead. 

 

1.3.1 Super-resolution by single-molecule localization (Stochastic imaging of 
single molecules) 

Single molecule localization techniques for sub-diffraction-limited imaging take advantages of 
growing capabilities in single-molecule imaging and precise position localization of molecules. 
Given that enough photons are detected, localization precision can be turned into resolution by 
temporally separating fluorescence signals from closely spaced molecules, so that they can be 
localized separately [72]. Initial implementations of this concept included photoactivated 
localization microscopy (PALM) [73] [11] [12] [74], and stochastic optical reconstruction 
microscopy (STORM) [75] [76] [77].These techniques rely on stochastic switching of special 
fluorescent molecules between their fluorescent and non-fluorescent states or other mechanisms 
to activate individual molecules within the emission PSF at different times. Images with enhanced 
resolution are then reconstructed from the measured positions of individual fluorophores, by 
finding, the centres of their diffraction limited PSFs. Typically; this is achieved by approximating 
the diffraction-limited Airy disk as a two-dimensional Gaussian function. The accuracy of the 
localizing a single emitter improves proportionally to the square root of the number of photons 
collected and is given by the standard error of the mean, s.e.m as: 
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s. e.m.=  
σ

√N
 

where σ is the standard deviation of the Gaussian fit, N is the number of photons collected. With 
fluorescence imaging with one-nanometer accuracy (FIONA), the localization accuracy on Myosin 
V molecular motor is made as accurate as 1.5 nm by collecting approximately 5000 -10000 photons 
per spot per image with an acquisition time of 0.5 s [78]. Because a large number of imaging cycles 
are required to probe all the fluorophores within the field, imaging speed and time resolution is 
usually limited to this approach. In addition, these methods rely on fluorophores being 
photoactivable, which is not the case for most natural fluorophores. Nevertheless, stochastic 
imaging systems can be easily adopted because of their relatively simple optical instrumentation 
and sample preparation. PALM/STORM can also accomplish  3D-imaging by adding astigmatism 
into the imaging system [75], by defocusing light [79], by using a double-helical point spread 
function [80], or by using interferometry [81]. A resolution localization of 10-20 nm in all three 
dimensions was achieved [80] (Discussed in Section 1.4.1). 

PALM and STORM: 

Photoactivated localization microscopy (PALM) and Stochastic Optical Reconstruction 
Microscopy (STORM) have the same fundamental working principle. Both are wide-field super-
resolution imaging techniques. While PALM uses photoconvertible or photoactivatable 
fluorescence proteins or organic fluorophores [11] [12], which can undergo only one or several 
cycles of activation before being permanently photobleached, STORM [82] [76] [83] utilizes 
reversibly photoswitchable organic fluorophores or probes. 

The fluorescent emission of such molecules is controlled such that, at any point in time, only a 
single one, or a sparse subset, of the fluorophores in a given region of the sample is in “on” state. 
This is achieved by using a weak activation light intensity. To enable parallel recording of many 
individual emitters, allowing each to be localized with high precision, the activated fluorescent 
molecules must be separated by a distance that surpasses the diffraction limit. Localization is done 
by fitting the PSF intensity to a mathematical model such as a Gaussian function [78]. After 
localizing molecules in the first subset, they are deactivated to the dark state, and a new similar 
subset is activated to the fluorescent state. Typical excitation power required is about 50 mW for 
a 60 μm × 60 μm scan area. These newly activated fluorescent molecules are localized similarly. 
By repeating this cycle of activation, localization, and deactivation, the positions of an arbitrary 
number of closely spaced fluorophores is determined, and a high-resolution image is constructed 
from the measured positions of the fluorophores. It is important that the activated state of the 
photoswitchable molecule must lead to the successive emission of sufficient photons to enable 
precise localization before deactivating. Thus, the resolution of the final image is not limited by 
diffraction but by the accuracy of each localization and the localization density. The imaging 
procedure of PALM and STORM are shown in the Figure 1.11 and Figure 1.12, respectively. 
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Figure 1.11: PALM instrumentation and working principle.  (A) Experimental set-up for 2D 
single-color PALM. The sample is activated and excited using the same objective lens (OBJ)and 
the emitted fluorescence is directed onto an EMCCD camera. (B)Working principle of PALM. 
Figure extracted from [84]. 

 

Figure 1.12: The STORM imaging procedure: (A) Schematic of a cell in which the structures of 
interest are labelled with photoswitchable fluorophores. Initially, all fluorophores are in the 
nonfluorescent state. The inset indicates the area shown in figure B-D. (B) An activation cycle: a 
subset of fluorophores is activated to the fluorescent state such that their images do not overlap. 
The image of each fluorophore appears as a diffraction limited spot, and the position of each 
activated fluorophore is determined by fitting Gaussian and finding the centroid of the spot (Black 
Cross). (C) A second activation cycle: A different subset of fluorophores is activated, and their 
positions are determined as before. (D) After a sufficient number of fluorophores has been 
localized, a high-resolution image is constructed by plotting the measured positions of the 
fluorophores. The resolution of this image is not limited by the diffraction but by the accuracy of 
each fluorophore localization and by the number of fluorophore positions obtained. Figure adapted 
from [85]. 

Several properties of photoswitchable fluorophores determine their suitability for PALM and 
STORM method. The brightness of the fluorophore is crucial for single-molecule detection and 
precise localization. Also, non-ideal switching characteristics such as residual fluorescence 
emission from the dark state and spontaneous reactivation from the dark state to the fluorescent 
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state can present challenges when imaging densely labelled samples. Since more the number of 
photons, higher the precision, it is important to select a fluorescent molecule with high photon 
emission rates. A widely used fluorescent protein that displays photoswitching characteristics 
suitable for PALM is mEosFP [86]. Fluorophores commonly used for STORM include 
photoswitchable fluorescent proteins and organic dyes, like Cyanine, Rhodamine, etc. Organic 
dyes tend to be brighter than fluorescent proteins, allowing for higher localization precision [85]. 
On the other hand, fluorescent proteins have the advantage of being genetically encoded, making 
it easier to label intracellular proteins in living cells. With high labelling efficiencies and samples 
with a good signal-to-noise ratio, the localization precision of PALM and STORM can be brought 
down to 10 nm laterally [81] [87]. 

Universal Point Accumulation for Imaging in Nanoscale Topography (UPAINT): 

With STORM and PALM, a sub-diffraction resolution can be attained and cellular components 
can be visualized with astonishing details. However, these methods have difficulties to access 
densely labelled regions due to spontaneous photoswitching, which prevents imaging individual 
fluorophores in these regions. Moreover, they failed in attaining super-resolved images of native 
proteins or endogenous molecules at nanometer resolution on live cells. universal Point 
Accumulation for Imaging in Nanoscale Topography (uPAINT) is an extremely versatile super-
resolution imaging technique circumventing these issues [88]. 

uPAINT utilizes the real-time imaging of low concentration high-affinity fluorescent ligands as 
they bind to and interact with random membrane biomolecules in living cells. It does not require 
prior labelling or photoactivation of single molecules. A wide field fluorescence microscope 
working in oblique illumination is used for uPAINT. Oblique illumination selectively excites 
fluorescent ligands that have bound to their target and not those present in solution above the 
cellular membrane (Figure 1.13 A). Thus, any biomolecule that labelled with a fluorescent ligand 
can be studied [13]. 

The experimental setup of uPAINT microscopy is shown in the Figure 1.13 B. A CW laser is used 
for excitation through the fluorescence epiport of the microscope and illuminate a wide field area 
of 10-20 μm in diameter of the sample by focusing the beam in the back aperture of the objective. 
The focused beam is translated with respect to the optical axis on the periphery of the back aperture 
of the objective in order to obtain an oblique illumination. Illumination intensities of a few 
kW cm2⁄  excite the fluorescent ligands that are bound to the cell surface of interest. The mobility 
of the ligand is drastically decreased, allowing its detection with a sensitive and rapid EM-CCD 
camera for several milliseconds, until photobleaching occurs. However, it is not possible to track 
the behaviour of single molecules over long times. 
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Figure 1.13: (A) Principle of uPAINT: uPAINT is based on the real-time imaging and tracking of 
single fluorescent ligands while they label their membrane biomolecules targets. A low 
concentration of fluorescent ligands is introduced into the extracellular medium such that a 
constant rate of membrane molecules is being labelled during the imaging sequence. Oblique 
illumination of the sample is used to excite predominantly fluorescent ligands, which have bind to 
the cell surface while not illuminating the molecules in the above solution. (B) Schematics of the 
optical setup for uPAINT. Figure adapted from [13]. 

A typical localization precision of 40-50 nm resolution is achieved for 50 ms integration time with 
the uPAINT method [89]. Moreover, it can also provide dynamic information on the single protein 
level revealing localization-specific diffusion properties of membrane biomolecules by generating 
a significant amount of information about each cell. However, since the fluorescent ligands cannot 
penetrate into the plasma membrane of a living cell, it is not possible to study the intracellular 
protein dynamics of biomolecules with uPAINT technique. 

 

1.3.2 Super-resolution by spatially patterned excitation (ensemble based 
imaging) 

In this technique, resolution enhancement is achieved by spatially modulating the fluorescence 
behaviour of the molecules in the diffraction-limited region, such that not all of them emit 
simultaneously, by using nonlinear optical effects and high-intensity laser. The most popular ones 
among the ensemble based imaging techniques are stimulated emission depletion (STED) 
microscopy, reversible saturable optical fluorescence transitions (RESOLFT), ground state 
depletion microscopy (GSD) and saturated structured illumination microscopy (SSIM). 
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Stimulated Emission Depletion Microscopy: 

Stimulated emission depletion microscopy (STED), as the name says, exploits “stimulated 
emission” to create sub-diffraction PSF. This nonlinear technique functions like an improved 
confocal laser-scanning microscope. STED uses two illuminating beams. The first beam is a usual 
Gaussian beam, which illuminates the emitter and excites it. The size of the spot will be diffraction-
limited. The second beam, STED beam, passes through a singular optic, which produces a 
doughnut-shaped beam that has a minimum at the axial centre [90]. STED beam has a longer 
wavelength compared to the excitation beam. Figure 1.14.A shows the energy levels involved in 
the excitation and emission of a fluorescent molecule, which constitutes a simplification of the 
Jablonski diagram. The fluorophores are excited from the ground state S0 to higher vibronic states 
of their first excited electronic state S1, which relaxes to the lowest vibronic state of S1 within few 
picoseconds. De-excitation of S1 down to S0 occurs within nanoseconds and may be accompanied 
by the spontaneous emission of a fluorescence photon. This spontaneous emission can be 
suppressed via stimulated emission by depleting the state S1 by optically forcing the molecule into 
S0 immediately after excitation. This is done with the doughnut-shaped STED beam. Because of 
the doughnut distribution, most of the stimulated emission will take place at the periphery of the 
original pulse and none in the exact centre [91] [92]. Thus, only molecules in the centre of the 
STED beam are able to emit fluorescence. The spontaneous fluorescence photons are only detected 
and the stimulated photons are removed using a filter at the frequency of the depletion beam. With 
increasing intensity of the STED beam, the excited state S1 is more and more likely depleted, i.e., 
the molecule is spending almost no time in this state. This narrows the PSF and results in a 
resolution beyond the diffraction limit [93]. Thus, the physical mechanism behind STED 
microscopy is a competition between stimulated emission and spontaneous emission. 

It was experimentally proved that the resolving power increases with the square root of the 
saturation level of STED. Therefore, for the calculation of resolution in STED microscopes the 
Abbe equation, the diameter of the PSF, ∆rSTED, is replaced with the following [94]: 

∆rSTED ≈
λ

2NA
1

√1 + I
Is

, 

where λ is the wavelength, NA is the numerical aperture of the objective, I is the maximal focal 
intensity applied for STED and Is is the saturation intensity of the fluorophores. By sending an 
intensity high enough the size of the PSF can be made arbitrarily small [95]. And, when I Is⁄  is 
increased toward infinity, resolution (∆rSTED) approximates to zero; hence resolution is now 
independent of diffraction [96]. The theoretical principles of STED microscopy were first 
introduced in 1994 by Hell and Wichmann [91]. 
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Figure 1.14: The principle of STED microscopy. (A) Jablonski diagram of the molecular states 
and transitions involved in STED microscopy. An excitation laser excites an emitter from the 
ground state S0 to s higher vibrational level of the excited state S1. The emitter can emit 
fluorescence from the lowest vibrational level of S1 by spontaneous emission. The emitter can emit 
fluorescence from the lowest vibrational level of S0 by stimulated emission. (B) Schematic 
drawing of a STED microscope. The excitation laser and STED laser are combined by dichroic 
mirrors and focused by an objective on the sample. A phase mask is placed in the light path of the 
STED laser to create a specific pattern at the objective focal point. A detector records the 
fluorescence. (C) Enhanced resolution with STED microscopy. In the xy plane, a doughnut-shaped 
STED laser is applied with the zero point overlapped with the maximum of the excitation laser 
focus. With saturated depletion, fluorescence from regions near the zero point is suppressed, 
leading to a decreased size of the effective PSF. Figure adapted from [97]. 

With STED microscopy, 50-70 nm resolution is commonly reached [8], while it is possible to 
reach much higher resolution under optimized conditions. When combined with time-resolved 
readout and computer algorithms for the fitting of point spread functions, STED has produced 
images with resolution down to 2.4±0.3 nanometers with NV centres in diamond [98]. Signal 
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levels and possibly specimen damage set the practical resolution limit. Moreover, the optical 
systems are much more complicated and expensive. 

Reversible Saturable Optical Fluorescence Transitions (RESOLFT): 

There are other mechanisms capable of suppressing undesired fluorescence emission other than 
stimulated emission. A more general scheme using reversible saturable or switchable optical 
transitions to achieve super-resolution has been formalized with the name Reversible Saturable 
Optical Fluorescence Transitions (RESOLFT) microscopy [99]. This concept makes use of 
fluorescent probes that can be reversibly photoswitched between a fluorescent on state and an off 
state, called the reversible switchable fluorescent proteins (rsFPs). 

 

Figure 1.15: RESOLFT with reversibly switchable proteins. Scheme of the switching of 
fluorescent state for RESOLFT imaging of the rsEGFP is depicted. Each step is performed with 
different colours and duration depending on the absorption spectra of both states of a chosen 
rsEGFP. Figure adapted from [100]. 

The gain in spatial resolution is achieved in the same way as in STED, which uses a depletion laser 
to drive fluorophores at the periphery of the excitation into the dark state by increasing the degree 
of saturation, I/IS. Unlike STED, which features a high IS value (~107 W/cm2) and thus requires 
an intense depletion laser (often> 109 W/cm2), RESOLFT nanoscopy requires a much lower 
laser intensity. This is because of the long-lived photoinduced off states, which also leads to a 
lower residual fluorescence level. The off state can be the triplet state as in ground state depletion 
microscopy, or the dark state of a reversibly photoswitchable fluorophore. The dark state includes 
isomerization states (cis-trans) or hydrated-dehydrated molecular configurations or other optically 
bistable transitions in fluorophores [9]. The saturation intensity can be reduced by ~103 compared 
to STED by using triplet off state [101] [102]. Alternatively, the switching between conformational 
fluorophore states [103] [104] [105] [106] gives a factor of > 106. Suitable candidates for 
saturable switches are encountered in photochromic compounds and photoswitchable GFP-like 
proteins [99] [103] [106], which could ultimately achieve super-resolution under realistic physical 
conditions. 
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Both RESOLFT and STED technique certainly requires scanning, but not necessarily with a single 
beam or a point-like zero. A point scanning technique compromises the temporal resolution, 
especially in the large field of view since the states of the rsFPs need to be populated and 
depopulated several times. The limited temporal resolution of STED and RESOLFT can overcome 
by using multiple zeros [107] [108] or dark lines [109] [110] in conjunction with conventional 
CCD-camera detection, provided the zeros or the dark lines are further apart from the minimal 
distance required by the diffraction resolution limit of conventional CCD camera imaging. 

Ground State Depletion (GSD) Microscopy: 

Ground State Depletion (GSD) fluorescence microscopy comes under the RESOLFT concept, with 
the potential of achieving far field lateral resolutions of 10-20 nm with low laser intensities 
compared to STED. The method was introduced by Hell [101]. The basic principle of GSD is 
based on the transitions that switch the fluorescence dyes to be in the fluorescent (on) and dark 
(off) states. The dark state employed is a long-lived state, say, for example, triplet state. 

GSD Microscopy uses a high-intensity doughnut light to transfer a majority of fluorophores from 
the excited state to a stable and a reversible dark state, triplet state T1. Triplet state has a lifetime 
in the range of a hundred milliseconds to several seconds. The single fluorophores that remain in 
the excited state are then stochastically emitted for a short time. The fluorescence signals produced 
by these fluorophores switching between dark and bright states are recorded over time. The high-
intensity excitation light is used in such a way that almost all fluorophores in the sample are turned 
dark, leaving only single, well-separated fluorophores emitting fluorescence, which is a 
requirement for the localization procedure. 

 

Figure 1.16: Switching a regular fluorophore using its dark states in GSD (optical shelving). 
Repetitive excitation (Exc) of the singlet ground state S0 to the first excited singlet state S1 elicits 
fluorescence (Flu) emission and switches a molecule to the triplet state T1 with long lifetime (τ). 

The position of individual fluorophores is determined in each image with nanometer resolution. 
Since only a few fluorescent molecules can be analyzed in each frame, it is necessary to acquire 
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thousands of images to detect the entire set of hundreds of thousands of fluorophores labelling a 
biological structure. This leads to imaging times in the range typically 2-10 min per super-
resolution image. 

For successful implementation, GSD microscopy requires either special fluorophores with high 
triplet yield or other metastable states. The broad range of fluorophores suitable for GSD imaging 
includes not only AlexaFluor 488, AlexaFluor 532, Rhodamins 6G, AlexaFluor 647, but also a 
range of Atto and Chromeo dyes. GSD could achieve a localization of about 7.6 nm for nitrogen 
vacancy in diamonds with doughnut beam intensity, ID = 910IS [111]. 

Saturated Structured Illumination Microscopy (SSIM): 

In SIM, the highest spatial frequency possible for the illumination beam determines how wide the 
objective passband of the imaging system can be enlarged. Unfortunately, the highest spatial 
frequency that illumination source can contain is itself limited by diffraction (f0 = 2NA λem⁄ ). 
This limits the resolution of SIM with linear photo-responses to about two times the diffraction-
limited resolution. The same nonlinear phenomena, saturation of the excited state is used to 
overcome this two-fold limitation, and the technique is called saturated structured illumination 
microscopy (SSIM) [10]. 

 

Figure 1.17: Comparison between SIM and SSIM. (A) Generation of the saturated excitation 
pattern. As the intensity of the patterned illumination beam is increased above the saturation 
intensity of the fluorophore, the effective excitation pattern will not remain sinusoidal. It will 
become flat, but without any fluorescence from the zero of the valley. (B) Multiplication of the 
saturated illumination pattern with the image gives Moiré fringes with higher-order spatial 
frequencies. Figure adapted from [38]. 
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The patterned illumination pattern is generated by the same way as for SIM, by interfering light 
beams from a single laser using a diffraction grating. Under strong excitation intensity, 
fluorophores will show the nonlinear optical saturation. This saturation leads to the clipping of the 
peaks of excitation pattern and therefore it becomes flat (Figure 1.17 A). However, the 
fluorescence emission is still absent from the zero points in the valleys. This gives the saturated 
excitation pattern (Figure 1.17 B). Thus, the role of nonlinear optical saturation is to generate high-
frequency harmonics into the illumination pattern, which contain spatial frequencies that are 
multiples of f1. 

 

Figure 1.18: Principle of SSIM. (A)The region of frequency space that is observable by 
conventional microscopy. (B) The illumination pattern has three frequency components: one at the 
origin (black) and two at ±f0(dark grey) as in SIM. Along with this, we have spatial frequencies 
at multiples of f0 under saturation. Theoretically infinite number of additional components appear 
in the effective excitation; the three lowest harmonics are shown here (light grey). (C) Observable 
regions for SSIM based on those three lowest harmonics. (D) Corresponding observable regions 
with illumination pattern rotated to different pattern orientations. With this much larger region of 
observable spatial frequencies, an increased spatial resolution can be obtained. Figure adapted 
from [10]. 

The saturated illumination pattern is now mixed with the high-frequency spatial features of the 
sample forming the Moiré fringes. Similar to SIM, the gridlines (saturated illumination pattern) 
are rotated several times to generate data for a single image, which is retrieved mathematically 
during post-acquisition processing (Figure 1.18). This process can effectively bring sub-
diffraction-limited spatial features into the detection range of the microscope. The resolution limit 
of SSIM is bounded by signal-to-noise ratio and the photostability of the fluorophores used. SSIM 
has demonstrated a 50 nm resolution for a bright and photostable DNA stain molecular probes that 
emit 50,000 photons per molecule [10]. 

Minimal Emission Fluxes (MINFLUX) Microscopy : 

MINFLUX is the newly developed fluorescence microscope that can optically separate molecules, 
which are only nanometers apart from each other [112]. They could achieve a lateral resolution of 
1 nm. Thus, this method achieves resolution more than 100 times better than conventional optical 
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microscopy and beat the super-resolution methods discussed before, like STED and 
PALM/STORM. 

MINFLUX took the advantages of STED and PALM/STORM in an entirely new thought. The 
doughnut beam in the STED microscope defines precisely the position in space where the 
corresponding fluorescing molecule is located. However, we need a high-intensity laser to confine 
the molecule in nanometer resolution at the doughnut center. On the other hand, the stochastic 
approaches like PALM/STORM switch the fluorophores on and off at random locations and at the 
single molecule level. Even though PALM/STORM is working at the single-molecule level, they 
do not know the exact position of the molecule in space. The position is determined by collecting 
as many fluorescence photons as possible on a camera and estimating the centroid of the 
fluorescence diffraction pattern. But, the unknown orientation of the fluorophore emission dipole 
limits in achieving molecular (one nanometer) resolution [113]. 

MINFLUX uses a doughnut-shaped laser beam, like STED, to determine the precise position of 
fluorophores and is randomly switched as in the case of PALM. Using the PALM principle, images 
can be taken with 100 times better resolution. In contrast to STED, doughnut beam is used for 
excitation, not for stimulated emission, and the molecule is excited only if it is on the doughnut 
ring. The emitter is probed with the local intensity minimum of doughnut beam, thereby minimizes 
the need of fluorescence photons for localization precision. Later, the maximum likelihood 
estimator (MLE) is used to locate the exact position of the molecule with high precision. 

MINFLUX offer faster acquisition and lower light signal as it works with a doughnut beam. So 
now, it is possible to record the fast occurring changes in molecules, with 100 times better temporal 
resolution than other super-resolution techniques. Added to that, MINFLUX can be used in 
combination with other super-resolution techniques like light sheet microscopy. However, there 
are some practical limitations for MINFLUX. The background and aberrations in the system can 
blur the intensity minima,  which defines the molecule. 

 

1.4 Three-dimensional super-resolution 
All these far-field fluorescence microscopic techniques discussed in the previous section have led 
to extensive improvements in image resolution, achieving a resolution of 20-30 nm in the lateral 
dimensions. However, to study coupling interaction between molecules, or between molecules and 
metallic structures, and for resolving most organelles and cellular structures, high-resolution in all 
three dimensions is required and it remains a challenge. With confocal or multiphoton microscopy, 
we can perform three-dimensional imaging, but with an axial resolution of about 500-800 nm, two 
or three times worse than the achievable lateral resolution. It is the 4Pi microscopy, which could 
achieve the best 3D resolution in light microscopy until lately with an axial resolution~100 nm. 
Here, in this section, we will show various optical imaging techniques exceeding conventional 
resolution in all three dimensions. 
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1.4.1 Three-dimensional imaging by single-molecule localization 

Astigmatism imaging: 

Stochastic optical reconstruction microscopy can be extended to three-dimension using optical 
astigmatism [114] [115]. An image with an axial resolution of 50-60 nm has been reported in the 
literature [75]. In this method (Figure 1.19), a cylindrical lens is placed in the imaging path to 
create two slightly different focal planes for the x and y directions. The lateral position of the 
fluorescent dye is then determined from the centroid of its image, by fitting a 2D elliptical Gaussian 
function. With the axial position, the ellipticity and orientations of a fluorophore’s image will vary. 
At the centre of the two focal planes, the image will appear round and on either side, it will be an 
ellipsoidal shape. From the fit of the images and the orientation of the ellipse, the z-position can 
be determined explicitly. 

 

Figure 1.19: Three-dimensional localization of individual fluorophores in 3D-STORM 
microscopy. A cylindrical lens is used to image a fluorescent dye at different axial planes and from 
the ellipticity of the image, the axial position is determined precisely. The right panel shows the 
image of a fluorophore at various z positions. Figure adapted from [75]. 

However, this better axial localization is achieved at the expense of fluorescence signal. The 
astigmatic PSFs expand in size with defocus, resulting in reduced signal levels. This will reduce 
transverse position sensitivity than a focused system. Therefore, in photon-limited applications, 
while defocusing, the signal is lost in the noise. 

Biplane Imaging: 

In biplane (BP)FPALM, a combination of double-plane detection scheme with fluorescence 
photoactivation localization microscopy (FPALM) is used to enable 3D-super localization with 
good speed or sensitivity. This can image thick samples over a depth of several micrometres with 
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a resolution of 25 nm laterally and 50 nm axially [79]. As the name suggests, it is a FPALM 
microscope with two axially separated parallel object planes (~ 350 nm away) that are imaged 
simultaneously, providing two sections of the PSF. In the detection path, the focused light is split 
by a NPBS cube and is directed towards an EM-CCD camera. This simultaneous detection of two 
planes has two significant advantages. First, the imaging process is hastened by making axial 
scanning unnecessary for volumes less than ~ 1μm thick. Second, it removes localization artefacts 
present in scanning-based systems caused by the rapid blinking and bleaching common to single 
molecules. By combining the signal from the two recorded sections of interest, a 3D raw data stack 
consisting of two planes can be reconstructed [116]. 

The lateral localization accuracy for the 3DSTORM method varies with the axial position for a 
depth of ~ 1μm. Therefore, for a homogeneous lateral localization, the depth range in such method 
must be in the range of ~ 500 nm. Moreover, since the orientation of the dipole also adds up to the 
ellipticity of the fluorescence image, the sensitivity of ellipticity to find the axial position is far 
less for it. On the other hand, the lateral and axial resolution values of (BP)FPALM do not have a 
dependence on the localization depth range of ~ 1 μm. Therefore, it is capable of 3D imaging of 
volumes ≤ 1 μm thickness without scanning. By taking multiple optical sections, it is possible to 
have a three-dimensional image of samples with higher depth range. A 3D imaging of a sample 
with a depth range of 4 μm is achieved with (BP)FPALM [79]. 

Double-Helix PSF imaging: 

In double-helical PSF imaging, the PSF is engineered to have a double helix (DH) shape along the 
z-axis of the microscope. The DH-PSF has two dominant lobes in the image plane, and the angle 
of the line connecting them with respect to the horizontal direction is related to the axial position 
of the emitter. This angular information can thus be used to extract the axial location of the emitters 
with high precision [117].  

 

Figure 1.20: Three-dimensional image of the (A) standard PSF and the (B) DH-PSF with the 
contour lines. The standard PSF barely changes along the focal region, beyond which the PSF 
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rapidly expands in size. The DH-PSF exhibits two lobes that continuously rotate along the axial 
(Z) dimension. Figure adapted from [118]. 

With sufficient fluorescence detected counts, on the order of 100-1000 per fluorescent probes, z-
resolution single fluorescent molecules in a thick sample are localized in single 500 ms 
acquisitions with 10 to 20 nm precision over a large depth of field (2 μm) by finding the centre of 
the two DH-PSF lobes [80]. 

iPALM: 

Interferometric photoactivated localization microscopy (iPALM) [108] is a combination of lateral 
PALM with single photon multi-phase interferometry. To adapt interferometry principle, iPALM 
make use of the interference of a single fluorophore with itself. To provide two paths for the 
fluorescent signal to traverse, iPALM use two opposing objectives one on either side of the sample, 
similar to 4π microscopy. This has the added benefit of accumulating almost all the emitted 
fluorescence from the sample, making it concretely photon-efficient technique. The signal from 
both objectives is recombined with a 3-way beam splitter (Figure 1.25) [119]. The 3-way beam 
splitter results in the self-interference of photons and produces three beams of varying intensities. 
The beam splitter then directs the beam to three synchronized camera simultaneously, producing 
interference images on each of them. The path length difference taken by the fluorescent photon 
while passing through the two objectives has a strong dependence on the relative single molecule 
fluorescence intensities seen by each camera. By standardizing a model fluorophore position 
against the image intensities in each camera, the axial position can be determined precisely. 

The iPALM approach yields an axial localization of about 10 nm for typical fluorescent probes, 
actually twice the lateral resolution, 20 nm [81]. This resolution capability offers to study the 
molecular scale architecture of a cell, including determination of 3D localization of specific 
proteins and their interaction. Although iPALM microscopy provides better axial resolution than 
other super-resolution methods that are based on biplane detection, or “engineered” point spread 
function techniques including astigmatic approach; several limitations remain. In addition to the 
requirement that the sample is sandwiched between two microscope objectives, the technical 
complexity of the iPALM experimental apparatus is high and is also limited in the available 
temporal resolution than other super-resolution modalities such as SIM. Also, due to opposing 
objectives, the thickness of the sample to be imaged should be less than 15 – 20 μm. These 
problems currently limit widespread adoption of this method. 
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Figure 1.21: Experimental setup of iPALM Microscope. The fluorescence photons from the 
sample are collected by the two objectives and will travel in the two paths depending on the 
fluorophores axial position. The two signals are then combined using a 3-way beam splitter which 
causes self-interference of the photons and produces three beams of varying intensities which are 
subsequently detected by CCD cameras. Figure adapted from [81]. 

 

1.4.2 Three-dimensional imaging using patterned excitation 

Selective Plane Illumination Microscopy (SPIM): 

Selective Plane Illumination Microscopy (SPIM) or light sheet fluorescence microscopy (LSFM) 
uses a light sheet to illuminate the sample from the side in a well-defined volume around the focal 
plane of the objective [120]. A cylindrical lens or a scanning laser beam in combination with an 
illumination objective is used to generate the light sheet. The light sheet has a hyperbolic profile. 
The sample is illuminated at the beam waist of the light sheet as shown in Figure 1.22. Thus, only 
the focal plane of the sample inside the light sheet is exposed to laser light and is imaged all at 
once by the camera. This reduces the photodamage and provides optical sectioning with high frame 
rates. The thickness of the light sheet and the NA of the objective defines the axial resolution. 

1.3 Three-dimensional super-resolution 
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Using a conventional wide-field technology, the fluorescent signal is collected by the objective 
aligned perpendicular to the plane of illumination. By moving the sample across the light sheet, a 
series of optical sections are imaged, which are then reconstructed to form three-dimensional 
images. Thus, SPIM allows imaging thick and live samples in three-dimensions for prolonged 
duration with excellent resolution while being minimally invasive. 

 

Figure 1.22: Illustration of light sheet fluorescence microscopy (LSFM) setup. The light sheet 
which is produced by a cylindrical lens is projected onto the sample from one side with an 
objective. The light sheet will illuminate the entire 2D focal plane. The fluorescent signal is 
collected by the objective placed perpendicular to the light sheet and the illuminated area is imaged 
all at once.  Figure adapted from [121]. 

The limitation of SPIM is that it requires complicated two-objective setup. Later, Galland [122] 
introduced the concept of single-objective SPIM (so-SPIM) (Figure 1.23). In soSPIM, light sheet 
is created by reflection from a 45⁰ mirror, and the fluorescent signal is collected through the same 
objective used for illumination. So-SPIM can produce 3D optical sectioning with capabilities 
ranging from single molecule detection at the cellular level to whole-embryo imaging. 
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Figure 1.23: Principle of so-SPIM Microscopy. The excitation beam entering an inverted 
microscope objective illuminates the sample after passing through a 45⁰ micromirror, forming a 
light sheet. The micromirror is mounted on the sample holder. Three-dimensional images are taken 
by translating the excitation beam along the mirror (∆x) and by positioning the objective in the 
axial direction (∆z). Figure adapted from [122]. 

Isotropic Single Objective (ISO) Microscopy: 

The 4Pi microscopy using two objective lenses facing each other can confine axial dimension three 
times narrower than that obtained with a single lens [68]. However, the complexity in adjusting 
the two objective lenses and two optical paths make the technique very difficult to implement. 
Isotropic single-objective (ISO) microscopy is an alternative approach to achieve the focal spot 
similar for 4Pi microscopy but using single objective lens [123] [124]. 

For ISO focusing, two modifications are made on the confocal microscopy. First, a phase-only 
spatial light modulator (SLM) is introduced between the dichroic mirror and the objective. The 
phase pattern on the SLM is such that the incident beam is shaped in order to focus simultaneously 
at two points (Figure 1.24.A). The phase pattern is calculated using electromagnetic time reversal 
theory [124]. By changing this pattern, it is possible to scan axially for about 10 μm, depending 
upon how far objective is optimized to focus from its focal plane. Second, a mirror is placed 
equidistant between the two focal points. This makes the light to focus at the first point and then 
reflected back by the mirror to overlap the second focal point with the first one (Figure 1.24.B). 
Similar to 4Pi microscopy, a quasi-isotropic central spot surrounded by side lobes are formed 
through the interference of the direct and mirror reflected field. The diameter of the spot is about 
λ 2⁄ , that is, super-resolved in the axial direction. This illumination scheme can also be 
incorporated with other imaging techniques in order to have three-dimensional super-resolution 
without much experimental complexity [125]. 

1.4 Three-dimensional super-resolution 
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Figure 1.24: (A) Experimental setup of the isotropic single objective microscope. (B) The concept 
of ISO focusing with mirror. Figure adapted from [123]. 

ISO Microscopy also suffers from the problems with the high sidelobes. Using high NA objective, 
the amplitude of the side lobes can be diminished to a large extent. Added to that, mechanical drifts 
of the mirror is critical for the experiment precision. This can cause deterioration in the PSF shape. 
However, it is found that measurements for 15 to 20 min can be taken without any PSF 
deterioration and without using any additional stabilizing system. 

3D STED Microscopy: 

Stimulated emission depletion (STED) microscopy allows far-field fluorescence imaging with 
diffraction-unlimited resolution. A helicoidal phase mask creates the most commonly used 
diffraction profile for STED. This gives a highly anisotropic effective PSF that is narrowed in the 
lateral (XY) plane but remains diffraction limited in the axial (Z) direction. Consequently, these 
STED images are super-resolved only in the lateral direction, but not along the axial direction. 
Later, STED is extended to three-dimensional (3D) imaging by incorporating certain modifications 
in STED microscopy, like PSF engineering, combining STED with axial superresolution 
microscopes like 4Pi microscopy, TIRF, etc. Here, I present different adaptations in STED 
microscopy which allows 3D superresolution. 

𝐢) 𝟒𝐩𝐢 + 𝐒𝐓𝐄𝐃: The elongation in the axial PSF of the STED can be reduced by employing 4Pi 
microscopy in combination with STED microscopy [126] [104]. The sample is placed at the 
common focus of two opposing lenses in a so-called “4Pi” geometry to reduce the focal spot size. 
This allows the creation of sharp central minimum in the axial direction of the depletion focus and 
has enabled 33 nm axial resolution [104]. However, this approach suffers from high experimental 
complexity. 
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ii) isoSTED: To generate an isotropic depletion profile, two depletion patterns featuring a common 
focal zero is utilized: one for lateral STEDxy and another for axial STEDz. The STEDxy beam is the 
usual doughnut-shaped generated using a helical phase mask and the STEDz beam is formed with 
a phase mask consisting of a central area with a π-phase retardation. Such a phase mask produces 
a ring-shaped profile in the focal plane and dark central field with symmetric bright spots along 
the optical axis [127] [128]. 

isoSTED provides a direct three-dimensional imaging of dense samples with a resolution of 43 nm 
in the lateral and 125 nm in the axial direction [129], well below the diffraction limit. However, 
the STEDz depletion profile exhibits axially repetitive interference minima above and below the 
focal plane. These sidelobes create artefacts, so-called ghost images, and degrade image quality. 
Deconvolution process [130] [131] can mitigate this phenomenon, but requires an additional image 
post-processing step and is limited to images with good signal-to-noise ratio. 

 

Figure1.25: Focal intensity distributions of excitation and STED beams. From left to right: 
Excitation, STED beam for lateral superresolution, STED beam for axial superresolution, and 
STED beam of isoSTED which is the combination of both lateral and axial STED beams. Figure 
adapted from [129]. 

iii) TIRF-STED: The major advantage of TIRF microscopy is that it can provide sub-diffraction 
axial sectioning by limiting excitation to the immediate vicinity of the sample-substrate interface. 
STED microscopy can be facilitated TIRF illumination to have 3D super-resolution, by combining 
the lateral resolution enhancement achieved by stimulated emission depletion with the optical 
section capabilities of total internal reflection [132]. This combination enables observation 
volumes of sub-100 nm diameter in all three dimensions. This decoupling of axial from lateral 
resolution improvement provides additional flexibility in instrument design. STED can be 
optimized solely for best resolution in the focal plane while TIR takes care of limiting observation 
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to the immediate vicinity of the coverslip. Because of the limited excitation to a small portion of 
the sample, TIRF-STED can reduce photobleaching of fluorophores and phototoxicity to living 
samples. Thus, the important potential advantages of TIRF-STED lies in imaging live samples. 
Nevertheless, TIRF-STED has the limitation that the strong axial confinement occurs only on one 
surface of the sample. 

iv) Double Helix-STED: DH-STED approach allows the discrimination of fluorescent emitters 
spaced closer than diffraction limit and the precise localization of individual emitters in the axial 
dimension with a resolution about 25 nm [133]. If the emitters are resolved by lateral 
superresolution, the DH-PSF can enable depth localization of the emitter with high, uniform 
precision through an extended depth of field, thereby providing axial information with a single 
lateral scan. However, the emitters separated axially by a distance closer than the conventional 
depth of focus cannot be distinguished laterally. This drawback is compensated by the simplicity 
and accuracy of the technique. 

3D-SIM: 

SIM can also be extended to three dimensions with a lateral and axial resolution of 100 nm and 
300 nm, respectively [134] [7] [60] [135]. This can be done by creating structured illumination 
pattern with the interference of multiple light sources in the axial direction [69], the lateral 
direction [7], or both [60], resulting in three-dimensional Moiré pattern. Similar to lateral SIM, 
multiple images are then acquired with illumination pattern at different phases and orientations, 
which then reconstructed to form a three-dimensional high-resolution image [58]. These 
microscopes are much simpler and cheaper than confocal ones. They do not require special 
fluorescent probes as in PALM or STORM or extreme light intensities as in STED. Moreover, 3D-
SIM is readily extensible to multicolor imaging. The drawback to this technique is that it uses a 
computer reconstruction algorithm that data collection can take a long time, which makes it too 
slow for live imaging. 

 

1.5 Conclusion 

The diffraction limit imposed by a conventional optical microscopy is no longer limiting our 
imaging tools. Super-resolution imaging techniques have developed based on the ability to control 
a small subset of fluorophores to fluoresce, while neighbouring fluorophores are forced to be in 
the non-fluorescent state. This can be achieved either by stochastically imaging or by patterned 
illumination. Stochastically imaging methods like PALM, STORM, uPAINT etc., are specific to 
certain types of photoswitchable and photoactivable proteins or dyes. They can improve resolution 
to tenths of nanometers. The patterned illumination techniques like STED, RESOLFT, etc., need 
photostable fluorophores and could achieve resolution of about few nanometers by increasing the 
excitation intensity well above the saturation intensity. 
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Thus, it is possible to visualize dynamic molecular structures, single molecules and nanostructures 
with a much higher resolution than the diffraction limit. There are still challenges to be faced to 
see features at their correct size and to study various nano-metric interactions. Thus, there needs 
further development in the field of super-resolution microscopy techniques. This PhD work is 
intended to develop a new super-resolution microscopic technique called ESSat Microscopy to 
study such dipole-dipole interactions. 
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Chapter 2 

 

Single Molecules at Low Temperatures 
 

Optical experiments at the single molecule level have grown over the past two decades into a very 
powerful technique with new and unexpected achievements in different fields of science. Different 
kinds of spectroscopy and microscopy techniques were employed to detect single molecules in the 
condensed phase at liquid helium temperature and room temperature. It was the revolutionary 
actions of Moerner [136] and Orrit [137] that laid the foundation for this research field. With the 
very rapid adoption by many other researchers, single molecule experiments have evolved to a 
new frontier in science with high impact in a broad range of disciplines, spanning from physics 
[138] to biology [139] [140], and including chemistry [141], material sciences [142] [143] and 
quantum optics [144] [145]. 
Single molecule detection allows the determination of their fundamental properties, such as their 
energy levels and transitions [146] [147] [148]. It is also possible to find the symmetry and 
deformations of molecules by studying the Stark effect in such systems [149] [150]. In addition, 
several photophysical properties of single molecules like spectral shifts, blinking dynamics, 
lifetime variations and polarization changes that are extremely sensitive to their local nano-
environments could be studied [146] [147]. 

Single-molecule spectroscopy and microscopy have allowed a reconsideration for long-standing 
questions in biophysics, biochemistry, and biology [151] [152]. They give to scientists the 
opportunity to look at and study conformational dynamics and interactions of an individual 
molecule in biological processes, through the labeling of biomolecules, which cannot be studied  
on the bulk scale [64]. The motion and action of several types of proteins can be followed at the 
single protein level. More and more, we are getting closer to following the action of single 
molecules directly in living cells. 

Single molecules were also used as single photon sources for potential applications in quantum 
cryptography and quantum computation [153] [154]. They were also used as point-like probes in 
optical microscopy [155] local reporters of position [156] and for observing magnetic resonance 
transition [157] [158]. 
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Another important role of single molecule is in the development of nanoplasmonics.  Plasmonic 
particles improve the single molecule response and can control the emission characteristics [159] 
[160] [161]. All these experiments show that the near-field interaction between metallic 
nanostructures and single emitters is of huge benefit to enhance the detection sensitivity. 

Finally, there are several recent research works on the investigation of the nonlinear response of 
single molecules. Coherent nonlinear interactions between single molecules and light fields with 
lower intensities down to few photon levels have been reported [162]. This leads to the advent of 
coherent nonlinear spectroscopy of a single molecule, which allows optical switching with 
minimal photons and are thus favorable for applications in quantum engineering [163]. Moreover, 
a nonlinear localization microscopic technique based on Rabi oscillations of single emitters 
showed superior localization accuracy as well as higher acquisition speed, compared to 
conventional linear schemes [164]. 

 

Figure 2.1: Some scientific problems in physics, chemistry, and biology that have explored with 
single- molecule spectroscopy and microscopy. 

This chapter deals with the properties of single molecules embedded in solid at low temperature. 
The importance of detecting single molecules will be discussed in section 2.1. In section 2.2, I will 
introduce the energy level scheme of a single molecule in a solid matrix and the important physical 
principles that allow getting down to the single-molecule level. Later in section 2.3, the methods 
of single molecule detection are detailed. After that, saturation of single molecule is explained with 
emphasize on the saturation parameter in section 2.4. This is followed by the different molecular-
matrix systems suitable for single molecule detection in section 2.5. Finally, in section 2.6, I will 
list out the different photophysical phenomena that are relevant to single molecules. 

 

2.1 Introduction 
In 1989, W.E Moerner and L. Kador [136] detected single molecules embedded in the condensed 
phase at liquid helium temperature (T = 2 K) for the first time. They detected single pentacene 
molecules in a p-terphenyl crystal using a sophisticated frequency double modulation absorption 
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spectroscopy. Soon after in 1990, M. Orrit and J. Bernard [137] introduced single molecule 
detection by fluorescence excitation, which offers excellent signal-to-noise ratio. The latter method 
becomes the standard technique as it is easier to perform and detection of single molecules is 
straightforward. 

Single-molecule experiments completely remove the traditional ensemble averaging over large 
populations of molecules probed at the same time. This allows studying the individual behavior 
and fluctuations on a molecule-by-molecule basis, which is completely obscured by conventional 
measurement techniques: fluctuations in photon counts, photon antibunching, blinking, quantum 
jumps, spectral jumps, etc. Studies of these fluctuations give us the relevant information about the 
dynamical processes arising in the condensed phase as well as the distribution of molecule’s local 
environment. Thus, single molecules can be used as nearly point-like reporters of their nano-
environment. In this respect, single molecule detection has opened up a qualitatively new field of 
research. 

 

Figure 2.2: (A) Schematic of an optical beam pumping a single resonant molecule, which 
subsequently removes photons from the excitation beam and emits fluorescence. Figure adapted 
from [47]. (B) A two-dimensional image of single molecules of pentacene in a p-terphenyl crystal 
at T= 1.5 K excited with a single mode laser. Figure adapted from [165]. 

In fluorescence excitation microscopy, a single molecule is probed by exciting the molecule of 
interest at its resonant wavelength using a laser beam, and the resulting transitions to the vibrational 
levels of the ground state are detected. The scattered excitation light is blocked by using sharp-
edged filters. By scanning the frequency of the excitation laser and recording the number of 
fluorescence photons emitted, the images of the single molecule can be recorded directly. But 
molecules are usually hidden deep in a condensed phase solid and they are bathed in the phonon 
vibrations of the solid. Therefore, molecules interact with the electric, magnetic and the random 
stress and strain fields of the host matrix. Thus, single-molecules have to be detected from billions 
to trillions of solvent or host molecules and in the presence of measurement noise. This is possible 
by exploiting certain optical properties of fluorescent molecules at low temperature, detailed in the 
next section. 

2.1 Introduction 
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2.2 Physical principles 
2.2.1 Jablonsky Diagram 

There are two important factors, which facilitate single molecule microscopy and spectroscopy at 
low temperature, known as inhomogeneous broadening and peak absorption cross-section. To 
understand these factors, we need to look at the energy level scheme of single molecules embedded 
in a matrix. Figure 2.3 shows the energy level diagram of a molecule, known as the Jablonsky 
diagram [166] [167]. 

 

Figure 2.3: Jablonski diagram of a single molecule embedded in a host matrix. The thickest lines 
indicate the lowest energy levels of each state. The set of ν -lines represent vibrational levels. The 
thinnest lines denote the phonon states of the host. The radiative transitions are shown with solid 
lines. Inter-system crossing (ISC) transitions, internal conversion (IC) and vibrational relaxation 
are shown with dotted lines. ν- frequency of the absorbed laser light, ν0- frequency of the purely 
electronic transition (zero-phonon line).  k21,  k23 and k31 are the rates of the singlet-singlet, 
singlet-triplet, and triplet-singlet transitions, respectively. 

It is modeled by a three-level system consisting of electronic singlet ground state S0, first electronic 
singlet excited state S1, and the lowest triplet state T1. Each of these states possesses vibrational 
levels on top. Since these molecules are embedded in a solid-state matrix, there are no rotational 
levels. The assumption that the molecule is in the electronic and vibrational ground state prior to 
laser excitation holds at low temperature, where no other states are thermally populated. Various 
transitions are possible. Solid arrows indicate the radiative transitions and dashed arrows the non-
radiative ones. In the experiments presented in this work, the molecule is excited from the lowest 

Chapter 2. Single Molecules at Low Temperature 



45 
 

vibrational level of S0 to the lowest vibrational level of S1, i.e. S0
ν=0 →  S1

ν=0. This purely electronic 
transition is referred as the zero phonon line (ZPL) [47]. 

The population of lattice vibrations (phonons) have a strong dependence on temperature. At liquid 
helium temperature, the probability to absorb on electronic transitions without involving phonons 
is maximal. Dephasing process of the transition dipole due to phonons also vanish, resulting in a 
sharp and intense zero-phonon-line (ZPL), whose linewidth is given by the excited state’s lifetime 
and is of the order of Γhom ~10−3cm−1. This linewidth is called the homogeneous linewidth. Thus, 
the ZPL provides the intrinsic characteristics of an individual impurity molecule. 

The excitation lineshape is also composed of vibronic replica and phonon side bands (PSB) [168] 
which arise from the direct electron-phonon coupling (see Figure 2.4).  The phonon sideband is 
shifted to a higher frequency in absorption and to a lower frequency in fluorescence. The phonon 
wings at low temperature commonly stretch to ~ 100 cm−1, five orders of magnitude broader than 
that of ZPL. Thus, PSB will not show up in the typical scan range of a single molecule excitation 
spectrum. The distribution of the phonon sideband depends on the electron-phonon coupling, and 
is represented by the Debye-Waller factor (αDW) [169] [170]. The Debye-Waller factor is a 
measure of the relative intensity distribution of the zero-phonon line and the phonon sideband, and 
is written as, 

αDW =  
IZPL

IZPL + IPSB
. 

 

Figure 2.4: Schematic absorption spectrum of a single molecule at low temperature showing zero 
phonon line (ZPL) and one vibronic band. 

The temperature and the properties of the molecular-matrix system determine the value of the 
Debye-Waller factor. It decreases exponentially with temperature and achieves its maximum value 
at T ≤ 2 K, of the order of 0.25 for aromatic molecules in molecular crystals. 

(2.1) 

2.2 Physical principles 
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The internal vibration contribution results in another factor called the Franck-Condon factor (αFC) 
[171] [172] [173]. It is the nuclear term determined by the intermolecular properties, and it 
expresses the transition probabilities between vibrational levels of two electronic system. It implies 
that any transition from the ground state to the excited state undergoes no momentum transfer, i.e. 
the normalized molecular coordinate is not changed, and the transition proceeds vertically. 

For rigid molecules, the geometry change in the molecular system is small between the ground 
state and the excited state, and so the Debye-Waller factor and the Franck-Condon factor are 
maximized. 

Other optical transitions exist from the lowest vibrational level of S0 to the higher vibration levels 
of S1, i.e. S0

ν=0 →  S1
ν≠0. The vibronic levels S1

ν≠0 have a very short lifetime in the picosecond 
timescale. Therefore, a rapid non-radiative relaxation brings the molecule into the lowest 
vibrational level of S1, from which it will decay radiatively back to S0. The linewidth of a vibronic 
transition is typically of the order of 1 cm−1, three orders of magnitude broader than that of the 
zero-phonon line. 

There are three decay channels from the vibrational ground state of the first electronically excited 
singlet state S1. The molecule can decay back to the S0

ν=0 by emitting a photon with the same 
energy as the absorbed photon, called the “resonance fluorescence”. Alternatively, decay via the 
very short-lived (τ ≈ ps) vibrational levels to the higher vibrational level of S0, by the emission 
of a red-shifted photon, is called the “Stokes-shifted fluorescence”. Further relaxation from this 
level to the vibrational (and electronic) ground state releases further energy from the molecule, 
which usually emitted as heat or phonons. The third way of decay is by the non-radiative transition 
to the triplet state T1 via intersystem crossing (ISC) with a probability of about 10−6 (this will vary 
from system to system). This transition is accompanied by a change of spin of the promoted 
electron and referred to as the intersystem crossing (ISC). The change of spin is quantum 
mechanically forbidden in the electric dipole approximation [174]. Nevertheless, there is always a 
weak interaction of the wave functions of different multiplicities making a transition between 
singlet and triplet possible. This effect called spin-orbit coupling is weak in hydrocarbons. 
Therefore, the triplet state has a relatively long lifetime ranging from micro to milliseconds. 
Radiative relaxation from T1 to S0, called phosphorescence, is also weakly allowed. Thus, the 
molecule can be considered as “dark” for the time it is in the triplet state. Suitable candidates for 
single molecule spectroscopy and microscopy, therefore, must fulfill the requirement that k23 k21⁄  
and k23 k31⁄  are small. For instance, for the terrylene molecule in p-terphenyl crystal, typically 
k23 k21⁄ = 10−6 and k23 k31⁄ = 0.27 [149]. In the present work, triplet transitions are not relevant 
in the description of the optical properties of single molecules and therefore neglected in all 
upcoming descriptions. 

 

2.2.2 Inhomogeneous Broadening 

At liquid helium temperatures, dephasing of the transition dipole owing to the phonons is 
drastically reduced. Thus homogeneous width of the ZPL approaches the lifetime-limited value of 
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some tens of MHz [175]. The quality factor of such a narrow transition is very large, nearly 108. 
This extremely high-quality factor of single-molecule lines in solids leads to exquisite sensitivity 
to nanoscopic changes in the molecular environment [176] [177]. Thus, a small defect in the matrix 
environment or other inhomogeneities such as stress, dislocations, point defects or statistically 
varying electric fields modifies the energy required for an electronic transition in each molecule, 
producing a detectable shift of their resonance frequency, even if the molecules are chemically the 
same. The resulting distribution of this homogeneously broadened absorption lines is called 
inhomogeneous broadening [149]. This situation is depicted schematically in Figure 2.5. Because 
of the collective, statistical nature of the molecules, the inhomogeneous broadening has a Gaussian 
shape. It may amount to FWHM of νinhom  ≈  102 − 103 cm−1 (3 − 30 THz) in disordered 
solids like glassy solutions or polymers, and only a fraction of a wavenumber (less than 1 GHz), 
for unstressed sublimated crystals, where all impurities have very similar environments [178]. 
Several combinations of molecules and host materials are known in which single molecule lines 
can be observed [179] [148]. 

 

Figure 2.5: Schematic representation of an inhomogeneously broadened absorption band of dopant 
molecules in a solid at low temperatures. The inhomogeneous band is composed of the 
contributions of homogeneously broadened absorption lines of all molecules. The distribution of 
center resonance frequencies caused by random strains and imperfections in the solid as shown in 
the upper right corner. Figure adapted from [180]. 

The ZPL Lorentzian lineshape for a single molecule fluorescence excitation can be written as 
[181]: 

I(ν) =  I(ν0)
∆νhom

2 4⁄

(ν − ν0)2 +  (∆νhom
2 )

2, (2.2) 

2.2 Physical principles 
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where I(ν) is the radiation intensity at ν, I(ν0) is the maximum intensity which corresponds to the 
intensity at the resonance frequency (ν0) and ∆νhom denotes the full width at half maximum 
(FWHM) of the homogeneously broadened Lorentzian lineshape. Figure 2.6 shows the 
fluorescence excitation spectrum of terrylene molecules in a p-terphenyl single crystal at 1.8 K. 
The spectrum shows many distinct Lorentzian spectra, each of them representing single molecules. 

 

Figure 2.6: Fluorescence excitation spectrum at 1.8 K of terrylene in a p-terphenyl single crystal 
in the spectral region of site X2 (~ 578.5 nm). The narrow features are the excitation lines of single 
terrylene molecules. Figure adapted from [149]. 

All processes that lead to a broadening of a single emitter define the homogeneous linewidth. To 
determine the homogeneous broadening in the frequency domain, we correlate the linewidth of the 
transition to the lifetime of the upper state: 

∆νhom =
1

πT2
=

1
2πT1

+
1

πT2
∗. 

Here T1 represents the decay time of the excited state (fluorescence lifetime), T2 the total dephasing 
time of the optical transition and T2

∗ the pure dephasing time. T1 is essentially independent on 
temperature while T2

∗ shows a strong dependence on temperature. The actual value of T2
∗ at a given 

temperature depends on the excitation of low-frequency phonons that couple to the electronic 
transitions of the dye molecule. At low temperature (T≤ 2K) and in crystalline matrices, T2

∗ 
approaches infinity and does not contribute to the linewidth, as host phonons and local modes are 
mostly quenched. Thus, the linewidth is solely determined by the lifetime of the excited state and 
is called the natural linewidth ∆νnat. 

∆νnat =
1

πT2
=

1
2πT1

. 
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This is the fundamental lower band for the linewidth and can be as narrow as few tens of MHz. 

 

Figure 2.7: Experimentally obtained temperature dependence of three different DBATT molecule 
in an octadecane host matrix. (A) The fluorescence excitation spectrum for two different 
temperatures, 2.4 K (black curve) and 2.8 K (red curve). With 0.4 K change in the temperature, 
we can see the broadening of the linewidth as well as a very noticeable frequency shift between 
the lines. Two molecules are blue shifted, and one is red shifted with increasing temperature. (B) 
Dependence of the frequency shift with respect to temperature for a single molecule. The molecule 
(marked by * in A) shows a shift of  ~ 105 MHz with 0.4 K temperature rise. Excitation intensity: 
110 W cm2⁄ . 

An increase in temperature activates phonon modes of the matrix and the low frequency molecular 
vibrations and thus strongly affects T2

∗. This leads to a broadening and a frequency shift of the 
homogeneous absorption line. From Figure 2.7, the dramatic broadening of the linewidth of single 
DBATT molecules in octadecane host matrix is clearly visible, when the temperature raised from 
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2.4 K to 2.8 K. The maximum signal from the molecule also decreases correspondingly. The 
temperature dependence study of the optical linewidth and frequency shift of individual molecules 
[182] [183], shows that the increase in linewidth is exponentially activated with temperature. With 
regard to the frequency shift, we have observed molecules shifting to lower frequency as well as 
molecules shifting to higher frequencies. 

 

2.2.3 Peak absorption cross-section 

A central role in single molecule experiments in solids is played by the peak absorption cross-
section of the guest molecule on the ZPL [183]. It explains the huge signal of single molecules 
above the background. It is defined as the effective area of a homogeneous incoming beam from 
which the molecule will absorb every photon. In the limit of low laser intensities, the absorption 
cross-section at resonance σ of the zero-phonon line of single molecules in a solid can be written 
as, 

σ = αFCαDW
3λ2

2π
 

T2

2T1,rad
 cos2θ, 

where λ is the wavelength and  T1,rad the radiative lifetime of the excited state. αFC and αDW are 
Franck-Condon and the Debye-Waller factors. The cos2θ factor takes into account the angle θ 
between the transition dipole moment and the laser-field polarization. 

The peak absorption cross section has an inverse dependence on νhom, so that the narrow linewidth 
of a ZPL translates into a very large peak absorption cross section. For allowed transitions of rigid 
molecules, the value of σ becomes extremely large, approaching the ultimate limit of 3λ2/2π. 
Taking the value of Debye-Waller factor as 0.1 for DBATT molecule, we get the absorption cross-
section at low temperature as 1.6 × 10−10 cm2 at λ = 589 nm. Therefore, typical values of the 
absorption cross-section of a single molecule at 2 K are at the order of 10−10 cm2. They are about 
106 times larger than the absorption cross-section of dye molecules at room temperature, which is 
about 10−16 cm2.  Moreover, they are four orders of magnitude larger than the physical area of the 
single molecule. Thus, even though any dimension of a single molecule is much smaller than the 
optical wavelength, the effective area of the molecule for optical absorption is huge, almost as high 
as the squared wavelength of light. 
 
 
2.3 Single Molecule Detection 
Detecting single molecules requires methods that are both sensitive and selective. The method 
used must effectively detect the single molecule of interest while eliminating all background 
sources. By exploiting the inhomogeneous broadening and peak absorption cross-section at low 
temperature, we can quickly detect single molecules from the collection of millions of host 
molecules and other impurity molecules in the sample. Either one of the two methods or their 
combination can achieve this. The two approaches include spatial selection and spectral selection. 

(2.5) 
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In both cases, the fluorescence from a single molecule can usually be detected with a signal-to-
noise ratio limited by shot noise. 

• Spatial selection: The sample is diluted such that the number of molecules is reduced in the 
observation space to about 10−9 mol/L, so that single molecules can be addressed by confocal 
fluorescence microscopy. The laser beam is focused into a diffraction-limited spot to facilitate 
the spatial selection of single molecules. 

• Spectral selection: At liquid helium temperatures, the entire sample spectrum consists of single 
absorber lines which are about 103 − 104 times narrower than the whole spectrum (depending 
on the molecule-matrix system). Individual molecules in the sample can then be selectively 
excited by the use of a single-mode tunable laser (with a line much narrower than the molecular 
linewidth). By scanning over the wings of the inhomogeneously broadened line, we can 
spectrally select single molecules with much ease. However, some form of spatial selection 
should be employed to reduce the probability that more than one molecule will be in resonance 
with the laser. 

 
Figure 2.8: (A) Confocal fluorescence microscopy raster scan of single DBATT molecules in an 
octadecane matrix at T= 2 K, recorded for an excitation intensity, I = 50 W/cm2. Scale bar: 2 μm. 
(B) Fluorescence excitation spectrum of single DBATT molecule in an octadecane matrix at 2 K 
with a lifetime limited linewidth. T= 2K. Excitation Intensity = 2 W cm2⁄ . 

 

2.4 Optical saturation of single molecules 
Under low excitation intensities, the number of photons absorbed by a molecule varies linearly 
with the excitation intensity. When the excitation intensity is increased, the molecular signal will 
saturate gradually. Once the molecule is fully saturated, it will not absorb more photons with the 
further increase in the excitation intensity. The signal from the molecule thus changes nonlinearly 
with the intensity. The intensity at which the signal is half of the fully saturated signal is called the 
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saturation intensity. It depends on the molecule as well as its orientation in the matrix. Thus, 
saturation data provide valuable information on the three-dimensional orientation of the transition 
dipole moment of a single molecule [184]. 

The analytical expression describing the population and coherence dynamics of a single molecule 
can be obtained by solving optical Bloch equations [185] [186]. For a single molecule at low 
temperature, three electronic states are relevant: the ground singlet state S0, the excited singlet 
state S1, and the first triplet state T1. The non-radiative transitions between the vibrational sub-
levels of the electronic states are very fast. Therefore, we are allowed to replace the vibrational 
multiplicities of the ground singlet state by their lowest levels. Triplet state will not be considered, 
since ISC can be neglected for well-chosen molecules. Accordingly, we have the density matrix, 
ρ for our two-level system as, 

ρ = [
ρ11 ρ12
ρ21 ρ22

], 

where ρ11 is the ground state population, ρ22 is the excited state population, and ρ12 and ρ21 
describe the molecular coherence related to the dipole. In the rotating frame, the time evolution of 
the matrix elements for a two level system will turn from the optical Bloch equations as: 

dρ11

dt
=  Γρ22 +

1
2
iΩ(ρ21−ρ12), 

dρ22

dt
= −Γρ22 −

1
2
iΩ(ρ21−ρ12), 

dρ12

dt
=

1
2
iΩ(ρ22−ρ11) − (iδ +

Γ
2
)ρ12, 

dρ21

dt
= −

1
2
iΩ(ρ22−ρ11) − (iδ +

Γ
2
)ρ21, 

where Ω is the Rabi frequency, ℏΩ = |μ12. E0|, μ12 is the transition dipole moment of the 
molecule, E0 is the electric field at the position of the dipole emitter, Γ = 1/2πT1 is the radiative 
decay rate and δ is the laser’s detuning with respect to the molecule’s resonance, δ = ω − ω0, 
where ω is the laser frequency, and ω0 is the resonance transition frequency of the molecule. In 
the limit t ≫ 1 Γ⁄  the populations reach their steady-state values, where, ρ11̇ = ρ22̇ = 0. The 
steady-state solution of the Bloch equation gives us the population of the excited state: 

ρ22 =
|Ω|2
4

δ2 + |Ω|2
2 + Γ2

4

=
1
2
 

s
1 + s

 , 

where 

s =
|Ω|2
2

δ2 + Γ2

4

 , 

(2.7) 

(2.9) 

(2.8) 

(2.6) 
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is the saturation parameter. Thus the excited state population is at most 1 2⁄ , which is approached 
in the saturation limit (s ≫ 1). From the Equation (2.9), we can write the on-resonance saturation 
parameter as, 

s0 = s(δ = 0) = 2
|Ω|2

Γ2 =
I
IS

 . 

Considering I = cε0E0
2/2, as the intensity of the excitation laser and the expression for the 

radiative decay rate in vacuum, 

Γ = 
ω0

3μ12
2

3𝜋ε0ℏ𝑐3 , 

one finds, 

IS =
hν

2σ(0)T1
 , 

is the saturation intensity, I = cε0E0
2/2 is the intensity of the excitation laser, and σ(0) is the cross-

section at low light intensity. The dependence of the absorption cross-section on the excitation 
intensity of the molecule is given by: 

σ(I) =  
σ(0)

1 + I IS⁄  . 

The steady state solution for the intensity of the red-shifted fluorescence shows a Lorentzian 
shaped resonance line with a maximum intensity 

R(I) = R∞
I IS⁄

1 + I IS⁄  

and the full width at half maximum 

∆νhom(I) =  ∆νhom(0)√1 + I IS⁄  . 

We have experimentally studied the optical saturation of single molecules. Figure 2.9 shows the 
nonlinear fluorescence saturation of a DBATT molecule embedded in an octadecane matrix. 
Fluorescence excitation spectra for different excitation intensities ranging between 0.01 kW/cm2 
to 1.28 kW/cm2 are plotted. The increase in the linewidth, as well as the saturation of the signal, 
is visible with an increase in the excitation intensity. The saturation intensity of different single 
molecules at low temperature is usually between 1 W/cm2 and 5 W/cm2, and the homogeneous 
linewidth is in the range of 20-50 MHz. The variation in the homogeneous linewidth is due to their 
local nano-environment, which is specific for each molecule and reflects residual spectral diffusion 
or dephasing processes. The saturation intensity strongly depends on the molecular orientation 
with respect to the laser polarization. It is typically 105 times lower at 2K than that obtained at 
room temperature. 

(2.10) 

 (2.11) 

(2.13) 

(2.14) 

(2.15) 

 (2.12) 
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Figure 2.9: Fluorescence excitation spectra of single DBATT molecules in an octadecane matrix 
at 2 K for different excitation intensities varying from 0.01kW/cm2 to 1.28 kW/cm2. The nonlinear 
saturation of the signal and the broadening of the linewidth is clearly visible from the spectra. 

Figure 2.10 (A) shows the experimental evolution of the full width at half maximum of a DBATT 
molecule in an octadecane matrix with the excitation intensity. Blue circles indicate the data points. 
The solid black line shows the fit of the experimental data points with Equation 2.15, yielding the 
homogeneous linewidth, ∆νhom(0) = 25 MHz and the saturation intensity, IS = 120 W/cm2. 
Figure 2.10 (B) shows the evolution of the fluorescence signal of the same molecules as a function 
of the excitation intensity. Fitting with Equation 2.14 yields the same saturation intensity as before. 
This high saturation intensity is due to the dipole orientation of the molecule. 
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Figure 2.10: Experimental data showing the nonlinear optical saturation of a single molecule 
fluorescence at 2 K. (A) Broadening of the linewidth with excitation intensity. (B) Saturation of 
the fluorescence signal with excitation intensity. The circles indicate the experimental data and the 
solid lines show the fits with Equation 2.15 (A) and 2.14 (B). 

 

2.5 Molecule-matrix systems 

Another essential requirement for single molecule spectroscopy is the selection of appropriate 
guest-host systems [179] [148]. The most common guest impurity molecules are from the class of 
rigid conjugated hydrocarbons like pentacene, perylene, terrylene, tetra-butyl-terrylene, 
diphenyloctatetraene, dibenzoterrylene and dibenzanthanthrene (DBATT). Figure 2.11 shows 
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their chemical structures. These molecules have strongly allowed singlet-singlet transitions and 
excellent emission properties, i.e. a quantum efficiency approaching unity.  Moreover, because of 
their rigid, planar aromatic structure, they have reduced intersystem crossing rates and large triplet 
decay rates, which minimizes the triplet bottleneck. Triplet bottleneck results in premature 
saturation of the emission rate from the molecule and reduction of the absorption cross-section. 
Such aromatic molecules also feature the weak Franck-Condon distortion required to guarantee a 
strong electronic transition. Also, the large aromatic hydrocarbons (except ‘e’ and ‘f’) place the 
lowest electronic transition in the mid-visible. 

 

Figure 2.11: Structures of some of the molecules that have been studied by single-molecule 
experiments. (A) Pentacene, (B) perylene, (C) terrylene, (D) tetra-t-butyl-terrylene, (E) 
diphenyloctatetraene, (F) dibenzoterrylene and (G) dibenzanthanthrene (DBATT). 

The host material is decided by the need to maintain a weak electron-phonon coupling, an excellent 
photostability for the fluorescent molecule as well as a weak spectral hole burning. In addition, it 
should be unaffected by the excitation and emission wavelength of the impurity molecule under 
study. The host matrix suitable for a particle molecule may not fit for others. Single crystals are 
often stable matrices, as they have a regular well-defined structure. Therefore, impurity molecules 
in such crystals all have a very similar local environment of matrix molecules. On the contrary, 
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polymers have a very irregular structure. This leads to variations in the local environment of the 
guest molecules and in this case, the interaction strength between the molecules and their local 
environment is spread. The most commonly used alkane host matrices include hexadecane, 
octadecane, nonane, and tetradecane. They yield relatively stable single-molecule spectra, with a 
slow, light-driven spectral shifting in several cases. 

 

2.6 Photophysical features of single molecules 

There are different single molecule signatures, which do not have a counterpart on large ensembles. 
These effects give us the verification of single molecule detection. Such effects can be investigated 
by studying the interaction between single quantum systems and coherent light. In this section, we 
will see some of such peculiarities shown by single molecules. 

 

2.6.1 Blinking 
One of the first effects reported when single fluorophores were studied was the emission of 
fluorescence in bursts rather than continuously [187] [188]. This blinking is almost invariably 
observed [189] in all kinds of fluorophores including fluorescent proteins [190] and under diverse 
environmental conditions and has, therefore, become one of the assurances of single-molecule 
observation. The blinking is attributed to temporal transitions of the molecule to non-fluorescent 
dark states and has been examined regarding the on and off time histograms as well as by 
correlation analysis of the fluorescence emission. These studies have shown that transitions to and 
from dark states occur on a large range of timescales, i.e. from microseconds up to minutes [190]. 
Depending on the nature of these non-fluorescent states, several mechanisms have been proposed 
and have been supported by experimental evidence. 

One of the most obvious dark states is the triplet state T1, which is populated through intersystem 
crossing [191]. If the dark state lasts for more than 100 ms, it cannot be explained with regard to 
triplet formation, but is claimed to be due to intermolecular energy transfer or to photochemical 
changes like photo-induced isomerization [192], conformational changes or reversible oxidation 
[193]. These processes may also be responsible for spectral diffusion [194] and spectral jumps 
[195] that are frequently observed in single-molecule fluorescence experiments. 

 

2.6.2 Spectral Diffusion 

Spectral diffusion is the time-dependent fluctuation in spectral features of a single molecule that 
shifts its center resonance frequency [165]. This is due to the configurational changes in the local 
environment, which affect the electronic transition frequency through the molecule-matrix 
coupling. A theoretical study of the spectral diffusion trajectories postulated specific defects that 
can produce this behavior [196] [197], confirming the relevance of single molecule experiments 
for probing the local nano-environment. Spectral shifts are observed for all type of hosts including 
crystalline, polymers and polycrystalline Shpol’skii matrices. 
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2.6.3 Photobleaching 

Photobleaching is the light-induced destruction of fluorophores, which is a serious problem while 
imaging samples for long duration or when high powers are required. It leads to an abrupt and 
irreversible termination of the fluorescence emission from a single molecule. One step-
photobleaching is a peculiar property of single molecules, because, if there were more than one 
molecule, a gradual reduction in the signal would be expected as individual molecules bleached 
away. There is zero photobleaching for single molecules at 2K. Although the mechanism of 
photobleaching is not entirely understood, it is thought that it involves electronic transitions to 
triplet states because triplet states have longer lifetimes and are more reactive. Another assumption 
is that it is due to photo-oxidation by highly reactive singlet ( ∆g 

1 ) oxygen [198]. To prevent 
reactions with oxygen, anti-photobleaching agents can be introduced to reduce the amount of 
oxygen in the sample. However, many of these are toxic to live cells. 

 

2.6.4 Photon antibunching 

Photon antibunching is a phenomenon arising from the fact that one fluorophore emits only one 
photon at a time [199]. For a single molecule system, the detection of a photon emitted projects 
the molecule in the ground state. The molecule needs to be re-excited before a second photon can 
be detected. Thus, there is a finite time delay between photon emissions. This characteristic 
property of single photon source is called photon antibunching. 

Since the probability of detecting two photons simultaneously is lower than the probability of 
detecting them at different times, the second order correlation function [200] defined by 

g(2)(τ) =
〈I(t)I(t + τ)〉

〈I(t)〉2
 , 

follows the inequality: 

g(2)(0) < g(2)(τ). 

Furthermore, for the case of a beam consisting of individual photons stemming from a single 
molecule, there will be a no-event observation at τ = 0. This leads to the non-classical result of 
g(2)(τ) = 0. In the case of a source formed by a pair of single-photon emitters, the value of g(2)(0) 
becomes 0.5 [201]. Thus, an antibunching dip g(2)(0) < 0.5 is a conclusive signature of the 
quantum nature of light arising from a single emitter. In practice, g(2)(0) does not reach zero due 
to stochastic (poissonian) noise. 
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Figure 2.12: g(2) function for a single-photon source under continuous excitation. The graph shows 
a dip with a zero value at zero time delay, which is a clear signature of photon antibunching. A 
Hanbury-Brown and Twiss interferometer is used to build the correlation function. Figure adapted 
from [202]. 

 

2.7 Conclusions 

There is a six orders of magnitude higher absorption cross-section for single molecules at low 
temperature when compared to that of room temperature. Moreover, the intersystem crossing rate 
and the electron-phonon coupling are very low. Thus, experiments at liquid helium temperature 
(2K) allow working with extremely sharp and intense zero-phonon-lines. The zero dephasing due 
to phonon vibrations provides coherence of the dipole moments and the ability to reveal truly 
quantum mechanical effects and probe local fluctuations in the molecular nano-environment. 
Together with the observation of discrete quantum jumps and discrete blinking, the detection of 
single photon emitters is tightly connected to the field of quantum optics. 

The nonlinear properties of single molecule fluorescence signals, together with reduced saturation 
intensities at low temperature could be exploited to develop new super-resolution microscopy 
methods, with much lower power requirement than room temperature techniques like STED. The 
ability to resolve several molecules separated by tens of nanometers at liquid helium temperature 
would also open up thorough studies of the coherent dipole-dipole interaction. 
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Chapter 3 

 

Two-Dimensional Excited State Saturation (ESSat) 
Microscopy 

 
In Chapter 1, we have seen different super-resolution imaging techniques that have been developed 
in various labs. All those techniques have their own advantages and can accomplish the specific 
needs they are intended for. Most of them have applications in imaging biological cells and are 
aimed to get better and better resolution. Resolution of about 20-30 nm in the lateral direction and 
about 50-60 nm in the axial direction is now routinely achievable with those techniques. 

The motivation for this Ph.D. work is to study the coherent coupling between two molecular dipole 
moments associated with optical transitions. In 2002, Sandoghdar [17] observed this by 
performing cryogenic single molecule spectroscopy under a scanning probe electrode. They found 
two identical molecules separated by 9 ± 2 nm and with close resonances. Besides the original 
resonances of the individual molecules, a third resonance shows up at high intensities in the 
midway between them, as an evidence for the two-photon excitation of a coupled two-molecule 
system and thus the dipole-dipole coupling between them. However, this experiment was not a 
reproducible approach to study quantitatively the coupling interaction between single molecules. 

We develop a new super-resolution imaging technique, called Excited State Saturation (ESSat) 
Microscopy, to overcome this problem. ESSat is a cryogenic super-resolution imaging technique 
with a patterned illumination approach, which exploits the nonlinearity of the fluorescence signal 
excited on the zero-phonon-line. It also takes advantage of the high absorption cross-section of 
single molecules at low temperatures (2K) and their high photostability. 

This chapter is devoted to the ESSat microscopy in two dimensions. We will describe the working 
principle of direct-ESSat Microscopy and the theoretical resolution achievable in Section 3.1. The 
effect of high numerical aperture of the objective is discussed in Section 3.2. In section 3.3, a 
different approach of ESSat Microscopy called the modulated-ESSat microscopy is explained. The 
experimental details, including the sample, cryostat, vortex phase mask, scanning system and the 
optical setup are discussed in Section 3.4. The effects of aberrations and their corrections employed 
in the experiment are then described in Section 3.5. Later in section 3.6, I will show the results 
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obtained with ESSat microscopy in the direct approach and with the modulation. Finally, I will 
conclude the chapter with the limitations and perspectives of the two-dimensional ESSat 
Microscopy in Section 3.7. 

 

3.1 Direct-ESSat Microscopy 
3.1.1 Principle 

Excited State Saturation (ESSat) Microscopy attains super-resolution by exploiting the nonlinear 
optical saturation of the excited state of single molecules. It is based on scanning confocal 
fluorescence microscopy of single molecules excited on their zero-phonon-line at liquid helium 
temperature. 

For the direct-ESSat microscopy, a Laguerre-Gaussian beam of the first order is used for 
illumination. A Laguerre-Gaussian beam has a higher order transverse mode, which can be 
obtained from the solutions of the paraxial wave equation in cylindrical coordinates. A light beam 
in the Laguerre-Gauss (LGp

l ) mode carries an orbital angular momentum lh/2π per photon (p is the 
radial index and l is the axial index). Unlike a Gaussian beam, for which the phase is identical at 
all points of the transverse plane of the beam, a Laguerre-Gaussian beam has a phase that winds 
as a function of the angle in this plane. If we join the points of equal phase as the wave propagates, 
the trajectory is described by a winding helix and is characterized by a phase profile, 

A(φ) = exp (inφ), 

where φ is the angle made around the optical axis and n is the topological charge. In the transverse 
plane, the phase smoothly advances with angle in counter-clockwise direction for LG0

+1 and 
clockwise direction for LG0

−1. When focusing such a beam, due to the twisting in the phase front, 
the phase in the beam center has “all phases”. This gives rise to an optical singularity that produces 
a vanishing amplitude at the center of the focal point, due to the destructive interference of all the 
phases [203]. Therefore, the beam profile of a first-order Laguerre-Gaussian beam (LG0

1) in the 
image focal plane of a lens has a “doughnut-shape”. 

The simulated images of the beam with wavelength λ = 589 nm in the focal plane of an objective 
with NA=0.95 is shown in Figure 3.1. The simulations are done by considering the vectorial 
diffraction theory (not taken into account in Figure 1b. of [204]), which is discussed in Section 
3.2. 
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Figure 3.1: (A) Simulated image of a single molecule excited with a Laguerre-Gaussian beam. The 
excitation intensity is 10 % of saturation intensity; ID = 0.1IS. ID is defined as the maximum 
intensity of the doughnut beam. The peak to peak distance between two opposite intensity maxima 
of the doughnut profile is around 560 nm. (B)  Cross-section profile of the image A along the 
central dashed white line. The FWHM of the central dip of the doughnut image defines the 
resolution of the image. The fluorescence signal is given in unit of R∞, the fluorescence signal 
given by a molecule at full saturation. 

At low excitation intensity, well below the saturation, the fluorescence signal from the molecule 
will be proportional to the excitation intensity. Thus, the fluorescence image of a molecule will 
reproduce the excitation beam profile, thus will have a doughnut shape. The resolution can then 
be defined as the FWHM of the central dip of the doughnut image, and it will be diffraction limited. 

Now, if we increase the excitation intensity, we have an optical saturation of the fluorescence 
signal of the molecule. This leads to the broadening of the image and sharpening of the central dip 
in the doughnut image. Thus, the FWHM of the doughnut dip can be reduced nonlinearly with 
excitation intensity. The simulated images of single molecule excited with a doughnut-shaped 
beam for different excitation intensity and their corresponding cross-sectional profiles are shown 
in Figure 3.2. From the cross-sectional profiles (Figure 3.2.B), we can see that the width of the 
central dark dip of the doughnut beam is drastically reduced above the saturation intensity. 
Therefore, we can have a resolution enhancement by increasing the excitation intensity. 

3.1 Direct-ESSat Microscopy 
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Figure 3.2: (A) Simulated images of molecule excited with a doughnut beam for different 
saturation parameters (ID IS = 0.1, 1, 10, 100⁄ ). Scale bar is 500 nm. (B) Cross-sectional profiles 
of the fluorescence intensity along the center. The fluorescence signal is given in unit of R∞. The 
FWHM of the central dip is reduced drastically above the saturation. 

 

3.1.2 Theoretical resolution with a doughnut beam 

In the paraxial approximation, the helical beam focuses with a distribution of light intensity 
forming a doughnut-shaped beam, which can be described as [205]: 

Idonut(r) = eID
4r2

d2 exp (−
4r2

d2 ) 

where ID is the maximal intensity of the doughnut beam and d is the diameter, i.e. the distance 
between two opposite intensity maxima of the doughnut beam. The analytical expression for the 
resolution ∆r as a function of the excitation intensity ID, is obtained by approximating the intensity 
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distribution of the doughnut beam with a sine function near the optical axis [94]. Therefore, we 
can write the intensity distribution as: 

Idonut(r) =  IDsin2 (
πr
d

) 

The maximal fluorescence emission rate in a doughnut image is therefore R(ID). Assuming the 
fluorescence emission rate R(I) is half of R(ID) at r =  r0, the resolution ∆r = 2r0 is given by: 

∆r =
2d
π

arcsin [
1

√2 + ID IS⁄
] 

This relation of the resolution of direct-ESSat microscopy with the excitation intensity is shown 
in Figure 3.3. 

 

Figure 3.3: Theoretical resolution of the direct-ESSat microscopy as a function of the doughnut-
excitation beam intensity. 

As the excitation intensity is much higher than the saturation intensity (ID ≫ IS), Equation 3.4 can 
be simplified as 

∆r =  
2d

π√ID IS⁄
       . 

That is, the resolution of the microscope no longer limited by the wavelength or the numerical 
aperture of the objective. Instead, it has dependence on the ratio of saturation intensity, IS and the 
excitation intensity, ID. Thus by increasing the excitation intensity beyond the saturation intensity, 
we can have a significant resolution enhancement. Since the saturation intensity at cryogenic 
temperature for a well-chosen host-guest system is in the order of 1 W cm2⁄ , an excitation intensity 
on the order of few kW cm2⁄  is enough to achieve nanometric resolution. 
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3.2 Effect of high NA objective 

Even though numerical aperture of the objective does not limit the resolution of ESSat-
Microscopy, it does have an influence in the image formation. Since Abbe’s diffraction limit has 
an inverse dependence on the numerical aperture (NA) (Equation 1.10 and 1.11), we can get 
smaller diffraction limited spots by using higher NA objectives. However, when working with an 
optical system with high NA objective (NA approximately larger than 0.7), there are certain 
phenomena, which need to be considered, such as apodization, asymmetric focusing behavior, 
aberrations, depolarization etc. [206]. Hence, the paraxial approximations taken in the scalar 
diffraction theory (Section 1.1) does not hold anymore and the derived results from scalar 
diffraction theory by Huygens and Fresnel are not able to exactly reflect the behavior of the light 
field distribution in the vicinity of the focal point. 

In the 1950s, Richard and Wolf proposed a complete mathematics representation of the 
electromagnetic field distribution in the focal region of a high NA objective. They considered the 
vectorial properties of the electromagnetic field and the derivation is based on vectorial Debye 
approximation [206] [207] [208]. Therefore, while doing super-resolution imaging with a high NA 
objective, we have to take into account the vectorial property of the incident light field. 

 

3.2.1 Vectorial Diffraction Theory 

According to Debye theory (or Debye approximations), the field in the focal region is a 
superposition of plane waves whose propagation vector falls inside the geometrical cone formed 
by drawing straight lines from the focal point through the aperture edge. On the other hand, the 
non-vectorial diffraction theory includes the contribution of light waves outside the geometrical 
cone as well. 

The focusing of light waves with a high numerical aperture objective is shown in Figure 3.4.  For 
a high numerical aperture objective lens, the beam wavefront after the lens is a spherical surface. 
The electric field distribution on this spherical surface (W) at point P1(x1, y1, z1)  can be defined 
as, 

𝐄𝟏(x1, y1, z1) = 𝐄′(x1, y1, z1)
exp (ikf)

f
 

where f is the radius of the spherical surface. The function exp (ikf) f⁄  denotes the convergence of 
a spherical wave with radius f to the focal point, O and the function 𝐄′(x1, y1, z1) represent the 
angular field distribution on the spherical wavefront. 
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Figure 3.4: Focusing of light waves by a high numerical aperture objective. The beams are focused 
with a large convergence angle, θ (larger than 70°). The electric field is denoted as 𝐄𝟏(x1, y1, z1) 
on the spherical surface and 𝐄𝟐(x2, y2, z2) in the observation plane. 

The electric field distribution at an arbitrary point P2 on the observation plane can be written as: 

𝐄𝟐(x2, y2, z2) =
i
λ
∬𝐄𝟏(x1, y1, z1)

 

Σ

exp(−ikr)
r

cos(𝐧, 𝐫) dx1dy1 

where r is the distance between an arbitrary point in the diffraction plane and that in the observation 
plane. The factor cos(n, r) is the cosine of the angle between the unit normal vector (n) of the 
diffraction plane and the observation direction (r). 

Substituting the expression for 𝐄𝟏(x1, y1, z1) from Equation 3.6, we get, 

𝐄𝟐(x2, y2, z2) =
i
λ
∬𝐄′(x1, y1, z1)

 

Σ

exp[−ik(r − f)]
rf

cos(𝐧, 𝐫) dx1dy1 

Certain approximations have to be taken into account in order to solve Equation 3.8. One is to 
consider the point P1 not so far from the optical axis. This leads to approximate the distance 
difference of r and f as, 

r − f = 𝐬 · 𝐑 

where s is the unit vector from the point P1 in the diffraction plane to the focal point (O) and R is 
the vector from the focal point to the point P2 on the observation plane. This approximation 
replaces the spherical wavelets by plane wavelets. Another approximation is that of the elemental 
area, dx1dy1 is expressed as f 2dΩ, where dΩ is the solid angle corresponding to the area. Third, 
as in the paraxial approximation cos(𝐧, 𝐫) is approximated as 1. This results in using f, the focal 
length instead of r. With these approximations, called the Debye approximation, we can modify 
Equation 3.8 and can have Debye integral as: 
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𝐄𝟐(x2, y2, z2) =
i
λ
∬𝐄′(x1, y1, z1)

 

Ω
exp (−ik𝐬 · 𝐑)dΩ 

The Debye integral can be solved for a circular objective by introducing a spherical coordinate 
system with the origin at the focal point (O). In spherical coordinate system, the diffraction plane 
coordinates can be written in terms of θ and φ. Thus, E′(x1, y1, z1) is replaced by E′(θ,φ). 

Transforming to cylindrical coordinates for P2, Equation 3.10 becomes, 

𝐄𝟐(r2,ψ, z2) =  
i
λ
∬𝐄′(θ, φ)exp [−ik

 

Ω
r2 sinθ cos(φ − ψ) − ikz2cosθ]sinθ dθ dφ 

with 

𝐄′(θ, φ) =  A1(θ, φ) A2(θ,φ) A3(θ,φ) 𝐚(θ, φ) 

where A1(θ, φ) is the phase distribution of the input beam at the entrance pupil of the objective 
lens, A2(θ, φ) is the apodization factor of the focusing system, A3(θ,φ) describes the aberrations 
introduced by the focusing system and  a⃗ (θ, φ) is the polarization unit vector of the incident 
electromagnetic field. Substituting 𝐄′(θ, φ), Equation 3.11 becomes, 

𝐄𝟐(r2, ψ, z2) =
i
λ
∯A1(θ, φ). A2(θ). A3(θ, φ). exp[−ikr2sinθcos(φ 

− ψ)]  exp(−ikz2cosθ) . 𝐚(θ, φ). sinθ. dθ. dφ 

This equation is the Debye integral for a diffraction field in the focal region of a high numerical 
aperture objective with a circular aperture. 

The simulation figures shown in Figure 3.1 and 3.2 are calculated with Equation 3.13. The phase 
distribution of the first order Laguerre Gaussian beam A1(θ,φ) is taken as exp (iφ), the 
apodization factor A2(θ,φ) as √cosθ [209], considering an aberration-free system A3(θ, φ) is 
taken as 1 and the polarization 𝐚(θ, φ) as left circularly polarized (the same as the vortex 
orientation). 

 

3.2.2 Influence of incident polarization 

The focal intensity distribution of the first-order Laguerre- Gaussian beam by a high NA objective 
also varies with the polarization of the incident light [210] [211]. First, let’s consider the case of a 
linearly polarized Laguerre Gaussian beam. Figure 3.5 shows the simulated images of the intensity 
distribution at the focal plane when a linearly polarized beam in the Ex direction (A) and Ey 
direction (B) is focused with an objective of NA 0.95. In both cases, the images present a distorted 
doughnut shape, with a non-zero residual intensity at the center. For NA=1, the minimum intensity 
can reach 48.8 % of the maximum intensity [210] and therefore could significantly reduce the 
signal-to-noise ratio (SNR). Besides, the profile also lost its rotational symmetry, i.e. the focal spot 
is elongated along the direction of polarization. The FWHM of the total intensity distribution for 
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the x-linearly polarized beam is about 610 nm along the x-axis and about 420 nm along the y-axis. 
The values are swapped for the y-linearly polarized beam. 

This degradation of the image is the effect of  high NA objective [212]. Because of the tight 
focusing, the beam converges significantly and the polarization direction rotates consequently. 
Therefore, the effective polarization after the objective has a component along the x-axis, y-axis, 
and z-axis as well. The component along the y-axis is negligible, but that in the z-axis is not 
negligible. This rather strong z-component in the focal point leads to the residual intensity at the 
center of the image. The asymmetry in the image is also due to the significant contribution of the 
axial component of the electric field. With higher NA objectives, this asymmetry becomes 
stronger. 

 

Figure 3.5: Simulated images of the doughnut beam intensity distribution at the focal plane (xy 
plane) when a linearly polarized light in the Ex direction (A) and Ey direction (B) is focused using 
an objective with NA of 0.95, taking into account depolarization effects. The figures give the 
intensity distribution due to the different components of the electric field (Ex

2, Ey
2 and Ez

2) and due 
to the total electric field Etot

2 . λ = 589 nm. 

On the other hand, it is possible to have an undisturbed doughnut profile with a high NA objective 
by using circularly polarized light [213]. Even here, it is very important to have the orientation of 
the circularly polarized light identical to that of the orientation of the vortex phase. If not, we will 
get a minimum stronger than that obtained by using a linearly polarized light, despite the nice 
rotational symmetry (Figure 3.6.A). As in the case of a linearly polarized incident light, the non-
zero minimum is due to the strong axial electric field component due to tight focusing. When the 
orientations of the helix and the polarization are different, the z-components at each point are along 
the same direction (towards +z). This results in an effectively strong Ez-component at the focus. 
On the other hand, when they have the same orientations, the total Ez-component at each point 
comprises equal and opposite Ez-components. Thus, all the Ez-component effectively cancels at 
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the focus, forming a good zero-minimum at the center. We thus either change the orientation of 
the circular polarization or change the orientation of the vortex phase by changing the sign of the 
topological charge n, in order to have the same orientation for both. 

 

Figure 3.6: Effect of the orientation of the circular polarization with respect to the helicity of the 
vortex phase. (A) When the beam has an orientation of circular polarization opposite to that of the 
vortex, the beam profile will no longer be a doughnut. The central zero vanishes and we have a 
bright intensity at the center. (B) When the beam circular polarization has same orientation as that 
of the vortex, the beam profile is a perfect doughnut with a symmetric central zero and with a high-
intensity gradient around. λ = 589 nm, NA=0.95. 

Therefore, polarization plays a crucial role in the shape of the doughnut-shaped focused beam for 
an objective with a high numerical aperture (NA > 0.7). In our experiment, the beam is left 
circularly polarized to have the same orientation as that of the vortex phase, creating a reduced 
minimum at the center. 

 

3.3 Modulated ESSat Microscopy 
3.3.1 Principle 

A super-resolved image of a single molecule with direct-ESSat microscopy gives a signal 
minimum surrounded with a high-intensity gradient all around. The location of the molecule is 
given by the fluorescence minimum. If there are two molecules in the focal volume, the high-
intensity ring of one will act as a background for the other and vice versa. It is thus difficult to 
resolve two molecules with a high contrast using direct-ESSat microscopy. Therefore, modulated-
ESSat microscopy is introduced to restore the positive images of single molecules and thereby to 
attain better image contrasts. 
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In modulated-ESSat microscopy, a temporally modulated Gaussian beam is superimposed with 
the doughnut beam to excite the molecules, and the amplitude of the fluorescence signal 
modulation is recorded. Figure 3.7 shows the principle of modulated-ESSat microscopy. The blue 
and orange lines are respectively the fluorescence profiles of the molecule, excited with only the 
doughnut beam, and only the Gaussian beam. As with direct-ESSat microscopy, a molecule is 
highly saturated with the doughnut beam, while the Gaussian beam has a maximal intensity equal 
to the saturation intensity IS. Since the Gaussian beam is temporally modulated, it induces a 
fluorescence signal modulation. When the molecule is at the center of the doughnut beam, the 
molecule will not be saturated. It will be solely affected by the modulated-Gaussian beam and thus 
provide a maximal amplitude in the fluorescence signal modulation. Once the molecule is at the 
ring of the doughnut beam, it will be highly saturated and therefore essentially insensitive to the 
modulated-Gaussian beam. Thus, the amplitude of the fluorescence signal modulation will be 
reduced. Overall, the amplitude of the fluorescence signal modulation depends strongly on the 
position of the molecule with respect to the doughnut beam. The black curve in the Figure 3.7.B 
shows the amplitude of the fluorescence signal modulation, plotted as a function of the position of 
the molecule. Henceforth, we can get an effective PSF much smaller than the diffraction limit. 

The intensity distribution of a Gaussian beam can be written as: 

IGaussian =  IGexp (−
2r2

w0
2) 

where IG is the maximal intensity and w0 beam waist. 

We consider a single cosine modulation of the Gaussian beam: 

IGaussian(r, t) =  IG
1 + cos(2πνt)

2
 exp (−

2r2

w0
2) 

where ν is the modulation frequency. 

At moderate Gaussian beam intensity (IG ≤ IS), the detected fluorescence count rate from a single 
molecule can be modeled as: 

S = S0 + ∆S
1 + cos(2πνt)

2
 

where S0 is the fluorescence signal of the molecule due to the doughnut beam excitation and ∆S is 
the amplitude of the fluorescence intensity modulation induced by the modulated Gaussian beam. 

The amplitude of the fluorescence signal modulation is extracted using a demodulation method 
based on a lock-in amplifier. For that, we apply a reference signal at the modulation frequency of 
the Gaussian beam (ν) and multiply it with the amplitude of the fluorescence signal modulation. 
The DC signal component at the locked frequency is then extracted by removing all the high-
frequency noise using a low-pass filter. 
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Figure 3.7: Principle of modulated-ESSat microscopy. (A) Intensity profile of the doughnut beam 
at ID = 30IS (blue) and the Gaussian beam at IG = IS (red). (B) Fluorescence signal (green) of the 
molecule excited by the doughnut beam and the modulated Gaussian beam. The doughnut beam 
saturates the molecule except at the centre. Therefore, when the molecule is at the center of the 
doughnut beam, the amplitude of the fluorescence intensity modulation is the highest. At the 
periphery, since the molecule is saturated, there is little effect of the modulated Gaussian beam. 
The insets ‘a’ and ‘b’ indicate the amplitude of the fluorescence intensity modulation at the center 
and at the periphery of the doughnut beam, respectively. The green curve shows the effective 
amplitude of the fluorescence signal modulation as a function of the position of the molecule. This 
effective PSF is much smaller than the diffraction limited PSF. 

 

Figure 3.8: Simulations of modulated-ESSat imaging. (A) and (B) represents images of a molecule 
excited with a Gaussian beam and a doughnut beam, respectively. (C) Modulated-ESSat image 
showing an effective positive signal much smaller than the diffraction limit. IG = 0.1IS, ID = 10IS. 
The fluorescence signal is given in the unit of R∞. 

Figure 3.8 displays simulated images obtained with the modulated-ESSat microscopy. Figure 
3.8.A and 3.8.B show the images of a molecule excited with the Gaussian beam and the doughnut 
beam, respectively. The Gaussian beam has an intensity IG = 0.1IS and the doughnut beam of ID =
10IS. By overlapping these two beams and extracting the amplitude of the fluorescence signal 
modulation, a modulated-ESSat image is derived and shown in Figure 3.8.C. The modulated-
ESSat image gives us a well-defined positive signal with an effective PSF much smaller than the 
diffraction-limited PSF. Thus, modulated-ESSat microscopy gets rid of the background issues 
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inherent to the direct-ESSat microscopy method, and can be easily employed for resolving two or 
more molecules separated by sub-wavelength distances. 

 

3.3.2 Theoretical resolution with modulated-ESSat microscopy 

The amplitude of the fluorescence intensity modulation can be expressed as [204]: 

∆R(r) = R[Idonut(r) + IGaussian(r)] − R[Idonut(r)] 

Considering the case where r ≪ d, we have IGaussian(r)  ≈ IGaussian(0) =  IG. In the center of the 
doughnut beam, the amplitude is maximal and equal to R(IG). 

The resolution can be defined as the FWHM of ∆R(r) and is given by: 

∆r =
2d
π

√
A(IG)
ID IS⁄  

with 

A(IG) =  √(1 + IG IS) + (1 + IG 2IS⁄ )2⁄ − (1 + IG 2IS⁄ )  . 

As for direct-ESSat microscopy, the resolution depends on the inverse of √ID IS⁄  and can be 
considerably reduced when ID ≫ IS. In addition, it is directly proportional to √A(IG), which has a 
dependence on IG IS⁄  as shown in Figure 3.9. At IG ≫ IS, √A(IG) becomes 1 and the resolution of 
the modulated-ESSat microscopy becomes the same as that of the direct-ESSat microscopy. For 
lower values of IG, √A(IG) is less than 1, resulting in a better resolution. However, the signal-to-
noise ratio of modulated-ESSat images will be lower. Therefore, in practice, the value taken for IG 
is the order of tens of IS or even higher and √A(IG) ~1. 

 

Figure 3.9: Evolution of √A with IG IS⁄ . 
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3.4 Experimental setup 
3.4.1 Sample 

The quantum emitters we choose are single fluorescent aromatic molecules of dibenzanthanthrene 
(DBATT) embedded in an octadecane Shpol’skii matrix. The chemical structures of the molecule 
and the matrix are shown in Figure 3.10. This host-guest combination has a fluorescence yield 
close to unity. At liquid helium temperature (2K), dephasing by acoustic phonons is negligible 
(T2 = 2T1), and the DBATT molecules exhibit excited-state lifetime-limited linewidths of 
approximately 20 MHz around 589 nm. 

 
Figure 3.10: Chemical structure of the host-guest system used for the experiment: the DBATT 
aromatic molecule and the octadecane matrix. 

The sample, a drop of a dilute solution of DBATT in octadecane (concentration well below 10−7 
M), is placed on a glass coverslip and spread to form a thin film with thickness less than 10 μm. 
The coverslip is then glued onto the sample plate, which is mounted on a computer controlled 2D-
scanning stage inserted in the cryostat. 

 

3.4.2 Scanning System 

The scanning stage consists of an X-Y piezoelectric scanner and X-Y-Z stepper positioner. The 
scanner used is an ANSxy50 attocube open-loop scanner that is compatible with cryogenic 
temperature conditions. The scanning unit consists of a non-magnetic Titanium construction for 
XY translation. The scanner has a typical scan range of 15 × 15 μm2 at 2K and has a repeatability 
of 0.1%. The scanner is connected to the voltage output of a scan-controller (ANC200), which 
amplifies input control voltages by a factor of 15. At room temperature, Output voltages of 150 V 
are used to drive the scanner at low temperature (2 K), while 60 V are used at room temperature. 
The attocube scanners are calibrated using parallel gold electrodes patterned with a period  of 10 
µm. 
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Figure 3.11: Scheme and picture showing the piezo scanner and stepper positioners over which 
the sample is mounted along with the objective. The scanners and positioners are connected to 
their controller via insulated twisted copper wires. This microscopy stack is inserted in the variable 
temperature insert of a liquid helium cryostat. 

The stepper positioners used are attocube positioners, the ANPz50 for the axial (vertical) control 
the and two ANPx51 for the lateral (horizontal) movements. These positioners work on the simple 
principle of the “table-cloth-trick”. By applying a suitable voltage asymmetric pulses onto the 
piezo, we can move the positioner with nanometer resolution. Step size varies linearly with the 
applied voltage with a slight dependence on the step frequency. Moreover, the step positioner 
shows repeatability better than 5 % for a given frequency and applied voltage. The step size of the 
ANPz51 varies from 250 nm to 2 μm at 300 K and 10 nm to 500 nm at 2 K. This positioner is used 
for focusing the laser beam onto the sample and has a travel range of 2.5 mm. For horizontal 
movements, the ANPx51 can travel over 3 mm, with a step size of the order of 250 nm at 300 K 
and 10 nm at 2K. Thus, after focusing, we can move the sample to the desired position in the 
horizontal plane using these step positioners, which can perform single stepping for fine 
positioning as well as continuous stepping for coarse positioning. 

 

3.4.3 Cryostat 

The main part of the experimental setup is the liquid helium cryostat, inside which we insert the 
sample and the scanning system. It is a Vapour-Shielded Optical Bath cryostat (Optistat SXM from 
Oxford instruments). It consists of a liquid helium reservoir, radiation shields and a variable 
temperature insert (VTI). A scheme of the cryostat is shown in Figure 3.12. 
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Figure 3.12: Scheme of the cryostat used for the experiment. Liquid helium filled inside the 
reservoir is supplied to the VTI through the needle valve. A temperature controller controls the 
needle valve and a heating resistance in order to stabilize the temperature of the VTI. The helium 
gas contained in the VTI is pumped in order to reach a pressure of several mbars, and thus a base 
temperature of 2K. The sample along with the piezo scanners and the objective are inserted into 
the cryostat using a long sample holder. 

Liquid helium is filled into the reservoir using a helium transfer tube. Before filling helium, the 
reservoir is pre-cooled with liquid nitrogen, in order to reduce helium consumption. The 
evaporated liquid helium is sent out of the reservoir through the exhaust ports at the top of the 
cryostat. The reservoir and VTI are connected by a capillary, which can be opened or closed by a 
needle valve. The needle valve thus optimizes the helium flow to the VTI and also stabilizes the 
temperature. A thermistor is also placed at the bottom of the sample space and a temperature 
controller can adjust the temperature. The whole system is isolated by a high vacuum installation. 

For these experiments, the temperature of the VTI is cooled down to T = 2K by pumping the 
helium gas at a pressure of a few mbars. The sample, along with the piezo system and the objective 
are mounted on a long sample rod loaded into the cryostat. The cooling procedure takes about 
three hours and the cryostat maintains the temperature for about 10 hours. The experiments can be 
performed continuously over several days or weeks, as long as the helium reservoir is refilled. 

 

3.4.4 SLM and Vortex Phase Mask 

The doughnut beam required in this experiment can be generated from a TEM00 beam with spiral 
phase plates [214], or diffractive optical elements such as those contained in a spatial light 
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modulator (SLM) [215] [216] [217], or with conventional mode converters [218]. In this 
experiment, we used a computer-generated hologram on a Liquid Crystal on Silicon (LCOS) SLM 
by Hamamatsu. Its active area consists of an LCD display containing 1280 × 1024 pixels. Each 
pixel is filled with liquid crystal. Initially, the liquid crystals are aligned parallel. By applying an 
electric voltage, the liquid crystals can be tilted. Since they are birefringent materials, this tilt 
changes the refractive index of the medium, which changes the optical path length within the liquid 
crystal cell. The change in the path length induces a corresponding phase difference between light 
beams. Thus, it is possible to change the phase in accordance with the applied electric voltage. 
Every pixel could be given a digital value from 0 to 255, which corresponds to a phase delay 
applied to the part of the light beam that falls on that particular pixel. Thus, the SLM is able to 
give any arbitrary phase pattern to a light beam. 

 

Figure 3.13: LCOS-SLM Configuration. The main part of a LCOS-SLM consists of an array of 
electrodes, parallel-aligned liquid crystals, and a transparent electrode. By applying a voltage to 
each pixel, it is possible to modify the orientation of the liquid crystals. Since they are birefringent 
materials, this changes the refractive index of the medium. Thus, the phase of the incident light 
can be locally tuned as desired by changing the applied voltage. 

Imprinting a helical ramp phase with a central singularity [219] allows the direct formation of the 
doughnut-shaped beam. For this, we convert the values of the phase mask to the corresponding 
SLM pixel values. The light incident on the SLM will pass twice through the liquid crystals and is 
modulated according to the voltage map applied to the pixel electrodes. By connecting the SLM 
to a computer, we can easily display the SLM as an external monitor. Additionally, the SLM can 
be controlled by custom software written in LABVIEW. 
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Figure 3.14: (A) Image showing the phase distribution of the cross-section of the beam in 
greyscale, where phase is represented from 0 (black) to 2π (white) The position of 0 is arbitrary as 
the phase of a wave only has a meaning if it is compared to the phase of a different part of the 
beam. (B) Blazed Grating. (C) The final hologram pattern (forked grating) to produce a LG beam. 
[220][221]. 

There are certain important things to note while using spatial light modulators. First, the SLM will 
only effectively modulate light that is polarized in the direction of the orientation of the liquid 
crystal. In this experiment, the light has to be polarized in the horizontal direction. Second, the 
pixel value that corresponds to a full 2π phase delay depends on the wavelength of the incident 
light, as the SLM used is able to modulate light in the wavelength interval of 400-700 nm. The 
flatness distortion is represented with a value from 0 to 255 (8bits) in the correction pattern and it 
corresponds to a phase from 0 to 2π. For 589 nm, the 2π value, which is 178, is determined by 
optimizing the doughnut beam profile at the focal plane of the objective. This means that the 
possible phase values at every pixel are 2nπ 178⁄ , with n an integer. Even if above-mentioned 
factors are satisfied, the SLM will not be 100% efficient, because only 93% of its surface is covered 
with liquid crystals. Therefore, light reflected from the regions without liquid crystal will be 
unmodulated, which induces a residual intensity at the doughnut center. To remove this 
unmodulated beam, a blazed grating (Figure 3.14.B) is applied along with the vortex mask. The 
grating diffracts 80% of light to the first order. Therefore, the SLM is tilted slightly, to select the 
modulated first order diffraction pattern and the unmodulated zeroth order beam is blocked. 

 

3.4.5 Optical setup 

The experimental setup for Excited State Saturation (ESSat) Microscopy is shown in Figure 3.15.A 
tunable single frequency CW dye laser emitting in the range 550-650 nm is used for excitation. 
The laser beam has a spectral linewidth of 1 MHz and is tuned to 589 nm to excite the sample 
(DBATT molecules). The laser beam is passed through a noise eater in order to stabilize the laser 
output power. An excitation filter is used to remove the light radiation with wavelength larger than 
the excitation wavelength required. This can considerably reduce the background noise in the 
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image. The laser beam is then coupled into a single mode polarization maintaining fiber.  
Afterwards, a λ 2⁄  wave-plate (HWP) rotates the polarization by 90° so that the direction of 
polarization matches with the SLM-LCD orientation. A telescope arrangement is used to increase 
the size of the beam to fully exploit the SLM surface and to overfill the back focal plane of the 
objective. Then the linearly polarized light beam is incident on the LCOS-SLM (Hamamatsu 
X13138) for modulation. A vortex phase mask is imprinted on the SLM using a computer-
generated hologram. After modulation, the light is passed through an iris to block the zeroth order 
unmodulated beam. Light is then polarized circularly so that all vectorial fields at the focal point 
interfere destructively and creates the minimum field at the center of the focus of the objective, 
forming a doughnut pattern. Circular polarization of light will also excite all the molecules 
uniformly irrespective of the orientation of their dipole projection in the sample plane. 

 
Figure 3.15: Experimental setup of the (A) direct-ESSat microscope and (B) modulated-ESSat part 
of the microscope. 

During scanning, the DBATT molecules are excited with the doughnut-shaped beam at the zero-
phonon line and the fluorescence signal is collected by the objective, then partially extracted by a 
non-polarizing beam splitter (NPBS) onto the path of detection. In order to characterize the spatial 
intensity profile of the beam, the reflected beam can be imaged on a camera using a flipping mirror. 
The camera used is a black and white DCC1545M high-resolution CMOS camera with 1280 × 
1024 pixel resolution and a maximum full frame rate of 25 fps. Single molecule images are created 
by conjugating the point illumination source at the sample to the APD. Before focusing on a silicon 
avalanche photodiode (APD), the fluorescence signal passes through an emission filter, which 
eliminates the back-scattered excitation light. The emission filter used is Semrock FF01-629/56 
bandpass filter. The avalanche photodiode is a single photon counting module (SPCM-AQRH-14) 
with an active area having diameter 180 μm, which can detect photons over the 400 nm to 1060 
nm wavelength range, with a peak photon detection efficiency of about 65 % and a maximum 
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count rate around 20 million counts per second. The signal from the detector is then analysed with 
a computer, which constructs a two-dimensional image as an array of intensities for each spot 
scanned across the sample. 

The modulation part of the microscope is shown in Figure 3.15. B. A part of the laser beam is 
reflected using a polarizing beam splitter to a different path. The beam then passes through two 
acousto-optic modulators (AOM). The acousto-optic modulators are used to modulate the 
amplitude of the Gaussian beam at a rate of 1 kHz at diffraction orders +1 and -1. In order to 
remove the beating between the doughnut beam and Gaussian beam over the integration time of 
the detector (few ms), the RF frequencies sent to the AOMs are differed by 1 MHz. This small 
frequency difference compared to the molecular linewidth (20 MHz) will also help in producing 
very similar degrees of excitation of the molecule. The beam is then directed into the microscope 
with another polarizing beam splitter and then into the cryostat where the sample is mounted. The 
reflected signal is then collected by the same objective and recorded using the APD, as in direct-
ESSat microscopy. 

 

3.5 Characterization of the doughnut beam 
3.5.1 Zernike’s polynomial for aberration correction 

The size and shape of the doughnut beam have a critical role in ESSat microscopy. It determines 
the ultimate resolution of the setup. Therefore, it is important to investigate the effects of 
aberrations on the structural modifications of the doughnut focal spot. Aberrations in the system 
may result in a non-perfect zero in the doughnut center, energy flow to the higher annular rings, 
shifting the central minimum from the center of the PSF and anisotropic intensity distribution. 
Different types of aberrations arise in an imaging system due to misalignment or by focusing 
through a mismatched refractive index interface or due to the effect of objective [222], etc. The 
objective we use is not dedicated to low-temperature experiments. Therefore, strong aberrations, 
in particular astigmatism, arises due to the different thermal expansion coefficients of the different 
elements of the objective, once cooled down to 2 K. The problems due to aberrations can be 
corrected by using Zernike polynomials [223]. 

The Zernike polynomials are an infinite set of polynomials that are orthogonal over the interior of 
a unit circle [224]. They have been introduced by the Dutch scientist Fritz Zernike and can be 
applied to describe mathematically the deviation in a three-dimensional wavefront [225]. The 
complex Zernike polynomials Zl

m are formed from the orthogonalization of the basis set {rleimθ} 
such that l = 0,1,2,…, and m = 0,1,2,… ., with the stipulation that [l − |m|] is even and |m|  ≤
l. Any wavefront profile can be decomposed into a weighted sum of these polynomials. Figure 
3.16 shows the first fifteen wavefront modes for the corresponding Zernike polynomials. 
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Figure 3.16: Wavefront models for the first fifteen Zernike polynomials. Figure adapted from 
[226]. 

Aberrations are corrected by applying a compensation phase mask on the SLM along with the 
vortex phase mask and the blazed grating. The compensation phase mask is a linear combination 
of the Zernike polynomials. We use the first eight polynomials that corresponds to horizontal tilt, 
vertical tilt, oblique astigmatism, defocus, vertical astigmatism, vertical trefoil, vertical coma and 
horizontal coma, respectively, since they represent the most common aberrations or their possible 
combinations in an imaging system. 
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Figure3.17: Interface of the LabVIEW program for aberration correction and for optimization of 
the doughnut beam profile. 

The aberrations due to misalignment mainly astigmatism and spherical aberrations are corrected 
at room temperature by imaging fluorescence beads and optimizing the image profiles. Cooling 
down to 2 K introduces aberrations effects on the beam because of the thermal constraints in the 
objective. Such aberration effects are removed to a large extent by modifying the coefficients of 
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Zernike polynomials on the SLM, such that a good quality profile is obtained. For this, we take 
the camera images of the beam reflected from a gold mirror placed at the focal plane of the 
objective. The gold mirror is chosen because of its flat surface properties as well as its minimum 
depolarization effects. Spherical aberrations while imaging the sample are corrected by optimizing 
the corresponding Zernike coefficients. It is also possible to displace the hologram in the x- and y-
direction for compensating small alignment errors. The interface of the LabVIEW program for 
aberration correction and optimization of the doughnut beam is shown in Figure 3.17. 

Figure 3.18 shows the camera images from the reflection of a gold mirror at the focal plane of the 
objective at room temperature, at 2 K without aberration correction and with aberration correction, 
respectively. The aberrations due to the cooling are effectively removed with the Zernike 
polynomials. Figure 3.18.C gives a symmetric doughnut beam profile with a good quality central 
minimum. We could optimize the Zernike polynomial and could get a central minimum intensity 
less than 1 % of the peak intensity. 

 

Figure 3.18: Optimization of the doughnut beam with the SLM. Camera images of the doughnut 
beam, reflected on a gold mirror at the focal plane of the objective, at room temperature (A), at 2 
K without aberration correction (B) and at 2K with aberration correction (C). 

 

3.6 Experimental results 
3.6.1 Results of 2D-ESSat Microscopy 

Figure 3.19.A shows the results obtained by exciting a single molecule with a Gaussian beam or 
with a doughnut-shaped beam. As the excitation intensity of the doughnut beam increases from 
left to right, the central dip of the doughnut images is sharpened. Figure 3.19.B shows the FWHM 
of the doughnut dip as a function of the laser intensity. 

3.6 Experimental results 
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Figure 3.19: Experimental resolution obtained with direct-ESSat Microscopy: (A) Image of a 
single DBATT molecule obtained with a Gaussian beam (first) or the doughnut beam for different 
laser intensities. (B) The evolution of resolution of the direct-ESSat microscopy as a function of 
the doughnut beam intensity, obtained using Equation 3.4. The blue spots are the experimental 
data, fitted with Equation. 3.4. The saturation intensity IS is extracted as 1.3 W cm2⁄ . The 
experimental images obtained are clearly in accordance with the simulated images. 

The best resolution we obtained with direct-ESSat microscopy is shown in Figure 3.20. Figure 
3.20.A shows the image obtained by exciting the molecule with an intensity ID = 13 kW cm2⁄ , 
that is about 104 × IS. The minimum value of the fluorescence intensity at the center is 0.4 times 
that of the maximal value. This is due to the residual intensity at the doughnut center. The achieved 
resolution is 4.4 nm, close to the predicted value with Equation 3.7, i.e., 3.9 nm. The resolution is 
less than a hundredth of laser wavelength (589 nm) and approaches the size of the molecule with 
four orders of magnitude less intensity compared to that needed for room temperature STED. In 
principle, it is possible to attain an even higher resolution by increasing the excitation intensity 
again. However, because of the limitations offered by the mechanical stability of our system, we 
observed displacements in the minimal fluorescence signal between successive scanning lines in 
images acquired at higher laser intensities. 
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Figure 3.20: Best resolution obtained with direct-ESSat microscopy: (A) Direct-ESSat image of a 
single molecule excited with an intensity ID = 13 kW cm2⁄ . (B) Cross-sectional profile of the left 
image at the minimum intensity line. 

We also could resolve two molecules closer than the diffraction limit by Direct-ESSat microscopy. 
Figure 3.21.A shows such an image. The two molecules are separated by 300 nm while the 
diffraction-limited limit of resolution is 380 nm. By using the fluorescence excitation spectra, we 
show that those molecules that are spatially close also have close optical resonances, as displayed 
in Figure 3.21.B. The excitation laser was tuned in frequency to the overlap of the resonances, so 
that both molecules are excited. 

 

Figure 3.21: Resolving two molecules with Direct-ESSat microscopy: (A) Direct ESSat image of 
two molecules with ID = 130 W cm2⁄ . The pixel dwell times is 5 ms. (B) Fluorescence excitation 
spectrum of the two molecules shown in the left image (ID = 0.5 W cm2⁄ ). 

The two molecules are well resolved with two distinct minimum intensity points. However, the 
image has a very poor contrast, because of the background from the saturated fluorescence of each 

3.6 Experimental results 
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molecule adds to the fluorescence minimum of the other one. Thus, Direct-ESSat microscopy is 
not an efficient method for resolving molecules. The image contrast can be improved by 
performing modulated-ESSat microscopy, presented in the next section. 

 

3.6.2 Results of modulated ESSat Microscopy 

Figure 3.22 shows the comparison between confocal, direct-ESSat and modulated microscopy 
images of the same single DBATT molecule. The direct-ESSat image gives a negative image of 
the molecule, where the intensity minimum denotes its position (Figure 3.22.A), while modulated-
ESSat microscopy gives the “positive” signal over a dark background (Figure 3.22.B). This will 
drastically enhance the microscopy contrast. Still, there is some residual fluorescence present 
around the signal in the modulated-ESSat image. This is due to the fluorescence shot noise in the 
doughnut-shaped saturated fluorescence intensity. In order to improve the signal-to-noise ratio of 
the modulated-ESSat image, a longer acquisition time is required. 

 
Figure 3.22: Comparison of confocal, Direct-ESSat and modulated-ESSat image of a single 
molecule. (A) Confocal image, IG = 0.7 W cm2⁄ . (B) Direct-ESSat image obtained with the 
doughnut beam excitation, ID = 26 W cm2⁄ . (C) Modulated ESSat image of the same molecule, 
with IG = 5 W cm2⁄ , ID = 26 W cm2⁄ , a pixel dwell time of 10 ms, and a modulation frequency 
of 1 kHz. 

As with direct-ESSat microscopy, we can improve the resolution of the image by increasing the 
excitation light intensity. At ID = 2.2 kW cm2⁄  and IG = 170W cm2⁄ , we could achieve a 
resolution of 9 nm, as shown in Figure 3.23. Yet, in practice we could not achieve the same 
resolution as that obtained with direct-ESSat microscopy. Since modulated-ESSat images are 
recorded over a longer acquisition time, the images are more prone to mechanical vibrations of the 
system. 
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Figure 3.23: Modulated-ESSat imaging of a single molecule. (A) Modulated-ESSat image. (B) 
The intensity profile of the molecule and the Gaussian fit used to determine the FWHM. Pixel size: 
3 nm, pixel dwell time 25 ms, ID = 2.2 kW cm2⁄  and IG = 170W cm2⁄ . 

Finally, we could resolve two molecules separated by a distance smaller than the diffraction limit 
by modulated-ESSat imaging. As with the direct-ESSat imaging of two molecules, the two 
molecules are selected by taking the fluorescence excitation spectrum and by tuning the laser 
frequency to the frequency of maximal overlap of two molecular lines. A conventional confocal 
image of two molecules is shown in Figure 3.24.B. The images of two molecules overlap so that 
it is impossible to distinguish them. With modulated-ESSat, (Figure 3.24.C), the two molecules 
are resolved clearly and the image unravels the spatial separation of 200 nm between them. 

 

Figure 3.24: Super-resolution imaging of two molecules with modulated-ESSat microscopy. (A) 
Fluorescence excitation spectrum of two molecules at T = 2 K, IG = 1.5W cm2⁄ ; (B) Confocal 
image, IG = 5W cm2⁄ , pixel dwell time: 4 ms; (C) modulated-ESSat image, IG = 100W cm2⁄ , 
ID = 260W cm2⁄ , pixel dwell time: 25 ms. 
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3.6.3 Effect of Mechanical Vibrations 

One serious limitation of ESSat microscopy is the mechanical vibrations in the cryostat. The 
sample and the objective are placed inside the cryostat using a 60 cm long rod hanging from the 
top. At the bottom, it is fixed by using three springs around the insert. However, this might not 
provide sufficient mechanical stability for nm-resolution imaging. In addition, we have hysteresis 
in our open-loop piezo scanner. All these stability problems result in displacements of the minimal 
fluorescence signal between successive scanning lines in images acquired at high laser intensities. 

 

Figure 3.25: Direct-ESSat Microscopy images and their corresponding cross-sectional profiles for 
the same single molecule with different scans demonstrating a resolution of about 5 nm. Images 
are recorded at ID = 13 kW cm2⁄  (A, B, E, F) and ID = 6.5 kW cm2⁄  (C, D). Cross-sectional 
profiles are obtained by integrating several lines of the corresponding images. Number of lines 
averaged to derive the cross-sectional profiles: 1 (A, B), 2(C), 3 (D) and 4 (E, F). Pixel size: 1.9 
nm (A) and 0.95 nm (B-F). 

Figure 3.25 shows the images of a single molecule with different scans. The images do not look 
identical every time. There is a small displacement between successive scan lines. These 
displacements are due to the mechanical vibrations in the system. These displacements degrade 
the quality of the image and the precision of the resolution measurements while taking images with 
sub-ten nanometer resolution. We can decrease the effect of vibrations by decreasing the 
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acquisition time, but at the same time reducing the signal to noise ratio. Therefore, the next step 
of this work will be to improve the stability of the cryostat. 

 

3.7 Conclusion 
In this Chapter, we presented a new super-resolution imaging technique at liquid helium 
temperature based on the excited state saturation of single molecules, called the Excitation State 
Saturation (ESSat) Microscopy. ESSat microscopy could achieve a resolution of 4.4 nm, 
approaching the molecular size with a laser intensity of only a few tens of kW cm2⁄  and without 
any post-processing. The direct-ESSat microscopy gives negative images, i.e. the position of the 
molecule is given by a minimum of fluorescence signal position which is surrounded by a high 
background intensity. Therefore, the contrast is very poor when trying to resolve two or more 
molecules separated by sub-wavelength distances. This can be overcome with modulated-ESSat 
microscopy, where we add a modulated Gaussian beam along with a demodulation technique. A 
resolution of 9 nm can be achieved with modulated-ESSat microscopy. This modulated-ESSat 
approach is well suited to resolve two or more molecules below the diffraction limit. For instance, 
we could clearly resolve two molecules with overlapping optical resonances and separated by 200 
nm, with few hundreds of W cm2⁄  intensity. 

The lower resolution achieved for modulated-ESSat in comparison with direct-ESSat is due to 
longer acquisition times over which the mechanical vibrations of the cryostat are integrated. Such 
mechanical vibrations of the cryostat and the piezo scanner, as well as the residual intensity at the 
doughnut center, limit the resolution of ESSat microscopy. Thus, we need to try different mounting 
designs for the sample and the piezo scanner to get rid of the vibration issues. 

The ability to achieve sub-diffraction resolution images of molecules with close optical resonances 
at low temperature offers the possibility to pursue different quantum optics investigations, such as 
coherent dipole-dipole coupling between molecules and entanglements. Yet, two-dimensional 
ESSat microscopy is limited since the axial resolution is that of conventional confocal microscopy, 
i.e. about three-times worse than the confocal lateral resolution. Extending the two-dimensional 
ESSat microscopy, to the axial dimension would enable to measure the exact distance between 
neighboring molecules with overlapping optical resonances. The next chapter is devoted to the 
development of three-dimensional ESSat microscopy. 
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Chapter 4 

 

Three-Dimensional Excited State Saturation (ESSat) 
Microscopy 
 

4.1 Motivation 
Solid-state quantum emitters such as single organic molecules [227], quantum dots [228] or defect 
centers in diamond [229] are promising candidates for realizing quantum logic gates, quantum 
memories [230] or performing quantum computation [15]. Because most of the interactions 
between emitters occur at a very short distance, imaging these emitters at the nanometer scale level 
is a crucial step toward the manipulation and the control of delocalized states formed by their 
strong and coherent interaction [17]. However, nanometer-apart emitters are excited 
simultaneously by the laser and fluoresce, which prevents the use of the spectral selection to 
optically localize them with standard fitting methods [11] [12]. 
 
In chapter 3, we proposed a simple super-resolution optical nanoscopy method operating at 
cryogenic temperatures [204], which is based on the optical saturation of single fluorescent 
aromatic molecules (DBATT in octadecane). 
 
In this chapter, we will describe the three-dimensional extension of Excited State Saturation 
Microscopy, which provides a resolution beyond the diffraction limit in both the lateral and the 
axial directions. We will start by detailing the phase mask we used to tailor the excitation beam 
profile in order to realize a 3D local intensity minimum and the associated constraints to reach a 
resolution of a few tens of nanometers. The principle of 3D-ESSat and the experimental details 
follow the upcoming sections, 4.3 and 4.4, respectively. As we will see in this chapter, the ESSat 
method can be also used to determine the 3D orientation of an emitting dipole. Indeed, the 
combination of the 3D electric field distribution and the dipole orientation will produce a unique 
fluorescence ESSat image, signature of the emitter. After reviewing the various existing methods 
[231], we will explain the procedure to obtain both the in-plane and the out of plane angles with 
one (or two) ESSat images. The results obtained with 3D-ESSat Microscopy will be presented in 
the next sections. 
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4.2 0-π phase plate for 3D imaging 

As explained in chapter III, the Laguerre-Gaussian beam is well suited to perform two-dimensional 
super-resolved images [204]. However, its vanishing intensity along its optical axis prevents its 
use to increase the axial resolution as shown in Figure 4.1. 

 

 

Figure 4.1: (A) Laguerre-Gaussian beam propagation close to the focal plane of an objective. The 
intensity distribution is zero along the optical axis. B) and C) Simulated images of a single 
molecule excited with a doughnut beam in the lateral direction (XY) and axial direction for 
different saturation parameters, ID IS⁄ =0.1, (B) and (C) for ID IS⁄ =100. The fluorescence signal is 
given in unit of R∞. In these simulations, we average over an isotropic distribution of dipole. 

To address this concern, we propose to pattern the excitation beam with a 0-π optical phase mask. 
This mask consists of a circular phase plate, which produces a π phase retardation on the central 
part of the incident beam as shown in Figure 4.2. In this configuration, a destructive interference 
occurs at the focal plane of the objective and leads to a zero-intensity region surrounded by two 
bright spots along the axial direction. The level of residual intensity in the “zero-intensity” region 
strongly depends on the π phase area. 
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To produce this phase mask, we apply to the SLM the following phase function [128], 

mask(θ,\) =  
π
2

sign[sin(z0λk0 cos θ)], 

where z0 is a real number comprised between 0.5 and 1, θ is the angle between the ray direction 
and the optical axis at the focus, \ is the azimuthal angle of the exit pupil. The value of z0λ gives 
the distance between the bright spots with respect to the focal plane of the objective lens. 

For a low NA objective, where the paraxial approximation is valid, the perfect destructive 
interference occurs when both areas, the π phase retardation and the 0-phase retardation, are equal 
when assuming a plane wave arriving on the SLM. However, in the case of high NA, it is not 
anymore valid, and the parameter z0 has to be determined numerically by computing the electric 
field distribution, with the full vectorial calculation, at the focal plane of the objective. 

 

Figure 4.2: (A) 0- π phase mask. (B) Illustration of the polarization conversion of a tightly focused 
circularly polarized beam after passing through a 0-π phase plate. The arrows indicates the 
direction of the polarization of the electric field. Insert: Spherical coordinate system definition. 

As in chapter III, the three electric field components and the intensity distribution are computed 
using the generalized vectorial Debye Integral (Equation 3.13), by replacing the helix phase mask 
with the expression given in Equation 4.1. 

𝐄(r2, φ, z2) =
i
λ∯A1(θ,\). A2(θ). A3(θ, \). exp[−ikr2sinθ cos(\ − φ)]. 

     exp(−ikz2cosθ) . 𝐚(θ,φ). sinθ. dθ. d\, 

where E is the electric field vector at (r2, φ, z2) expressed in cylindrical coordinates, λ is the 
excitation wavelength, A1(θ,\) is the amplitude distribution of the input beam at the back focal 
plane, A2(θ) is the apodization factor, A3(θ, \) corresponds to the aberrations introduced by the 
optical system and 𝐚(θ, φ) is the polarization unit vector of the excitation beam. Usually, the 
apodization factor is equal to √cosθ to  ensures the energy conservation before and after lens for 
an aplanatic system [209]. 

(4.2) 

(4.1) 
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For the 0-π beam, A1(θ,\) can be written as: 

A1(θ, \) = exp(i mask(θ,\)). 

In the following, we will assume that the incoming electric field is a plane wave with a right-
handed circular polarization. Figure 4.3 shows the intensity distribution in both (xy) and (xz) 
planes and the intensity cross-sectional plots along x- and z-direction. As expected, the destructive 
interference produces a zero-intensity located at the focal plane of the objective with two bright 
spots located symmetrically along the optical axis. Interestingly, a doughnut-shaped beam is also 
observable in the transverse plane. Even though the maximal intensity in this plane is about four 
times smaller than the maximal intensity along z, the resulting intensity gradient close to the center 
is not negligible and, as we will see later in this manuscript, we use the 0-π shaped beam to perform 
3D ESSat images. Similarly, to the doughnut case, we define the optical resolution by the FWHM 
of the central dip in both lateral and the axial direction. 

 

Figure 4.3: (A) Simulated images of the fluorescence intensity of a molecule excited with a 0-π 
beam in the lateral (XY) direction (top) and axial (XZ) direction (bottom). (B) The cross-sectional 
profile of the image along the dashed line in A (blue curve) and the approximating sinus function 
(red curve). The two profiles overlap well around the 0-π beam center. The FWHM of the blue 
curve determines the resolution. I0−π = 0.1IS, where I0−π is the maximum intensity of the 0-π 
beam. At this low excitation intensity, the fluorescence intensity is linear with the excitation 
intensity and the resolution is set by the diffraction limit. The fluorescence signal is given in unit 
of R∞. 

(4.3) 
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4.3 Principle 

4.3.1 Direct 3D-ESSat Microscopy 

Three-dimensional ESSat Microscopy uses the same principle of two-dimensional ESSat. A single 
fluorescent DBATT molecule is scanned through the laser beam resonant on the ZPL, while its 
fluorescence is recorded with an avalanche photodiode. For laser intensities much smaller than the 
saturation intensity, the fluorescence image reproduces the beam profile intensity. At larger 
excitation intensities, the optical saturation leads to a broadening of the fluorescence image and a 
sharpening of the central dark spot and therefore to a resolution enhancement. In Figure 4.4, we 
plot the simulated fluorescence images of a molecule excited with the 0-π beam of wavelength 589 
nm for different saturation parameters. 

 
Figure 4.4: Simulated fluorescence images of molecule excited with a 0-π beam (λ = 589 nm) in 
the lateral (xy) and axial (xz) directions for different saturation parameters I0−π IS⁄ . The color bar 
is normalized to the maximum fluorescence counts along the axial direction when  I0−π IS⁄  = 100. 
In these simulations, the dipole orientation of the molecule is not taken into account. 

The cross-sectional profiles corresponding to the simulated images are shown in Figure 4.5. The 
profiles show a drastic reduction in the size of the central dip once the molecule is excited beyond 
the saturation intensity in both lateral and axial directions. At low intensities, for a wavelength of 
589 nm, the large distances between the two axial bright spots produce a poor resolution close to 
610 nm, while the lateral resolution is close to 370 nm. At larger intensities, the intensity gradient 
along z compensates this large distance and the resolution in the axial direction becomes better 
than the transverse one. In the real experiment, the ultimate resolution will be limited by the 
residual intensity at the central point of the PSF. 

4.3 Principle 
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Figure 4.5: Simulated cross-sectional profiles of the fluorescence signal for different excitation 
intensities: A) along x, B) along z. 
 

4.3.2 Theoretical resolution with a 0-π beam 

As in chapter III, we derive the theoretical expressions of the optical resolution in both lateral and 
longitudinal directions by approximating the two intensity profiles near the focus by a sine 
function: 

Iz (z) =  I0−πsin2 (
πz
dz

), 

Ir(r) = α I0−π sin2 (
πr
dr

), 

where I0-S is the maximum intensity along z and dr
  and dz

  the distance between the two intensity 
maxima. Numerically for λ = 589 nm, we found, α ≃ 0.22, dr = 680 nm and dz = 1300 nm. 
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Therefore, the two theoretical expressions of FWHM can be written by taking the same 
approximation as Equation 2.31 as: 

FWHMz =
2dz

π
arcsin [

1

√2 +  I0−π IS⁄
], 

FWHMr =
2dr

π
arcsin [

1

√2 + α I0−π IS⁄
]. 

In Figure 4.6 we plot both lateral and longitudinal FWHM as a function of the excitation intensity. 
At low ESSat intensities, the transverse FWHM is smaller (371 nm) than the axial FWHM (614 
nm). This arises from the fact that even though Ir  is much smaller than I0−π, dz is much larger than 
dr. This picture drastically changes when the ESSat intensities increases. Indeed, the larger 
intensity gradient in the axial direction starts to dominate and the longitudinal FWHM becomes 
smaller than the transverse one. From this figure, we also notice that the ESSat PSF will be slightly 
anisotropic with an aspect ratio of 1.4 at very large excitation intensities( I0−π= 105Is). 

 

Figure 4.6: Resolution of the direct-3DESSat microscopy as a function of the 0-π excitation beam 
intensity of wavelength 589 nm, obtained using the sine wave approximation (dashed curves) and 
from the simulated images (solid curves). 

The ultimate resolution, obtained for I0-π /Is → ∞, strongly depends on the residual intensity at the 
PSF center. To quantitatively evaluate this effect, we derive the longitudinal FWHM by adding a 
residual background intensity (Ires) to the excitation intensity profile : 

I(z) = ( I0−π − Ires)sin2 [πz
dz

] + Ires, 

Following the same calculations presented before, we obtained: 
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(4.6) 

(4.7) 
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FWHMz =
2dz

π
arcsin [√

β + Ires IS⁄  (β − 1)
(1 − β)(I0−π IS⁄ − Ires IS⁄ )

], 

where 

β = 
1
2
[

Ires IS⁄
1 + Ires IS⁄ +

I0−π IS⁄
1 + I0−π IS⁄ ]. 

Figure 4.7 presents the ultimate axial resolution, computed for Io−π=105Is, as a function of Ires with 
a wavelength of 589 nm. As soon as Ires ≠ 0, the resolution is degraded. Additionally, the amplitude 
of the central dip is strongly reduced at large intensities and will become hardly visible 
experimentally. To obtain a FWHM smaller than 20 nm, Ires must be smaller than 5.10-4Io-π.  This 
value imposes a strong constraint on the phase mask i.e. the determination of z0. A dedicated 
method has been developed to minimize this residual intensity and will be presented in section 
4.5.1. 

 

Figure 4.7: Evolution of the ultimate resolution (λ = 589 nm) as a function of the residual intensity 
Ires at the centre of the PSF for Io-π =105Is (blue) and Io-π =Is (red). 

 

4.3.3 Effect of high NA objective 

As we discussed in Chapter III, the scalar approximation does not hold to describe the electric field 
distribution at the focal plane of the objective. Therefore, the PSF will strongly depend on the 
incoming polarization. A special care has to be taken to determine the most appropriate one in 
terms of asymmetry, transverse and longitudinal intensity gradients as well as the value of Ires. In 
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this section, we will compute the PSF for different incoming polarizations with the Debye vectorial 
diffraction theory given by the Equation 4.2. 

Figure 4.8 shows the intensity distribution in both lateral (xy) and axial (xz) planes for different 
incoming beam polarizations.  For the two linear polarizations (along x in Figure 4.8.A and along 
y in figure 4.8.B), the intensity distribution in the transverse plane is not anymore invariant by 
rotation. Indeed, the intensity is weaker and “blurry” along the incoming beam polarization 
direction. Even though the residual intensity at the origin vanishes, the asymmetry of both the 
intensity distribution and the intensity gradients along x and y prohibits the use of such linear 
polarizations to produce an isotropic PSF in the transverse plane. Along the longitudinal direction, 
no noticeable effect is observable. 

In Figure 4.8.C, which represents the case of right-handed polarization, the rotational invariance 
of the circular polarization produces, as expected, a symmetric intensity distribution in the 
transverse plane with a vanishing intensity at the focal plane.  Along the longitudinal direction, the 
intensity profile has two symmetric lobes around the PSF center. As observed in the cross-sectional 
profiles (Figure 4.8.D), the longitudinal intensity profile is identical for all of the polarizations.  
This configuration is therefore the most favourable to perform 3D-ESSat images and will be used 
experimentally. 

 

Figure 4.8: Simulated images of the 0-π beam intensity distribution with a linear polarization along 
x (A), along y (B) and for the right handed circularly polarization (C). NA = 0.95, λ = 589 nm. 
Scale bar: 500 nm. (D) Longitudinal intensity profiles for three different polarizations. 
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4.3.4 Modulated-3DESSat Microscopy 

For a large concentration of emitters, the contrast will decrease drastically as the number of 
molecules (N) inside the excitation volume increases (drop of 1/N). As in reference [204] and 
chapter 3, we developed a modulated version of the 3D ESSat nanoscopy. The principle of 
modulated-3DESSat microscopy is identical to the modulated ESSat images in 2D. A 1 kHz 
temporally modulated weak Gaussian beam is overlapped on the 0-π excitation beam and we 
record the amplitude of the fluorescence signal modulation while scanning the sample through the 
excitation beam profile. The modulated beam polarization is set to be left-hand circular and 
orthogonal to the 0-π beam polarization (right-hand circular) to avoid optical interferences. 
Additionally, a frequency detuning of about 1 MHz (much smaller than the ZPL line-width) is 
applied on the modulated beam with two acousto-optical modulators (110 MHz and 109 MHz) to 
completely remove the interferences between the two beams. The fluorescence signal is then 
demodulated and the modulated image is extracted. 

To compute the theoretical modulated ESSat images, we add the modulated laser beam in the time 
averaged scalar product 〈𝐝 ∙ Re{𝐄𝟎−𝛑 exp(iω1t) + 𝐄𝐆 exp(iω2t)}〉T, where ω1 and ω2 are the 
optical frequency of the 0-π beam and the modulated Gaussian beam, respectively. The modulated 
fluorescence signal is then derived from the difference between the calculated fluorescence 
obtained with and without the modulated laser beam (see Figure 4.9). 

The resolution of modulated-3DESSat microscopy can be obtained as a function of intensities of 
the 0-π beam and the Gaussian beam. The amplitude of the fluorescence intensity modulation can 
be written as: 

∆R(r, z = 0) = R[Ir(r) + IGaussian(r)] − R[Ir(r)] 

and 

∆R(r = 0, z) = R[Iz(z) + IGaussian(z)] − R[Iz(z)]. 

Considering the case where r ≪ dr and z ≪ dz, we can approximate IGaussian(r, z)≃IG, where IG 
the maximum intensity of the Gaussian beam. 

The resolution along the lateral direction can be defined as the FWHM of ∆R(r): 

∆r =  
2dr

π
√

A(IG)
α  I0−π IS⁄ , 

and along the axial direction can be defined as the FWHM of ∆R(z): 

∆z =  
2dz

π
√

A(IG)
 I0−π IS⁄ , 
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with 

A(IG) = √(1 + IG IS) +  (1 + IG 2IS⁄ )2⁄ − (1 + IG 2IS⁄ ). 

We obtain the same expression as in the case of the 2D ESSat microscopy. When IG  ≫ IS, A(IG) =
1 and the resolution of the modulated 3DESSat microscopy is the same as that of direct-3DESSat 
microscopy. A reduction of A by a factor of ~ 2 can be obtained using IG  ≪ IS. However, in the 
experiment a compromise has to be found between the resolution enhancement and the signal to 
noise ratio. Typically, we use IG ~ 100 Is, for which A(IG) ~ 1. 

 

Figure 4.9: Simulations of 3D modulated ESSat imaging. (A) and (B) represent XY images of a 
molecule excited with a Gaussian beam and a 0-π beam respectively. (C) Modulated-ESSat XY-
image. (D) and (E) represents XZ images of a molecule excited with a Gaussian beam and a 0-π 
beam respectively.  (F) 3D modulated ESSat image in the XZ plane. λ = 589 nm, IG = 0.1IS, 
I0−π = 10IS. The fluorescence signal is given in the unit of R∞. Scale bar = 500 nm. 

4.4 Experimental setup 

The experimental set-up for 3D-ESSat Microscopy is very similar to the 2D-ESSat version. We 
use the same host-guest system (DBATT embedded in octadecane) as it presents very interesting 
properties. First, the octadecane melting point is close to the room temperature (28°C). In such 
conditions, we can easily heat it and spread a drop of a highly-doped solution on a glass coverslip. 
By lowering the temperature back to room temperature, we obtain a thin polycrystalline layer with 
a thickness of about 1 μm, which is estimated from the analysis of Newton rings with a 
conventional microscope. The sample is then mounted on a 3D piezo scanning stage (7.5 µm×7.5 
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µm×2 µm), inserted in a pre-cooled cryostat and cooled down to 2K with liquid helium. As we 
mentioned before, we choose this host guest system because of its high photostability, a required 
property to perform ESSat images. 

To scan the sample along the axial direction, we added to the 2D Attocube scanner (ANSxy50) a 
z piezo scanner (ANSz50). As a first step, we calibrate its displacement with a Michelson 
interferometer at room temperature. For that, we attached a gold mirror on top of the piezo stage 
and we use this movable mirror as one arm of the Michelson interferometer (see in Figure 4.10). 
For a full piezo displacement, we recorded and counted the number of fringes and we obtained a 
displacement of 17λ ± 0.5λ (for a wavelength of 589 nm, corresponding to 5.01 ± 0.15 μm). The 
z-piezo stage together with the gold mirror is then mounted on the sample holder and is inserted 
into the cryostat. We image the reflection of the beam on a CMOS camera for the different z piezo 
positions and we measure the beam divergence to calibrate the piezo excursion in the z-direction. 
Assuming the same beam divergence between room temperature and cryogenic temperature, we 
deduce the amplitude range of the piezo at 2K. We obtained a full displacement of 3.24 ± 0.13 μm 
at 2 K. 

 

Figure 4.10: (A) Michelson Interferometer setup for the z-piezo scanner calibration. (B) 
Schematics of the piezo calibration from the beam divergence. 

The experimental setup is depicted in Figure 4.11. The emitted photons from the molecules are 
filtered with a band-pass filter (centered at 629 nm, with a transmission band-width of 56 nm) and 
focused onto an avalanche Photodiode (active area of 200 μm). The overall magnification (x 33) 
in the detection path is chosen such that for any defocusing of the piezo stage during the 3D 
acquisitions, the variation of the detected signal is within 10%. This will avoid any artefact during 
the fluorescence image acquisition and reconstruction. 
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Figure 4.11: Experimental setup of a 3DESSat Microscope along with the (B) modulation part.  
(Excitation filter: 570/80, Emission filter: 629/56). 

 

4.5 Characterization of the beam 

4.5.1 Determination of zo 

Since the central dark spot of the PSF results from a destructive interference, its intensity strongly 
depends on the parameter z0 as well as the intensity distribution on the back pupil of the objective. 
As we have seen before, this residual intensity strongly affects the ultimate resolution. Therefore, 
two questions arise: what will be the ultimate resolution in such conditions and what will be the 
accuracy needed on z0 to obtain an axial resolution of 20 nm? To answer these two questions, we 
plot the theoretical behavior of Ires as a function of z0. For this calculation, we assume that the 
incoming beam is a plane wave and is circularly polarized. Figure 4.12 shows this evolution and 
displays a minimum for  z0 = 0.68. For this value, the residual intensity is equal to 1 × 10-7 I0-π, 
and is limited by the finite discretization while evaluating the integral of equation 4.2. According 
to Figure 4.7, this residual intensity corresponds to an ultimate resolution of 7 nm for I0-π =105 Is.  
Following the same arguments, the evolution of the residual intensity as a function of z0 also 
permits to evaluate the mandatory accuracy to achieve a resolution of 20 nm. In such case, we 
obtain z0 =0.68 ± 0.01. To determine this value experimentally, we follow the procedure described 
below. 
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Figure 4.12: Evolution of the residual intensity Ires as a function of z0. The optimal phase mask is 
obtained for z0 =0.68. 

 

Figure 4.13: (A) and (B) XY images of crimson fluorescent beads excited with the 0-π beam at 
589 nm with z0 = 0.69 at room temperature. I0−π  = 72 W cm2⁄ . Pixel dwell time: 5 ms. The 
color-bar corresponds to the number of detected counts per pixel dwell time. 

A fluorescent molecule is scanned through the excitation PSF in different 2D XY planes. For each 
axial position, we measure the corresponding residual fluorescence intensity and we determine the 
PSF center along z and its associated Ires. We repeated this process for different z0 and choose the 
one which minimizes the residual intensity (10-4 × I0-π). First, this method has been tested at room 
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temperature with a sample of fluorescent Crimson beads (20 nm diameter) embedded in a polymer 
matrix (thickness less than 100 nm). Experimentally, we found z0 = 0.69, close to the theoretical 
value of 0.68. An example of the optimized PSF in the XY plane for z = 0, is given in figure 4.13. 

We applied the same procedure at low temperatures. However, additional constraints due to 
cryogenics appeared and will be explained in the next paragraph. 

 

4.5.2 Effects of aberrations at low temperature 

Due to thermal constraints, the microscope objective induces a small wave-front distortion, mainly 
astigmatism and spherical aberrations, which alters the quality of the zero, reduces the intensity 
gradient, and therefore limits the ultimate resolution. We correct these aberrations by applying a 
set of eight well-chosen Zernike polynomials on the SLM. As the mechanical constraints are 
identical for both the doughnut and 0-π beams, we chose the same Zernike coefficients. To observe 
the beam quality, we use a gold mirror on the sample holder and image the beam reflected on the 
CMOS camera. Figure 4.14 shows the images after the optimisation for three different distances 
of the gold mirror. 

 

Figure 4.14: Camera images of the 0-π beam reflected on a gold mirror at room temperature (296K) 
and low temperature (2K). (A) and (C) Imaging each plane containing a bright spot equidistant 
from the focal plane. (B) Image when the gold mirror is in the focal plane. Scale bar: 1 μm. The 
colorbar is given in gray level. 
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After correcting these aberrations arising from the microscope objective, one has to take into 
account the propagation of the beam in the crystal before reaching the molecule axial position. 
Indeed, we assumed up to now that the molecules are close enough to the surface such that we can 
neglect the beam propagation in the crystal as well as the Fresnel coefficients occurring at the 
crystal surface. 

For a large numerical aperture (NA = 0.95), this propagation causes spherical aberrations. With 
the optical design software “Oslo”, we computed the wave-front distortion obtained for a 
propagation of 1Pm in a refractive index of 1.5 and with a numerical aperture of 0.95. In these 
conditions, we found a wavefront distortion with an amplitude (peak to valley, P-V) of 
0.3O (Figure 4.15). 

 

Figure 4.15: (A) Wavefront distortion arising from a spherical aberration induced by the 
propagation in a medium of refractive index 1.5. Marginal rays focus before the paraxial rays. ro 
is the radius of the aperture stop. (B) Wavefront distortion map corresponding to a propagation of 
1 μm in the sample. Colorbar in the unit of λ. 

In Figure 4.16, we computed the intensity distribution in the axial plane (0xz) in presence of 
spherical aberration. To do so, we added to the Equation 4.2 the phase term, exp(-i2πβ/λ(r/r0)4), 
where ro is the pupil coordinate (defined in figure 4.15) and β the spherical aberration coefficient. 
We choose β such that P-V wavefront distortion corresponds to 0.3λ. As shown in Figure 4.16, the 
presence of spherical aberration induces a dissymmetry in the axial intensity profile (intensity 
difference of 15 % between the two bright spots). Moreover, the spherical aberration adds a 
residual intensity at the center position of the PSF. This can be explained by the fact that optical 
rays arising from different positions of the entrance pupil will not focus at the same z positions 
resulting in a non-perfect destructive interference. From Figure 4.16, we can see an increase of 
20% for Ires at the paraxial focus for a wavefront distortion of 0.3λ. At the best focus position, 
located 80 nm away from the paraxial one (see figure 4.17.B), we obtained a residual intensity of 
0.2%. This value will limit the ultimate resolution (to about 40 nm) and must be taken into account 

Chapter 4. Three-Dimensional Excited State Saturation (ESSat) Microscopy 



107 
 

experimentally. Moreover, the axial shift of the PSF center depends linearly on the spherical 
aberration parameter β as shown in figure 4.17.A. 

 

Figure 4.16: Simulated fluorescence images of a molecule located at the surface of the sample (A) 
and located 1µm inside the crystal at the paraxial (z = 0) position (B) and at the best axial position 
(z = 80 nm with respect to the paraxial position) (C). The top images are computed at the paraxial 
focal plane for an excitation intensity of Is. Scale bar: 500 nm. (D) Cross-section profiles along the 
lateral and axial directions for spherical aberration coefficient, β = 0 (red curve), β = 0.3λ (blue 
curve) and for β = 0.3λ at the best axial plane (green curve). λ = 589 nm, the colorbar is given in 
the unit of R∞. 

 

Figure 4.17: (A) axial position shift as a function of the spherical aberration coefficient. (B) 
Simulated fluorescence image at the best axial position (shifted by 80 nm with respect to the 
paraxial position). Ires = 0.2 % in this case. λ = 589 nm, scale bar: 500 nm. 
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Two examples of such spherical aberration effects are shown in Figure 4.18. Two experimental 
XZ fluorescence images of single molecules located inside the crystal were recorded at an intensity 
of 5.7 W.cm-2. A noticeable asymmetry of the two axial bright spots is evidenced in the figure 
4.18.B, (22% difference in fluorescence intensity), indicating the presence of spherical aberration, 
while the axial profile of the A molecule is almost symmetric. From the dissymmetry, we can 
estimate the amplitude of the spherical aberration coefficient. From a fit of the axial profile and 
assuming that the molecule is not saturated, we found for the B molecule, β = 0.4, which 
corresponds to a depth of 1.4 μm. 

 

Figure 4.18: Experimental ESSat images recorded for two different molecules in the XZ plane.  A) 
The axial profile of this molecule is almost symmetric, which reflects the absence of spherical 
aberration. B)  For the second molecule, the clear dissymmetry of the two bright spots intensities 
(22%) indicates a large spherical aberration. With this ratio, we extract the spherical aberration 
coefficient β (0.4) and the location of the molecule position inside the crystal (1.4 µm). For image 
A) : the unit of the colorbar is  in counts per 5 ms, I0-π = 8 W.cm-2, scale bar: 500 nm. For image 
B): the unit of the colorbar is in counts per 10 ms, I0-π = 5.7 W.cm-2, scale bar: 500 nm. 

In Figure 4.19, we plot the residual intensity Ires as a function of β. We observe a cubic increase of 
Ires and Ires reaches 2.10-3I0-π for β = 0.3λ.  Figure 4.19. B shows the axial cross-section fluorescence 
intensity profiles for β = 0 and 0.3λ for two I0-π intensities. We see a clear axial shift (80 nm) of 
the minimum position and an increase of the FWHMz  in the best imaging plane (figure C). For β 
=0.3λ, the ultimate resolution is equal to 32 nm (computed for I0-S = 105 Is). 
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Figure 4.19:  (A) Evolution of the residual intensity as a function of the spherical aberration 
coefficient at the best imaging plane. (B) Axial cross-sectional fluorescence intensity profiles for 
a single molecule excited at I0−π IS⁄ =  1 and 100, in presence (dashed line) or absence (solid 
line) of spherical aberration (0.3λ). (C) Evolution of the axial FWHM with the spherical aberration 
coefficient at the best focus plane for  I0−π IS⁄  =100. 

In the host matrices, the molecules are immobile with fixed dipole orientations. In such conditions, 
the effects of dipole orientation could not be neglected. In the next section, we will study this effect 
in detail. 

 

4.6 Effect of molecular dipole orientation 

4.6.1 Methods to determine the dipole orientation 

Various techniques have been developed, over the last two decades, to measure fixed or time-
dependent single molecule dipole orientations [232] [233] [234]. These techniques are divided in 
three main categories: 

-      The first one employs standard wide-field illumination configuration to excite the emitters 
with linearly polarized light and deduce the dipole orientation from the fluorescence intensity by 
rotating the excitation polarization [235] [236]. 

- The second one is based on the analysis of the spatial distribution of the light emitted by a 
fluorescent molecule [237] [238]. 

- The third is based on the scanning of the dipole into the PSF of a tightly focused beam (by 
high NA objective) [239]. 
 
The first method is the most simple and straightforward. Generally, this solution is combined with 
the detection of the fluorescence signal in two orthogonal polarizations to map the evolution of the 
linear dichroism of the emitters. However, the non-unicity of this problem (determination of I) as 
well as the missing information to determine the polar angle limit this method. Upgraded versions 
using four detection channels at 0°, 45°, 90°, and 135° can break this degeneracy [240].To 

4.6 Effect of molecular dipole orientation 



110 
 

efficiently measure the dipole orientation along z, Goldman and co-workers [232] proposed to use, 
in addition to the previous illumination scheme, a TIRF illumination. In this latter case, the z 
component of the electric field is larger and the molecules with smaller polar angles can be 
measured with a better accuracy. 

 
Figure 4.20: (A) Polarized illumination/detection method: The polarization of the illumination 
light (green beam) is modulated with an electro optic modulator (EOM). A Kohler lens (K.L.) is 
used to focus the beam at the back focal plane of the microscope objective (Obj.). The fluorescence 
emission from the sample is then collected and detected on a CCD camera. A polarizer (indicated 
by the dashed box) can be added in the detection path to perform emission polarization 
measurement. Figure extracted from [231]. (B) Schematics of molecular dipole with parameters θ 
(polar angle) and ϕ (azimuthal angle). 

 

 
Figure 4.21 details a typical experimental setup used for the dipole orientation measurement with 
the non-uniform emission pattern technique. The spatial distribution of the single emitter emission 
pattern is then recorded with a defocused camera. From this unique signature, one can find the 
dipole orientation. Figure extracted from [231]. 
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The second category exploits the property of the non-uniform emission pattern of a single emitter. 
In the far field, the emission dipole is well approximated by a classical dipole whose radiation 
pattern is proportional to sin2(δ), where δ is the angle between the Poynting vector and the dipole 
orientation. Since the objective acts as a spatial frequency low pass filter, only a subset of emitting 
rays will be collected by the objective and the resulting image pattern will depend on the 
orientation of the molecule (see Figure 4.21). This method has been firstly demonstrated by Sepiol 
et al. with terrylene molecules embedded in a polymer at cryogenic temperatures [237]. 
 
The third method makes the use of the distinct spatial patterns of the polarized fields at the focus 
of a microscope objective with a large numerical aperture. As we have seen in this chapter, the 
large NA will lead to a significant mixture of the three electric field components close to the focus 
[239]. The amount and direction of polarization mixing of each ray entering the objective is highly 
dependent on the angular and radial coordinates of the ray relative to the aperture. This results in 
specific intensity patterns of each polarization component in the focal plane. Thus, the intensity 
pattern of a single emitter directly indicates its 3D orientation. Different configurations have been 
used so far such as annular illumination [241] [206],  bone-shaped amplitude/phase mask [242], 
azimuthally or radially polarized doughnut modes or double helix-PSF–based measurements 
[243]. 

 
Figure 4.22: A typical experimental setup used for the dipole orientation measurement using a 
structured light illumination for different incoming polarizations. In this example, an x-polarized 
illumination light passes an annular mask before being focused by the objective. The intensity 
patterns are shown for each incident polarization. Confocal scanning will directly provide the 
orientation of the molecular dipole: a molecule with an arbitrary orientation will be displayed with 
patterns that are linear combination of these patterns [241]. Figure extracted from [231]. 

We propose to go even further by applying the same kind of method and using the 3DESSat 
microscopy to measure both θ and ϕ of a given dipole orientation. 
 

4.6.2 Dipole orientation using ESSat 

Taking a circularly polarized 0-π beam, the spatial distributions of the intensities for the x, y and 
z polarizations are shown in Figure 4.23. The anisotropy of the intensity patterns for the x and y 
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polarization components in the focal plane, as well as the presence of a z polarization component, 
are due to the polarizing mixing that occurs under high NA (0.95) focusing. Since a molecule can 
only be excited with the polarization component that is parallel to its absorption dipole moment, a 
single molecule with an arbitrary dipole orientation will be imaged with a specific linear 
combination of the spatial patterns. The analysis of fluorescence images of single molecules with 
ESSat microscopy will thus directly reveal their 3D-dipole orientation. 

 

Figure 4.23: Intensity patterns of the x, y, z polarization components of a circularly polarized 0-π 
beam illumination light in the xy and xz planes. The colorbar is normalized to the maximum 
intensity in the respective plane. λ = 589 nm, NA = 0.95, scale bar: 500 nm. 

 

Figure 4.24: Simulated 3D ESSat images for θ=90⁰, and for different values of ϕ. The blue arrow 
indicates the dipole orientation in the case of ϕ =45°. Images computed for I0-π = Is, λ = 589 nm, 
NA = 0.95, scale bar: 500 nm. 

First, let’s consider the case of in-plane dipole orientations, (i.e. θ = 90°). Figure 4.24 shows a 
selection of simulated xy and xz images obtained for different ϕ angles. It is easy to determine the 
in-plane dipole orientation by fitting the central part of the image with an ellipse. The dipole 
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orientation is then directly given by the direction of the major axis of the ellipse.  For the xz images, 
a slight dependence of the PSF shape with ϕ is observable in Figure 4.24. As we will show in the 
next paragraph, the choice of the axial imaging plane will play an important role in the 
determination of the complete 3D dipole orientations. 

Now, let us consider the case of a dipole whose projection in the xy plane is aligned along x (i.e. 
ϕ = 0⁰). Figure 4.25 shows a selection of xy, xz and yz images computed for different θ. Starting 
from θ = 90⁰, the central region of the PSF in the xz imaging plane becomes distorted when θ 
decreases and the iso-intensity contours are well approximated by an ellipse. The tilt of the ellipse 
long axis with respect to the x-axis increases to reach its maximum value (90°) at θ = 90°. When 
θ = 0°, the dipole only feels the longitudinal component of the electric field, which vanishes along 
the optical axis. No axial resolution enhancement is therefore possible in this configuration. To 
determine the link between the dipole orientation and the ellipse tilt, we extract an iso-intensity 
contour close to the PSF center at 3.10-4I0-π, fit this contour with an ellipse and determine the 
orientation of its major axis. The evolution of the ellipse major axis angle as a function of θ (see 
Figure 4.26) shows that these angles are equal. This striking property will provide a 
straightforward way to determine θ from the experimental XZ images. It is worth noting that, this 
relationship is not linear anymore when the dipole is not contained in the axial plane imaged. 

 

Figure 4.25: Simulated direct-ESSat images of a molecule with a dipole oriented with different 
values of θ in the XY plane, XZ plane and in the YZ plane (c). These images are computed for 
I0−π = Is and I =0°, λ = 589 nm, NA = 0.95, scale bar: 500 nm. 
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Figure 4.26:  Evolution of the ellipse tilt as the function of the polar angle θ. This curve has been 
obtained for a thresholding at 3.10-4 R∞ and for ϕ =0°. 

 

Figure 4.27: Comparison between the fitting and the iterative methods. A) Experimental ESSat 
images taken in the XY plane and in the XZ plane. Pixel dwell time: 10 ms. i) and iii) show the 
extracted ellipse by thresholding the ESSat image at R = 80 counts per dwell time. B) Simulated 
images obtained with the ellipse fitting method reproducing the experimental data. The colorbar is 
in the unit of R∞. ii) and iv) are the corresponding extracted ellipses by thresholding at 0.005 and 
0.01 for lateral and axial images, respectively. (C) Evolution of the ellipse tilt as the function of 
the polar angle for ϕ = 61⁰ by thresholding at 5.10-4 R∞. 

Chapter 4. Three-Dimensional Excited State Saturation (ESSat) Microscopy 



115 
 

Figure 4.27 shows a comparison between the experimental fluorescence images and the simulated 
ones, with the corresponding ellipse fitting used to obtain the θ and ϕ values. We fit the ellipse at 
the iso-intensity contour of the experimental images by thresholding the intensity distribution of 
the ESSat image at R = 80 counts per 10 ms. The fit of the two ellipses gives the inclination of the 
major axis of the ellipses ϕellipse = 61.4° (xy – image) and θellipse = 83.2° (xz-image). Since the xz 
image plane does not contain the molecular dipole (ϕellipse ≠ 0), the ellipse tilt of the axial image 
is not equal to the polar angle, θ. Therefore, we plot the evolution of the ellipse tilt as a function 
of the polar angle for ϕ = 61.4⁰. The polar angle corresponding to an axial ellipse inclination of 
83.2° is found out for θ = 76 ± 2°. The simulated lateral and axial images for these values of θ and 
ϕ are shown in figure 4.27.B and have a close resemblance with the experimental ones. Overall, 
we show that it is possible to retrieve both the in-plane and the out of plane dipole orientations 
with two well-chosen ESSat images. The sensitivity of the ellipse fitting method is increased at 
large excitation intensity and corresponds to less than two degrees for I=10Is. 

For a molecule located deeply inside the crystal, the depth-induced spherical aberration has little 
effect on the PSF (a global shift along the axis and a dissymmetry in the axial intensity profile, as 
discussed in section 4.5.2). Figure 4.28 shows an example of simulated images for ϕ = 0⁰, θ = 0⁰ 
and for ϕ = 0⁰, θ = 45⁰ with zero spherical aberration and with a spherical aberration of β = 0.3λ. 
The images look identical for both values of β, which demonstrates that spherical aberration does 
not add any systematic error on the determination of ϕ and θ. 

 

Figure 4.28: Comparison between simulated fluorescence images obtained with and without 
spherical aberration (β = 0.3λ) in two cases: A) in plane dipole θ = 90⁰ and ϕ = 0⁰ and B) θ = 45⁰ 
and ϕ = 0⁰. For β = 0.3λ, the xy images are taken in the plane with minimal central intensity. 
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4.7 3D-ESSat Microscopy: Experimental results 

4.7.1 3D Imaging with direct 3D-ESSat microscopy 

Figure 4.29 displays three direct 3D ESSat images of a single DBATT molecule recorded with a 
0-π beam for three different laser intensities in two different planes (XY and XZ). The spatial 
distribution of the fluorescence intensity is in a good agreement with the previous simulations (see 
figure 4.4). As the excitation intensity increases, both the lateral and the axial resolutions are 
enhanced as expected. For I0-π = 82 W.cm-2, we fit the axial and lateral fluorescence intensity 
profiles with two lorentzian curves and we find a FWHM of 205 nm (along X) and 263 nm (along 
Z). In this image, we see that the (XY) component of the dipole orientation is oriented along y. 

 

Figure 4.29: Experimental fluorescence images of a single DBATT molecule obtained with direct-
3DESSat microscopy for three different excitation intensities: (A) 0.4 W.cm-2, (B) 16 W.cm-2 and 
(C) 82 W.cm-2. Pixel dwell time: 5 ms. Colorbar is normalized to the maximum fluorescence 
counts of figure (C).  (D) Cross sectional profiles along x and z of figure C. 

At even larger intensity (I0-π = 163 W.cm-2), we obtained the XZ image shown in Figure 4.30.A, 
with a contrast of 0.47, given by the ratio of the fluorescence at the center and the maximal 
measured fluorescence intensity. This value corresponds to a residual intensity of less than Ires = 
5.10-3 I0-π. The resolution is improved to 151 nm in the lateral direction and 221 nm in the axial 
direction. For another molecule, for which the residual intensity is smaller, with ten times higher 
excitation intensity (I0-π  = 1.6 kW.cm-2), we could achieve better lateral and axial resolutions of 
79 nm  and 38 nm, respectively. These values have been obtained from a lorentzian fit of the 
profiles along the white dotted lines of the image. 
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Figure 4.30: Direct-3D ESSat images of two molecules (A is the same molecule as in Figure 4.29) 
and their cross-section profiles. (A) The central region of the image of the molecule of Figure 4.29. 
(B) Cross-section profile along the lateral direction of the image. (C) Cross-section profile along 
the axial direction of the image. Pixel dwell time: 10 ms. I0−π = 1.6 kW cm2⁄ . (D) The central 
region of the image of another molecule. (E) and (F) are the corresponding cross-section profiles 
along the lateral direction and axial direction (white dotted lines), respectively. Pixel dwell time: 
10 ms. 
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4.7.2 3D-imaging with Modulated-ESSat Microscopy 

In modulated 3D-ESSat microscopy, the images are taken by overlapping a 0-π beam with a 
modulated Gaussian beam as in 2D-ESSat microscopy. Figure 4.31 shows the modulated 3D-
ESSat image of a single molecule for three different excitation intensities: (A) I0-π = 16 W.cm-2, IG 
= 6 W.cm-2 (B) I0-π = 78 W.cm-2, IG = 6 W.cm-2 and (C) I0-π = 163 W.cm-2, IG = 6 W.cm-2. As the 
0-π beam intensity increases, the size of PSF strongly decreases. 

 

Figure 4.31: Modulated 3D-ESSat imaging: (A) I0-π = 16 W.cm-2, IG = 6 W.cm-2
, (B) I0-π = 78 

W.cm-2, IG = 6 W.cm-2 and (C) I0-π = 163 W.cm-2, IG = 6 W.cm-2. Scale bar: 200nm. The colorbar 
is normalized to the maximum fluorescence counts of (A). λ = 589 nm, pixel dwell time: 5 ms. 

Figure 4.32 presents two experimental modulated ESSat images of the same molecule recorded in 
the xy and xz planes for IG = 6 W.cm-2 and I0−π = 163 W.cm-2. Along the white dotted lines, we 
plot the three cross-sectional profiles along x, y and z. We fit these three profiles with lorentzian 
curves and obtain a FWHM of 88 nm in the x-direction, 42 nm in the y-direction and 48 nm in the 
z-direction. The asymmetry in the resolution is due to the dipole orientation. 

. 
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Figure 4.32: Modulated ESSAT images of a single DBATT molecule embedded in octadecane 
matrix, in the xz plane (A) and in xy plane (B). These two images have been recorded at I0-π = 163 
W.cm-2 and IG = 6 W.cm-2. Colorbar in counts per 10 ms. C), D) and E) cross sectional profiles 
along the three white lines and their associated lorentzian fits (solid lines). FWHMx = 88 nm; 
FWHMy =42 nm and FWHMz = 48 nm. F)  and G) are the corresponding simulated images for the 
same excitation parameters and for a dipole orientation of ϕ = 0° and θ = 66⁰. The colorbar is given 
in unit of R∞. 

As in the case of the unmodulated images, the orientation of the PSF in the XZ plane allows the 
determination of the z component of the dipole orientation. From the fit of the ellipse tilt, we derive 
θ = 66⁰. We compare this result with the corresponding simulated modulated ESSat images. A 
good agreement with the experimental data is shown in Figure 4.32.F and 4.32.G. 
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4.7.3 Super resolution of two molecules 

To increase the probability of finding two spatially and spectrally close molecules, we record a 
confocal image at larger excitation intensity. For hot spots having a large count rate, we can expect 
that more than one molecule is present in the excitation volume with similar optical resonances. 
For such an event, we recorded the excitation spectrum at IG= 12 W.cm-2

. With a Gaussian 
excitation beam presented in Figure 4.33, we found two resonances, separated by 360 MHz, 
confirming the presence of two emitters. To super-resolve these two molecules, we set the laser 
frequency in between the two molecular frequencies and we recorded the modulated 3D ESSat 
image for IG= 6 W.cm-2 and I0-π = 163 W.cm-2 as shown in Figure 4.33. According to Figure 4.33, 
both emitters are excited. We observe two hot spots on this image, well below the diffraction limit. 
In the transverse plane, the distance between the two molecules is estimated by pointing the two 
maxima. We found, d = 60 ± 10 nm. At this ESSat intensity, the axial PSF has a FWHM below 50 
nm which gives an upper bound for the separation of the two emitters of 80 nm. The decrease in 
the fluorescence signal of the first molecule while scanning is attributed to the spectral diffusion.  

 

Figure 4.33: A) XY modulated ESSat image recorded at an intensity I0-π  = 163W.cm-2 and IG = 6 
W.cm-2) of single emitters embedded in octadecane. Two molecules are observable and separated 
by a distance of 60 nm in the xy-plane. At this ESSat intensity, the axial PSF has a FWHM below 
50 nm, which gives an upper bound for the distance between the two emitters of 80 nm. B) 
Excitation spectrum recorded at an intensity close to the saturation intensity. Two resonances are 
observable confirming the presence of two molecules. Scale bar: 150 nm. 

 

To go further, we need to achieve a complete z-stack of xy-plane images. A highly stable sample 
holder is therefore needed to avoid any spatial drifts during the measurement (approx. 10 min). In 
these conditions, we decided to improve the sample holder stability as seen in the next section. 
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4.8 Overcoming mechanical vibrations 

4.8.1 Upgrade of the sample holder 

The mechanical vibrations of the sample holder inside the cryostat limit the best achievable 
resolution and it is crucial to minimize them. During my PhD thesis, we engineered a new version 
of the sample holder. Figure 4.34.A shows the schematics of the previous version of the sample 
can. The sample can contain three steppers (x, y and z), three piezo scanners (x, y and z), the 
sample plate and the microscope objective. All of the elements are hanged on a long rod. The rod 
is connected to the upper part of the cryostat. Small vibrations occurring at the end of the rod are 
amplified and induce oscillations of the sample. An oscillation of the sample rod with an amplitude 
of only 3 × 10−3 mrad will produce a molecule displacement of 10 nm in an image. As a first 
modification, we decided to use an electromagnet to detach the sample can from the rod once it is 
inserted into the cryostat (as seen in Figure 4.34.B). A ring magnet located at the bottom of the 
can is used to fasten the sample holder to the cryostat windows on which another ring magnet is 
glued. Three additional clamps, located at the top of the sample can, are also used to maintain the 
holder in position. 

Moreover, the change in refractive index due to turbulences caused by the Helium gas flow (Δn/n 
= 3×10-5) degrades the beam shape and moves the beam position with respect to the molecule 
location. This small effect becomes noticeable for sub-ten nanometer super resolved single 
molecule images. To minimize this problem, we decided to cover the sample holder with four 
metallic windows (see Figure 4.34.C) and bring the objective closer to the bottom window to 
decrease as much as possible the optical path in the helium gas. 

 

Figure 4.34: Schematics of the A) initial version of the sample holder. The can is rigidly attached 
to the upper part of the cryostat through a long rod. (B and C) New version of the sample holder 
(for details see text). 

4.8 Overcoming mechanical vibrations 
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4.8.2 Results 

We decided to test this new sample holder with the 3D modulated ESSat method. As we expect a 
better optical resolution, obtained at higher excitation intensities, we decided to use a more stable, 
host/guest system: DBATT in naphthalene. This system, with no spectral diffusion at liquid 
Helium temperature, exhibits a zero phonon line at 618 nm with a spectral linewidth of 20 MHz 
limited by the lifetime of the excited state[244]. The molecular structure of host/guest is shown in 
Figure 4.35. 

 

Figure 4.35: Molecular structures of the aromatic fluorescent DBATT molecule and the 
naphthalene matrix. 

The naphthalene is a very volatile substance and solid at room temperature. To prepare a thin layer 
(<1 µm), we heat a highly doped piece of naphthalene sandwiched between two coverslips. After 
pressing the sample, we cool it down quickly by putting it in liquid nitrogen. This ensures a good 
insertion of the DBATT molecules in the naphthalene. As for the other sample, we observed the 
Newton rings to estimate the thickness. A layer of PVOH (poly-vinyl alcohol) is spin coated over 
the sample to limit the naphthalene sublimation. The coverslip is then taped onto the sample holder 
and inserted into the pre-cooled cryostat.  In the optical setup, we replaced the band pass excitation 
filter by a short pass filter (cutting edge at 633 nm) and the emission filter by band pass filter 
centered at 700 nm with a transmission window of 100 nm. 

The images presented in Figure 4.36 show the 3D reconstruction of the point spread function 
surface, at half maximum, recorded in confocal configuration with a TEM00 beam (IG =1.2 W.cm-

2) and with the modulated ESSAT method (IG = 60 W.cm-2  and I0-π =3.1 kW.cm-2). The confocal 
image corresponds to the diffraction limit (lateral size: 375 nm and axial size: 900 nm). The axial 
and lateral FWHM of the confocal PSF are in agreement with the theoretical simulated intensity 
profiles (370 nm and 840 nm) obtained with the equation 4.2. In the case of modulated 3D-ESSat 
(Figure 4.36.B), the lateral resolution is 55 nm and the axial resolution 29 nm. This 30 times better 
resolution is achieved with an excitation 0-π beam intensity of I0-π =3.1 kW.cm-2 and with a 
Gaussian beam intensity, IG =60 W.cm-2. Finally, we could achieve an axial resolution of 22 nm 
and a transverse resolution of 28 nm for another molecule excited at IG = 75 W cm2⁄  and I0−π =
9.8 kW cm2⁄  (see Figure 4.37). This axial resolution is thus more than 50 times smaller than the 
diffraction limit. 
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Figure 4.36:  A) 3D reconstruction of the point spread function surface (at half maximum) recorded 
with a confocal TEM00 excitation beam (IG= 1.2 W.cm-2). The axial and lateral are in agreement 
with the theoretical FWHM values computed with the propagation of a Gaussian beam using 
equation 4.2. B) Modulated 3D ESSat PSF reconstruction obtained for the same molecule at 
I0−π = 3.1 kW cm2⁄  and IG = 60 W cm2⁄ . 

 

 

Figure 4.37: 3D reconstruction of the point spread function surface using the 3D modulated ESSat 
technique. An ultimate axial and lateral resolutions of 22 nm and 28 nm are obtained respectively. 
Experimental parameters: IG = 75 W cm2⁄  and I0−π = 9.8 kW cm2.⁄  Modulation Frequency 1 
kHz, Pixel dwell time: 10 ms. 
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4.9 Conclusions 

In this chapter, we presented the 3D extension of 2D ESSat microscopy using a 0-π excitation 
beam. We show that the design of the phase mask is critical to produce the optimal electric field 
distribution at the focal plane and the determination of z0 has to be done carefully. We developed 
an experimental method, to achieve such sensitivity and we obtained a residual intensity of 
10−4I0−π. Systematic effects induced by the vectorial behavior of light, which mainly shift the 
positions of the intensity minimum can be compensated and the 3D positions of the molecule can 
be derived accurately. 

The mechanical vibrations of the piezo scanners limit the ultimate achievable optical resolution of 
the 3D-ESSat microscopy. We improve the stability of the system by building a new sample holder 
(steppers, piezos, and sample plate) fixed at the bottom of the cryostat and free from the top. In 
such conditions, an axial resolution of 38 nm is achieved with direct-ESSat microscopy and of 22 
nm with modulated-ESSat microscopy for an excitation intensity Io-π of less than 10 kW.cm-2. We 
could also resolve two spectrally close (180 MHz) molecules separated by a distance of 60 nm in 
the lateral plane and less than 50 nm in the axial direction. 

One other advantage of 3D-ESSat microscopy is the possibility to determine the dipole orientation 
with only one lateral and one axial ESSat images with an accuracy of few degrees. 

The 3D ESSAT method, developed during my PhD work, could be also used to localize emitters 
in the close vicinity of nano-objects such as metallic nanoparticles and study their coupling. The 
next step of this work will be to study the coherent optical dipole-dipole coupling between two 
individual molecules located few tens of nanometer apart and image them with the ESSat method. 
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Summary and Outlook 
 
This Ph.D. thesis is devoted to the optical nanoscopy of single molecules at low temperature. We 
developed a super-resolution scanning confocal imaging technique called the Excited State 
Saturation (ESSat) Microscopy. ESSat microscopy is a cryogenic technique based on the optical 
saturation of the first singlet excited state of a single fluorescent molecule. The excitation beam is 
shaped such that it contains an isolated intensity zero at the focus of the microscope objective, 
around which a large intensity gradient develops. 

In a first step, we developed a 2D super-resolution method, using a Laguerre Gaussian (donut-
shaped) excitation beam. At liquid helium temperatures, we achieved a lateral optical resolution 
of 4.4 nm with an excitation intensity of 13 kW.cm-2. The limitation of the maximal attainable 
resolution is mainly due to the mechanical instabilities in the cryostat system. The next step was 
to make the necessary modifications in the cryostat holder, in order to reduce the effect of the 
mechanical vibrations on the sample and the piezo scanners. The “negative” images, which present 
fluorescence dips in the saturated fluorescence background, have a poor contrast and therefore are 
unsuitable for resolving two close by molecules. Hence, we introduced a demodulation technique 
with the application of a modulation Gaussian beam along with the excitation beam. A lateral 
resolution of 9 nm is achieved by the modulated ESSat microscopy. 

In order to achieve 3D super-resolution, the excitation beam is shaped using a phase mask with a 
circular central area inducing a π-phase retardation. In the focal plane, it presents a ring-shaped 
profile with a dark center, while symmetric bright spots apart from the focus are formed along the 
optical axis. With direct-ESSat microscopy, we achieved a 3D super resolution of single molecules 
with an axial resolution of 38 nm and a lateral resolution of 79 nm with an excitation intensity of 
1.6 kW cm2⁄ . In order to improve the image contrast, we incorporated the demodulation technique 
into 3D super-resolution as well. We attained an axial resolution of 22 nm and a lateral resolution 
of 28 nm with an excitation 0- π beam intensity of 9.8 kW.cm-2 and modulated-Gaussian beam 
intensity of 75 W.cm-2, i.e. with an intensity ~ 105 times smaller than that needed to saturate 
optical transitions at room temperature in STED-based methods. We could also determine the 
dipole orientation of single molecules from their spatial fluorescence pattern. Moreover, we could 
also resolve two molecules with overlapping optical resonances separated by 60±10 nm, well 
below the optical resolution offered by conventional confocal microscopy. 

With higher excitation intensities of few tens of kW.cm-2, it will be possible to resolve single 
molecules that are separated spatially by few tens of nanometers. Such 3D nanoscopic imaging of 
molecules is crucial to study the coherent dipole-dipole coupling interaction between them. 
Ongoing experimental efforts in our lab are in progress for this realization. We first find molecules 
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that are spectrally as well as spatially close with the ESSat method. The coupling interaction 
between the molecules is confirmed by checking the presence of a two-photon transition at higher 
excitation intensities, say a hundred times the saturation intensity of the molecules. Typical 
fluorescence excitation spectra showing the evolution of the two-photon feature with increasing 
excitation intensities is shown in Figure I. 

 

Figure I: Evolution of the fluorescence excitation spectrum of a two-molecule coupled-system with 
increasing excitation intensities. At low excitation powers, the two peaks correspond to the two 
intermediate transitions. At high laser powers, a third peak shows up in the center of the spectrum, 
as a signature of an optical dipole-dipole coupling. This feature arises when two photons populate 
the upper state of the coupled system, where both molecules are simultaneously excited. 

Since the emission of the coupled molecules is delocalized, it is not possible to observe the 
molecules independently. However, ESSat microscopy provides a unique opportunity to record 
the rich spatial and spectral features of the coupled system. Such images can provide information 
about the position as well as the dipole orientation of the individual molecules as well as the 
coupling parameters. 

Further improvement in the ESSat method can be made by combining the doughnut-shaped beam 
with the 0-π beam excitation pattern as in the case of 3D STED microscopy [129]. This can give 
a 3D isotropic hollow focal spot and offer a better lateral resolution for the 3D-ESSat microscopy. 
It is also possible to use the Stark effect to spectrally tune molecules that are spatially close in 
order to manipulate the degree of entanglement between them. These experiments pave the way to 
characterize quantum entanglement and should help developing new research directions in 
quantum information processing. 

 

Summary and Outlook 
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