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Chapter 1

Introduction

1.1 Integrability in �eld theory

Field theories. Field theory has many applications in various domains of physics. For example,
electromagnetism, general relativity and hydrodynamics are described by classical �eld theories. The
Standard Model of particle physics, which describes the fundamental components of matter and their
interactions, is based on particular models of quantum �eld theory, the gauge theories. Similarly, �eld
theory models are also used in condensed matter theory and statistical physics. Most methods of �eld
theory are based on perturbative expansions. They apply to models describing �elds whose interactions
are controlled by a small parameter. The physical observables of these models are then expressed as
power series expansions in this parameter.

In quantum �eld theory, such methods led to the development of Feynman diagrams, which proved
to be extremely successful for many applications. For instance, the use of perturbative methods in the
Standard Model of particle physics has allowed the computation of many physical observables, such as
the probabilities of creation and annihilation of particles. These theoretical predictions agree with the
experimental observations with a tremendous accuracy. A particular recent example of the theoretical
and experimental success of the Standard Model is the observation of the Higgs boson at the Large
Hadron Collider, in 2012.

Despite this success, perturbative methods turn out to be insu�cient in other situations. For exam-
ple, the theory of Quantum Chromodynamics (which is the gauge theory describing the strong nuclear
interaction in the Standard Model) possesses a strongly-coupled regime which cannot be described by
perturbative expansions (as there is no small perturbation parameter in this case). This motivates the
development of non-perturbative methods.

Integrable �eld theories. Some of these methods belong to the theory of integrability. This theory,
which will be described in more details in the next sections of this introduction, allows to compute
exactly some physical observables, for certain models called integrable systems. Integrable �eld theories
are scarce, as the requirements for being integrable are quite constraining. In particular, almost all
techniques for �nding and studying integrable �eld theories are restricted to two-dimensional �eld
theories. However, integrable �eld theories are still a domain of growing interest in theoretical research.
For example, the existence of exactly solvable models allows one to test and develop further the more
usual techniques of �eld theory, using integrable theories as toy models for a deeper understanding of
general �eld theory. Moreover, the theory of integrability has proven to be mathematically quite rich
and has allowed many deep developments at the boundary between physics and mathematics.

A very important development in the domain of integrable �eld theories came recently with the
AdS/CFT correspondence [1�3]. This correspondence conjectures a dictionary between some physical
observables of quantum gravity models de�ned on Anti de-Sitter (AdS) manifolds and observables of
dual Conformal Field Theories (CFT). The most studied example of the AdS/CFT correspondence
concerns, on the CFT side, the N = 4 super-symmetric Yang-Mills theory in four dimensions. This is a
gauge theory, such as Quantum Chromodynamics, which possesses an additional property of invariance
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1.2. Classical integrable models with twist function

under super-symmetry. Although this (extended) super-symmetry prevents the theory to be a good
phenomenological description of particle physics, it shares several similarities with non super-symmetric
Yang-Mills theories and is thus a very good toy model for theoretical high-energy physics. The AdS
dual of this theory is the Green-Schwarz superstring on the background AdS5×S5 [4], i.e. the cartesian
product of the �ve dimensional Anti de-Sitter manifold with the �ve dimensional sphere.

This superstring theory has been shown to be integrable at the classical level [5�7]. This is the
reason why this particular example of AdS/CFT correspondence is the most studied. Indeed, one can
then apply integrability techniques to obtain results on both the string model and the four dimensional
Super-Yang-Mills theory (see for instance [8]).

1.2 Classical integrable models with twist function

Part of this PhD thesis is devoted to the study of a certain family of classical integrable �eld theories,
called models with twist function. In this section of the introduction, we introduce and motivate
this class, particularly through its relation with integrable σ-models, and present the main questions
concerning classical integrable models with twist function addressed in this thesis.

1.2.1 Classical integrable �eld theories

Liouville integrability. The theory of integrability started within the Hamiltonian formalism of
classical mechanics, which deals with models with a �nite number of degrees of freedom. Such a
model is said to be integrable (in the sense of Liouville) if it possesses su�ciently large number of
independent conserved quantities in involution, i.e. whose Poisson brackets vanish (more precisely,
this number must be half the dimension of the phase space of the model). By a theorem of Liouville,
such a model can be solved exactly by quadratures. Concretely, this means that the solutions of
this model can be formally expressed and can be explicitly computed after performing some algebraic
manipulations and integrations.

Integrable �eld theories. The notion of integrability for a classical �eld theory is more subtle. As
it possesses an in�nite number of degrees of freedom, a natural necessary condition for a �eld theory
to be integrable is to admit an in�nite number of conserved charges in involution. Yet, one cannot give
a precise de�nition of such a condition as there is not a unique notion of in�nity: how can one ensure
that the in�nity of charges that one has is �enough� to solve the model ? Thus, there is no universally
accepted de�nition of integrability for �eld theories.

Lax pairs. In this thesis, we will be interested in two-dimensional �eld theories. We make the choice
of de�ning integrability in this context through the notion of Lax pairs. A model is said to admit a
Lax pair [9] if its equations of motion can be recast as a zero curvature equation (or Lax equation) on
a two-dimensional connection. The spatial and temporal components of this connection are described
by two matrices L andM, valued in some Lie algebra g, depending on the �elds of the model and on
an auxiliary complex parameter λ, called the spectral parameter. The Lax equation then reads

∂tL(λ)− ∂xM(λ) +
[
M(λ),L(λ)

]
= 0, ∀λ ∈ C,

where [·, ·] denotes the Lie bracket of g. This ensures the existence of an in�nite number of conserved
charges of the model extracted from the monodromy of the Lax matrix L.

This zero curvature equation can be seen as the compatibility condition of an auxiliary system
of linear partial di�erential equations. This auxiliary system is at the basis of the so-called Inverse
Scattering Method [10, 11]. This led to rich developments in the theory of solitons, for example for
the Korteweg-de Vries [12], non-linear Schroedinger [13] and sine-Gordon [14] equations (see also the
books [15,16] and the lectures [17]).
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1. Introduction

Maillet bracket. The existence of a Lax pair allows the construction of an in�nite number of
conserved charges. However, it does not ensure that these charges have vanishing Poisson brackets,
as required for the theory to be integrable. As these charges are constructed from the monodromy
of the Lax matrix L, their Poisson brackets are related to the Poisson bracket between the di�erent
components of L.

A �rst su�cient condition for the charges extracted from the monodromy to be in involution is
given by the Sklyanin bracket [18]. This condition requires the Poisson bracket of L to be expressed
in terms of commutators of L with another matrix called the R-matrix, which is skew-symmetric.
Moreover, it requires this Poisson bracket to be proportional to the Dirac δ-distribution in the space
coordinate (and thus not to contain derivatives of this distribution). Such a bracket is called ultralocal.
It describes for example the sine-Gordon model and the non-linear Schroedinger equation.

A generalisation of this condition, which allows the Poisson bracket of L to contain a term pro-
portional to the �rst derivative of the δ-distribution, has been found by Maillet [19, 20]. Using the
standard tensorial notations, it is given by

{
L1(λ, x),L2(µ, y)

}
=
[
R12(λ, µ),L1(λ, x)

]
δ(x− y)−

[
R21(µ, λ),L2(µ, x)

]
δ(x− y)

−
(
R12(λ, µ) +R21(µ, λ)

)
∂xδ(x− y).

It also involves a R-matrix R12(λ, µ), which contrarily to the case of the Sklyanin bracket is not
skew-symmetric. As it contains a derivative of δ, the Maillet bracket is said to be non-ultralocal.

1.2.2 Integrable σ-models

A new class of integrable theories. Important examples of integrable two-dimensional �eld the-
ories are given by the integrable (non-linear) σ-models, such as the Principal Chiral Model (PCM) on
a Lie group. They have applications in various domains of physics and mathematics. For instance, one
particular integrable σ-model, called the non-linear O(3) model, plays a role in condensed matter as
the continuum limit of certain spin chains, describing the magnetic properties of materials [21].

Integrable σ-models also play an important role in high-energy physics and more precisely in string
theory. The recent and archetypal example is the AdS5 × S5 Green-Schwarz superstring mentioned
above in the context of the AdS/CFT correspondence. The classical limit of this theory is described as
a two-dimensional σ-model with the Metsaev-Tseytlin action [4]. It has been shown by Bena, Polchinski
and Roiban in [5] that this model admits a Lax pair representation and by Magro that the Hamiltonian
Lax matrix satis�es a Maillet bracket [6].

Integrable σ-models regained interest in the mathematical physics community even more recently
with the discovery of integrable deformations of these models. These are models depending on contin-
uous deformation parameters, such that the integrability property is preserved for any value of these
parameters. These deformed models thus form a whole new class of integrable �eld theories, which is
quite interesting regarding the rarity of integrable models.

The �rst examples of such integrable deformations of σ-models were found for particular target
spaces of low dimension. For instance, integrable deformations of the PCM on the group SU(2) were
discovered by Cherednik in [22], by Balog, Forgács, Horváth and Palla in [23] (see also [24]) and by
Fateev in [25]. Similarly, an integrable deformation of the O(3)-model was proposed by Fateev, Onofri
and Zamolodchikov in [26]. We will now discuss more general integrable deformations.

Yang-Baxter type deformations. A general deformation of the PCM on an arbitrary Lie group,
called the Yang-Baxter model, was discovered by Klim£ik in [27, 28] (for the group SU(2), this defor-
mation coincides with a particular limit of [22]). The extension of this deformation for symmetric-space
σ-models was discovered by Delduc, Magro and Vicedo in [29] (recovering [30] in the case of the O(3)-
model, the deformation proposed in [26]). This deformation was also extended by the same authors to
the superstring model on AdS5 × S5 mentioned above [31,32] (we will come back on this deformation
later). In [28], Klim£ik proposed a two-parameter deformation of the PCM, the Bi-Yang-Baxter model,
which can be seen as a further deformation of the Yang-Baxter model and which was proven to admit
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1.2. Classical integrable models with twist function

a Lax pair in [33] (the Bi-Yang-Baxter model for SU(2) has been identi�ed in [30] with the deformed
model proposed in [25]).

One of the features of these deformations is to break a global symmetry of the undeformed model.
It was shown in [29,32] (and before that in [34,35] for the PCM on SU(2)) that the conserved charges
associated with this symmetry in the undeformed model are deformed in a set of non-local conserved
charges satisfying a q-deformed algebra. More precisely, the Poisson brackets of these charges form a
Poisson-Hopf algebra, which can be thought of as a classical limit of a quantum group. In the case of
the Yang-Baxter model, it was also shown recently [36] that this deformed algebra is part of a bigger,
in�nite, one: a q-deformed a�ne Poisson-Hopf algebra (here also, the case for the group SU(2) was
already treated in [35,37]).

We shall refer to all of these deformations as Yang-Baxter type deformations (they are also called
η-deformations or κ-deformations in the literature), as they are constructed from a solution of the
modi�ed Classical Yang-Baxter Equation (mCYBE). One can also construct [38] deformations associ-
ated with solutions of the (homogeneous) Classical Yang Baxter Equation. Contrarily to inhomogenous
deformations, these models do not possess q-deformed conserved charges. As these charges will be one
of the subjects of interest of this thesis, we will use the denomination Yang-Baxter type deformation
to refer to deformations associated with solutions of the (inhomogeneous) mCYBE.

Other deformations of σ-models. Another type of integrable deformation of σ-models, called
λ-deformation, was also constructed by Sfetsos in [39] for the PCM and Hollowood, Miramontes and
Schmidtt in [40] for symmetric space σ-models. This deformation was also extended to the Green-
Schwarz superstring model on AdS5 × S5 in [41].

The PCM also possesses another type of integrable deformation, which is obtained by adding a
Wess-Zumino term (see [42,43] for the construction of this term) to the action of the PCM, multiplied
by an arbitrary deformation parameter. This model was �rst considered in [44] for a particular value
of this parameter which makes the model conformal. It was later shown in [45] that this model is
integrable for any value of the deformation parameter.

The PCM can be further deformed by combining several types of deformations. For example, one
can combine the addition of a Wess-Zumino term with a Yang-Baxter deformation (as shown by Delduc,
Magro and Vicedo in [46]) and with a Bi-Yang-Baxter deformation and so called TsT transformations
(as shown quite recently by Delduc, Hoare, Magro and Kameyama in [47], recovering a 4-parameter
deformation introduced by Lukyanov in [48] for the group SU(2)).

Deformations of the AdS5×S5 superstring. As explained above, both the Yang-Baxter type de-
formation and the λ-deformation have been extended to the Green-Schwarz superstring on background
AdS5 × S5. These deformations have been the subjects of many recent works in the mathematical
physics community.

For the Yang-Baxter deformation of the AdS5 × S5 superstring, the existence of q-deformed sym-
metries mentioned above can also be seen on the tree-level light-cone S-matrix. Indeed, it was shown
in [49�51] that this matrix coincides with the large string tension limit of the S-matrix invariant un-
der the quantum group of the centrally-extended psu(2|2)2 algebra [52�54]. This matrix is thus a
q-deformation of the light-cone S-matrix of the undeformed superstring on AdS5×S5 [55�62] (see also
the reviews [63,64]).

An interesting question about these deformations concerns their geometry, which is in particular
important to understand whether or not they de�ne a string theory. As a type IIB string theory, the
undeformed model de�nes a background on AdS5 × S5 which is a solution of the equations of type
IIB supergravity. It is now known [65] that the background of the λ-deformation is also a solution
of the equations of type IIB supergravity (see also [66�68] and [69, 70]). Thus, the λ-deformation
de�nes a string theory. However, the Arutyunov-Borsato-Frolov [49�51] background obtained from the
(inhomogeneous) Yang-Baxter deformation is not a solution of type IIB supergravity equations [50]
but is a solution of generalised type IIB supergravity equations [71,72] (see also [73]).
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Another aspect of interest of these models concerns the AdS/CFT correspondence. As the unde-
formed superstring model is dual, through this correspondence, to the N = 4 super-Yang-Mills theory
in four dimensions, it is natural to wonder if the deformed models are dual to a deformation of this
gauge theory. This is still an open question (see however [74] and [75�77] for homogeneous Yang-Baxter
deformations).

1.2.3 The algebraic structure behind integrable σ-models: the twist function

Integrable σ-models as models with twist function. The σ-models presented above and their
deformations possess a Lax matrix (see Subsection 1.2.1 of this introduction). The Hamiltonian analysis
of most of these models has been performed, showing their integrability at the Hamiltonian level. More
precisely, as explained in details in Chapter 3 of this thesis, it was shown that the Poisson bracket of the
Lax matrix of most of these models takes the form of a non-ultralocal Maillet bracket (see Subsection
1.2.1), ensuring the existence of an in�nite number of conserved charges in involution for these models.

Moreover, it was observed that the R-matrices governing the Maillet brackets of all these models
share a common algebraic structure. They are encoded in a model-dependent rational function ϕ of
the spectral parameter, that we call the twist function. More precisely, they are given by

R12(λ, µ) = R0
12(λ, µ)ϕ(µ)−1,

where R0 is a standard R-matrix on a loop algebra. This observation thus enables one to interpret
integrable σ-models as part of a larger class of integrable �eld theories, the models which possess such
a twist function.

Twist function and deformations of σ-models. An interesting aspect of this common algebraic
structure concerns the deformations of σ-models. Indeed, one sees that the known deformations of
σ-models do not a�ect the dependence of the Lax matrix of the model on the spectral parameter. The
e�ect of the deformation is in fact to modify the Poisson bracket of this Lax matrix by modifying the
twist function of the model. More precisely, one observes that the deformations of σ-models modify
the poles of the twist function.

Let us note here that homogeneous Yang-Baxter type deformations exhibit a slightly di�erent
behaviour than other deformations in this context. Studying their Hamiltonian structure, one shows
that these deformations do not a�ect the Poisson bracket of the Lax matrix of the model and thus its
twist function. In this case, the e�ect of the deformation is purely to modify the way the Lax matrix
depends on the fundamental �elds of the model. However, these homogeneous deformations are part
of the class of models with twist function and thus, all results which apply to this whole class can be
applied to them.

Models with twist function as A�ne Gaudin Models. The observation that σ-models are
models with twist function led recently to their reinterpretation in terms of so-called classical A�ne
Gaudin Models (AGM). Gaudin models form a general class of integrable systems which are constructed
from certain Lie algebras. In particular, the AGM are the Gaudin models associated with a�ne Kac-
Moody algebras. They were studied recently by Vicedo in [78]. More precisely, it was shown in [78]
that AGM can be seen as integrable �eld theories with twist function. Moreover, in the framework of
AGM, the twist function appears quite naturally as part of the data de�ning the model (in particular,
the poles of the twist function are the so-called sites of the Gaudin model).

Conversely, Vicedo also proved in [78] that all known models with twist function (including inte-
grable σ-models and their deformations but also a�ne Toda �eld theories) are realisations of some
particular AGM. This sheds the light on the algebraic origin of integrable σ-models and exhibits the
common mathematical structure behind their integrability.

1.2.4 Goal of this thesis

One of the main goals of my PhD projects was to develop general methods to study integrable σ-models
in a model-independent way, using their common algebraic structure as models with twist function.
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Such methods would show the key role played by the twist function in the study of integrable σ-models
and the interest of treating these models as a whole class. Below, we list the main questions addressed
in this thesis following this direction. They form mainly the �rst part of this thesis.

Local charges in involution. It is known [79, 80] that some undeformed integrable σ-models (the
PCM and the symmetric space σ-model) possess an in�nity of local charges in involution. It is natural
to ask whether this is a unique feature of these particular models or if it is shared by other integrable
σ-models, as for example deformed ones. We address this question in Chapter 4 of this thesis and
show that it is in fact a result shared by all models with twist function, under certain assumptions on
this twist function. As such, it applies to all integrable σ-models and their deformations but also more
generally to AGM.

Deformed symmetries of Yang-Baxter type deformations. As mentioned in Subsection 1.2.2,
the Yang-Baxter type deformations are characterised by the breaking of some global symmetry and
the appearance of some q-deformed Poisson-Hopf algebra of conserved charges. However, it is not
known whether these deformed conserved charges are associated with a symmetry of the model. We
address this question in Chapter 5 and exhibit a Poisson-Lie deformed symmetry associated with these
charges. The approach used to derive this result is model-independent and uses the common features
of Yang-Baxter type deformations. In particular, a key point of this method is the fact that these
deformations have for e�ect to split a double pole of the undeformed twist function into two simple
poles, showing the key role played by the twist function in these deformations.

Twist function of the Bi-Yang-Baxter model. One of my other PhD project presented in this
thesis does not concern the development of general results for σ-models based on the twist function.
It consists rather of proving that a particular deformed σ-model, the Bi-Yang-Baxter model, is also
described by a twist function, as other deformed σ-models. We prove this fact in Chapter 3, Section
3.4 of this thesis (modulo some technical subtleties), thus showing that the Bi-Yang-Baxter model also
belongs to the more general class of models with twist function.

1.3 Quantum Gaudin models

A second part of this thesis is devoted to quantum aspects of integrable models, and more precisely of
Gaudin models, either �nite or a�ne.

1.3.1 Quantum integrability

Quantum integrable mechanical systems and spin chains. For physical systems with a �nite
number of degrees of freedom, one can de�ne quantum integrability similarly to classical integrability,
replacing conserved charges in involution by conserved commuting operators. Such systems can be
quantised mechanical systems, as the Toda chain, or spin chains, as the XXX or XXZ Heisenberg
chains.

Given a quantum model, one of the main steps towards its resolution is to �nd its spectrum, i.e.
to �nd the eigenvalues of its Hamiltonian. For an integrable model, this Hamiltonian commutes with
a large number of commuting operators. Provided that these operators are diagonalisable, there exists
a common basis of eigenvectors for all these operators and one can aim to study the whole spectrum
of all these operators at once. For certain quantum integrable models, this can be achieved by various
methods. Example of such methods are the coordinate Bethe ansatz or the algebraic Bethe ansatz,
which proved quite e�cient for the study of quantum integrable spin chains.

Integrable quantum �eld theory. De�ning the notion of integrability for quantum �eld theories
is a subtle question, which does not admit a universally accepted answer. In this thesis, we will choose
to de�ne integrability for a quantum �eld theory as the existence of an in�nity of commuting conserved
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operators. An important feature of models which admit such a property is that their scattering matrix
factorises. More precisely, one shows that there is no possibility of creation and annihilation of particles
and that all scattering processes can be reduced to combination of scattering of two particles. Moreover,
one can often constrain the form of these two by two scattering matrices using the symmetries of the
model. Once these two by two scattering matrices are known, one can extract more results on the
theory, such as its spectrum, via the Thermodynamic Bethe Ansatz. This is the so-called Factorised
Scattering Theory [81].

If one is given a classical integrable �eld theory, a natural goal is to �nd a quantisation of this
theory which leads to an integrable quantum �eld theory. The usual approach of quantum �eld
theory based on second quantisation of the canonical bracket and perturbative expansions is in general
not well adapted for such a goal. Alternative quantisation methods which preserve integrability by
construction have been developed. The main idea of these methods is to discretise the space coordinate
(while preserving the integrability), to write the Poisson brackets of the evaluations of the Lax matrix
on this discretisation and to quantise these Poisson brackets. These methods of quantisation lead to
the so-called Quantum Inverse Scattering Method, allowing the use of the algebraic Bethe ansatz on
this theory. One then has to take a continuum limit to obtain a quantum �eld theory.

These methods were mostly developed [82] (see also the review [83] and the book [84]) for ultralocal
theories, satisfying the Sklyanin bracket (see Subsection 1.2.1 of this introduction). Developing a similar
method for non-ultralocal theories �rst necessitates to �nd a discrete integrable Poisson algebra whose
continuum limit coincides with the Maillet bracket. Such an algebra was proposed in [85,86]. However,
the corresponding R-matrix arising from its continuum limit satis�es very particular conditions. A
similar construction for an arbitrary R-matrix is still lacking at the time.

Quantum integrable σ-models ? In the previous section of this introduction, we presented particu-
lar examples of classical integrable �eld theories, the integrable σ-models. The methods of quantisation
by discretisation mentioned above cannot be applied to these models, as the Poisson bracket of their
Lax matrix is non-ultralocal and does not satisfy the condition to apply the results of [85,86]. Hence,
there is still no proof of the quantum integrability of these models from �rst principles and one cannot
apply the Quantum Inverse Scattering Method to solve them.

However, quantum σ-models and the quantum superstring on AdS5 × S5 have been extensively
studied in the literature. These works rest on several assumptions, in particular the hypothesis that
one can apply the Factorised Scattering Theory to these models, allowing the description of their
spectrum through the Thermodynamic Bethe Ansatz. A way to prove this hypothesis would be to show
the quantum integrability of these models, which is not done yet (note however that the factorisation
of the scattering matrix was proven for particular σ-models [87]). Such a program turned out to be
extremely successful in the context of the AdS/CFT correspondence (see for example the review [8]).
It led to the study of the so-called Quantum Spectral Curve [88].

Quantum a�ne Gaudin models. As mentioned in Subsection 1.2.3 of this introduction, classical
integrable σ-models have been re-interepreted as realisations of a�ne Gaudin models in [78]. It was
proposed in the same article that this re-interpretation can be used to prove, in the long-term, the
integrability of quantum σ-models and to determine their spectrum. This proposition is based on the
many results known about another type of quantum Gaudin models, the �nite ones (associated with
�nite Kac-Moody algebras instead of a�ne ones). Let us now discuss these results.

1.3.2 Quantum �nite Gaudin models

The models. Finite Kac-Moody algebras are the semi-simple Lie algebras of �nite dimension. The
associated �nite Gaudin models possess a �nite number of degrees of freedom. More precisely, they
describe integrable spin chains. They were introduced by Gaudin, �rst in [89] for the Lie algebra
sl(2,C), as a limit of the XXX spin chain, and later in [90] for an arbitrary semi-simple Lie algebra.

In addition to this underlying Lie algebra g, a Gaudin model is constructed from the data of N
representations of g, which describe the sites of the spin chain, attached to N points of the complex
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1.3. Quantum Gaudin models

plane, which represent the positions of these sites.
Using the invariant non-degenerate bilinear form on the semi-simple Lie algebra, one de�nes a set

of N commuting Hamiltonians of the Gaudin models. These Hamiltonians encode quadratic spin-spin
interactions between the sites. A speci�city of these Hamiltonians, compared to the ones of most other
integrable spin chains, is that these interactions are long-range: every site of the chain interacts with
all other sites.

Bethe ansatz. An important step towards the resolution of Gaudin models is to diagonalise these
Hamiltonians. As they commute, they are simultaneously diagonalisable and one can look for a basis
of common eigenvectors of all Hamiltonians. When the representations at the sites of the model are
highest-weight representations of g, one can look for this basis using the algebraic Bethe ansatz. This
is a general method used to diagonalise integrable spin chains which admit a monodromy matrix,
satisfying certain commutation relations. The Hamiltonian of such a spin chain is extracted from
the monodromy matrix. The Bethe ansatz method then constructs eigenvectors of this Hamiltonian,
starting from the vacuum state of the model and acting by suitable lowering operators, extracted from
the monodromy matrix.

The Bethe ansatz was applied to the Gaudin model on g = sl(2,C) by Gaudin himself, in its original
article [89]. For spin chains associated with Lie algebras of higher rank, one usually works recursively
on the rank by successive applications of the Bethe ansatz for sl(2,C): this is the so-called nested Bethe
ansatz. This method has been applied to Gaudin models [91], resulting in a rather intricate algorithm
constructing the eigenvectors. Another approach to the Bethe ansatz, which does not use a recursive
algorithm, was developed by Babujian and Flume in [92], based on the results [93] of Schechtman and
Varchenko about the Knizhnik-Zamolodchikov equation (see also [94]).

Higher Gaudin Hamiltonians. In their pioneering work [95] on Gaudin models, Feigin, Frenkel
and Reshetikhin have proved that the quadratic Gaudin Hamiltonians are part of a larger commu-
tative algebra. This larger commutative algebra, called the Gaudin algebra or Bethe algebra [96],
contains Hamiltonians of degrees greater than two (for g of rank at least two), which then commute
between themselves and with the quadratic ones. In [95], this subalgebra is constructed abstractly,
using modules of an a�ne algebra at the critical level. The higher degree Gaudin Hamiltonians were
later constructed explicitly for simple algebras of type A [97�99] and of type B, C and D [100] (see
also [101] for the uniqueness of these quantum Hamiltonians, proving that these abstract and explicit
constructions coincide).

FFR approach. As these higher degree Hamiltonians commute with the quadratic ones and be-
tween themselves, they can be simultaneously diagonalised. In the article [95], Feigin, Frenkel and
Reshetikhin also proposed a method to describe the eigenvalues of these Hamiltonians. This approach,
developed further in [102�108] and to which we shall refer as the FFR approach, does not require the
use of the Bethe ansatz and in fact recovers its results. It describes the spectrum of the Gaudin Hamil-
tonians (including higher degree ones) in terms of di�erential operators, called opers. These opers are
constructed from the so-called Langlands dual of the inital Lie algebra g, which is also a semi-simple
and �nite dimensional Lie algebra.

The FFR approach is related [105] to a deep mathematical result called the Geometric Langlands
Correspondence. It is part of the so-called Langlands program, which aims at �nding relations between
various domains of mathematics: geometry, group theory, Galois theory, ... This places the FFR
approach at the frontier between physics and pure mathematics.

Generalisations. The results mentioned above concern the �usual� �nite Gaudin model, as intro-
duced by Gaudin in [90]. This model can be generalised in various ways.

For example, the Lax matrix of the usual Gaudin model depends rationally on the spectral param-
eter and has simple poles at the sites of the model. One can consider a generalisation of this model
where the Lax matrix possesses poles of arbitrary multiplicities, as introduced by Feigin, Frenkel and

14



1. Introduction

Toledano Laredo in [109]. In the same article, they prove that this model with multiplicities admits
quadratic and higher degree Hamiltonians and describe their spectrum in terms of opers. As for the
case with no multiplicities, these opers are di�erential operators, associated with the Langlands dual
of g, the main di�erence being that they now possess so-called irregular singularities.

One can also construct generalised Gaudin models on a �nite algebra g, associated with arbitrary
skew-symmetric solutions of the classical Yang-Baxter equation on the loop algebra of g. The usual
Gaudin model then corresponds to the standard rational solution of this equation. The nested Bethe
ansatz for these models has been developed for rational and trigonometric solutions of the classical
Yang-Baxter equation in [91] (for classical Lie algebras). The Bethe ansatz for the Lie algebra sl(2,C)
and elliptic solutions was described in [110].

A similar construction for non-skew symmetric solutions of the classical Yang-Baxter equation has
been proposed by Skrypnyk in [111]. In particular, one can construct such solutions from automor-
phisms of the Lie algebra g of �nite order. The corresponding generalised Gaudin models are called
cyclotomic Gaudin models (particular examples of these models also appear in [112]). In [113], Vicedo
and Young proved the existence for cyclotomic models of higher degree Hamiltonians, using a method
similar to the one of [95] for the usual Gaudin model. Moreover, they developed the (non-nested) alge-
braic Bethe ansatz for these models, describing the eigenvectors and eigenvalues of these Hamiltonians
(some �rst results using the nested Bethe ansatz for particular cyclotomic Gaudin models were also
found in [114]). The same authors constructed the Hamiltonians of cyclotomic Gaudin models with
multiplicities in [115] (including higher degree Hamiltonians) and described their spectrum through
the Bethe ansatz (under some restrictions on the multiplicities).

The cyclotomic and non-cyclotomic Gaudin models are complex spin chains. In [78], Vicedo con-
sidered similar models at the classical level, called dihedral Gaudin models, which admit additional
reality conditions, ensuring in particular that the Hamiltonian of the model is real. So far, dihedral
Gaudin models were not considered at the quantum level. It is natural to expect that these models
can be quantised into quantum integrable spin chains with self-adjoint Hamiltonian.

1.3.3 Quantum a�ne Gaudin models

As explained above, the article [78] o�ers hope that quantum integrable σ-models can be studied as
quantum a�ne Gaudin models. At the moment, such a goal is however quite distant, as not much is
known about quantum a�ne Gaudin models. In particular, in [78], classical integrable σ-models are
identi�ed with realisations of dihedral a�ne Gaudin models, which thus include many generalisations
compared to the simplest a�ne Gaudin models (multiple poles, cyclotomy, reality conditions, ...).
These generalisations were never studied at the quantum level for a�ne Gaudin models (see previous
subsection for �nite ones). However, there exist promising results about quantum a�ne Gaudin models
with no multiplicities, no cyclotomy and no reality conditions.

Hamiltonians of quantum a�ne Gaudin models. The work [93] on the Knizhnik-Zamolodchikov
equation concerned arbitrary (symmetrisable) Kac-Moody algebras. In particular, it applies also to
a�ne algebras, showing that quantum a�ne Gaudin models possess quadratic commuting Hamilto-
nians. Moreover, the Bethe ansatz for these Hamiltonians can be derived from the results of [93],
allowing the diagonalisation of these Hamiltonians on tensor product of highest-weight representations
of the a�ne algebra.

These results rely on the algebraic structure shared by all Kac-Moody algebras. In particular, it
treats in a very similar way the �nite Gaudin models and the a�ne ones. Considering the extensive
number of results one can �nd on �nite Gaudin models, one can hope that some of these results can
also be extended to the a�ne case. For example, it was conjectured by Feigin and Frenkel [116], in the
context of the study of the quantum KdV equation, that quantum a�ne Gaudin models also possess
higher degree commuting Hamiltonians (more precisely an in�nity of such Hamiltonians).

A�ne FFR approach and ODE/IM correspondence. In the article [116], it was also conjec-
tured that the FFR approach describing the spectrum of �nite Gaudin models (see previous subsection)
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generalises to a�ne Gaudin models. This is supported by the existence of a notion of a�ne opers,
which is an a�ne equivalent of the �nite opers used in the FFR approach for �nite Gaudin models. On
the long term, such an a�ne FFR approach could allow the description of the spectrum of integrable
�eld theories.

One of the motivation for such a program is the so-called ODE/IM correspondence. This corre-
spondence establishes a link between the eigenvalues of Integrals of Motion (IM) of some integrable
quantum �eld theories and the solutions of some Ordinary Di�erential Equations (ODE). The �rst ex-
ample of such a correspondence concerns the quantum KdV equation and was developed by Bazhanov,
Lukyanov and Zamolodchikov in [117, 118], following the �rst insight of Dorey and Tateo [119]. It
was shown in [116] that the ODE appearing in this example can be encoded in a�ne opers associated
with the a�ne algebra ŝl(2,C). Following this observation, Feigin and Frenkel proposed in that article
that the ODE/IM �nds its origin in the (conjectural) a�ne FFR approach, as it would also relate the
spectrum of integrable models with a�ne opers.

Other examples of ODE/IM correspondences have been proposed in the last two decades, including
for some integrable �eld theories with twist function. As these models were reinterpreted as a�ne
Gaudin models in [78], it was proposed, in the same spirit as the conjectures of Feigin and Frenkel,
that the ODE/IM correspondence for these models originates from the a�ne FFR approach. We will
discuss this idea in more details in the conclusion of this thesis, as one of its main perspective. Thus,
we also refer to the discussion in Section 9.3 for references about the ODE/IM.

1.3.4 Goal of this thesis

During my PhD, I have worked on both �nite and a�ne quantum Gaudin models and the FFR
approach. The results I obtained in these projects will be the main subjects of the second part of this
thesis.

Quantum a�ne Gaudin models and a�ne opers. One of my long-term goals is to prove the
existence of higher degree Hamiltonians for quantum a�ne Gaudin models. In this thesis, I will
present several results in this direction. The �rst one, discussed in Chapter 6, is actually a result at
the classical level: applying the results of Chapter 4, we prove the existence of such Hamiltonians
for classical a�ne Gaudin models (under slight restrictions but including real cyclotomic models with
arbitrary multiplicities).

In Chapter 8, we develop further the theory of a�ne opers. Using this result and having in mind
the idea of generalising the FFR approach to a�ne Gaudin models, we give and support conjectures on
the form of the higher degree quantum Hamiltonians and their eigenvalues. The main result supporting
these conjectures is the explicit construction of the �rst higher degree Hamiltonian, the cubic one (for
untwisted a�ne algebras of type A).

Towards a cyclotomic FFR approach. In Chapter 7, we discuss a conjectured generalisation of
the FFR approach to cyclotomic �nite Gaudin models (see Subsection 1.3.2). For that, we de�ne a
notion of cyclotomic �nite opers and extend known results about non-cyclotomic opers to this new
setting.

1.4 Plan of this thesis

This thesis is separated into two parts.

The �rst one is devoted to the class of integrable classical �eld theories with twist function. We
start by reviewing the Lax formalism of classical integrable �eld theories in Chapter 2. In particular,
we discuss the Maillet bracket and non-ultralocal �eld theories. We end this chapter with the de�nition
of the models with twist function, which serves as a general formalism for the �rst part of the thesis.
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In Chapter 3, we present the main examples of integrable �eld theories with twist function, the
integrable σ-models and their deformations. Most of this chapter is a review of known results about
these models, in particular their Lax matrix and its Hamiltonian structure. The last section of the
chapter presents some new results about the Bi-Yang-Baxter model. More precisely, we prove that this
model is integrable at the Hamiltonian level and belongs to the class of models with twist function.
This section is based on the article [P1], that I wrote during my PhD with F. Delduc, M. Magro and
B. Vicedo, and a few subsequent results. In this section, we will give a less technical presentation of
the content of [P1], which is meant to be readable independently. For completeness, we join the whole
publication [P1] in the last part of this thesis.

In Chapter 4, we show the existence of an in�nity of local charges in involution for all integrable
models with twist function, under certain assumptions on the twist function. In particular, we apply
this result to all integrable σ-models and their deformations. We go on to show that these charges
generate compatible integrable equations and thus form an in�nite integrable hierarchy. This chapter
is mainly similar to the article [P3] of M. Magro, B. Vicedo and myself (we thus choose not to add this
publication to this thesis).

Chapter 5 concerns the deformed symmetries of Yang-Baxter type deformations. Considering the
poles of the twist function, we show that all these models admit a q-deformed Poisson-Hopf algebra
of conserved charges. We then show that these charges are associated with Poisson-Lie symmetries of
the model and construct explicitly these symmetries. In particular, we show that these symmetries
are non-local. The content of this chapter is almost equivalent to the one of my PhD publication [P2]
with F. Delduc, M. Magro and B. Vicedo (which is then not joined to this thesis).

The second part of this thesis concerns Gaudin models, either �nite or a�ne, and both at the
classical and the quantum levels.

Chapter 6 is a review about classical Gaudin models. We start by discussing these models for an
arbitrary Lie algebra (with a non-degenerate invariant bilinear form). We then specialise to classical
a�ne Gaudin models and explain how they can be interpreted as integrable �eld theories with twist
function. Conversely, we discuss on the example of the Yang-Baxter model how integrable σ-models can
be seen as realisations of a�ne Gaudin models. This chapter is almost entirely a review of known results
(mostly the article [78] on a�ne Gaudin models). However, we present a new result in Subsection 6.2.6
by applying the results of Chapter 4 to a�ne Gaudin models, proving that they possess an integrable
hierarchy.

Chapter 7 concerns quantum �nite Gaudin models. We �rst review the construction of these models
and their Hamiltonians. We then discuss their spectrum, presenting two approaches for its description:
the Bethe ansatz and the FFR approach. Subsection 7.3.6 concerns the generalisation of the FFR
approach to cyclotomic Gaudin models and is a short summary of the article [P4], that I wrote during
my PhD with B. Vicedo. We add a copy of the article [P4] at the end of this thesis.

We discuss quantum a�ne Gaudin models and a�ne opers in Chapter 8, based on the preprints [P5]
and [P6] of B. Vicedo, C.A.S. Young and myself. We �rst show that functions on a�ne opers take the
form of hypergeometric integrals. Based on this result, we give a series of conjectures about quantum
higher order Hamiltonians of a�ne Gaudin models and their spectrum. We support these conjectures
by various observations, in particular the construction of the cubic Hamiltonian. The content of this
chapter is mostly a less technical summary of [P5], which is meant to be readable independently (al-
though some of the results of [P5] are not discussed in this thesis). For brevity, the main result of the
preprint [P6] (the construction of the cubic Hamiltonian) is simply mentioned in Chapter 8, without
any details or proofs. We add the whole preprints [P5,P6] in the last part of this thesis.

We conclude this thesis by a brief overview and some perspectives in Chapter 9. Technical appen-
dices about Lie algebras, Poisson and symplectic geometries and R-matrices form the last chapters A,
B and C.
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Part I

Integrable �eld theories with twist
function
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Chapter 2

Lax formalism and twist function

This chapter is a self-contained review about classical integrable hamiltonian �eld theories. The goal
is to introduce the class of non-ultralocal integrable �eld theories with twist function, through the key
notion of Lax matrix. We consider a two-dimensional Minkowski space-time, with time coordinate t
and space coordinate x, which can be taken on the real line R or on the circle S1. We are interested
in classical �eld theories on this space-time, given as a set of dynamical �elds φi, depending on the
coordinates (x, t), together with partial di�erential equations describing the time evolution of these
�elds. If x is taken in R, we suppose that the �elds φi(x, t) decrease su�ciently fast when x goes
to ±∞. If x is taken on the circle S1 ' [0, 2π], we suppose that the �elds φi(x, t) satisfy periodic
boundary conditions φi(x = 0, t) = φi(x = 2π, t).

Such a theory is said to be integrable if it admits an in�nite number of conserved charges, in
involution in the hamiltonian sense. We will discuss the hamiltonian framework and the involution
properties in section 2.2. We �rst focus on a condition of existence of an in�nite number of conserved
charges through the Lax formalism.

2.1 Lax matrices and monodromies

Let us consider a pair of matrices L(λ, x, t) andM(λ, x, t), depending on the �elds φi(x, t) of the model
and on a complex auxiliary parameter λ ∈ C called the spectral parameter. More precisely, we will
consider that L andM are valued in some �nite dimensional Lie algebra g with Lie bracket [·, ·] (see
the Appendix A for conventions and de�nitions on Lie algebras). We say that (L,M) forms a Lax
pair of the model if the equations of motion of the �elds φi can be rewritten as the Lax equation [9]

∂tL(λ, x, t)− ∂xM(λ, x, t) + [M(λ, x, t),L(λ, x, t)] = 0, ∀λ ∈ C. (2.1.1)

Note that this equation can be reformulated more geometrically as the zero curvature equation

[∇t,∇x] = 0

of the two-dimensional g-connection

∇ = (∇x,∇t) = (∂x + L(λ, x, t), ∂t +M(λ, x, t)) .

Let G be a connected Lie group with Lie algebra g (for example the adjoint group of g). We de�ne
the transfer matrices of the connection ∇ between the points x and y as the path-ordered exponential

T (λ ;x, y ; t) = P←−exp
(
−
∫ x

y
dz L(λ, z, t)

)
,

valued in the group G. We refer to the Appendix A.5 for the de�nition and properties of path-ordered
exponentials. In particular, it is proven in this appendix that the Lax equation (2.1.1) implies that

∂tT (λ ;x, y; t) = T (λ ;x, y; t)M(λ, y, t)−M(λ, x, t)T (λ ;x, y; t), (2.1.2)

for all λ ∈ C. We will now distinguish the cases where x is taken on the real line or on the circle.
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2.1. Lax matrices and monodromies

Real line coordinate. Let us suppose that x is taken on the real line R. We de�ne themonodromy
matrix T (λ, t) as the transfer matrix from −∞ to +∞, i.e. as

T (λ, t) = T (λ ; +∞,−∞ ; t).

If we suppose that the �eld M(λ, x, t) decreases su�ciently fast at x = ±∞, we get from equation
(2.1.2) that

∂tT (λ, t) = 0, ∀λ ∈ C.
Thus, a consequence of the Lax equation (2.1.1) is that the whole monodromy matrix is conserved.
Note that this equation is true for any value of the spectral parameter λ ∈ C. Thus, varying λ, we
get an in�nite number of conserved charges. This was the reason for the introduction of the spectral
parameter dependence in the Lax pair (L,M): as G is a �nite dimensional manifold, a monodromy
matrix without a dependence on an arbitrary auxiliary parameter λ would produce only a �nite number
of conserved quantities.

Circle coordinate. Let us now suppose that the coordinate x is on the circle S1 ' [0, 2π]. We then
de�ne the monodromy matrix as

T (λ, t) = T (λ ; 0, 2π ; t).

Assuming periodic boundary conditionsM(λ, 0, t) =M(λ, 2π, t), the equation (2.1.2) becomes

∂tT (λ, t) = [T (λ, t),M(λ, 0, t)] , ∀λ ∈ C.

In contrast with the case of a coordinate on the real line, the monodromy matrix T (λ, t) is then not
conserved. However, as the time evolution of T (λ, t) is given by a commutator, one have

∂tΦ
(
T (λ, t)

)
= 0, ∀λ ∈ C,

for any function Φ : G → R which is invariant under conjugacy. Thus, the quantity Φ
(
T (λ, t)

)
is

conserved along the time evolution of the model. Here also, this equation of conservation is true for
any value of λ ∈ C, hence the existence of an in�nite number of conserved quantities.

We now come back to the general case, with x either on the real line or on the circle. In both cases,
the quantities Φ

(
T (λ, t)

)
, for Φ a conjugacy invariant function onG, are conserved (for x ∈ R, the whole

monodromy T (λ, t) is conserved, hence so is any function of T (λ, t)). A generic way of constructing such
invariant functions Φ on G is to consider traces of powers in a matricial representation ρ : G→ GL(d)
of G. Indeed, the function

Φρ
n : G −→ R

g 7−→ Tr
(
ρ(g)n

)

for n ∈ N, is invariant under conjugacy transformation g 7→ hgh−1. Moreover, if g is semi-simple
(which will almost always be the case in the following chapters) and if we �x a representation ρ of
G, it is known that the functions Φρ

n generate all invariant functions on G. We can then consider the
conserved charges

Qn(λ, t) = Φρ
n

(
T (λ, t)

)
= Tr

(
ρ(T (λ, t))n

)
.

Let us �nish this section by discussing light-cone coordinates. For relativistic �eld theories, it
can be useful to work with the light-cone coordinates x± = 1

2 (t± x) instead of the usual space-time
coordinates (x, t). The derivatives with respect to x± are then given by ∂± = ∂t± ∂x. Introducing the
light-cone components

L±(λ, x±) =M(λ, x, t)± L(λ, x, t) (2.1.3)

of the Lax pair (L,M), the Lax equation (2.1.1) can be rewritten as

∂+L−(λ, x±)− ∂−L+(λ, x±) +
[
L+(λ, x±),L−(λ, x±)

]
= 0. (2.1.4)

For relativistic �eld theories, it will be often simpler to �nd a Lax pair in light-cone coordinates.
However, to construct conserved quantities, one then has to come back to the space-time Lax pair
(L,M) (more precisely, one needs the Lax matrix L, i.e. the spatial component of the Lax pair).
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2. Lax formalism and twist function

2.2 Hamiltonian integrability and non-ultralocal Poisson brackets

As explained above, we say that a model is integrable if it possesses an in�nite number of conserved
quantities in involution (in the hamiltonian sense). In the previous section, we have seen how one can
construct an in�nite number of conserved charges using Lax pairs and monodromy matrices. It is then
natural to ask under which conditions these quantities are in involution (as in this case we have a proof
of the integrability of the model). To discuss this, we �rst need to discuss the hamiltonian formulation
of classical �eld theories.

Hamiltonian �eld theories. A hamiltonian �eld theory is given by a phase space M , a Poisson
bracket {·, ·} and a Hamiltonian H. The phase space M describes the possible space con�gurations of
the dynamical �elds of the model. As we are in the hamiltonian formalism, we consider the �elds as
depending on the space coordinate x (the time t is no longer a coordinate of the �eld but is considered
as a hamiltonian �ow, as explained below). The phase space M is a Poisson manifold, meaning that
the space F [M ] of functionals on M is equipped with a Poisson bracket

{·, ·} : F [M ]×F [M ] −→ F [M ]
(f, g) → {f, g} .

The Poisson bracket is a skew-symmetric bilinear derivation satisfying the Jacobi identity:

∀f, g, h ∈ F [M ], {f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0.

The dynamic of the model on M is encoded in a functional H ∈ F [M ], called the Hamiltonian. More
precisely, for any functional f ∈ F [M ] (we restrict here to functionals which do not depend explicitly
on the time t), its time evolution is given by the hamiltonian �ow of H:

∂tf = {H, f} . (2.2.1)

We say that two functionals f and g in F [M ] are in involution if their Poisson bracket vanishes, i.e. if

{f, g} = 0.

In particular, by equation (2.2.1), f is in involution with the HamiltonianH if and only if f is conserved,
i.e. if ∂tf = 0.

Let us also introduce here the momentum P of the theory. It is also a functional in F [M ], whose
Hamiltonian �ow generates the derivative with respect to the space coordinate x, i.e. such that

∀f ∈ F [M ], {P, f} = ∂xf.

Poisson bracket of the Lax matrix. We will now use the de�nitions and results of Section 2.1. In
particular, we suppose that we have a Lax pair

(
L(λ, x),M(λ, x)

)
satisfying the Lax equation (2.1.1),

which can be rewritten in the hamiltonian formalism as

{H,L(λ, x)} − {P,M(λ, x)}+ [M(λ, x),L(λ, x)] = 0. (2.2.2)

One can then construct the monodromy matrix T (λ) associated with this Lax pair and obtain an
in�nity of conserved charges Φ

(
T (λ)

)
, with Φ invariant functions on G.

As we are interested in integrable models, it is natural to ask under which condition these conserved
charges are in involution. They are de�ned from the monodromy matrix T (λ), which itself is de�ned
from the Lax matrix L(λ, x). Thus, the Poisson brackets of these charges depend on the Poisson
brackets between the components of the Lax matrix.

To discuss Poisson brackets of Lie algebra-valued functionals in a compact way, we will use tensorial
notations. For X a functional valued in U(g), the universal enveloping algebra of g, we de�ne

X1 = X ⊗ Id and X2 = Id⊗X,

which belong to U(g)⊗ U(g)⊗F [M ], i.e. are U(g)⊗ U(g)-valued functionals.
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2.2. Hamiltonian integrability and non-ultralocal Poisson brackets

Let {Ia} be a basis of the Lie algebra g andX,Y ∈ g⊗F [M ] be g-valued functionals. We decompose
X and Y in this basis as

X = XaI
a and Y = YaI

a,

where we used an implicit summation convention on repeated indices. The coe�cients Xa and Ya are
then scalar-valued functionals in F [M ]. Let us de�ne the Poisson bracket

{
X1, Y2

}
= {Xa, Yb} Ia ⊗ Ib,

valued in g⊗ g. One checks that it is independent of the choice of basis {Ia} of g. In particular, one
can consider {

L1(λ, x),L2(µ, y)
}
, (2.2.3)

which encodes all Poisson brackets between the components of the Lax matrix.

Ultralocal Sklyanin bracket. As explained above, we are looking for conditions on the Poisson
bracket (2.2.3) for the conserved charges Φ

(
T (λ)

)
and Ψ

(
T (µ)

)
to be in involution for all spectral

parameters λ, µ ∈ C and all invariant functions Φ and Ψ. A �rst su�cient condition for this has been
found by Sklyanin in [18] (see also [120] and [15]). It requires the bracket (2.2.3) to be of the form

{
L1(λ, x),L2(µ, y)

}
=
[
R12(λ, µ),L1(λ, x) + L2(µ, x)

]
δxy, (2.2.4)

where δxy is the Dirac δ-distribution and R12 is a matrix in g⊗g depending on the spectral parameters
λ, µ ∈ C. The skew-symmetry of the Poisson bracket (2.2.4) requires this matrix to be skew-symmetric,
in the sense that

R12(λ, µ) = −R21(µ, λ). (2.2.5)

The Poisson bracket (2.2.4) is said to be ultralocal, as it contains only a Dirac δ-distribution and not
its derivatives. As we shall see in chapter 3, this is not enough to describe the hamiltonian integrability
of various models, for which there exists a Lax matrix whose Poisson bracket also contains derivatives
of δ-distribution.

Non-ultralocal Maillet bracket. A generalisation of the ultralocal Sklyanin bracket (2.2.4) has
been presented by Maillet in [19,20]. It is still a su�cient condition on the Poisson bracket of the Lax
matrix for the conserved charges extracted from the monodromy to be in involution. However, this
condition allows for this Poisson bracket to contain a derivative δ′xy of the Dirac distribution. It takes
the form

{
L1(λ, x),L2(µ, y)

}
=
[
R12(λ, µ),L1(λ, x)

]
δxy −

[
R21(µ, λ),L2(µ, x)

]
δxy (2.2.6)

−
(
R12(λ, µ) +R21(µ, λ)

)
δ′xy,

where here also R is a g⊗g-valued function of two spectral parameters λ and µ. This bracket is called
Maillet bracket, or non-ultralocal bracket (due to the presence of the δ′ term), and will play a
major role in this thesis.

Let us note that here, we supposed that R was not dynamical, i.e. that it did not depend on x
trough a dependence on the �elds of the model. The original articles [19, 20] of Maillet also included
the case of dynamical R matrices. However, as we will not need this generalisation in this thesis, we
will restrain to the case of non-dynamical R for simplicity.

It is worth noticing that the skew-symmetry of the Poisson bracket (2.2.6) is automatically satis�ed,
without requiring any further condition on the matrix R12(λ, µ). If one considers the case of a skew-
symmetric R, i.e. which satis�es equation (2.2.5), the Maillet bracket (2.2.6) reduces to the Sklyanin
bracket (2.2.4). In general, the matrix R of a Maillet bracket can possess a skew-symmetric part r and
a symmetric part s:

r12(λ, µ) =
1

2

(
R12(λ, µ)−R21(µ, λ)

)
and s12(λ, µ) =

1

2

(
R12(λ, µ) +R21(µ, λ)

)
.
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2. Lax formalism and twist function

The bracket (2.2.6) then takes the following form (this is in fact the original form proposed in the
article [19]):

{
L1(λ, x),L2(µ, y)

}
=
[
r12(λ, µ),L1(λ, x) + L2(µ, x)

]
δxy (2.2.7)

+
[
s12(λ, µ),L1(λ, x)− L2(µ, x)

]
δxy − 2s12(λ, µ) δ′xy,

somtimes called a r/s-system. The non-ultralocality of the bracket, i.e. the term proportional to δ′xy,
is then controlled by the symmetric part s of R.

2.3 Yang-Baxter equation, R-matrices and twist function

Classical Yang-Baxter equation. As we have seen in the previous sections, a su�cient condition
to have an integrable �eld theory is the existence of a Lax matrix L(λ, x) satisfying a non-ultralocal
Poisson bracket (2.2.6), controlled by a g ⊗ g-valued matrix R12(λ, µ). A natural question to ask
at this point is whether this matrix can be anything or if there are some constraints on it, coming
from the properties that a Poisson bracket must satisfy. As we have seen, the skew-symmetry of the
bracket (2.2.6) is automatically veri�ed, without requiring any additional constraint on R. However,
this bracket must also satisfy the Jacobi identity, i.e. we must have

{
L1(λ1, x1),

{
L2(λ2, x2),L3(λ3, x3)

}}
+
{
L2(λ2, x2),

{
L3(λ3, x3),L1(λ1, x1)

}}
(2.3.1)

+
{
L3(λ3, x3),

{
L1(λ1, x1),L2(λ2, x2)

}}
= 0,

which is to be understood as an identity in g⊗ g⊗ g. Using the expression (2.2.6), one can check that
this is equivalent to
[
Y123(λ1, λ2, λ3),L1(λ1, x)

]
+
[
Y231(λ2, λ3, λ1),L2(λ2, x)

]
+
[
Y312(λ3, λ1, λ2),L3(λ3, x)

]
= 0, (2.3.2)

where

Y123(λ1, λ2, λ3) =
[
R12(λ1, λ2),R13(λ1, λ3)

]
+
[
R12(λ1, λ2),R23(λ2, λ3)

]
+
[
R32(λ3, λ2),R13(λ1, λ3)

]
.

Thus, a su�cient condition for the Jacobi identity to be veri�ed is the so-called Classical Yang-
Baxter Equation (CYBE):
[
R12(λ1, λ2),R13(λ1, λ3)

]
+
[
R12(λ1, λ2),R23(λ2, λ3)

]
+
[
R32(λ3, λ2),R13(λ1, λ3)

]
= 0. (2.3.3)

The matrices that satisfy this equation are calledR-matrices. Although it is not a necessary condition
to have a Jacoby identity, we shall restrict ourselves from now on to matrices R which satisfy this
stronger condition. Indeed, the CYBE (2.3.3) is much more easy to manipulate than the general
condition (2.3.2), as it depends only on R and not on the Lax matrix L anymore. Moreover, the
CYBE is an algebraic, non-dynamical, equation in g ⊗ g ⊗ g, which only depends on the Lie bracket
over g. As we shall see in the next paragraph, this allows general schemes of constructions of solutions
of the CYBE. For more details on the algebraic interpretations of the CYBE, we refer to the appendix
C.

Standard R-matrices. In this paragraph, we present some particular solutions of the CYBE called
the standard R-matrices. Let us suppose that g is a semi-simple Lie algebra (see appendix A.2 for
de�nitions and details). In particular, it possesses a non-degenerate invariant bilinear form κ. Let us
consider the so-called split Casimir of g:

C12 = κabI
a ⊗ Ib ∈ g⊗ g,

which is independent of the choice of basis {Ia} of g. It is symmetric (C12 = C21) and satis�es the
following identity (see Appendix A.2.4):

[
C12, X1 +X2

]
= 0, ∀X ∈ g.
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2.3. Yang-Baxter equation, R-matrices and twist function

In particular, this implies that
[
C12, C23

]
=
[
C32, C13

]
= −

[
C12, C13

]
. (2.3.4)

Using this identity in g⊗ g⊗ g, together with the circle lemma

1

(λ2 − λ1)(λ3 − λ1)
− 1

(λ2 − λ1)(λ3 − λ2)
− 1

(λ2 − λ3)(λ3 − λ1)
= 0, (2.3.5)

we get that

R0
12 (λ, µ) =

C12

µ− λ (2.3.6)

is a solution of the CYBE (2.3.3). We refer the reader to the appendix C for a more algebraic in-
terpretation of this solution of the CYBE, related to the non-twisted loop algebra L(g). We call it
the standard (non-twisted) R-matrix on L(g). Let us note that, as the quadratic Casimir is
symmetric, the standard non-twisted R-matrix R0 is skew-symmetric.

Suppose now that we are given an automorphism σ of g, of �nite order T (see the appendix A.4
for more details on these automorphisms). It is a standard result that it preserves the Killing form κ.
As a consequence, the quadratic Casimir satis�es

σ1σ2C12 = C12, (2.3.7)

where σ1 and σ2 act respectively on the �rst and second tensor factor of g⊗g. Let us chose a primitive
T th root of unity ω. We then de�ne the so-called standard twisted R-matrix on L(g) as

R0
12(λ, µ) =

1

T

T−1∑

k=0

σk1C12

µ− ω−kλ. (2.3.8)

Using the invariance (2.3.7) of the Casimir under σ and the fact that σ is an automorphism of g,
one checks that R0 is a solution of the CYBE (2.3.3). We refer to appendix C for a more algebraic
interpretation of this solution in terms of the twisted loop algebra L(g, σ). Let us note that, contrarily
to the non-twisted R-matrix, the twisted standard R-matrix is not skew-symmetric.

Both the twisted and non-twisted standard R-matrices are singular at λ = µ. Moreover, the
asymptotic behaviour of the twisted matrix around this singularity is the one of the non-twisted one
(divided by T ), as we have

R0
12(λ, µ) =

1

T

C12

µ− λ +O
(
(λ− µ)0

)
.

As σT = Id, the eigenvalues of σ are of the form ωp where, by convention, we take p ∈ {0, . . . , T−1}.
We denote by g(p) the corresponding eigenspace and by π(p) the projection on g(p) in the direct sum
g =

⊕T−1
p=0 g(p) (see the appendix A.4 for more details about these eigenspaces). De�ning C

(p)
12 =

π
(p)
1 C12 = C

(−p)
21 , we can rewrite R0 as

R0
12(λ, µ) =

T−1∑

p=0

λpµT−1−p

µT − λT C
(p)
12 . (2.3.9)

Twist function. We end this section by a quick but crucial remark [121�123]. Let us �x a solution
R0 of the CYBE (2.3.3). Typically, in this thesis, we will choose R0 to be a non-twisted or twisted
standard R-matrix on L(g), as described in the previous paragraph. It is easy to check that for
any function ϕ from C to itself, the matrix R12(λ, µ) = R0

12(λ, µ)ϕ(µ)−1 is also a solution of the
CYBE (2.3.3). Indeed, the left-hand side of the CYBE for R is simply the one for R0 multiplied by
ϕ(λ2)−1ϕ(λ3)−1, so the CYBE for R0 implies the one for R. This function, that is often supposed
to be a rational function of the spectral parameter, is called the twist function [123]. We refer the
reader to the appendix C for the loop algebra interpretation of the corresponding R-matrix.
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2. Lax formalism and twist function

2.4 Integrable models with twist function

We de�ne an integrable model with twist function to be a Hamiltonian �eld theory such that:

• its equations of motion admit a Lax pair
(
L(λ, x),M(λ, x)

)
, valued in g and depending rationally

on the spectral parameter ;

• the Lax matrix L satis�es a non-ultralocal Maillet bracket of the form (2.2.6) ;

• the R-matrix underlying the Maillet bracket is of the form

R12(λ, µ) = R0
12(λ, µ)ϕ(µ)−1 (2.4.1)

with R0 a standard R-matrix on L(g) and ϕ a rational function, the twist function ;

• if the standard matrixR0 is twisted by an automorphism σ, the Lax matrix and the twist function
satisfy some equivariance properties, described below ;

• the Lax matrix and the automorphism σ satisfy some reality conditions, described below.

Equivariance properties. As explained above, if the standard matrix R0 is twisted by an auto-
morphism σ of order T , we require some additional equivariance condition on L and ϕ. In this case,
we speak of a cyclotomic model.

As the order of σ is T , it de�nes an action of the cyclic group ZT = Z/TZ on g. On the other
hand, ZT can be seen as acting on the complex numbers C via multiplication by ω. We then remark
that the �rst tensor factor of the matrix R0 is equivariant under these two actions, in the sense that

σ1R0
12(λ, µ) = R0

12(ωλ, µ). (2.4.2)

We will suppose that the Lax matrix L possesses a similar equivariance property, namely

σ
(
L(λ, x)

)
= L(ωλ, x). (2.4.3)

Moreover, using the invariance (2.3.7) of the Casimir under σ, one gets, on the second tensor factor,

σ2R0
12(λ, µ) = ωR0

12(λ, ωµ). (2.4.4)

The compatibility of these properties with the Poisson bracket (2.2.6) imposes that

ϕ(ωλ) = ω−1ϕ(λ), (2.4.5)

from which we deduce that λϕ(λ) is invariant under the action of ZT . Thus, there exists a rational
function ζ such that

λϕ(λ) = ζ(λT ). (2.4.6)

Let us note that the equivariance properties (2.4.2) and (2.4.4) of R0, together with the one of the
twist function (2.4.5), implies

σ1R12(λ, µ) = R12(ωλ, µ) and σ2R12(λ, µ) = R12(λ, ωµ).

Thus, the matrix R is equivariant both in the �rst and the second tensor factors.
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2.4. Integrable models with twist function

Reality condition. In non-ultralocal models with twist function, we suppose that the Lax matrix
depends rationally on the spectral parameter λ, which is a complex number. Thus, the Lie algebra g
in which the Lax matrix is valued is a complex Lie algebra. However, many �eld theories are described
by real valued �elds: we keep track of this in the Lax matrix through reality conditions.

Let g0 be a real form of the complex Lie algebra g (see the Appendix A.3 for de�nitions and
conventions on real forms). It can be seen as the algebra of �xed points under an anti-automorphism
involution τ of g. We will suppose that the Lax matrix satis�es the following reality condition:

τ
(
L(λ, x)

)
= L

(
λ̄, x

)
, (2.4.7)

where λ̄ is the complex conjugate of the spectral parameter λ.
If the model is cyclotomic, i.e. the standard matrix R0 is twisted by an automorphism σ, we will

assume that σ satis�es the following property:

σ ◦ τ = τ ◦ σ−1, (2.4.8)

that we call the dihedrality condition. The quadratic Casimir satis�es

τ1C12 = τ2C12 = C12.

Combining this equation with the dihedrality condition (2.4.8), we get the following reality conditions
on the standard R-matrix:

τ1R0
12(λ, µ) = τ2R0

12(λ, µ) = R0
12

(
λ̄, µ̄

)
. (2.4.9)

The compatibility of the Poisson bracket (2.2.6) with the reality conditions (2.4.7) and (2.4.9) requires
that the twist function is a rational function with real coe�cients, i.e. that

ϕ(λ) = ϕ(λ̄). (2.4.10)

Combining the two conditions (2.4.9) and (2.4.10), we �nd

τ1R12(λ, µ) = τ2R12(λ, µ) = R12

(
λ̄, µ̄

)
. (2.4.11)

Dihedrality. Let us end this section by explaining the name of the dihedrality condition (2.4.8). We
consider the abstract group ΓT de�ned by the following presentation:

ΓT =
〈
r, s
∣∣ rT = Id, s2 = Id, rs = sr−1

〉
, (2.4.12)

i.e. the group generated by two abstract generators r and s satisfying the relations above. It is a clas-
sical result from group theory that ΓT is then of order 2T and is isomorphic to the dihedral group
DT , de�ned as the group of symmetries of the regular polygon with T edges (r then represents the
rotation of angle 2π

T and s the symmetry with respect to an axis of the polygon).

Let ω = exp
(

2iπ
T

)
be a primitive T th-root of unity. There is a natural action of the dihedral group

ΓT on the complex plan as the multiplication by ω and the complex conjugation:

∀λ ∈ C, r.λ = ωλ and s.λ = λ. (2.4.13)

In the same way, there is an action of ΓT on the Lie algebra g, de�ned from the automorphism σ of
order T and the antilinear involutive automorphism τ introduced above:

∀X ∈ g, r.X = σ(X) and s.X = τ(X),

as σ and τ satisfy the dihedrality condition (2.4.8). The cyclotomic property (2.4.3) and the reality
condition (2.4.7) imposed on the Lax matrix L can be understood as the equivariance of L under the
action of ΓT :

∀u ∈ ΓT , u.L(λ, x) = L(u.λ, x).
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Chapter 3

Examples of models with twist function:
integrable σ-models

In the previous chapter, we introduced the class of integrable models with twist function. In the present
one, we discuss various examples of such models. All the examples considered here are integrable σ-
models but there exist other theories with twist function, such as the Korteweg-de Vries (KdV) equation
or a�ne Toda �eld theories, that we shall not discuss here (see [78]).

The �rst three sections of this chapter are reviews about σ-models which are known to possess a
twist function. The �rst section discusses the general framework of integrable σ-models. The second
section concerns the Principal Chiral Model (PCM), which is the simplest example of integrable σ-
models, and the ZT -coset models. We review here their Lax formulation and the Poisson bracket of
their Lax matrix, exhibiting the structure of a non-ultralocal model with twist function.

The third section concerns integrable deformations of the PCM and the ZT -coset models. Indeed,
it has been discovered in the past decades that these models admit continuous deformations (controlled
by real parameters) which still admit a Lax pair. Moreover, the hamiltonian analysis of these models
has been conducted and it has been found that the Poisson bracket of their Lax matrix is also governed
by a twist function. More precisely, it has been observed that the e�ect of the deformation is to deform
the poles of the twist function of the model. In the third section, we review di�erent results on this
subject that exist in the literature and present an overall view of the panorama of integrable deformed
σ-models and their twist function.

The fourth and �nal section is about a particular two-parameter deformation of the PCM, the so-
called Bi-Yang-Baxter model. This model was introduced by Klim£ik in [28], who also proved in [33]
that its equations of motion can be recast as a Lax equation, thus proving the existence of an in�nite
number of conserved charges for this model. However, the hamiltonian analysis of the Bi-Yang-Baxter
model was never carried out. My �rst PhD project was the study of the Poisson bracket of the Lax
matrix of the Bi-Yang-Baxter model. In Section 3.4, after recalling the construction of the model and
of its Lax pair, I present the results I found in [P1] concerning the hamiltonian integrability of the
Bi-Yang-Baxter model. In particular, we shall see that the Bi-Yang-Baxter model also enters the class
of models with twist function.

3.1 Generalities about integrable σ-models

3.1.1 Lie group valued �eld and currents

Before going into the details of the di�erent models, let us discuss some general aspects regarding
integrable σ-models. A σ-model (not necessarily integrable) is a two-dimensional �eld theory with
dynamical �elds φ : Σ → M , where Σ is the two-dimensional Minkowski space-time with coordinates
(x, t), called the worldsheet, and M is a Riemannian manifold, which we call the target space. We
are interested in some of these models, which have the additional property of being integrable. These
share the property that their target space is a real Lie group G0 or one of its cosets, i.e. the quotient
G0/H of G0 by a particular subgroup H. We shall suppose here that G0 is a connected semi-simple
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3.1. Generalities about integrable σ-models

Lie group. We will denote G = GC
0 the complexi�cation of G0, which is then a complex semi-simple

Lie group (see Appendix A.3).
As we will see in more details in this chapter, we shall not describe the coset models with �elds

directly valued in G0/H. Instead, we shall consider an equivalent formulation with a �eld valued in
G0, together with a gauge symmetry in H, which eliminates the additional degrees of freedom. As a
result, all the models we shall consider are de�ned by a �eld g : Σ→ G0, valued in the Lie group G0.
We shall use extensively the so-called left currents

jL0 = g−1∂tg = −
(
∂tg
−1
)
g and jL1 = g−1∂xg = −

(
∂xg
−1
)
g,

which are g0-valued �elds, with g0 the Lie algebra of G0. These are called left currents as they are
invariant under the left multiplication

Lh : g 7−→ hg

of g by a constant element h of G0. There are also right currents

jR0 = g∂tg
−1 = −

(
∂tg)g−1 and jR1 = g∂xg

−1 = −
(
∂xg)g−1,

invariant under the right multiplication Rh : g 7→ gh. They are related to the left currents by a
conjugacy transformation:

jRµ = −gjLµ g−1, for µ = 0, 1. (3.1.1)

The left and right currents are �at, i.e. they satisfy the zero curvature equation:

∂tj
L,R
1 − ∂xjL,R0 +

[
jL,R0 , jL,R1

]
= 0, (3.1.2)

called the Maurer-Cartan equation. Finally let us also introduce the light-cone currents:

jL± = g−1∂±g = jL0 ± jL1 and jR± = g∂±g−1 = jR0 ± jR1 . (3.1.3)

In light-cone coordinates, the Maurer-Cartan equation reads

∂+j
L,R
− − ∂−jL,R+ +

[
jL,R+ , jL,R−

]
= 0. (3.1.4)

3.1.2 Hamiltonian formulation

Conjugate momenta and phase space. The σ-models are naturally de�ned as Lagrangian �eld
theories with an action S[g] depending on the �eld g(x, t). As we are interested in the integrability
properties of σ-models, we will need to consider them in the Hamiltonian formalism. We thus pass
from the �eld g valued in G0 and depending on (x, t) to �elds depending only on the space coordinate x
and valued in the cotangent bundle T ∗G0. These �elds form the phase space of the model and contain
the G0-valued coordinate-�eld g(x), together with some conjugate momentum �elds.

Let us be more explicit about that. We �x some local coordinates ψi : G0 → R (i = 1, · · · , n)
of G0, where n is the dimension of G0 (more precisely, the coordinates ψi could be de�ned only on
an open subset of G0). Locally, one can describe the �eld g as n real-valued �elds φi(x) = ψi

(
g(x)

)
.

The Lagrangian density of the model can then be written as a function L
(
φi, ∂µφ

i
)
of the �elds φi's

and their space-time derivatives. In the Hamiltonian formalism, these coordinate �elds are paired with
conjugate momenta πi(x), obtained from the Lagrangian density L as

πi =
∂L

∂(∂tφi)
.

The �elds φi's and πi's then describe the whole phase space of the model and satisfy the canonical
Poisson brackets

{
φi(x), φj(y)

}
= 0, (3.1.5a)

{πi(x), πj(y)} = 0, (3.1.5b)
{
πi(x), φj(y)

}
= δjiδxy, (3.1.5c)

where δji is the Kronecker symbol and δxy is the Dirac δ-distribution.
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3. Examples of models with twist function: integrable σ-models

We now want a coordinate-free description of this phase-space. The coordinate �elds φi are equiv-
alent to the G0-valued �eld g. Thus, there is left to �nd a way to encode the conjugate momenta πi
in a coordinate-free way. Let ∂i denote the derivative with respect to the local coordinate ψi: g−1∂ig
then belongs to the Lie algebra g0. Let us �x a basis {Ia}a=1,··· ,n of g0 and de�ne Lai such that

g−1∂ig = LaiIa.

The matrix
(
Lai
)
i,a=1,··· ,n is then invertible. We shall write

(
Lia
)
i,a=1,··· ,n its inverse. It veri�es

LaiL
i
b = δab and LiaL

a
j = δij ,

where the summation on repeated indices is implied. We then de�ne the g0-valued �eld

X = Liaπi κ
abIb, (3.1.6)

where κab is the Killing form of g0 in the basis {Ia}, dual to {Ia}. One can then check that this �eld
is invariant under a change of the coordinates

{
ψi
}
on G0 or of basis {Ia} of g0.

Thus, the phase-space of the model is parametrised by the G0-valued �eld g(x) and the g0-valued
�eld X(x). Together, they form a �eld valued in the cotangent bundle T ∗G0. One can check that the
canonical brackets (3.1.5) can be rewritten in terms of the �elds g and X as

{
g1(x), g2(y)

}
= 0, (3.1.7a){

X1(x), g2(y)
}

= g2(x)C12δxy, (3.1.7b){
X1(x), X2(y)

}
= −

[
C12, X2(x)

]
δxy, (3.1.7c)

where C12 is the quadratic Casimir of g0 (see Appendix A).

Left and right multiplication. Let us investigate what is the Hamiltonian �ow generated by the
integral of the �eld X. Let us de�ne

mR =

∫
dx X(x), (3.1.8)

where the integral is either on the real line R or on the circle S1, depending on the space-time of the
theory. This is a g0-valued quantity, which can be seen as g∗0-valued via the duality between g0 and g∗0
induced by the Killing form κ. Moreover, we deduce from the Poisson bracket (3.1.7c) that it satis�es
the Kostant-Kirillov bracket (see Appendix B.2).

{
mR

1 ,m
R
2

}
= −

[
C12,m

R
2

]
.

Thus, it can be chosen as the moment map of an in�nitesimal action of g0 (see Appendix B.4). For
ε ∈ g0 in�nitesimal, the corresponding action on an observable O ∈ F [M ] is given by

δRε O = κ
(
ε,
{
mR,O

})
.

Using the completeness relation (A.2.7), one �nds that the action δRε on the phase space parametrised
by the �elds g and X is given by

δRε g(x) = g(x)ε and δRε X(x) = − [ε,X(x)] .

Thus, the action of δRε on g is the in�nitesimal transformation induced by the right multiplication
g 7→ gh by constant elements h ofG0. One can also describe the left multiplication action by considering
gXg−1 instead of X. Indeed, the canonical bracket can be also written as

{
g1(x), g2(y)

}
= 0, (3.1.9a)

{(
gXg−1

)
1
(x), g2(y)

}
= C12 g2(x)δxy, (3.1.9b)

{(
gXg−1

)
1
(x),

(
gXg−1

)
2
(y)
}

=
[
C12,

(
gXg−1

)
2
(x)
]
δxy. (3.1.9c)
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3.2. Undeformed integrable σ-models

The moment map

mL =

∫
dx g(x)X(x)g(x)−1 (3.1.10)

generates the in�nitesimal left multiplication on g:

δLε g(x) = εg(x) and δLε
(
gXg−1

)
(x) =

[
ε,
(
gXg−1

)
(x)
]
.

One can remark that X and gXg−1 are respectively invariant under the left and right actions:

δLε X(x) = 0 and δRε
(
gXg−1

)
(x) = 0.

Momentum and Hamiltonian. Let us consider the current jL = jL1 = g−1∂xg (when working in
Hamiltonian formalism, we shall drop the indices µ = 1 as we dropped out the time dependence and
kept only the space dependence). We will use the following Poisson brackets, which are a consequence
of (3.1.7):

{
g1(x), jL2 (y)

}
= 0, (3.1.11a)

{
jL1 (x), jL2 (y)

}
= 0, (3.1.11b)

{
X1(x), jL2 (y)

}
= −

[
C12, j

L
2 (x)

]
δxy − C12δ

′
xy. (3.1.11c)

Using these Poisson brackets, we �nd that the total momentum of the theory is given by

P =

∫
dx κ

(
X, jL

)
.

Indeed, one checks that

{P, g(x)} = g(x)jL(x) = ∂xg(x) and {P, X(x)} = ∂xX(x).

To conclude this subsection, let us say a few words about the Hamiltonian of the system. If we
choose a set of coordinate �elds φi, as we have done above, the Hamiltonian H is related to the
Lagragian density L by the Legendre transformation

H =

∫
dx
(
πi∂tφ

i − L
)
,

with πi the conjugate momenta. These momenta are encoded in a coordinate-free way in the current
X de�ned as (3.1.6). One can then rewrite the Hamiltonian also in a coordinate-free way as

H =

∫
dx
(
κ
(
X, g−1∂tg

)
− L

)
. (3.1.12)

3.2 Undeformed integrable σ-models

3.2.1 The Principal Chiral Model

Action and equations of motion. The Principal Chiral Model (PCM) is the simplest example of
an integrable σ-model. Its target space is a real Lie group G0, which we assume to be connected and
semi-simple, equipped with the Killing metric. It is de�ned by the action

SPCM[g] =
K

2

∫

Σ
dx dt

(
κ(g−1∂tg, g

−1∂tg)− κ(g−1∂xg, g
−1∂xg)

)
,

where K is a global constant factor and κ is the Killing form on g0. This can be reexpressed in terms
of the left or right currents jL,Rµ as

SPCM[g] =
K

2

∫

Σ
dx dt

(
κ(jL0 , j

L
0 )− κ(jL1 , j

L
1 )
)

=
K

2

∫

Σ
dx dt

(
κ(jR0 , j

R
0 )− κ(jR1 , j

R
1 )
)
, (3.2.1)
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3. Examples of models with twist function: integrable σ-models

where the expression with the right currents jRµ follows from equation (3.1.1) and the invariance of κ
under conjugacy transformation.

It will be useful to express the action of the PCM using light-cone coordinates x± and the light-cone
currents jL,R± . One then �nds

SPCM[g] = K

∫

Σ
dx+ dx− κ

(
jL+, j

L
−
)

= K

∫

Σ
dx+ dx− κ

(
jR+ , j

R
−
)

(3.2.2)

Varying this action with respect to g, one �nds that the equations of motion of the PCM can be written
as the conservation equations

∂tj
L,R
0 − ∂xjL,R1 =

1

2

(
∂+j

L,R
− + ∂−j

L,R
+

)
= 0. (3.2.3)

The equation of conservation of jLµ is equivalent to the one of jRµ , using the equation (3.1.1).

Global symmetries. As we have just observed, the equations of motion of the PCM take the form
of the conservation equations of the g0-valued currents jL,Rµ . Thus, the quantities

K

∫
dx jL0 (x, t) and K

∫
dx jR0 (x, t) (3.2.4)

are conserved (the global factor K is here for future convenience). By the Noether theorem, these
conserved charges are associated with global symmetries of the model.

Let us recall that the right and left currents are respectively invariant under the right multiplication
g 7→ gh and the left multiplication g 7→ hg of g by a constant element h of G0. As the Lagrangian
density of the PCM can be entirely written in terms of either one of these currents, it is clear that these
transformations are global symmetries of the PCM. Applying the Noether theorem, one �nds that the
conserved quantities associated with these symmetries are the ones of equation (3.2.4). It is worth
noticing that the charge associated with the right multiplication is the integral of the left current and
vice-versa.

Lax equation. Let us now investigate the integrability properties of the PCM, following the ideas of
Chapter 2. In particular, let us start by exhibiting the Lax representation of the equations of motion
of the PCM, using a general scheme developped by Zakharov and Mikhailov [124] (some �rst results
were also found by Pohlmeyer in [125]). The latter relies on the existence of a conserved and �at
current (i.e. satisfying a conservation equation and a zero curvature equation). In the case of the
PCM, we have seen that the equations of motion (3.2.3) take the form of the conservation equations
of the currents jLµ and jRµ . Moreover, according to the Maurer-Cartan equation (3.1.2), these currents
are �at. Let us then de�ne the following light-cone Lax pair

LPCM± (λ, x, t) =
jL±

1∓ λ, (3.2.5)

depending on the spectral parameter λ ∈ C (one could also have considered a Lax matrix associated
with right currents, but we shall focus here on this particular choice). One then has

∂+LPCM− (λ)−∂−LPCM+ (λ)+
[
LPCM+ (λ),LPCM− (λ)

]
=

1

1− λ2

(
∂+j

L
−−∂−jL++

[
jL+, j

L
−
]
−λ
(
∂+j

L
− + ∂−jL+

))
.

The constant term in the bracket exactly vanishes according to the (light-cone) Maurer-Cartan equation
(3.1.2). It is worth noticing that this equation is true o�-shell, i.e. without using the equation of motion
of the model. The above equation then reduces to

∂+LPCM− (λ)− ∂−LPCM+ (λ) +
[
LPCM+ (λ),LPCM− (λ)

]
=

λ

λ2 − 1

(
∂+j

L
− + ∂−jL+

)
.

33



3.2. Undeformed integrable σ-models

Thus, we see that the equations of motion (3.2.3) of the PCM are equivalent to the (light-cone) Lax
equation (2.1.4). This proves the existence of a Lax pair representation of the PCM. Moreover, we see
that this procedure for constructing a Lax pair generalises to every model which possesses a �at and
conserved current.

Let us end this paragraph by exhibiting the Lax pair (LPCM,MPCM) corresponding to the space-
time coordinates (x, t). Inverting the relation (2.1.3) and using the expression (3.2.5) of LPCM± , one
�nds

LPCM(λ) =
jL1 + λjL0

1− λ2
and MPCM(λ) =

jL0 + λjL1
1− λ2

. (3.2.6)

Hamiltonian analysis. We aim to show that the PCM belongs to the class of non-ultralocal models
with twist function: thus, we want to compute the Poisson bracket of the Lax matrix with itself. For
that, we �rst need to pass from the Lagrangian to the Hamiltonian formalism. The description of the
phase space of the PCM, which is common to all integrable σ-models, was presented in the subsection
3.1.2. It is encoded in the G0-valued �eld g(x) and the g0-valued current X(x), satisfying the canonical
brackets (3.1.7). Choosing a set of coordinates φi and computing the corresponding conjugate momenta
πi, we compute the expression of the �eld X, as de�ned in (3.1.6). For the PCM, one simply �nds

X = Kg−1∂tg = KjL0 . (3.2.7)

As expected, one �nds that X is independent of the choice of coordinates φi. We note that the right
moment map (3.1.8) can then be reexpressed as

mR = K

∫
dx jL0 (x),

which is equal to the Noether charge (3.2.4) associated with the right multiplication symmetry of the
PCM. This is natural, as the moment map mR generates the in�nitesimal right multiplication, as seen
in the subsection 3.1.2. In the same way, the left multiplication moment map mL coincides with the
second Noether charge in equation (3.2.4).

Using the equation (3.1.12) together with the expression (3.2.7) of X, we express the Hamiltonian
of the PCM in terms of X and jL = jL1 :

HPCM =
1

2

∫
dx

(
1

K
κ
(
X,X

)
+Kκ

(
jL, jL

))
.

As a consistency check, one can compute that

∂tj
L
0 =

1

K
{HPCM, X} = ∂xj

L,

so that we recover the Lagrangian equation of motion (3.2.3).

Maillet bracket and twist function. Finally, let us compute the Poisson bracket of the Lax matrix
of the PCM and show that it is governed by a twist function, as done by Maillet in [121]. We start
by re-expressing the Lax matrix (3.2.6) in terms of the currents X and jL, whose Poisson bracket we
know. One simply �nds

LPCM(λ, x) =
jL(x) + λK−1X(x)

1− λ2
. (3.2.8)

We now have all the ingredients to compute the Poisson bracket of the Lax matrix with itself, starting
from the above expression and the brackets (3.1.7) and (3.1.11). After a few computations, involving
also the circle lemma (2.3.5), one �nds that the Lax matrix satis�es a non-ultralocal Maillet bracket
(2.2.6). The corresponding R-matrix is given by

RPCM
12 (λ, µ) = R0

12(λ, µ)ϕPCM(µ)−1,
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3. Examples of models with twist function: integrable σ-models

where R0 is the non-twisted standard R-matrix on L(g) and the twist function is given by

ϕPCM(λ) = K

(
1

λ2
− 1

)
= K

1− λ2

λ2
. (3.2.9)

As announced, this proves that the PCM is a non-ultralocal model with twist function. According
to the de�nition of such a model given in Section 2.4, we also have to verify the reality condition
(2.4.7): it is obvious from Equation (3.2.8), as jL and X belongs to g0 and thus are invariant under
the anti-involution τ (note that we do not have to verify the equivariance conditions of Section 2.4, as
the standard R-matrix is non-twisted).

Although it is not clear yet why we are interested in this, let us study the analytical properties of the
twist function ϕPCM. More precisely, let us look at the poles and the zeros of the 1-form ϕPCM(λ)dλ.
It is clear that it possesses two simple zeros at +1 and −1. Moreover, it possesses a double pole at 0.
Under the inversion of parameter α = λ−1, this 1-form transforms as

ϕPCM(λ) dλ = −ϕPCM
(

1

α

)
dα
α2

= K

(
1

α2
− 1

)
dα.

This has a double pole in α = 0, so the 1-form ϕPCM(λ)dλ has a double pole at in�nity. As a conclu-
sion, the twist function of the PCM has double poles at zero and in�nity and simple zeros at +1 and
−1, as represented in Figure 3.1. Let us note also that the two zeros ±1 of the twist function are also
poles of the Lax matrix L(λ, x) (we shall use this property later).

+1−1

∞

0

Figure 3.1: Poles and zeros of the twist function of the PCM.

3.2.2 ZT -coset σ-models

ZT -grading. We shall now review the ZT -coset σ-models and their integrable structure. They are
σ-models with target space G0/H, where G0 is a connected semi-simple Lie group and H is a particular
subgroup of G0. More precisely, we suppose that H is such that the corresponding subalgebra h of g0

is equal to the 0th-grade g
(0)
0 of a ZT -grading of g0

g0 =

T−1⊕

p=0

g
(p)
0 , with

[
g

(p)
0 , g

(q)
0

]
⊂ g(p+q mod T ).

According to Corollary A.4.4, such gradings are in one-to-one correspondence with automorphisms
σ ∈ Aut(g) of order T satisfying the dihedrality condition (2.4.8). We will use the notations introduced
in Section 2.3 for the construction of the standard R-matrix twisted by σ (we refer the reader to the
Appendix A.4 for more details about �nite order automorphisms of Lie algebras). In particular, ω is
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3.2. Undeformed integrable σ-models

a primitive T th-root of unity and g(p) (p = 0, · · · , T − 1) is the eigenspace of σ of eigenvalue ωp. For
X ∈ g, we de�ne X(p) = π(p)X the projection of X on g(p) in the decomposition

⊕T−1
p=0 g(p).

For simplicity, we shall only detail here the case T = 2 and just summarise at the end of the
subsection how the results on the integrability of the Z2-coset model generalises to ZT -cosets for
arbitrary T . When T = 2, σ is an involution (i.e. σ2 = Id), ω = −1 and the eigenspaces

g(0) =
{
X ∈ g

∣∣ σ(X) = X
}

and g(1) =
{
X ∈ g

∣∣ σ(X) = −X
}

satisfy [
g(0), g(0)

]
⊂ g(0),

[
g(0), g(1)

]
⊂ g(1) and

[
g(1), g(1)

]
⊂ g(0). (3.2.10)

In this case, the Lie algebra h of the subgroup H is identi�ed with the subalgebra g(0)∩g0 of elements of
the real form g0 stabilised by σ. In this case T = 2, the coset space G0/H is called a symmetric-space.

Action and equations of motion. As explained brie�y in Subsection 3.1.1, we will describe the
σ-model on G0/H as a model on a G0-valued �eld g together with a gauge symmetry in H to eliminate
the redundant degrees of freedom. More explicitly, the symmetric-space σ-model on G0/H is given by
the action

SZ2 [g] =
K

2

∫

Σ
dx dt

(
κ
((
g−1∂tg

)(1)
,
(
g−1∂tg

)(1)
)
− κ
((
g−1∂xg

)(1)
,
(
g−1∂xg

)(1)
))

.

One can reexpress this action in terms of left currents jLµ as

SZ2 [g] =
K

2

∫

Σ
dx dt

(
κ
(
j
L (1)
0 , j

L (1)
0

)
− κ
(
j
L (1)
1 , j

L (1)
1

))
.

In the same way, one can also use the light-cone left currents jL± and the light-cone coordinates x±:

SZ2 [g] = K

∫

Σ
dx+ dx− κ

(
j
L (1)
+ , j

L (1)
−

)
. (3.2.11)

Let us consider the local right multiplication

g(x, t) 7−→ g(x, t)h(x, t), h(x, t) ∈ H, (3.2.12)

by a �eld h valued in H = G(0) ∩G0. Under this transformation, the left-current transforms as

jL± 7−→ h−1jL±h+ h−1∂±h.

By construction, h is valued in G(0) so h−1∂±h belongs to g(0). Moreover, according to the grading
relations (3.2.10), the conjugacy transformation by h ∈ G(0) preserves the graded subspaces g(0) and
g(1). Thus, we deduce that the graded components of jL± transform simply as

j
L (0)
± 7−→ h−1j

L (0)
± h+ h−1∂±h and j

L (1)
± 7−→ h−1j

L (1)
± h. (3.2.13)

In particular, as the Killing form κ is invariant under conjugacy transformations, we see that the ac-
tion (3.2.11) is invariant under the local transformation (3.2.12). Thus, the model possesses a gauge
symmetry under the right multiplication by elements of H. The physical degrees of freedom of the
model are then in the quotient G0/H. One can then recover the usual σ-model on the symmetric-space
G0/H by gauge �xing the theory.

Let us end this paragraph by expressing the equations of motion of the model, obtained by varying
the �eld g in the action (3.2.11). They read

D+j
L (1)
− +D−j

L (1)
+ = 0, (3.2.14)
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where D± denotes the covariant derivative

D± = ∂± +
[
j
L (0)
± , ·

]
.

As a consistency check, we can verify that this equation of motion is invariant under the gauge trans-
formation (3.2.12). According to equation (3.2.13), the currents jL (1)

± transform covariantly under this

transformation and the currents jL (0)
± transform as gauge �elds (which justi�es the name of covariant

derivative for D±). Thus, the left-hand side of the equation of motion (3.2.14) is covariant under the
gauge transformation, hence the gauge symmetry at the level of the equations of motion.

Global left symmetry. In addition to the right gauge symmetry described above, the Z2-coset
model possesses a global left symmetry. Indeed, the action (3.2.11) is expressed only in terms of the
left-invariant currents jL±. Thus, the action is invariant under the left multiplication Lh : g 7→ hg by a
constant element h of the group G0. By the Noether theorem, this global symmetry is associated with
the following equation of conservation:

∂+

(
gj
L (1)
− g−1

)
+ ∂−

(
gj
L (1)
+ g−1

)
= 0,

which is equivalent to the equation of motion (3.2.14). Thus, the charge
∫

dx g(x, t)j
L (1)
0 (x, t)g−1(x, t)

is conserved, i.e. does not depend on t.

Lax equation. Let us show that the equations of motion of the Z2-coset σ-model can be recast as a
Lax equation (2.1.4) (in light-cone coordinates), as proved originally by Eichenherr and Forger in [126]
(�rst results on particular examples were found by Pohlmeyer in [125]). As in the case of the PCM
(subsection 3.2.1), we will need the �atness of the left-current jL±, i.e. the Maurer-Cartan equation

(3.1.4). As the Z2-coset model is expressed in terms of the graded components jL (0)
± and jL (1)

± , let us
decompose the Maurer-Cartan equation along this grading. Using the grading relation (3.2.10), one
�nds the two following equations:

∂+j
L (0)
− − ∂−jL (0)

+ +
[
j
L (0)
+ , j

L (0)
−

]
+
[
j
L (1)
+ , j

L (1)
−

]
= 0, (3.2.15a)

∂+j
L (1)
− − ∂−jL (1)

+ +
[
j
L (0)
+ , j

L (1)
−

]
+
[
j
L (1)
+ , j

L (0)
−

]
= 0. (3.2.15b)

We de�ne the light-cone Lax pair

LZ2
± (λ) = j

L (0)
± + λ±1j

L (1)
± , (3.2.16)

depending on the spectral parameter λ ∈ C. One has

∂+LZ2
− (λ)− ∂−LZ2

+ (λ) +
[
LZ2

+ (λ),LZ2
− (λ)

]
(3.2.17)

= ∂+j
L (0)
− − ∂−jL (0)

+ +
[
j
L (0)
+ , j

L (0)
−

]
+
[
j
L (1)
+ , j

L (1)
−

]

+
1

2

(
λ+

1

λ

)(
∂+j

L (1)
− − ∂−jL (1)

+ +
[
j
L (0)
+ , j

L (1)
−

]
+
[
j
L (1)
+ , j

L (0)
−

])

+
1

2

(
λ− 1

λ

)(
D+j

L (1)
− +D−j

L (1)
+

)
.

The �rst two lines vanish o�-shell (without the equations of motion) due to the Maurer-Cartan equa-
tions (3.2.15). Thus, we get

∂+LZ2
− (λ)− ∂−LZ2

+ (λ) +
[
LZ2

+ (λ),LZ2
− (λ)

]
=

1

2

(
λ− 1

λ

)(
D+j

L (1)
− +D−j

L (1)
+

)
.
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The equation of motion (3.2.14) of the Z2-coset is then equivalent to the Lax equation (2.1.4), as
expected. To end this paragraph, let us give the corresponding Lax pair (LZ2 ,MZ2) in space-time
coordinates:

LZ2(λ) = j
L (0)
1 +

1

2

(
λ− 1

λ

)
j
L (1)
0 +

1

2

(
λ+

1

λ

)
j
L (1)
1 (3.2.18a)

MZ2(λ) = j
L (0)
0 +

1

2

(
λ+

1

λ

)
j
L (1)
0 +

1

2

(
λ− 1

λ

)
j
L (1)
1 . (3.2.18b)

Using the fact that σ
(
j
L (0)
µ

)
= j

L (0)
µ and σ

(
j
L (1)
µ

)
= −jL (1)

µ , we can note that

σ
(
LZ2(λ)

)
= LZ2(−λ) and σ

(
MZ2(λ)

)
=MZ2(−λ).

Thus, the Lax matrix LZ2(λ) satis�es the equivariance condition (2.4.3) (as ω = −1 for T = 2).

Hamiltonian analysis. Let us discuss the Hamiltonian formulation of the Z2-coset model. The
phase space of the model is described in Subsection 3.1.2. It contains the G0-valued �eld g(x) and
the g0-valued �eld X(x). Choosing coordinate �elds φi on G0, one can compute the corresponding
conjugate momenta πi and deduce the Lagrangian expression (3.1.6) of X. One �nds

X ≈ K
(
g−1∂tg

)(1) ≈ K j
L (1)
0 , (3.2.19)

where the notation ≈ instead of = will be justi�ed in what follows. A direct consequence of this
expression is that

X(0) ≈ 0.

This can seem surprising at �rst, as X(0) = 0 is for example incompatible with the Poisson bracket
(3.1.7b). This is a consequence of the gauge symmetry of the Z2-coset model. Indeed, according to
Dirac theory [127], when passing from a Lagrangian system with gauge symmetry to the Hamiltonian
formalism, one encounters constraints on the phase space. These are relations between the coordinates
φi and the conjugate momentum πi. In the case of the Z2-coset model, these relations are encoded in
the fact that X(0) vanishes.

We shall use here the Dirac terminology and say that an equation is weak when it is true only with
the constraint (we then use the notation ≈ instead of =). At the contrary, we will say that an equation
is strong when it is true without imposing the constraint (we shall then keep the usual equality sign
= for those). The full treatment of the Z2-coset model as a constrained Hamiltonian system would
require the application of the Dirac procedure. We shall not enter into too much details here and will
just refer to the textbooks [127,128] when we have to use results on constrained systems.

Let us �nish this discussion about the constraint by a quick consistency check. For constraints
coming from a gauge symmetry, it is a standard result that the Hamiltonian �ow of this constraint
generates the corresponding gauge transformation. Let us check this fact here. For ε(x) an in�nitesimal
�eld valued in h = g(0) ∩ g0, one can check from the Poisson bracket (3.1.7b) that

δεg(x) =

{∫
dy κ

(
X(0)(y), ε(y)

)
, g(x)

}
= g(x)ε(x). (3.2.20)

This is the in�nitesimal version of the gauge transformation

g(x) 7→ g(x)h(x), h(x) ∈ H.
Thus, we recover that the constraint X(0) generates the gauge symmetry of the model, as expected.

Let us discuss the Hamiltonian of the model, using the formula (3.1.12) obtained in the general
discussion. As we are considering a constrained system, we have the freedom of adding to the Hamil-
tonian of equation (3.1.12) any term proportional to the constraint. Doing the explicit computation
for the case of the Z2-model, one �nds

HZ2 =
1

2

∫
dx

(
1

K
κ
(
X,X

)
−Kκ

(
jL (1), jL (1)

)
+ κ
(
X(0)(x), µ(x)

))
, (3.2.21)
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where jL = jL1 and µ is an arbitrary h-valued �eld, called the Lagrange multiplier. According to
equation (3.2.20), the Hamiltonian �ow generated by the term containing µ is purely a gauge term and
thus does not change the physics of the model.

Maillet bracket and twist function. Let us now determine the Poisson bracket of the Lax matrix
with itself and show that the Z2-coset model possesses a twist function [129, 122]. We �rst need to
reexpress the Lax matrix (3.2.18a) in terms of the Hamiltonian �elds g and X. Moreover, as X(0) is
a constraint, one has the freedom to add to the Lax matrix a term proportional to X(0). Using the
expression (3.2.19) of X, one then gets

LZ2(λ) = jL (0) +
1

2

(
λ+

1

λ

)
jL (1) +

1

2K

(
λ− 1

λ

)
X(1) + f(λ)X(0), (3.2.22)

where f(λ) is an arbitrary function of the spectral parameter. Starting from the Poisson brackets
(3.1.7) and (3.1.11), we compute the bracket of the Lax matrix (3.2.22) with itself. We �nd that it
takes the form of a non-ultralocal Maillet bracket, strongly (i.e. without using the constraintX(0) ≈ 0),
if we choose the function f to be

f(λ) =
λ2 − 1

2K
. (3.2.23)

In this case, the R-matrix governing the Maillet bracket takes the form

RZ2
12(λ, µ) = R0

12(λ, µ)ϕZ2(µ)−1.

The matrix R0 is given by

R0
12(λ, µ) =

µC
(0)
12

µ2 − λ2
+

λC
(1)
12

µ2 − λ2
,

with C(p)
12 = π

(p)
1 C12 the partial quadratic Casimirs. We recognize here the twisted standard R-matrix

(2.3.9), for T = 2. The twist function takes the form

ϕZ2(λ) =
2Kλ

(λ2 − 1)2
. (3.2.24)

With the function f chosen as in (3.2.23), the Lax matrix then becomes

LZ2(λ) = jL (0) +
1

2

(
λ+

1

λ

)
jL (1) +

1

2K

(
λ2 − 1

)
X(0) +

1

2K

(
λ− 1

λ

)
X(1). (3.2.25)

This Lax matrix satis�es the equivariance condition (2.4.3) and the reality condition (2.4.7). Moreover,
the twist function also satis�es the equivariance property (2.4.5) and the reality condition (2.4.10), as
expected from the consistency of the Maillet bracket. This proves that the Z2-coset σ-model belongs
to the class of non-ultralocal models with twist function. Following the nomenclature of Section 2.4,
we say that it is a cyclotomic model of order T = 2, as it is associated with the standard R-matrix on
L(g) twisted by the involution σ.

As for the PCM, let us study the analytical properties of the twist function and more precisely, the
poles and zeros of the 1-form ϕZ2(λ)dλ. One sees that it has two double poles at +1 and −1 and two
simple zeros at 0 and in�nity. These poles and zeros are shown in �gure 3.2.
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+1−1

∞

0

Figure 3.2: Poles and zeros of the twist function of the Z2-coset σ-model.

ZT -cosets. We close this subsection by discussing brie�y general ZT -coset σ-models, for arbitrary T
(we will use the notations introduced at the beginning of this subsection, with σ an automorphism of
order T ). These models were introduced by Young in [130], together with their Lax pair representation
(see also [131] and [132]). The Hamiltonian analysis of these models and the computation of the
Poisson bracket of their Lax matrix was done by Ke, Li, Wang and Yue in [133]. In particular, they
showed that the ZT -coset models are non-ultralocal models with twist function, cyclotomic of order T .
The Lax matrix of these models reads

LZT (λ, x) =
T∑

k=1

(T − k) + kλ−T

T
λkjL (k)(x) +

T∑

k=1

1− λ−T
T

λkX(k)(x). (3.2.26)

Note that in this equation, and in general, we consider the exponents (k) only modulo T , so that
X(T ) = X(0) for example. All ZT -coset models possess a gauge symmetry under the action of the
subgroup H = G(0) ∩ G0 of G0. As in the case of the Z2-coset presented above, the �eld X(0) is the
constraint associated with this gauge symmetry. It is clear that equation (3.2.26) reduces to the Lax
matrix (3.2.25) of the Z2-coset model for T = 2 (and for the choice of the global factor K = 1). Note
that the Lax matrix (3.2.26) satis�es the equivariance condition (2.4.3) for the automorphism σ of
order T introduced above.

The Poisson bracket of the Lax matrix (3.2.26) takes the form of a Maillet non-ultralocal bracket
(2.2.6). The associated R-matrix is given by a twist function, as in (2.4.1). More precisely, the matrix
R0 is the standard R-matrix on L(g) twisted by the automorphism σ of order T and the twist function
is given by

ϕZT (λ) =
TλT−1

(1− λT )2
. (3.2.27)

As for the Lax matrix, the twist function (3.2.27) reduces to the one (3.2.24) of the Z2-coset model
when T = 2 (and K = 1). As expected, this twist function satis�es the equivariance condition (2.4.5).
The 1-form ϕZT (λ)dλ has two zeros in 0 and in�nity and T double poles, located at each T th-root of
the unity ωp.

Let us say a few words about supercoset models. Instead of a Lie algebra, one can consider a super-
Lie algebra, equipped with a Z2T -grading (for a super-Lie algebra, we only consider even gradings, as
the de�nition of a super-Lie algebra already contains a Z2-grading). The construction mentioned above
for ZT -coset then generalises and one can write a Z2T -supercoset σ-model (this was also considered by
Young in [130]). The Hamiltonian integrable structure of these models (Lax matrix, Maillet bracket,
twist function) is the same as the one of the Z2T -coset models described above, when replacing Lie
algebras by super-Lie algebras (this was also shown in [133]).

A slightly di�erent construction allows to consider the Green-Schwarz superstring on AdS5×S5: in
particular, one has to take into account the worldsheet di�eomorphism gauge symmetry of the model,
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as well as the κ-symmetry (the latter comes from the fact that the Green-Schwarz model, contrarily
to the supercoset model mentioned above, has no kinetic terms involving fermions). The action of this
model was worked out by Metsaev and Tseytlin in [4]. Its interpretation as a Z4-supercoset model
may be seen from [134] (see also the review [63]). This model was extensively studied in the context
of the AdS/CFT correspondence, as its holographic dual is the N = 4 super-Yang-Mills theory in four
dimensions (see for example [8]). It was shown to admit a Lax pair by Bena, Polchinski and Roiban
in [5]. Its hamiltonian integrability and its Maillet structure were discovered by Magro in [6]. The
underlying algebraic structure was understood in [7, 123] and the twist function determined in [123].
This twist function coincides with the one of a Z4-coset model, given by (3.2.27) with T = 4.

3.3 Deformed integrable σ-models

In the past decades, several integrable deformations of the PCM and of the ZT -coset σ-models were
discovered. These are models which depend on one or more deformation parameters, such that they
reduce to the undeformed model when these parameters are equal to zero and such that they still admit
a Lax pair formulation. Moreover, for all models for which the hamiltonian analysis of the Lax matrix
has been carried out, it was found that they also belong to the class of models with twist function, as
the undeformed one. Interestingly, as we shall see, the e�ect of the deformations is to deform the poles
of the twist function.

We will not detail the construction and the analysis of all these models here. In the �rst subsection,
we will develop the �rst known example of such a deformed model, the so-called Yang-Baxter model,
which is a one-parameter deformation of the PCM that we will often use as an example in this thesis. In
the second subsection, we will review brie�y the whole panorama of deformations of the PCM, focusing
in particular on their twist functions. Finally, in the third section, we shall discuss the deformations
of Z2-coset models.

3.3.1 The Yang-Baxter model

Action. The Yang-Baxter model is a one-parameter integrable deformation of the PCM, introduced
by Klim£ik in [27]. We will use the notation of the subsection 3.2.1 on the PCM. We will suppose
moreover that we are given a linear map R : g→ g, stabilising the real form g0 and skew-symmetric with
respect to the Killing form κ, which satis�es the so-called modi�ed Classical Yang-Baxter Equation
(mCYBE):

∀X,Y ∈ g, [RX,RY ]−R
(
[RX,Y ] + [X,RY ]

)
= −c2[X,Y ], (3.3.1)

with c = 1 (split case) or c = i (non-split case). Although this equation is called the modi�ed CYBE,
it should not be confused with the CYBE (2.3.3) (note in particular that there is no dependence on
some spectral parameter in the above equation). The link between these equations and their algebraic
interpretation are explained in Appendix C. In most examples and applications, we will consider the
so-called standard (split or non-split) matrix R, as described in Appendix C, although the results of
the present subsection hold for any solution of the mCYBE.

The Yang-Baxter model is then de�ned by the following action, depending on the G0-valued �eld
g, a real parameter η ∈ R and a global factor K:

Sη[g] = K

∫

Σ
dx+ dx− κ

(
jR+ ,

1

1− ηRj
R
−

)
= K

∫

Σ
dx+ dx− κ

(
jR− ,

1

1 + ηR
jR+

)
, (3.3.2)

where the second equality is obtained using the skew-symmetry of R with respect to κ. Note here that
we use the notation η for the deformation parameter, following the conventions of [29], although this
parameter is often denoted κ in the literature. Comparing this equation to equation (3.2.2), it is clear
that

Sη=0[g] = SPCM[g].

Thus, this action de�nes a one-parameter deformation of the PCM.
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Let us discuss brie�y the invertibility of the operators 1 ± ηR, which is necessary for the good
de�nition of the action (3.3.2). This invertibility is always ensured for η close to 0. In the case of a
standard matrix R, the eigenvalue of R are 0 and ±1 for the split case and 0 and ±i for the non-split
one. Thus, 1± ηR is invertible for any value of η ∈ R in the non-split case and invertible for η 6= ±1
for the split case.

The above action is expressed in terms of the right currents jR± . Using the invariance of κ under
conjugacy transformation and the relation (3.1.1) between the right currents and the left ones, one can
re-express this action as

Sη[g] = K

∫

Σ
dx+ dx− κ

(
jL+,

1

1− ηRg
jL−

)
= K

∫

Σ
dx+ dx− κ

(
jL−,

1

1 + ηRg
jL+

)
, (3.3.3)

where
Rg = Ad−1

g ◦R ◦Adg.
Later in this subsection, when discussing the Hamiltonian formalism of the model, we will need the
expression of the action in terms of space-time coordinates (x, t) instead of light-cone ones. This is
given by

Sη[g] =
K

2

∫

Σ
dx dt

[
κ

(
g−1∂tg,

1

1− η2R2
g

g−1∂tg

)
− κ

(
g−1∂xg,

1

1− η2R2
g

g−1∂xg

)
(3.3.4)

− κ

(
g−1∂tg,

2ηRg
1− η2R2

g

g−1∂xg

)]
.

(Preserved and broken) Symmetries. As already observed, the Yang-Baxter action (3.3.2) is
expressed only in terms of the right currents jR± . As these currents are invariant under the right
multiplication g 7→ gh by a constant element of G0, it is clear that the Yang-Baxter model is invariant
under this transformation, as the PCM is (we will come back on this fact later).

As explained in Subsection 3.2.1, the PCM is also invariant under the left multiplication g 7→ hg.
This left symmetry is broken by the Yang-Baxter deformation. Indeed, under the transformation
g 7→ hg, the action (3.3.2) transforms as

Sη[hg] = K

∫

Σ
dx+ dx− κ

(
jR+ ,Ad

−1
h ◦

1

1− ηR ◦Adh j
R
−

)
.

As R does not commute with Adh, this is di�erent from Sη[g] when η 6= 0. We shall discuss again this
breaking of symmetry in Chapter 5.

Let us now come back to the right symmetry, which is not broken by the Yang-Baxter deformation.
By the Noether theorem, it is associated with the conservation equation

∂+K− + ∂−K+ = 0 (3.3.5)

of a g0-valued current K±. One �nds that

K± =
1− c2η2

1± ηRg
jL± = O±jL±. (3.3.6)

This conservation equation is one way to write the whole set of equations of motion of the Yang-Baxter
model. A conserved current is only de�ned up to a global constant factor: here, we introduced the
factor 1− c2η2 for future convenience. We note that in the non-split case c = i, this factor is equal to
1 + η2 and thus is non-zero for any value of η. In the split case c = 1, we see that this factor is not
zero, except for the values η = ±1: as discussed above, these correspond also to the values where the
the operator 1± ηR is non-invertible, so we shall exclude them for the present discussion. One easily
checks that the current K± reduces to the left-current jL± in the undeformed case η = 0.
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As we have just seen, the Yang-Baxter deformation of the PCM preserves the right symmetry of
the model but breaks the left symmetry. One could have also introduced a Yang-Baxter deformation
which preserves the left symmetry and breaks the right one, by simply replacing the right current jR±
by the left current jL± in the action (3.3.2). This model is equivalent to the one studied here and all
the computations we present also apply to it by exchanging �left and right objects�. Thus, we shall
focus only on the model de�ned by (3.3.2).

Lax equation. Let us discuss the Lax representation of the equations of motion of the Yang-Baxter
model, as �rst introduced by Klim£ik in [28]. Recall that in the undeformed (PCM) case, we constructed
a Lax pair following the scheme of Zakharov and Mikhailov, based on the existence of a conserved and
�at current. In the case of the Yang-Baxter model, we already found a conserved currentK±, associated
with the global right symmetry. It is thus natural to wonder whether K± is �at, i.e. whether we have
or not

∂+K− − ∂−K+ + [K+,K−] = 0. (3.3.7)

In the undeformed case, this �atness condition reduces to the Maurer-Cartan equation (3.1.4) of jL±.
Thus, we should expect to also use the Maurer-Cartan equation in the deformed case. To compute
the derivatives ∂±K∓, one needs to take into account the fact that the operators O± in the de�nition
(3.3.6) of K± also depend on the �eld g. In general, for a g-dependent �eld Y and an in�nitesimal
variation δg of g, one �nds that the induced variation of O±Y is

δ
(
O±Y

)
= O±

(
δY
)

+O±
([
g−1δg, Y

])
−
[
g−1δg,O±Y

]
.

This allows to compute the derivatives ∂+K− and ∂−K+. Combining these with the Maurer-Cartan
equation of jL± and the conservation equation (3.3.5) ofK±, one checks that the �atness equation (3.3.7)
indeed holds. In the derivation of this equation, one has to use extensively the mCYBE equation (3.3.1)
(or more precisely the fact that Rg also satis�es the mCYBE). Thus, it is the fact that R is a solution
of the mCYBE that ensures the �atness of K± and hence the integrability of the model. Note also
that the zero curvature equation (3.3.7) is not invariant under the multiplication of K± by a global
constant factor: this is the origin of the factor 1− c2η2 that we introduced in the de�nition (3.3.6) of
K± (another factor would spoil the �atness of K±).

Following Zakharov and Mikhailov, the Lax pair of the Yang-Baxter model is given by

Lη(λ) =
K1 + λK0

1− λ2
and Mη(λ) =

K0 + λK1

1− λ2
, (3.3.8)

with K0 = 1
2(K+ + K−) and K1 = 1

2(K+ −K−). Although it is not equal to the Lax pair found in
the original paper [28] of Klim£ik, it is related to it by a formal gauge transformation by g. It is clear
that this Lax pair reduces to the one (3.2.6) we considered for the PCM in the undeformed limit:

Lη=0(λ) = LPCM(λ) and Mη=0(λ) =MPCM(λ).

Hamiltonian analysis. Let us discuss the Hamitlonian formalism of the Yang-Baxter model. The
phase-space of the model is described by the G0-valued �eld g and the g0-valued �eld X, as explained in
Subsection 3.1.2. Choosing local coordinates φi on G0, one can compute the corresponding conjugate
momenta πi from the action (3.3.4) and deduce the Lagrangian expression of X. One then �nds

X =
K

1− η2R2
g

jL0 −
KηRg

1− η2R2
g

jL1 , (3.3.9)

which reduces to X = KjL0 in the undeformed limit, as expected from (3.2.7). From the action (3.3.4)
and the equation (3.1.12), we compute the Hamiltonian of the Yang-Baxter model and �nd

Hη =

∫
dx

(
1

2K
κ
(
(1− η2R2

g)X,X
)

+
K

2
κ
(
jL, jL

)
+ κ

(
jL, ηRgX

))
, (3.3.10)
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with jL = jL1 as usual. Using the relation (3.3.9) between X and jL0 , we can express the current K0

and K1 in terms of X and jL:

K0 =
1− c2η2

K
X and K1 = (1− c2η2)

(
jL − η

K
RgX

)
. (3.3.11)

We then note that the Hamiltonian (3.3.10) can be rewritten as

Hη =
K

2(1− η2c2)2

∫
dx
(
κ(K0,K0) + κ(K1,K1)

)
.

Maillet non-ultralocal bracket. Using the Hamiltonian expression (3.3.11) of the current Kµ, we
rewrite the Lax matrix (3.3.8) as

Lη(λ) =
1− c2η2

1− λ2

(
jL − η

K
RgX +

λ

K
X

)
(3.3.12)

We now want the Poisson bracket of the Lax matrix with itself, as computed by Delduc, Magro and
Vicedo in [29]. This necessitates the computation of some intermediate Poisson brackets involving the
�eld RgX. We will not enter into more details here, as some similar computations will be presented in
the section 3.4 on the Bi-Yang-Baxter model. In the end, using the mCYBE (3.3.1) (or more precisely
the mCYBE for Rg), one �nds that the Poisson bracket of the Lax matrix takes a Maillet non-ultralocal
form (2.2.6).

More precisely, the R-matrix underlying this Maillet bracket is given by the standard non-twisted
R-matrix on L(g) and the twist function:

ϕη(λ) =
K

1− c2η2

1− λ2

λ2 − c2η2
. (3.3.13)

It is clear that this twist function reduces to the one (3.2.9) of the PCM in the undeformed limit η = 0.
Let us now study the analytical properties of the 1-form ϕη(λ)dλ, summarised on Figure 3.3. As for
the PCM, it possesses two simple zeros at λ = +1 and λ = −1. It also possesses a double pole at
in�nity and two simple poles at ±cη (i.e. at ±η for a split matrix R and at ±iη for a non-split one).
This is in contrast with the PCM case, for which there was a double pole at in�nity and a double pole
at 0. The e�ect of the Yang-Baxter deformation is thus to split the double pole at 0 into two simple
poles at ±cη, without deforming the zeros. We shall see that this is a common feature of all integrable
deformations of σ-models.

+1−1

∞

0

Principal Chiral Model

+1−1

∞
+iη

−iη

Yang-Baxter Model (non-split R)

Figure 3.3: E�ect of the Yang-Baxter deformation on the poles and zeros of the twist function.
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Lax matrix at the pole of the twist function. As we have seen above, the twist function of the
Yang-Baxter model possesses two simple poles at λ± = ±cη. We shall come back on the interpretation
of these poles later, in the second part of this thesis. At this stage, let us just make the following
observation, which will be useful for Chapter 5.

It is a classical result that a Lax pair of a model is not de�ned uniquely. In particular, one always
has a freedom of performing a formal gauge transformation on the Lax pair (L,M) by a G-valued �eld
u(x, t) (this comes from the fact that the Lax equation is a zero curvature equation):

Lu(λ) = uL(λ)u−1 + u∂xu
−1 and Mu(λ) = uM(λ)u−1 + u∂tu

−1. (3.3.14)

The Lax equation (2.1.1) for the pair (L,M) is then equivalent to the one for the Lax pair (Lu,Mu).
For the Yang-Baxter model, we can then consider the Lax pair (Lgη,Mg

η), obtained by a gauge trans-
formation with u = g.

We will be interested in the evaluation of this new Lax matrix Lgη at the poles of the twist function.
Starting from the expression (3.3.12), we get

Lgη(λ±) = −γR∓
(
gXg−1

)
, (3.3.15)

with (see Appendix C for more informations about the operators R±)

R± = R± c Id and γ =
η

K
.

The equation (3.3.15) will be the starting point for the studies of Poisson-Lie symmetries of the Yang-
Baxter model in Chapter 5. To conclude this paragraph, let us also note that the factor γ satis�es

1

γ
= ±2c res

λ=λ±
ϕη(λ) dλ. (3.3.16)

3.3.2 Deformations of the PCM

In the previous subsection, we presented in details the Yang-Baxter model, which is a particular ex-
ample of an integrable deformation of the PCM. In this subsection, we will review brie�y the whole
landscape of these deformations.

As we have seen in the previous subsection, the Yang-Baxter model consists in breaking the left
symmetry of the PCM, while preserving the right one. In [28], Klim£ik proposed a deformation of the
Yang-Baxter model itself, depending on another parameter η̃, which also breaks the right symmetry
while keeping the existence of a Lax pair. This model is called the Bi-Yang-Baxter model. We shall
not discuss it further here: it will be the subject of the following section, as part of the presentation
of my PhD works.

Another possibility to deform the PCM is to add [44] to its action a so-called Wess-Zumino term
(multiplied by a constant parameter k). We will not explain here how this term is constructed and
refer to [44,42,43] for more details on this matter. It was shown in [45] (see also [135]) that this model
admits a Lax pair for any value of k. Its twist function has been studied in [46] and proved to be

ϕk(λ) =
1− λ2

(λ− k)2
. (3.3.17)

In the undeformed limit k goes to 0, one recovers the twist function (3.2.9) of the PCM (for the global
factor K = 1). An interesting remark is that, as for the Yang-Baxter case, the deformation modi�es
the poles of the 1-form ϕk(λ)dλ, without modifying its zeros. More precisely, the deformation moved
the double pole at λ = 0 of the PCM to a double pole at λ = k. The double pole at in�nity and the
two simple zeros at ±1 of the PCM are not a�ected by this deformation.
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3.3. Deformed integrable σ-models

Some deformations of the PCM can be combined together to form multi-parameter deformations.
In fact, it was shown recently by Delduc, Hoare, Kameyama and Magro [47] that there exists a three-
parameter integrable deformation of the PCM combining the left and right deformations η and η̃ of
the Bi-Yang-Baxter model (see above) and the addition of a Wess-Zumino term (with factor k). More
precisely, they have constructed such a model which admits a Lax pair representation. The Hamiltonian
integrability of this model, however, has not been studied yet although it is expected that it enters
the class of models with a twist function. Although this might not be a simple thing to prove, this
three-parameter deformation is expected to be the maximal way of deforming the twist function of the
PCM.

As the twist function of the three-parameter deformation of the PCM has not been computed
yet, we will restrict ourselves to its two-parameter limits. One of them is the Bi-Yang-Baxter model
mentioned above. The other one is a combination of the Yang-Baxter deformation (with parameter
η) and of the addition of a Wess-Zumino term (with parameter k). It was �rst proposed in [23] and
further studied in [136,137] for the group G0 = SU(2). The model for a general group was constructed
and shown to be integrable by Delduc, Magro and Vicedo in [46]. Its twist function takes the form

ϕdPCM(λ) =
1− λ2

(λ− k)2 +A2
, (3.3.18)

where the subscript dPCM stands for deformed PCM and

A = η

√
1− k2

1 + η2
.

Note that this model was considered in the litterature only for a Yang-Baxter deformation associated
with a non-split solution R of the mCYBE (i.e. c = i in (3.3.1)). One easily checks that A = 0 for
η = 0, so that the twist function (3.3.18) coincides with (3.3.17) in this limit. In the same way, A = η
for k = 0, so (3.3.18) reduces to the twist function (3.3.13) of the Yang-Baxter model (for c = i and
an appropriate choice of K) in this case.

The integrable structure of the general deformed PCM shares some similarities with the one of the
PCM. In particular, its Lax matrix takes the �model-independent� form

LdPCM(λ, x) =
A(x) + λΠ(x)

1− λ2
, (3.3.19)

where A and Π are g0-valued �elds. The deformation is contained in the (model-dependent) expression
of A and Π in terms of the �elds g and X. In particular, according to Subsection 3.2.1, one has A = jL

and Π = X in the undeformed case k = η = 0. In the same way, in the Yang-Baxter case k = 0 and
η 6= 0, A and Π coincide with the currents K1 and K0 of Subsection 3.3.1.

The expression of the currents A and Π for the general case k 6= 0 is more involved: it is easier to
express them in terms of g and another �eld Y instead of X. The relation between (g,X) and (g, Y )
is di�cult to state explicitly due to some non-locality issues coming with Wess-Zumino terms. We
shall not enter into this matter here as we will not need the explicit de�nition of A and Π in this PhD
(see [46] for details).

The form of the Lax matrix (3.3.19), speci�c to a Zakharov-Mikhailov scheme, re�ects the existence
for all these models of a �at and conserved current. This current is associated by the Noether theorem
with the right multiplication symmetry of the model, which is conserved both by the Yang-Baxter
deformation and the addition of the Wess-Zumino term.

Another common feature shared by the two-parameter dPCM and its (less deformed) limits is the
expression of the Hamiltonian and total momentum of the model. They are given in terms of the �elds
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3. Examples of models with twist function: integrable σ-models

A and Π by

HdPCM =
B
2

∫
dx
(

(A2 + k2 + 1) (κ(Π,Π) + κ(A,A)) + 4k κ(Π, A)
)
, (3.3.20a)

PdPCM = B
∫

dx
(
k (κ(Π,Π) + κ(A,A)) + (A2 + k2 + 1)κ(Π, A)

)
, (3.3.20b)

with B a global factor depending on A and k via the relation B = −1

4
ϕ′dPCM(1)ϕ′dPCM(−1). Interest-

ingly, one can always rewrite the above expressions as

HdPCM = H+ −H− and PdPCM = H+ +H−, (3.3.21)

with

H± = −1

2
res

λ=±1
ϕdPCM(λ)

∫
dx κ

(
LdPCM(λ, x),LdPCM(λ, x)

)
.

We shall use this fact in Chapter 4.
There exists another type of integrable deformation of the PCM, called the λ-deformation [39]. It

consists more of a deformation of the non-abelian T-dual of the PCM, which is a model equivalent
to the PCM. We shall not present here the results on this model. The twist function of this model
turns out to be of the same form than the one of a split Yang-Baxter deformation [40, 138]. This is
due to a deeper relation between the Yang-Baxter model and the λ-deformation [138�140], involving
a Poisson-Lie duality [141�143,27].

3.3.3 Deformations of Z2-coset models

We shall now discuss the integrable deformations of the Z2-coset σ-model. We will use the notations of
Subsection 3.2.2, in which we described the undeformed theory. There are two types of deformations
of the Z2-coset model: the Yang-Baxter deformation and λ-deformation. As for the PCM, the two
give a similar integrable structure and in particular a twist function of the same form. We shall focus
on the Yang-Baxter deformation and refer to [40] for the λ-deformation.

The deformed model we are going to study here is part of a general scheme of integrable deforma-
tions called Yang-Baxter type deformations [138], or η-deformation, which applies to a certain class of
models with twist function. In particular, the η-deformation of the PCM is the Yang-Baxter model,
that we studied in Subsection 3.3.1. In this subsection, we shall skip most technical details and insist
on the common features shared by this model and the Yang-Baxter one. They actually are common
features of general Yang-Baxter type deformations and will be the starting key points for the chapter
5 of this thesis. Moreover, in this subsection, we will present a common formalism describing the
integrable structure of both the undeformed Z2-coset and its η-deformation, as we did for the PCM
and its deformations in the previous subsection.

Action and symmetries. The Z2-coset η-deformation has been constructed by Delduc, Magro and
Vicedo in [29]. As for the Yang-Baxter model, it is based on a skew-symmetric solution R of the
mCYBE (3.3.1). Its action is given by

SZ2,η[g] = K

∫

Σ
dx+ dx− κ

(
j
L (1)
+ ,

1

1− ηRg ◦ π(1)
j
L (1)
−

)
, (3.3.22)

where Rg = Ad−1
g ◦ R ◦ Adg, as in the PCM case, and π(1) is the projection on the eigenspace g(1) of

σ. Note the similarity between this action and the one of the Yang-Baxter model, written as (3.3.3).
We expect a deformation of the Z2-coset model to possess the same degrees of freedom as the

undeformed model. Thus, we expect the gauge symmetry (3.2.12) of the undeformed model to also
leave invariant the action (3.3.22). This can be easily veri�ed using the expression (3.2.13) of the

transformation of jL (1)
± under a gauge transformation and the fact that Rg transforms as Ad−1

h ◦R◦Adh.
Thus, the η-deformation preserves the right gauge symmetry of the Z2-coset model.
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3.3. Deformed integrable σ-models

Recall that the undeformed model also possesses a global left symmetry (see Subsection 3.2.2). Due
to the presence of the operator Rg in the action (3.3.22), this symmetry is broken by the η-deformation.
This is similar to what happens for the Yang-Baxter model, i.e. the η-deformation of the PCM, which
preserves the right symmetry of the PCM but breaks the left one. This symmetry breaking is one of
the common feature shared by the Yang-Baxter type deformations.

Lax matrix. It was found in [29] that the model (3.3.22) admits a Lax pair. In particular, the Lax
matrix can be expressed as

LdZ2(λ) = A(0) +
1

2

(
1

λ
+ λ

)
A(1) +

1

2
(λ2 − 1)Π(0) +

1

2

(
λ− 1

λ

)
Π(1), (3.3.23)

where A and Π are g0-valued �elds. Similarly to the deformations of the PCM in Subsection 3.3.2, this
structure is common to the deformed and undeformed Z2-models. The deformation is purely contained
in the dependence of A and Π in terms of g and X. According to equation (3.2.25), we have in the
undeformed limit η = 0 that Π = K−1X and A = jL. We refer to [29] for the expressions of A and Π
in the deformed case. In both the undeformed and the deformed models, the �eld Π(0) is the constraint
associated with the gauge symmetry (3.2.12). Finally, let us note that the Lax matrix satis�es the
equivariance and reality conditions (2.4.3) and (2.4.7).

Twist function. The computation of the Poisson bracket of the Lax matrix is also carried out
in [29]. It takes the form of a Maillet non-ultralocal bracket. The R-matrix of the latter is given by
the standard matrix R0, twisted by the automorphism σ, and the twist function:

ϕdZ2(λ) =
2Kλ

(λ2 − 1)2 − c2η2(λ2 + 1)2
. (3.3.24)

This twist function clearly reduces to the one (3.2.24) of the undeformed Z2-coset model when η = 0.
Note that it also satis�es the equivariance and reality conditions (2.4.5) and (2.4.10).

The 1-form ϕdZ2(λ)dλ possesses two simple zeros at 0 and in�nity, as for the undeformed Z2-coset
model. However, the two double poles +1 and −1 of the undeformed model have been split into simple
poles λ± and −λ±, given by

λ± =

√
1± cη
1∓ cη =

1

λ∓
.

For a split matrix R (c = 1), these poles are situated on the real axis. For a non-split R (c = i), they
belong to the unit circle of the complex plane. We can rewrite them as λ± = e±iθ, with the angle θ
de�ned by η = tan θ, as represented in Figure 3.4.

+1−1

∞

0

Z2-coset σ-model

eiθ

e−iθ

−eiθ

−e−iθ

∞

0

θ

η-deformation (non-split R)

Figure 3.4: E�ect of the Yang-Baxter deformation on the poles and zeros of the twist function.
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We observe that the two poles +1 and −1 of the undeformed model split in a symmetric way under
the re�ection with respect to the origin. This is forced by the equivariance property (2.4.5) of the twist
function, which in this case implies that

ϕdZ2(−λ) = −ϕdZ2(λ).

Indeed, for every pole λ∞, there must then also be a pole at −λ∞. In some sense (which will be made
clearer in the second part of this thesis), one can consider these two poles as a unique set of poles
related by the transformation λ 7→ −λ. Thus, we see that the e�ect of the η-deformation is to split a
(set of) double pole(s) into two (sets of) simple poles. This is similar to the case of the Yang-Baxter
model and is one of the common feature of the Yang-Baxter type deformations.

We end this paragraph by a last observation. Performing the gauge transformation of the Lax
matrix (3.3.19) by g and evaluating it at λ±, one �nds

LgdZ2
(λ±) = −γ R∓

(
gXg−1

)
, with

1

γ
= ±4c res

λ=λ±
ϕdZ2(λ) dλ, (3.3.25)

and R± = R± c Id. This is to be compared with equation (3.3.15), derived for the Yang-Baxter model.
This is the main common feature of Yang-Baxter type models, that we shall use extensively in Chapter
5.

Deformed ZT -coset models. Let us end this section by discussing the deformations of ZT -coset
σ-models. It is expected that the ZT -coset models admit an integrable deformation of Yang-Baxter
type. The e�ect of this deformation would be to break the left symmetry of the model and to split
the double poles of the twist function (3.2.27) into simple poles. However, this deformed model has
never been constructed explicitly. This construction would be an interesting project, to complete the
study of the whole landscape of deformations of σ-models. We expect the Lax matrix of this deformed
model to be of the form

LdZT (λ, x) =

T∑

k=1

(T − k) + kλ−T

T
λkA(k)(x) +

T∑

k=1

1− λ−T
T

λkΠ(k)(x), (3.3.26)

with A and Π some g0-valued �eld depending on g, X and η.
It is worth mentioning that there exists a Yang-Baxter type deformation of the Green-Schwarz

superstring on AdS5 × S5, which was discovered by Delduc, Magro and Vicedo in [31, 32]. Its Lax
matrix is of the form (3.3.26) for T = 4. The undeformed model possesses the same twist function as
the Z4-coset σ-model, i.e. equation (3.2.27) with T = 4. The deformation modi�es this twist function
as

ϕdGS(λ) =
4αλ3

(λ4 − 1)2 + β(λ4 + 1)2
,

where α and β are constants depending on the deformation parameter η, satisfying α = 1 and β = 0
when η = 0 (thus, for η = 0, we recover the twist function (3.2.27) for T = 4). This twist function
has 8 simple poles at ike±iθ, k = 0, 1, 2, 3, with η = tan θ. Thus, the e�ect of the deformation is
to split the double poles {1, i,−1,−i} into pairs of simple poles, as expected for a Yang-Baxter type
deformation. The deformation of the Green-Schwarz model also exhibits other properties of Yang-
Baxter type deformations: the left symmetry of the model is broken by the deformation and the Lax
matrix of the model satis�es the relation (3.3.25) for the simple poles λ± = e±iθ (see [32]).

3.4 Bi-Yang-Baxter model

In this section, I will present some results I obtained during my PhD about the Bi-Yang-Baxter model.
These results are part of the publication [P1]: here, I will summarize the main ideas of [P1] (and a
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few subsequent results) without entering into too much technical details. The whole content of the
article [P1], including these details, can be found at the end of this PhD thesis. Note that some
conventions and notations (in particular the sign of the Lax matrix L) are di�erent in the core text of
this thesis and in the article [P1]. In the present section, we will keep the conventions that we used in
the previous chapter and sections and will transpose the results of [P1] in those.

The Bi-Yang-Baxter model (BYBM) is a double deformation of the PCM, introduced by Klim£ik
in [28], which depends on two deformation parameters η and η̃. The limits η = 0 and η̃ = 0 respectively
correspond to the right and left Yang-Baxter model, i.e. the one-parameter deformations of the PCM
which break respectively the right and left symmetries of the model. The BYBM is then a combination
of these two Yang-Baxter deformations, which breaks both the left and the right symmetries.

The BYBM was shown to possess a Lax pair representation by Klim£ik in [33], hence proving the
existence of an in�nite number of conserved charges. However, the Hamiltonian integrability of the
model, i.e. the fact that these conserved charges are in involution one with another, was not proved.
This was the subject of my �rst PhD project, which resulted in the article [P1]. We showed that
the BYBM enters the class of non-ultralocal models with twist function, thus proving its Hamiltonian
integrability. More precisely, as we shall see, we have shown this for a reformulation of the BYBM as
a Z2-coset model on G0 ×G0/G

diag
0 . We shall start by introducing and studying this formulation and

will end the section by discussing the more usual formulation as a deformation of the PCM.

3.4.1 The Bi-Yang-Baxter model in Lagrangian formulation

Action and symmetries. We shall use the notations of the previous chapter and sections. In
particular, we consider a real Lie group G0 with Lie algebra g0. Let R and R̃ be two skew-symmetric
solutions of the mCYBE (3.3.1) on g0 (we shall restrict here to the case of the non-split mCYBE, i.e.
with c = i). We de�ne the Bi-Yang-Baxter model (BYBM) by the following action, for a �eld (g, g̃)
valued in the double group G0 ×G0 [144]

Sη,η̃[g, g̃] =
K

2

∫
dx+dx− κ

(
jL+ − j̃L+,

(
1− η

2
Rg −

η̃

2
R̃g̃

)−1

(jL− − j̃L−)

)
. (3.4.1)

K, η and η̃ are real parameters, the currents jL± = g−1∂±g and j̃L± = g̃−1∂±g̃ are the left currents of g
and g̃, as introduced in Subsection 3.1.1 and �nally, we have

Rg = Ad−1
g ◦R ◦Adg and R̃g̃ = Ad−1

g̃ ◦ R̃ ◦Adg̃.

Let us notice here that Rg and R̃g̃ are also skew-symmetric solutions of the mCYBE (3.3.1).

Let us consider the subgroup Gdiag
0 of G0 × G0 composed by elements of the form (h, h), h ∈ G0.

It acts on (g, g̃) ∈ G0 ×G0 by the right multiplication

g 7−→ gh and g̃ 7−→ g̃h. (3.4.2)

One easily checks that the action (3.4.1) is invariant under the transformation (3.4.2), for h an arbitrary
�eld valued in G0. Thus, the action (3.4.1) possesses a gauge symmetry under the right action of Gdiag

0 .
Let us also consider the action on (g, g̃) of the right multiplication by constant elements (h, h̃) in

G0 ×G0:
g 7−→ hg and g̃ 7−→ h̃g̃. (3.4.3)

One checks that the action (3.4.1) is invariant under this transformation if and only if η = η̃ = 0. We
shall come back on this remark later.

Gauge �xing and deformed �PCM� formulation. As we observed above, the action (3.4.1)
possesses a gauge symmetry under the right multiplication by Gdiag

0 . The real degrees of freedom of
this model then belong to the quotient G0 ×G0/G

diag
0 . One can identify this quotient with the group
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3. Examples of models with twist function: integrable σ-models

G0, by observing that each orbit contains a unique element of the form (g′, Id). Thus, one should be
able to reformulate the model in terms of a G0-valued �eld. This is done at the level of the action
by performing a gauge transformation (3.4.2) with h = g̃−1. Doing so, one �nds a new action on the
gauge-invariant �eld g′ = gg̃−1, which reads

Sη,η̃[g
′] =

K

2

∫
dx+dx− κ

(
j′L+ ,

(
1− η

2
Rg′ −

η̃

2
R̃

)−1

j′L−

)
. (3.4.4)

This is the original action proposed by Klim£ik in [28]. In this formulation, it is clear that the BYBM
is a two-parameter deformation of the PCM (3.2.2).

Let us note that the action (3.4.3) of G0 ×G0 acts on the �eld g′ by the following combination of
the left and right multiplications

g′ 7→ hgh̃−1.

In particular, both the left and right multiplication are not symmetries of the action (3.4.4) if η and
η̃ are non zero. When η = η̃ = 0, these symmetries are restored, as the model then reduces to the
undeformed PCM model.

It is clear in this gauge-�xed formulation that the BYBM (3.4.4) reduces to the Yang-Baxter
model (3.3.3) when η̃ = 0 (with a change from η to η

2 and from K to K
2 ). In this case, the global right

symmetry g′ 7→ g′h is restored and the left symmetry g′ 7→ hg′ stays broken. In the same way, the limit
η = 0 is also the Yang-Baxter model, but with the left symmetry preserved and the right symmetry
broken. The BYBM is thus a combination of both the left and the right Yang-Baxter deformations.
According to Subsection 3.3.1, the one-parameter limits η = 0 and η̃ = 0 are thus both integrable
models with twist function.

Z2-coset Yang-Baxter limit. As we shall see now, there exist two other one-parameter limits of the
model which also admit a twist function. They arise naturally from the non-gauge �xed formulation
(3.4.1), once we identify it with a deformation of a Z2-coset σ-model.

Let us consider the double group DG0 = G0×G0. It is equipped with an involutive automorphism
δ de�ned as the exchange of the two G0 factors in DG0:

δ : DG0 = G0 ×G0 −→ DG0 = G0 ×G0

(g, g̃) 7−→ (g̃, g)
.

Let us note here that the subgroup DG
(0)
0 of δ-�xed-points is equal to Gdiag

0 : thus, we can identify

the coset G0 × G0/G
diag
0 with the Z2-coset DG0/DG

(0)
0 . The automorphism δ induces an involutive

automorphism of the Lie algebra Dg0 = g0× g0, that we shall still denote δ. We will use the notations
of Subsection 3.2.2 and Appendix A.4 for �nite order automorphisms. In particular, the eigenspaces
of δ are

Dg
(0)
0 = {(X,X), X ∈ g0} = gdiag0 and Dg

(1)
0 = {(X,−X), X ∈ g0} .

The projectors π(p) of the decomposition Dg0 = Dg
(0)
0 ⊕Dg

(1)
0 are then given by

π(0) : Dg0 −→ Dg
(0)
0

(X,Y ) 7−→ 1
2(X + Y,X + Y )

and π(1) : Dg0 −→ Dg
(1)
0

(X,Y ) 7−→ 1
2(X − Y, Y −X)

.

We will encode the two �elds g and g̃ in the DG0-valued �eld f = (g, g̃). Note that the grade (1) part
of the left current f−1∂±f is given by

(
f−1∂±f

)(1)
=

1

2

(
jL± − j̃L±, j̃L± − jL±

)
.

The Killing form on the double algebra Dg0 is given by κD
(
(X,Y ), (X ′, Y ′)

)
= κ(X,X ′) + κ(Y, Y ′),

where κ is the Killing form on g0. Let us de�ne R =
(
R, R̃

)
. It is a skew-symmetric solution of the

mCYBE (3.3.1) on Dg0. In the limit η = η̃, we can rewrite the action (3.4.1) as

Sη=η̃[f ] = K

∫
dx+dx− κD

((
f−1∂+f

)(1)
,

1

1− ηRf ◦ π(1)

(
f−1∂−f

)(1)
)
.
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3.4. Bi-Yang-Baxter model

This is the Yang-Baxter type deformation of the Z2-coset σ-model on DG0/DG
(0)
0 , as described in

Subsection 3.3.3. Thus, the one-parameter limit η = η̃ is also an integrable model with twist function.
In the same way, we check that the limit η = −η̃ is also a Yang-Baxter type deformation of the

Z2-coset σ-model on DG0/DG
(0)
0 , but with the solution R =

(
R,−R̃

)
of the mCYBE on Dg0. Thus,

this is also a one-parameter limit which admits a twist function. Moreover, let us note that the twist
function of the limit η = η̃ is the same as the one of the limit η = −η̃, as the twist function of a
Yang-Baxter type deformation does not depend on the choice of the matrix R.

3.4.2 Lax pair of the BYBM

In this section, we shall show that the BYBM equations of motion can be recast into a Lax equation.
This was �rst done by Klim£ik in [33], using the gauge-�xed action (3.4.4). Here, we shall start from
the non-gauge-�xed one (3.4.1) and follow a construction close to the one for the Lax pair of the Z2-
coset model (see Subsection 3.2.2). We will explain the main step of this construction and refer to our
article [P1] (given at the end of this thesis) for more details.

Equations of motion. Varying the action (3.4.1) with respect to the �eld g, one �nds the following
equations of motion:

EOM = ∂+J− + [a+, J−] + ∂−J+ + [a−, J+] = 0, (3.4.5)

where we introduced

J± =

(
1± η

2
Rg ±

η̃

2
R̃g̃

)−1

(jL± − j̃L±) (3.4.6)

and a �gauge �eld�

a± = jL± ∓
η

2
RgJ± =

(
1± η̃

2
R̃g̃

)
J± + j̃L±. (3.4.7)

We note that the equation of motion is invariant under the rede�nition a± 7→ a±+ ρJ± of a±, where ρ
is a constant. Varying the �eld g̃ in the action (3.4.1), one �nds some other equations of motion. Using
the freedom in the de�nition of the gauge �eld a± mentioned above, one checks that this equation of
motion is equivalent to the one (3.4.5) on g. This redundancy in the equations of motion is due to the
gauge symmetry (3.4.2) of the model.

Search for a Lax pair. The equation of motion (3.4.5) takes the form of a covariant conservation
equation, for the current J±, with the covariant derivative ∂± + [a±, ·]. This was also the form of the
equations of motion of the Z2-coset σ-model in Subsection 3.2.2. We shall use the results about the
Lax representation of the Z2-coset model as a guide for the search of a Lax pair for the BYBM. In
particular, following equation (3.2.16), one could try to de�ne the Lax pair LBYB± (λ) = a± + λ±1J±.

However, let us note that the covariant conservation equation on J± is also veri�ed by the current
ζ
2J±, for any constant ζ. Moreover, recall that the �gauge-�eld� a± can be rede�ned by adding to it a
term proportional to J±. For now on, we shall then consider the most general gauge-�eld

A± = a± + ρJ±, (3.4.8)

with ρ an arbitrary constant, and de�ne the Lax pair to be

LBYB± (λ) = A± +
ζ

2
λ±1J±. (3.4.9)

Following equation (3.2.17), we then �nd

∂+LBYB− (λ)− ∂−LBYB+ (λ) +
[
LBYB+ (λ),LBYB− (λ)

]
(3.4.10)

=
ζ

4

(
λ+

1

λ

)
EOM +

(
∂+A− − ∂−A+ +

[
A+, A−

]
+
ζ2

4

[
J+, J−

])

+
ζ

4

(
λ+

1

λ

)(
∂+J− − ∂−J+ +

[
A+, J−

]
+
[
J+, A−

])
.
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The �rst term on the right-hand side obviously vanishes on-shell, i.e. when the equations of motion
EOM = 0 are satis�ed. Using the fact that Rg and R̃g̃ are solutions of the mCYBE (3.3.1), combined
with the Maurer-Cartan equation (3.1.4) on jL± (and the one for j̃L±), one �nds that

∂+J− − ∂−J+ +
[
A+, J−

]
+
[
J+, A−

]
=

(
2ρ+ 1− η2 − η̃2

2

)[
J+, J−

]
+

1

2

(
ηRg + η̃R̃g̃

)
(EOM).

Thus, if we choose

ρ = −1

2

(
1− η2 − η̃2

4

)
, (3.4.11)

we see that the last term in equation (3.4.10) vanishes on shell. In the same way, using the mCYBE
and the Maurer-Cartan equations, one gets

∂+A− − ∂−A+ +
[
A+, A−

]
+
ζ2

4

[
J+, J−

]
= −1

4

(
1− η2 − η̃2

2

)(
ηRg + η̃R̃g̃

)
(EOM) + ηRg(EOM),

for

ζ =

√(
1 +

(η + η̃)2

4

)(
1 +

(η − η̃)2

4

)
. (3.4.12)

Thus, for the choice (3.4.11) and (3.4.12) of ρ and ζ, one �nds that the vanishing of (3.4.10) is equivalent
to the one of EOM . In other words, we found a Lax pair formulation of the equations of motion of
the BYBM.

Lax pair in the double algebra. As explained above, the action (3.4.1) is interpreted as a defor-

mation of the Z2-coset σ-model on DG0/DG
(0)
0 . Thus, the Lax pair of the model should naturally

belong to the double algebra Dg = g × g (where g is the complexi�cation of g0). However, in the
previous paragraph, we constructed a Lax pair LBYB± (λ) in a single copy of g. We shall now see how
this Lax pair can be �extended� to a Lax pair LD± valued in the double algebra g× g.

It is clear that the Lax equation (2.1.4) for LD± is equivalent to the Lax equations for the two g-
valued factors of LD± . Thus, we shall choose the left factor to be LBYB± . Moreover, as we are considering
a deformation of the Z2-coset model with involution δ (the exchange automorphism), it is natural to
ask the Lax pair LD± to satisfy the equivariance relation

δ
(
LD±(λ)

)
= LD±(−λ).

This �xes the right factor of LD±(λ) to be LBYB± (−λ). We then de�ne

LD±(λ) =
(
LBYB± (λ),LBYB± (−λ)

)
∈ Dg.

It is clear that the Lax equation for LD± is satis�ed, as it is satis�ed by LBYB± .

In the undeformed limit η = η̃ = 0, we have J± = jL± − j̃L±, A± = 1
2(jL± + j̃L±) and ζ = 1. Thus, in

this limit, one gets

LD±(λ) =
1

2

(
jL± + j̃L±, j

L
± + j̃L±

)
+
λ±1

2

(
jL± − j̃L±, jL± − j̃L±

)
=
(
f−1∂±f

)(0)
+ λ±1

(
f−1∂±f

)(1)
,

with the DG0-valued �eld f = (g, g̃). Thus, for η = η̃ = 0, LD± reduces to the Lax matrix of the

Z2-coset model on DG0/DG
(0)
0 , as constructed in equation (3.2.16).

As we explained in the last paragraph of Subsection 3.4.1, the one-parameter limits η = ±η̃ coincide
with the Yang-Baxter type deformation of the Z2-coset on DG0/DG

(0)
0 . One can also check that in

this limit, the Lax pair LD± reduces to the Lax pair considered in Subsection 3.3.3 for the deformed
Z2-coset model.
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3.4. Bi-Yang-Baxter model

Lax matrix. In this subsection, we have constructed light-cone Lax pairs LBYB± and LD± for the
BYBM, valued respectively in g and Dg. From these pairs, one can construct the corresponding Lax
matrices

LBYB(λ) =
1

2

(
LBYB+ (λ)− LBYB− (λ)

)
and LD(λ) =

1

2

(
LD+(λ)− LD−(λ)

)
. (3.4.13)

One then has

LBYB(λ) =
A+ −A−

2
+
ζλ

4
J+ −

ζ

4λ
J−

and
LD(λ) = (LBYB(λ),LBYB(−λ)) . (3.4.14)

3.4.3 R-matrices on the double algebra

As explained in the previous subsection, the Lax matrix LD of the BYBM in its non-gauged-�xed
formulation is naturally valued in the double algebra Dg. As we will prove later, the Hamiltonian
integrability of the BYBM is ensured by the fact that this Lax matrix satis�es a Maillet non-ultralocal
bracket (2.2.6), with a R-matrix RD12 valued in Dg ⊗ Dg. As the BYBM is a deformation of the

Z2-coset model on DG0/DG
(0)
0 , one could expect RD12 to be of the form (2.4.1), with a twist function

ϕ and R0 the standard R-matrix on L(Dg) twisted by the automorphism δ. However, in the case of
the BYBM, the matrix R0 takes a slightly more general form, that we shall explain here.

The standard construction. Let us recall the main steps of the construction of the standard
twisted R-matrix on L(Dg) (see the Appendix C for the general theory). Let us consider the loop
algebra L(Dg) = Dg((λ)) = Dg ⊗ C((λ)) of Laurent series in a complex parameter λ valued in the
double algebra Dg and equipped with the natural Lie bracket. The exchange automorphism δ on Dg
induces an automorphism δ̂ on Dg((λ)) de�ned for all M ∈ Dg((λ)) by

δ̂(M)(λ) = δ
(
M(−λ)

)
.

Denote by Dg((λ))δ̂ the twisted loop algebra, i.e. the subalgebra of Dg((λ)) formed by the �xed points
of δ̂. It admits a natural vector space decomposition

Dg((λ))δ̂ = Dg[[λ]]δ̂ ⊕
(
λ−1Dg[λ−1]

)δ̂
(3.4.15)

into subalgebras of positive and strictly negative powers of the loop parameter λ, respectively. Let π+

and π− denote the projection operators relative to this decomposition. The operator

RD = π+ − π− (3.4.16)

de�nes a solution of the mCYBE on Dg((λ))δ̂. Suppose now that we are given an invariant inner

product 〈·, ·〉 on the twisted loop algebra Dg((λ))δ̂. We de�ne the kernel RD12(λ, µ) of the operator
RD in (3.4.16), with respect to 〈·, ·〉, as the rational function RD12(λ, µ) of two complex variables and

valued in Dg⊗Dg, such that for all M ∈ Dg((λ))δ̂ we have

〈RD12(λ, µ),M2(µ)〉2 = (RDM)(λ).

This matrix is then a solution of the CYBE (2.3.3) (see Appendix C for more details about this
construction). The usual construction for R-matrices with twist function is based on the inner product

〈M,N〉ϕ = 2 res
λ=0

κD
(
M(λ), N(λ)

)
ϕ(λ)dλ, (3.4.17)

for any M,N ∈ Dg((λ)). It is easy to check that this inner product is invariant under δ̂ and thus

induces an inner product on the twisted loop algebra Dg((λ))δ̂, if and only if ϕ is an odd function.
This yields a kernel RD12(λ, µ) of the form (2.4.1), with twist function ϕ and R0 the standard matrix
on L(Dg) twisted by δ. The parity condition on ϕ is then the equivariance condition (2.4.5).
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Inner product for the BYBM. We shall now present a more general construction, which allows
for a non-odd twist function ϕ. As we are considering the double Lie algebra Dg, one can de�ne an
even more general inner product invariant under δ̂, by separating explicitly the left and right part of
Dg. That is, for any M = (m, m̃) and N = (n, ñ) in Dg((λ)) we de�ne

〈M,N〉ϕ = 2 res
λ=0

κ
(
m(λ), n(λ)

)
ϕBYB(λ)dλ− 2 res

λ=0
κ
(
m̃(λ), ñ(λ)

)
ϕBYB(−λ)dλ, (3.4.18)

where κ is the Killing form on g. When ϕBYB is odd, we recover the twisted inner product (3.4.17).
This construction allows to consider twist functions without parity constraint. The kernel of RD with
respect to the inner product (3.4.18) is given by

RD12(λ, µ) =
1

2

(
CLL12

µ− λ +
CRL12

µ+ λ

)
ϕBYB(µ)−1 − 1

2

(
CRR12

µ− λ +
CLR12

µ+ λ

)
ϕBYB(−µ)−1, (3.4.19)

where we de�ned the partial split Casimirs (κab is the Killing form of g in the basis {Ia})

CLL12 = κab(Ia, 0)⊗ (Ib, 0), CRR12 = κab(0, Ia)⊗ (0, Ib),

CLR12 = κab(Ia, 0)⊗ (0, Ib), CRL12 = κab(0, Ia)⊗ (Ib, 0).

If ϕBYB were an odd function, we would get

RD12(λ, µ) = R0,D
12 (λ, µ)ϕBYB(µ)−1, with R0,D

12 (λ, µ) =
1

2

(
CD12
µ− λ +

δ1C
D
12

µ+ λ

)
,

where CD12 = CLL12 +CRR12 is the split Casimir of the double algebra Dg. R0,D is the standard R-matrix
on L(Dg) twisted by δ. We thus recover the usual notion of R-matrix with twist function ϕBYB in this
case. The twist function ϕBYB of the BYBM that we will �nd is not an odd function in general, so we
will need the matrix (3.4.19). However, in the limit η = ±η̃, the twist function ϕBYB will be odd and
we will recover the usual setting, as expected from the fact that this limit is simply the η-deformation
of the Z2-coset model on DG0/DG

(0)
0 .

Projection on g. Let us suppose that the Dg-valued Lax matrix LD (3.4.14) satis�es a Maillet
bracket (2.2.6) with R-matrix (3.4.19). Projecting this Poisson bracket on the left factor of Dg = g×g,
one �nds that the Lax matrix LBYB also satis�es a Maillet bracket with the R-matrix:

RBYB
12 =

1

2

C12

µ− λϕBYB(µ)−1, (3.4.20)

with C12 = κabIa ⊗ Ib the split Casimir of g. Conversely, if LBYB satis�es the Maillet bracket with
R-matrix (3.4.20), one checks that the matrix LD in the double algebra satis�es the bracket with
R-matrix (3.4.19). For the rest of this section, we shall then focus on the Poisson bracket of LBYB and
�nd the corresponding twist function ϕBYB.

3.4.4 Hamiltonian analysis and twist function of the BYBM

In Subsection 3.4.2, we have presented the Lax pair of the BYBM. We will now compute the Poisson
bracket of the Lax matrix with itself. For that, we �rst need to go from the Lagrangian formulation
(3.4.1) of the BYBM to its Hamiltonian formulation.

Phase space, constraint and Hamiltonian. The BYBM in its non-gauge-�xed formulation (3.4.1)
is de�ned on two G0-valued �elds g and g̃. Following Subsection 3.1.2, the phase space of the BYBM
is thus parametrised in terms of the G0-valued �elds g and g̃ and the g0-valued �elds X and X̃. The
Poisson bracket of g and X is then (3.1.7). The �elds g̃ and X̃ satisfy exactly the same brackets as g
and X. Moreover, the �elds g and X have zero Poisson brackets with the �elds g̃ and X̃.
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3.4. Bi-Yang-Baxter model

Starting from the action (3.4.1), one can compute the conjugate momenta of the BYBM and deduce
the Lagrangian expression of X and X̃. One then �nds

X ≈ −X̃ ≈ K

4
(J+ + J−), (3.4.21)

where the current J± was de�ned in (3.4.6) and the use of the symbol ≈ instead of = will be explained
in what follows. We deduce from equation (3.4.21) that

X + X̃ ≈ 0. (3.4.22)

This is a constraint on the phase space, which is due to the existence of a gauge symmetry in the model.
We refer to the discussion of constraints in coset models in Subsection 3.2.2 and will use the notations
introduced there in the rest of the section (in particular, the symbol ≈ holds for weak equations, true
only on the constrained phase space).

In Subsection 3.4.1, we explained that we can see the BYBM as a deformation of a Z2-coset model,
with dynamical �eld f = (g, g̃) in the double group DG0. Thus, one can also parametrise the phase
space of the model with the DG0-valued �eld f and a Dg0-valued �eld Z (equivalent of the �eld X
for f). One then �nds

Z = (X, X̃) ≈ K
(
JD0
)(1)

,

with

JD0 =
JD+ + JD−

2
and JD± =

((
1± η

2
Rg ±

η̃

2
R̃g̃

)−1

jL±,
(

1± η

2
Rg ±

η̃

2
R̃g̃

)−1

j̃L±

)
.

We thus re-express the constraint (3.4.22) as Z(0) ≈ 0 (as we would have in the undeformed limit).
Moreover, in the undeformed limit η = η̃ = 0, we have JD0 = f−1∂tf . Thus, we recover Z ≈
K
(
f−1∂tf

)(1)
, as we expect from equation (3.2.19).

Let us end this subsection by expressing the Hamiltonian of the BYBM. Starting from equation
(3.4.1) and performing the Legendre transformation, we express the Hamiltonian in terms of the current
J± as

HBYB =
K

8

∫
dx
(
κ(J+, J+) + κ(J−, J−) + κ(Λ, X + X̃)

)
,

where Λ is a Lagrange multiplier associated with the gauge constraint X + X̃. In terms of the Dg0-

valued �eld currents Z = K
(
JD0
)(1)

and JD1 = 1
2(JD+ − JD− ), one �nds

HBYB =
1

2

∫
dx

(
1

K
κD(Z,Z) +K κD

(
J
D (1)
1 , J

D (1)
1

)
+ κD

(
µ,Z(0)

))
,

with µ a Dg
(0)
0 -valued Lagrange multiplier. In the undeformed limit η = η̃ = 0, one has JD1 =

(jL1 , j̃
L
1 ) = f−1∂xf and we then recover the Hamiltonian (3.2.21) for the Z2-coset DG0/DG

(0)
0 .

Hamiltonian Lax matrix. Let us consider the Lax matrix (3.4.13). Using the expression (3.4.21)
of X and X̃, one can re-express the currents J± and A± in terms of g, g̃, j = jL1 , j̃ = j̃L1 , X and X̃.
Thus, we can express the Lax matrix LBYB(λ) in terms of these �elds.

Moreover, because of the constraint (3.4.22), one can add to the expression obtained this way a term
f(λ)(X + X̃), with f an arbitrary function of the spectral parameter. One could potentially add other
extra terms, for instance proportional to Rg(X+ X̃) and R̃g̃(X+ X̃). These allow to change terms like

RgX̃ or R̃g̃X into RgX and R̃g̃X̃. For reasons of symmetry and simplicity, we will use this freedom to

keep only terms proportional to RgX and R̃g̃X̃. Similarly, when dealing with terms proportional to
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X or X̃ (without operators R or R̃), we shall always transform those in terms proportional to X − X̃
(this can always be done by rede�ning the function f(λ) introduced above).

Following this prescription, we obtain an expression for the Lax matrix LBYB(λ) which is linear in

the set of �elds O =
{
j, j̃, X, X̃, RgX, R̃g̃X̃

}
:

LBYB(λ, x) =
∑

Q∈O
CQ(λ)Q(x), (3.4.23)

where the CQ(λ)'s are non-dynamical functions of the spectral parameter λ. We shall not detail the
computation and refer to [P1], Section 2.2.3 for more details. The expressions we obtained for the
coe�cients CQ's are

Cj(λ) =
1

2

(
1 +

η2 − η̃2

4
+
ζ

2

(
λ+

1

λ

))
, (3.4.24a)

CX(λ) =
ζ

4K

(
λ− 1

λ

)
+ f(λ), (3.4.24b)

CRgX(λ) = − η

2K

(
1 +

η2 − η̃2

4
+
ζ

2

(
λ+

1

λ

))
, (3.4.24c)

Cj̃(λ) =
1

2

(
1 +

η̃2 − η2

4
− ζ

2

(
λ+

1

λ

))
, (3.4.24d)

C
X̃

(λ) = − ζ

4K

(
λ− 1

λ

)
+ f(λ), (3.4.24e)

CR̃g̃X̃(λ) = − η̃

2K

(
1 +

η̃2 − η2

4
− ζ

2

(
λ+

1

λ

))
. (3.4.24f)

Maillet bracket and twist function. Starting from the expressions (3.4.23), we can compute the
Poisson bracket of the Lax matrix LBYB with itself. For that, we need some intermediary Poisson
brackets, between the di�erent �elds Q ∈ O. The brackets between j,X,RgX and j̃, X̃, R̃g̃X̃ are all
zero. The brackets of j and X are given by (3.1.7c) and (3.1.11) and j̃ and X̃ satisfy similar ones.

The brackets involving the �elds RgX and R̃g̃X̃ can be computed from the brackets (3.1.7) and
(3.1.11), using the fact that the action of any derivation δ on RgX is given by

δ
(
RgX

)
= Rg

(
δX
)

+Rg
([
g−1δg,X

])
−
[
g−1δg,RgX

]
. (3.4.25)

In particular, let us mention the following bracket

{
(RgX)1(x), (RgX)2(y)

}
=
[
C12, X2(x)

]
δxy,

which is derived using equation (3.4.25) and the mCYBE (3.3.1) on Rg (with c = i).

We will not show the details of the computation of the Poisson bracket of the Lax matrix (3.4.23)
with itself here. The key steps can be found in the Sections 3.2 and 3.3 of [P1]. One then �nds that
this Poisson bracket takes the form of a Maillet bracket (2.2.6) if we choose the function f to be

f(λ) =
ζ2

4K
(1 + λ2)− 1

2K

(
1− (η2 − η̃2)2

16

)
+
ζ(η2 − η̃2)

16K

(
3λ+

1

λ

)
.

Moreover, the R-matrix RBYB
12 (λ, µ) of this Maillet bracket is of the form (3.4.20), with the twist

function

ϕBYB(λ) =
1

ζ2

2Kλ

λ4 +
η2 − η̃2

ζ
λ3 +

(
2 +

(η2 − η̃2)2 − 16

4ζ2

)
λ2 +

η2 − η̃2

ζ
λ+ 1

. (3.4.26)
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3.4. Bi-Yang-Baxter model

Analysis of the twist function. Let us �rst note that we can rewrite (3.4.26) as

ϕBYB(λ) =
2Kλ

(λ2 − 1)2 + (ζ2 − 1)(λ2 + 1)2 + (η2 − η̃2)ζλ

(
λ2 +

η2 − η̃2

4ζ
λ+ 1

) . (3.4.27)

This expression is appropriate to discuss the one-parameter limits η = ±η̃. Indeed, in this case, we
have ζ =

√
1 + η2 so it is clear that the twist function (3.4.27) reduces to the one (3.3.24) of the

Yang-Baxter deformation of a Z2-coset model (with c = i, as here).

Let us now study the analytical properties of the 1-form ϕBYB(λ) dλ. It possesses two simple zeros
at 0 and in�nity, similarly to the undeformed model. The double poles +1 and −1 of the undeformed
model have been splited into two pairs (λ+, λ−) and (λ̃+, λ̃−) of simple poles by the Bi-Yang-Baxter
deformation. The expressions of these poles in terms of the parameters η and η̃ are given by

λ± =
1− 1

4(η2 − η̃2)± iη
ζ

= λ∗∓ (3.4.28a)

λ̃± = −1 + 1
4(η2 − η̃2)± iη̃

ζ
= λ̃∗∓. (3.4.28b)

These poles belong to the unit circle. They can be written in a trigonometric form λ± = e±iθ and

λ̃± = −e±iθ̃, with the angles θ and θ̃ de�ned by

tan θ =
η

1− 1
4(η2 − η̃2)

and tan θ̃ =
η̃

1 + 1
4(η2 − η̃2)

.

The zeros and poles of the 1-form ϕBYB(λ) dλ are represented in Figure 3.5.

eiθ

e−iθ

−eiθ̃

−e−iθ̃

∞

0
θ

θ̃

Figure 3.5: Poles and zeros of the twist function of the BYBM.
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3. Examples of models with twist function: integrable σ-models

In the one-parameter limit η = η̃, we recover θ = θ̃ = arctan η. The poles of the twist function are
then as in Figure 3.4. In particular, in this limit we recover the symmetry of the poles with respect to
the symmetry λ 7→ −λ, as the twist function reduces to the odd one in (3.3.24). The Bi-Yang-Baxter
deformation allows to split the double poles ±1 with di�erent angles, by breaking the equivariance
relation ϕ(−λ) = −ϕ(λ). In the gauged-�xed formulation (3.4.4), this is related to the fact that η and
η̃ control the breaking of respectively the left and the right symmetry of the PCM. We shall explain
this in Chapter 5.

Yang-Baxter type deformations. As we just observed, the Bi-Yang-Baxter deformation has for
e�ect to split the double poles ±1 into pairs of simple poles and to break the left and right symmetries
of the undeformed model. In the previous Section 3.3, we have observed that these e�ects were some of
the features shared by the Yang-Baxter type deformations. Let us consider the gauge transformation
of the Lax matrix LBYB(λ) by the G0-valued �eld g and evaluate it at the poles λ = λ± of the twist
function. One then �nds

LgBYB(λ±) = −γR∓
(
gXg−1

)
, with

1

γ
=
K

η
= ±4i res

λ=λ±
ϕBYB(λ) dλ, (3.4.29)

with R± = R± i Id. Similarly, one �nds

Lg̃BYB(λ̃±) = −γ̃R̃∓
(
g̃X̃g̃−1

)
, with

1

γ̃
=
K

η̃
= ±4i res

λ=λ̃±
ϕBYB(λ) dλ. (3.4.30)

This is to be compared with the expressions (3.3.15) and (3.3.25). It is also one of the characteristic
feature of Yang-Baxter type deformations and will allow us to apply the results of Chapter 5 to the
BYBM.

3.4.5 Gauge-�xing and Lax matrix

As explained in Subsection 3.4.1, the gauge-�xed BYBM is given by the action (3.4.4) and is obtained
by performing a gauge transformation (3.4.2) with h = g̃−1. We shall use the results for the non-
gauge-�xed model to describe the Lax matrix of the gauge-�xed one and the corresponding Maillet
bracket.

Lax pair and gauge transformation. We �rst need to understand how a gauge transformation
(3.4.2) acts on the Lax pair (3.4.9) of the non-gauge-�xed model. From equation (3.4.6), one �nds that
the currents J± transform covariantly under the gauge transformation (3.4.2):

J± 7−→ h−1J±h.

In the same way, using the expression (3.4.7) and (3.4.8) of a± and A±, one shows that they transform
as gauge �elds:

a± 7−→ h−1a±h+ h−1∂±h and A± 7−→ h−1A±h+ h−1∂±h.

We note in passing that these two properties ensure the invariance of the equation of motion (3.4.5)
under the gauge transformation, as expected.

A consequence of these transformation properties is that the Lax pair (3.4.9) of the non-gauged-
�xed BYBM transforms under a gauge transformation as

LBYB± (λ) 7→ h−1LBYB± (λ)h+ h−1∂±h =
(
LBYB±

)h−1

(λ).

Thus, the action of a gauge transformation (3.4.2) on the Lax pair coincides with the formal gauge
transformation by h−1, as de�ned in equation (3.3.14).
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3.4. Bi-Yang-Baxter model

As a consequence, one performs the gauge-�xing of the model at the level of the Lax pair by
considering the formal gauge transformation by g̃. Moreover, we shall consider the following change of
spectral parameter:

λ =
1 + ξ

1− ξ . (3.4.31)

We then de�ne the gauge-�xed Lax pair of the BYBM as

LGF± (ξ) =
(
LBYB±

)g̃
(
λ =

1 + ξ

1− ξ

)
.

This gauge-�xed Lax pair can be expressed in terms of the gauge-invariant �eld g′ = gg̃−1 introduced
in Subsection 3.4.1. Using

j′L± = g′−1∂±g′ = g̃
(
jL± − j̃L±

)
g̃−1,

one �nds

LGF± (ξ) =
K±

1∓ ξ +B±, (3.4.32)

with

K± = ζ

(
1± η

2
Rg′ ±

η̃

2
R̃

)−1

j′L± (3.4.33a)

B± =
1

2ζ

(
1 +

η2 − η̃2

4
− ζ ± η̃R̃

)
K±. (3.4.33b)

The Lax pair (3.4.32) is the one found by Klim£ik in [33], up to a change of spectral parameter. It is to
be compared with the one (3.2.5) of the PCM. In particular, due to the presence of the �eld B±, this
Lax pair is not of Zakharov-Mikhailov type. This is natural as the Bi-Yang-Baxter deformation breaks
both left and right symmetries of the PCM: indeed, one then cannot �nd a �at and conserved current
to construct a Zakharov-Mikhailov Lax pair, as we did for the PCM and the Yang-Baxter model.

Let us �nish by discussing the one-parameter limit η̃ = 0. Recall from Subsection 3.4.1, equation
(3.4.4), that this limit corresponds to the Yang-Baxter model (3.3.3) (where the deformation parameter

η is replaced by η
2 ). In this case, one �nds ζ = 1+ η2

4 , so in particular, the �eld B± in (3.4.33b) vanishes.
We are then left with a Lax pair of Zakharov-Mikhailov type. Moreover, the current K± in (3.4.33a)
then coincides with the current K± given for the Yang-Baxter model in (3.3.6) (with c = i and η
replaced by η

2 ). Thus, the gauge-�xed Lax pair of the BYBM reduces to the one of the Yang-Baxter
model in the limit η̃ = 0.

One can also take the limit η = 0. In this case, one �nds the Yang-Baxter model obtained by
breaking the right symmetry instead of the left. As explained in Subsection 3.3.1, this model is
equivalent to the one deformed on the left by considering g′−1 instead of g′, so we shall not discuss it
further here.

Maillet bracket and gauge transformation. As we have explained above, one performs the
gauge-�xing of the BYBM on the Lax pair by considering a formal gauge transformation by g̃. This
can also be done on the Hamiltonian Lax matrix (3.4.23) and one can then express the result in terms
of the gauge-invariant �elds

g′ = gg̃−1, j′ = g̃
(
j − j̃

)
and X ′ = g̃Xg̃−1,

using the gauge constraint X + X̃ = 0. One then �nds

Lg̃BYB(λ) = Cj(λ)j′ +
(
CX(λ)− C

X̃
(λ)
)
X ′ + CRgX(λ)Rg′X

′ − CR̃g̃X̃(λ)R̃X ′.

Note here that the spectral parameter λ is the same as in the non-gauge-�xed Lax matrix (3.4.23).
One can also perform the change of spectral parameter (3.4.31) and de�ne

LGF(ξ) = Lg̃BYB
(
λ =

1 + ξ

1− ξ

)
.
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3. Examples of models with twist function: integrable σ-models

This coincides with the Lax matrix one would obtain starting from the Lax pair (3.4.32), and express-
ing the corresponding Lax matrix in terms of the phase space �elds (g′ and X ′) of the gauge-�xed
model. One could then compute the Poisson bracket of the Lax matrix with itself using the canonical
Poisson brackets in terms of g′ and X ′. Here, we shall use a di�erent method to obtain this result.

In the Hamiltonian formalism, one performs the gauge �xing at the level of the Poisson bracket
using the Dirac bracket [127]. The quantities g′ and X ′ being gauge-invariant, their Dirac bracket
coincides with their non-gauged-�xed bracket. Thus, one can compute the Poisson bracket of the
gauge-�xed Lax matrix LGF simply by computing the one of the non-gauged-�xed matrix Lg̃BYB.

For that, we shall use a general result on the transformation of Maillet brackets under a formal
gauge transformation of the Lax matrix. We will not recall this general result here and refer to our
article [P1] for details. Let us summarise the outcome of this procedure: starting form the Maillet
bracket of LBYB with the R-matrix (3.4.20), one �nds that the gauge transformed matrix Lg̃BYB also
satis�es a Maillet bracket with R-matrix

Rg̃12(λ, µ) =
1

2

C12

µ− λϕBYB(µ)−1 − C
X̃

(µ)C12 + CR̃g̃X̃(µ)R̃12, (3.4.34)

where
R̃12 = R̃1C12 = −R̃21

is the kernel of the operator R̃ (the last equality is a consequence of the skew-symmetry of R̃).
As a consequence, the Lax matrix LGF(ξ) also satis�es a Maillet non-ultralocal bracket. The

corresponding R-matrix is simply obtained from (3.4.34) by the change of spectral parameter (3.4.31):

RGF
12 (ξ, υ) = Rg̃12

(
1 + ξ

1− ξ ,
1 + υ

1− υ

)
.

One then �nds
RGF

12 (ξ, υ) = R0,GF
12 (ξ, υ)ϕGF(υ)−1

with

R0,GF
12 (ξ, υ) =

C12

υ − ξ −
α4υ

α3 + α4υ2
C12 +

1

2

η̃

α3 + α4υ2
R̃12, (3.4.35)

ϕGF(ξ) =
K

2

1− ξ2

(α1 + α2ξ2)(α3 + α4ξ2)
, (3.4.36)

and

α1 =
1

2

(
ζ − 1 +

η2 − η̃2

4

)
, α2 =

1

2

(
ζ + 1− η2 − η̃2

4

)
, (3.4.37a)

α3 =
1

2

(
ζ + 1 +

η2 − η̃2

4

)
, α4 =

1

2

(
ζ − 1− η2 − η̃2

4

)
. (3.4.37b)

The gauge-�xed BYBM does not exactly enter the class of models with twist function, as the matrix
R0,GF is not a standard R-matrix on g. However, it shares some similar structures with these models.
In particular, the matrix R0,GF satis�es the CYBE (2.3.3) and the asymptotic condition

R0,GF
12 (ξ, υ) =

C12

υ − ξ +O
(
(ξ − υ)0

)
, (3.4.38)

as the standard matrix R0. This will allow us to apply the results of Chapter 4 to the gauge-�xed
BYBM. With a slight abuse of notation, we will call ϕGF the twist function of the gauge-�xed BYBM.
We note the following relation between ϕBYB(λ) and ϕGF(ξ):

2ϕBYB(λ) dλ = ϕGF(ξ) dξ.

Let us consider the one-parameter limit η̃ = 0, which coincides with the Yang-Baxter model. In
this case, we �nd ζ = α3 = 1 + η2

4 , α1 = η2

4 , α2 = 1 and α4 = 0. Thus, we see that the matrix R0,GF

reduces to the standard matrix on g and ϕGF reduces to the twist function (3.3.13) of the Yang-Baxter
model, with η and K replaced by η

2 and K
2 .
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3.4. Bi-Yang-Baxter model

Poles and zeros of the twist function. Finally, let us study the analytical properties of the 1-form
ϕGF(ξ) dξ. It possesses two simple zeros at +1 and −1, as for the undeformed PCM or the Yang-Baxter
model. Recall that the Yang-Baxter deformation had for e�ect to split the double pole at 0 of the
PCM into two simples poles on the imaginary axis, without modifying the double pole at in�nity. In
the case of the BYBM, both the double poles at 0 and in�nity are split into pairs of simple poles, given
by

ξ± = ±i
√
α1

α2
and ξ̃± = ±i

√
α3

α4
.

They belong to the imaginary axis as one can show that the αi's are all positive numbers. Note that
in the one-parameter limit η̃ = 0, we get α4 = 0: we thus see that in this limit, the two poles ξ̃±
recombine as a double pole at in�nity, as expected from the Yang-Baxter model case. Note that these
poles are related to the ones of ϕBYB by the relation

λ± =
1 + ξ∓
1− ξ∓

and λ̃± =
1 + ξ̃∓
1− ξ̃∓

.

As for the Yang-Baxter model, it is useful to evaluate the Lax matrix or its gauge transformation
by g′ at the poles of the twist function. Indeed, one then �nds

Lg′GF(ξ±) = −γR∓
(
g′X ′g′−1

)
with

1

γ
=
K

η
= ±2i res

ξ=ξ±
ϕGF(ξ) dξ, (3.4.39a)

LGF(ξ̃±) = −γ̃R̃∓X ′ with
1

γ̃
=
K

η̃
= ±2i res

ξ=ξ̃±
ϕGF(ξ) dξ. (3.4.39b)

We shall use these relations in Chapter 5.

One can also extract informations on the model from the zeros +1 and −1 of the twist function
ϕGF(ξ). Indeed, one can reconstruct the HamiltonianHGF and total momentum PGF of the gauge-�xed
model from the Lax matrix:

HGF = H+ −H− and PGF = H+ +H−,

with

H± = −1

2
res

ξ=±1
ϕGF(ξ)

∫
dx κ

(
LGF(ξ, x),LGF(ξ, x)

)
.

Note that the same equation was already satis�ed by the other deformations of the PCM, as seen in
equation (3.3.21). We will use this fact in Chapter 4.
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Chapter 4

Local charges in involution and integrable
hierarchies

This chapter is based on the article [P3], that I wrote during my PhD with M. Magro and B. Vicedo.
The content of this chapter is the same as the one of [P3] and is made to be read independently (the
publication is thus not included at the end of this thesis).

In Chapter 2, we introduced the general Lax formalism for integrable �elds theories. This formalism
ensures the existence for these theories of an in�nite number of conserved charges in involution, which
are constructed from the monodromy matrix of the theory. In particular, these charges are said to be
non-local. Before going further, let us brie�y recall what we mean by local and non-local quantities.

We consider a Hamiltonian �eld theory which describes the time evolution of some fundamental
�elds φi(x)'s, depending on the spatial coordinate x. A quantity K (x) is said to be a local �eld of the
theory if it is a function of the evaluation of the φi's and their derivatives at a unique point x of space.
For example, φ1(x)2 and φ1(x) + 2φ′2(x) are local �elds but

∫ x
0 φ1(y) dy or φ1(x) − φ2(0) are not. A

local charge is the integral ∫
dx K (x),

of a local �eld K (x) on the whole space (the real line R or the circle S1). The �eld K (x) is then
called the density of the charge. In particular, we always consider here local �eld theories, for which
the Hamiltonian is a local charge, ensuring that the time evolution of the φi's is encoded in local partial
di�erential equations.

The charges extracted from the monodromy matrix are non-local, in the sense that they cannot be
written as integrals of some local �elds (more precisely, the monodromy matrix is expressed as a series
of nested integrals). This makes the computation and the manipulation of these charges quite involved.
Let us illustrate that on an example. Let Q be a conserved charge extracted from the monodromy and
consider its Hamiltonian �ow ∂Q = {Q, ·} on the phase space of the model: it is an interesting object
for the study of the model as it commutes with the time �ow ∂t (because the charge Q is conserved).
However, as Q is non-local, this �ow ∂Q does not take the form of partial di�erential equations on the
�elds φi's and is thus quite di�cult to study.

It is thus interesting to �nd conserved charges in involution which are local (another motivation
for that will be explained in the second part of this thesis). For integrable σ-models (see Chapter
3), an in�nity of such charges were found in two particular examples. They were constructed for the
Principal Chiral Model by Evans, Hassan, MacKay and Mountain in [79] and for the Z2-coset σ-model
by Evans and Moutain in [80]. For completeness, let us also mention the papers [145] by Evans,
Hassan, MacKay and Mountain and [146] by Evans and Young for super-symmetric generalisations of
the above-mentioned publications.

However, the existence of such charges for other integrable σ-models, such as deformed models or
ZT -coset models for T > 2, was not proved. In [P3], I have shown, together with my collaborators,
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4.1. Summary

that all integrable σ-models, including integrable deformations, possess an in�nite number of local
conserved charges in involution. One of the main characteristic of our approach in [P3] is that we do
not treat each model individually: at the contrary, we develop a general construction which applies to
the whole family of integrable σ-models at once. This construction relies on the common mathematical
structure shared by these models: the existence of a twist function (see Chapters 2 and 3). As such,
it applies to all models with a twist function, provided the latter possesses what we call a regular zero
(see the precise de�nition below).

Given the length of this chapter, and to avoid going directly into technicalities, we start by a
summary of the results presented in more details in the subsequent sections.

4.1 Summary

The purpose of the present chapter is to provide another application of the general formalism of
Maillet brackets with twist function (see Chapter 2). Speci�cally, we will describe how, in this general
framework, in�nite towers of local charges can be associated with certain zeros of the twist function,
all of which are in pairwise involution. Following the same spirit as recalled above, the starting point
of our approach was to reinterpret the construction of local charges in the principal chiral model due
to Evans, Hassan, MacKay and Mountain [79] in the present language of twist functions. In fact, this
construction had soon been generalised to include also the (supersymmetric) principal chiral model
with a Wess-Zumino term in [145], symmetric space σ-models in [80] as well as supersymmetric coset
σ-models in [146]. Each of these generalisations can be regarded as further evidence that such a
construction should hold for any integrable �eld theory with twist function, while at the same time
providing indications on how to do so. In this section, we will brie�y summarise the main results of
the chapter.

Let us �rst note that in all of the integrable σ-models with twist function described above, every
zero of ϕ(λ) is such that ϕ(λ)L(λ, x) is regular there. In a general integrable �eld theory with twist
function ϕ(λ) we shall say that any zero of ϕ(λ) with this property is regular. We denote by Z the
set of regular zeros of ϕ(λ) in C. We shall further distinguish between two types of zeros: cyclotomic
ones and non-cyclotomic ones. This notion depends on the order T of the automorphism σ appearing
in the R-matrix of the system (see Chapter 2). In a model with T = 1, every point is by de�nition
non-cyclotomic, whereas in a model with T > 1, every point is non-cyclotomic except for the origin
and in�nity. As explained in subsection 4.2.2, throughout our analysis the point at in�nity will be
treated in much the same way as the origin by using an inversion of the spectral parameter.

With every λ0 ∈ Z, or every λ0 ∈ Z ∪ {∞} if in�nity is also a regular zero, we will associate a
subset of integers Eλ0 ⊂ Z≥2 and a corresponding tower of local charges Qλ0n labelled by n ∈ Eλ0 . The
�rst main property of these charges which we will establish is that any two such charges Qλ0n and Qµ0m
for any λ0, µ0 ∈ Z and n ∈ Eλ0 , m ∈ Eµ0 are in involution. Moreover, if in�nity is a regular zero and
either λ0 or µ0 is taken to be the point at in�nity, the corresponding local charges will only Poisson
commute up to a certain �eld C(x) which will coincide with the coset constraint in ZT -coset σ-models.
Following the standard terminology from the theory of constrained Hamiltonian systems, we will refer
to equalities as being weak when they hold only after setting this particular �eld to zero, see subsection
4.5.1. Furthermore, we show that in every example of integrable σ-model considered, the Hamiltonian
can be expressed as a particular linear combination of the collection of quadratic local charges Qλ02

for λ0 ∈ Z ∪ {∞} and the momentum of the model. It then follows that all of the local charges are
conserved.

Let us brie�y outline the construction of the local charges by considering �rst the case when λ0 ∈ Z
is non-cyclotomic. If the Lie algebra g is of type B, C or D then the density of the local charge Qλ0n is
obtained simply by evaluating

Tr
(
ϕ(λ)nL(λ, x)n

)
(4.1.1)

at the regular zero λ0. When g is of type A, on the other hand, the density of the local charge Qλ0n
is given instead by a certain polynomial in the above expressions, determined as in [79] with the help
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4. Local charges in involution and integrable hierarchies

of a generating function. In either case, Eλ0 is given here by the set of exponents of the a�ne
Kac-Moody algebra ĝ associated with g, shifted by one (we do not treat the case of the Pfa�an
in type D). In the example of the principal chiral model on a real Lie group G0 (see Subsection 4.7.1)
treated in [79], the twist function has simple zeros at ±1 and the evaluation of ϕ(λ)L(λ, x) at λ = ±1
produces the light-cone currents jL± = g−1∂±g of the theory (see Subsection 3.1.1). We recover in this
way the higher spin local charges in involution of the principal chiral model constructed in [79].

When the regular zero λ0 ∈ Z is cyclotomic, i.e. λ0 = 0, it may happen, as a result of the equivari-
ance properties of both the Lax matrix and twist function, that the evaluation of (4.1.1) at the point
λ0 vanishes identically. More precisely, the �rst non-vanishing term in the power series expansion of
(4.1.1) around λ = 0 is of order λrn for some 0 ≤ rn ≤ T − 1. If the Lie algebra g is of type B, C or
D, or also of type A with an inner automorphism σ, then we de�ne the density of the local charge Q0

n

as the coe�cient of this leading term. The case when g is of type A and the automorphism σ is not
inner is treated in a similar fashion to the case of a non-cyclotomic point in type A, with the densities
of the local charges Q0

n being obtained by means of a generating function. In each case it turns out
that we need to restrict attention to indices n such that 0 ≤ rn < T − 1. As a result, and in contrast
to the case of a non-cyclotomic regular zero, some exponents of the a�ne Kac-Moody algebra ĝ are
`dropped' in the construction of the subset E0, speci�cally those such that rn = T − 1. In the case of a
symmetric space σ-model, for which T = 2 so that only charges for which rn = 0 are kept, we recover
in this way the local charges found in [80].

The collection of local charges Qλ0n , λ0 ∈ Z, n ∈ Eλ0 in involution generates an in�nite set of Poisson
commuting Hamiltonian �ows

{
Qλ0n , ·

}
on the phase space of the model. With every such �ow we then

associate a corresponding g-valued connection ∇λ0n =
{
Qλ0n , ·

}
+Mλ0

n (λ, x) for some g-valued matrix
Mλ0

n (λ, x) depending on the spectral parameter λ. The second main property of the local charges Qλ0n ,
λ0 ∈ Z, n ∈ Eλ0 which we establish is that the connection ∇λ0n for any λ0 ∈ Z and n ∈ Eλ0 commutes
with the connection ∇x = ∂x + L(λ, x). In this sense, the local charges generate a hierarchy of
integrable equations. We use this result to deduce that the local charges Qλ0n , λ0 ∈ Z, n ∈ Eλ0 are
in involution with the non-local charges extracted from the monodromy of L(λ, x). Moreover, we go
on to show that when g is of type B, C or D, any two such connections ∇λ0n and ∇µ0m for λ0, µ0 ∈ Z
and n ∈ Eλ0 , m ∈ Eµ0 also commute with one another. Finally, we have also checked these results in
the case of type A for low values of n and m and on this basis we conjecture it to hold in general. If
in�nity is a regular zero then the majority of these results still hold in the weak sense when we consider
also the local charges associated with in�nity.

This chapter is organised as follows. The general framework which we employ throughout the
chapter is introduced in Section 4.2. In particular, we introduce the notion of a regular zero in the
complex plane which plays a central role in our analysis. In subsection 4.2.2, we de�ne the notion of a
regular zero at in�nity and relate it to that of a regular zero at the origin by inversion of the spectral
parameter. Finally, we establish some general results in subsection 4.2.3. Section 4.3 is devoted to
the procedure for extracting local charges in involution in the case of a non-cyclotomic regular zero.
In particular, we present in subsection 4.3.4 an explicit construction of the currents K λ0

n for type A
algebras using generating functions in the spirit of [79]. Section 4.4 deals with charges at cyclotomic
zeros. We explain how the equivariance properties of the various objects a�ect the construction of
local conserved charges in involution. Here the Lie algebras of type B, C and D can still be treated
uniformly but in type A we need to consider separately the cases when the automorphism σ is inner
or not. The generating function for Lie algebras of type A with non-inner automorphism is presented
in subsection 4.4.6. A list of properties of these local charges is collated in section 4.5, including the
fact that the local charges extracted from di�erent regular zeros Poisson commute (weakly when the
point at in�nity is involved). Moreover, we show that all the local charges commute with the �eld C(x)
which will play the role of the constraint in ZT -coset σ-models, therefore showing that they are gauge
invariant. We also discuss the reality conditions of all the local charges. The Hamiltonian �ows of the
local charges Qλ0n are studied in detail in section 4.6. The main result that any two of the g-valued
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connections ∇λ0n and ∇µ0m satisfy a zero curvature equation is established in subsection 4.6.3. Finally,
in section 4.7 we apply all these results to the whole family of integrable σ-models described in Chapter
3. Some technical appendices, speci�c to the present chapter, are given here as sections 4.A and 4.B.

4.2 Framework and general results

4.2.1 Framework: regular zeros of a model with twist function

In this chapter, we consider an integrable model with twist function, as described in Section 2.4. We
will use the notations of this section and more generally of Chapter 2. In particular, let us consider
the twist function ϕ(λ) and the Lax matrix L(λ, x) of the model, which are rational functions of the
spectral parameter λ. Let λ0 ∈ C be a zero of the twist function, so that ϕ(λ0) = 0. We will say that
this zero is regular if ϕ(λ)L(λ, x) is holomorphic at λ = λ0.

Let us suppose that the model we are considering is cyclotomic with respect to an automorphism
σ of order T (note that a non-cyclotomic model can be considered as a cyclotomic one with σ = Id
and T = 1). As in the Section 2.4, we consider the action of the cyclic group ZT on the complex plane
C by the multiplication by ω, a T th-root of unit. The Lax matrix and the twist function then satisfy
the equivariance properties (2.4.3) and (2.4.5). Due to these properties, if λ0 ∈ C is a regular zero, all
points of the orbit ZTλ0 are also regular zeros. Let us pick (arbitrarily) one of them. We then form a
set Z of regular zeros of ϕ such that for every pair of distinct points λ0 and µ0 in Z, the orbits ZTλ0

and ZTµ0 are disjoint.
As explained in subsection 4.2.2, we will also be interested in the case where the di�erential form

ϕ(λ)dλ has a zero at in�nity, i.e. where

ψ(α) = − 1

α2
ϕ

(
1

α

)
(4.2.1)

has a zero at α = 0. We will also see that the appropriate notion of a regular zero at in�nity corre-
sponds to requiring that 1

αϕ
(

1
α

)
L
(

1
α , x

)
be holomorphic at α = 0.

As an example, let us determine the regular zeros of the PCM. Its Lax matrix and twist function
are respectively given by (3.2.8) and (3.2.9). As mentioned in Subsection 3.2.1, the twist function
admits two simple zeros, at +1 and −1. Moreover, the Lax matrix has simple poles at λ = ±1, i.e.
at these zeros. Thus, the product ϕPCM(λ)LPCM(λ, x) is regular at λ = ±1, which are then regular
zeros. Let us note here that the evaluation of ϕPCM(λ)LPCM(λ, x) at these zeros gives the light-cone
currents jL± (see Subsection 3.1.1).

4.2.2 In�nity and inversion of the spectral parameter

In this chapter we will construct a tower of local charges associated with each regular zero of the twist
function. As mentioned in the previous subsection, the set of regular zeros can include the point at
in�nity, although the sense in which in�nity can be a regular zero is slightly di�erent from the de�nition
of �nite regular zeros. In this subsection, we show how the notion of a regular zero at in�nity is related
to that of a regular zero at the origin through inversion of the spectral parameter, i.e. by the change
of parameter λ 7→ α = λ−1. Under such a change of spectral parameter we have

ϕ(λ)dλ = ψ(α)dα,

where ψ(α) is de�ned in equation (4.2.1). Suppose that in�nity is a zero of the twist function, i.e.
that ψ(0) = 0, and de�ne

P (α, x) =
1

α
ϕ

(
1

α

)
L
(

1

α
, x

)
. (4.2.2)

We will say that in�nity is a regular zero if P (α, x) is regular at α = 0. In the remainder of this
subsection we will assume this to be the case. We then set

C(x) = P (0, x). (4.2.3)
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From the equivariance properties (2.4.3) and (2.4.5) of L and ϕ, we deduce that C is valued in the
grading g(0). Let us note here that in the ZT -coset models, described in Subsection 3.2.2, this �eld C
coincides with the gauge constraint X(0).

Starting from the Poisson bracket (2.2.6) and using the form (2.4.1) of the R-matrix, we �nd

{
L(λ, x)1, P (α, y)2

}
=
[
α−1R0

12

(
λ, α−1

)
,L(λ, x)1

]
δxy −

[
R0

21

(
α−1, λ

)
ϕ(λ)−1, P (α, x)2

]
δxy

−
(
α−1R0

12

(
λ, α−1

)
− αψ(α)R0

21

(
α−1, λ

)
ϕ(λ)−1

)
δ′xy

Using the expression (2.3.8) of R0, we have

α−1R0
12

(
λ, α−1

) α→0−−−→ 1

T

T−1∑

k=0

σk1C12 = C
(0)
12 , R0

21

(
α−1, λ

) α→0−−−→ 0. (4.2.4)

As P (α, x) and αψ(α) are regular at 0, taking the limit α→ 0 in the above Poisson bracket, we then
obtain {

L(λ, x)1, C(y)2
}

=
[
C

(0)
12 ,L(λ, x)1

]
δxy − C(0)

12 δ
′
xy. (4.2.5)

Applying the same kind of reasoning we also �nd

{
C(x)1, C(y)2

}
=
[
C

(0)
12 , C(x)1

]
δxy. (4.2.6)

Let us de�ne a new Lax matrix

L̃(λ, x) = L(λ, x)− λ−1ϕ(λ)−1C(x).

From the fact that [C
(k)
12 , Z1] = −[C

(k)
12 , Z2] for any Z ∈ g(0), we �nd that

λ
[
R0

21(µ, λ), Z2

]
− µ

[
R0

12(λ, µ), Z1

]
=
[
C

(0)
12 , Z2

]
.

Using this identity and the Poisson brackets (2.2.6), (4.2.5) and (4.2.6), we prove that the Poisson
bracket of L̃ with itself is also of the Maillet form, namely

{
L̃(λ, x)1, L̃(µ, y)2

}
=
[
R̃12(λ, µ), L̃(λ, x)1

]
δxy −

[
R̃21(µ, λ), L̃(µ, y)2

]
δxy (4.2.7)

−
(
R̃12(λ, µ) + R̃21(µ, λ)

)
δ′xy,

where R̃12(λ, µ) = R̃0
12(λ, µ)ϕ(µ)−1 and

R̃0
12(λ, µ) = R0

12(λ, µ)− µ−1C
(0)
12 . (4.2.8)

We now de�ne

L∞(α, x) = L̃
(

1

α
, x

)
.

The following theorem is the main result of this subsection.

Theorem 4.2.1. The Poisson bracket of L∞ with itself reads

{
L∞(α, x)1,L∞(β, y)2

}
=
[
R∞12(α, β),L∞(α, x)1

]
δxy −

[
R∞21(β, α),L∞(β, y)2

]
δxy (4.2.9)

−
(
R∞12(α, β) +R∞21(β, α)

)
δ′xy,

where
R∞12(α, β) = R0

21(α, β)ψ(β)−1

satis�es the classical Yang-Baxter equation (2.3.3).
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Proof. Using equation (2.3.9), we �nd that

R̃0
12(λ, µ) =

T∑

k=1

λkµT−1−k

µT − λT C
(p)
12 . (4.2.10)

The theorem follows from the Poisson bracket (4.2.7) and the identity

R̃0
12

(
1

α
,

1

β

)
= −β2R0

21(α, β), (4.2.11)

which is a consequence of equation (4.2.10).

To interpret Theorem 4.2.1, let us note that the matrix R0
21 is nothing but the matrix R0

12 for the
automorphism σ−1. Moreover, from the equivariance properties (2.4.3) and (2.4.5), we �nd that the
corresponding properties of L∞ and ψ are

σ−1
(
L∞(α, x)

)
= L∞(ωα, x) and ψ(ωα) = ω−1ψ(α). (4.2.12)

The Poisson bracket of L∞ is thus the one of a model with twist function ψ, automorphism σ−1 and
spectral parameter α = λ−1. Moreover, the point α = 0 is a regular zero of this model. Indeed, we
supposed that α was a zero of ψ(α) and one can check explicitly that ψ(α)L∞(α, x) is regular at α = 0.

It is worth noting that the procedure just described is involutive, in the following sense. If
ϕ(λ)L(λ, x) is regular at λ = 0, one can check that α = ∞ (which corresponds to λ = 0) is a
regular zero of the model with Lax matrix L∞ and, moreover, that the corresponding �eld C∞ ob-
tained by evaluating λ−1ψ(λ−1)L∞(λ−1, x) at λ = 0 is equal to C. Re-inverting the spectral parameter
α to λ = α−1, we can thus construct a �new� Lax matrix L∞(λ−1, x)− λψ(λ−1)−1C(x). According to
Theorem 4.2.1, this Lax matrix should satisfy a Maillet bracket with twist function ϕ and automor-
phism σ. A direct computation reveals that this Lax matrix is actually equal to the initial Lax matrix L.

Let us end this subsection by illustrating the inversion of spectral parameter on the example of
ZT -coset models. As noted above, for these models the �eld C coincides with the constraint X(0). After
performing the change of spectral parameter λ 7→ α = λ−1, we �nd a twist function

ψZT (α) = − TαT−1

(1− αT )2
= −ϕZT (α).

Note that the property ψ(α) = −ϕ(α) is also true for the twist function (3.2.24) of the η-deformed
Z2-model. The new Lax matrix is

L∞ZT (α, x) =

T∑

k=1

(T − k) + kα−T

T
αkjL (T−k)(x)−

T∑

k=1

1− α−T
T

αkX(T−k)(x).

Comparing this to the initial Lax matrix (3.2.26), we see that it simply corresponds (up to a minus sign
on terms involving X(k)) to changing every grading (k) to (T − k), which is equivalent to considering
the automorphism σ−1 instead of σ.

4.2.3 Poisson brackets of traces of powers of L

In this chapter, we will focus on the case where the Lie algebra g is simple. More precisely, we will
restrict to the classical types A, B, C and D of the Cartan classi�cation (see Appendix A.2), seen in
their de�ning representations1:

1Here Jn is the standard symplectic structure on C2n given by Jn =

(
0 Id
−Id 0

)
and tM denotes the transpose of M .
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Type Algebra

A sl(n,C) = {M ∈Mn(C) | Tr(M) = 0}
B,D so(n,C) =

{
M ∈Mn(C) | tM +M = 0

}

C sp(2n,C) =
{
M ∈M2n(C) | tMJn + JnM = 0

}

Table 4.1: De�ning representations of classical Lie algebras.

We may therefore take powers of elements of g and traces of these matrices. In the following sec-
tions, we will extract local charges in involution from the traces of powers of the Lax matrix L. In
this subsection, we will establish general results on the Poisson brackets of powers of L and their traces.

For simplicity, we will change the de�nition of the Casimir C12 for this chapter, by considering
the bilinear form Tr(XY ) in the de�ning representation g, instead of Tr(adXadY ) in the adjoint
representation (see Appendix A.2.4). This only changes the normalisation of the Casimir, as these
two bilinear forms are proportional. Thus it does not a�ect the results described here but simpli�es
greatly the presentation, as all computations of this chapter are done in the de�ning representation.
In particular, the completeness relation (A.2.7) has to be changed into

Tr2(C12X2) = X, ∀ X ∈ g. (4.2.13)

Lemma 4.2.2. Suppose that X and Y are g-valued quantities such that

{
X1, Y2

}
=
[
a12, X1

]
+
[
b12, Y2

]
+ c12.

Then the Poisson brackets of powers of X and Y are

{
Xn

1 , Y
m
2

}
=
[
a

(nm)
12 , X1

]
+
[
b
(nm)
12 , Y2

]
+ c

(nm)
12 ,

where, for t = a, b, c, we de�ned

t
(nm)
12 =

n−1∑

k=0

m−1∑

l=0

Xk
1Y

l
2 t12X

n−1−k
1 Y m−1−l

2 .

Proof. The Poisson bracket being a derivation, we can use the Leibniz rule yielding

{
Xn

1 , Y
m
2

}
=

n−1∑

k=0

m−1∑

l=0

Xk
1Y

l
2

{
X1, Y2

}
Xn−1−k

1 Y m−1−l
2 .

We conclude observing that Xk
1Y

l
2 and Xn−1−k

1 Y m−1−l
2 commute with X1 and Y2 and using the identity

M1[M2, N ]M3 = [M1M2M3, N ],

true for any matrices M1, M2, M3 and N such that [M1, N ] = [M3, N ] = 0.

Corollary 4.2.3. Suppose that X and Y are g-valued quantities such that

{
X1, Y2

}
=
[
a12, X1

]
+
[
b12, Y2

]
+ c12.

Then we have

{
Tr(Xn),Tr(Y m)

}
= nmTr12

(
c12X

n−1
1 Y m−1

2

)
,

{
X,Tr(Y m)

}
= m

[
Tr2
(
a12Y

m−1
2

)
, X
]

+mTr2
(
c12Y

m−1
2

)
.

Proof. Starting with Lemma 4.2.2, the corollary follows from the cyclicity of the trace and the vanishing
of traces of commutators.

69



4.3. Charges at non-cyclotomic zeros

Let us now apply these results to the Lax matrix L. We work in the framework described in
Chapter 2. We de�ne

Sn(λ, x) = ϕ(λ)nL(λ, x)n (4.2.15)

and
Tn(λ, x) = Tr

(
Sn(λ, x)

)
. (4.2.16)

Starting with the Poisson bracket (2.2.6) and the expression (2.4.1) of theR-matrix, we apply Corollary
4.2.3. We �nd that

{Tn(λ, x),Tm(µ, y)} = −nmTr12
(
U12(λ, µ)Sn−1(λ, x)1Sm−1(µ, y)2

)
δ′xy, (4.2.17)

with
U12(λ, µ) = ϕ(λ)R0

12(λ, µ) + ϕ(µ)R0
21(µ, λ). (4.2.18)

4.3 Charges at non-cyclotomic zeros

The purpose of this section is to describe the procedure for extracting local charges in involution from
non-cyclotomic regular zeros of the twist function ϕ. Let us �rst explain what we mean here by a
non-cyclotomic point. If T = 1, i.e. if σ = Id and there is no cyclotomic invariance, we de�ne any
point as being non-cyclotomic. If T ∈ Z>1, a non-cyclotomic point is a point which is not �xed by the
action of the cyclic group ZT , i.e. which is not the origin or in�nity.

Throughout this section we �x a non-cyclotomic regular zero λ0. We will focus here on the case
where λ0 is di�erent from in�nity. The case λ0 = ∞ is treated by the same method, just replacing L
by L∞ and ϕ by ψ (cf. subsection 4.2.2). The fact that λ0 is a regular zero implies that Sn(λ, x) and
Tn(λ, x), de�ned in equations (4.2.15) and (4.2.16), are both holomorphic at λ = λ0. Thus, we can
de�ne the current

J λ0
n (x) = Tn(λ0, x). (4.3.1)

Let us brie�y comment on the explicit expression of these currents in the case of the PCM. As
explained in paragraph 4.2.1, the PCM has two regular zeros at +1 and −1. The corresponding
currents are

J ±1
n,PCM(x) = Tr

(
jL±(x)n

)
.

These currents are the one investigated in [79], from which local charges in involution for the PCM are
constructed. In this section, we will follow the method developed in [79], generalising it to any current
(4.3.1) associated with a non-cyclotomic regular zero λ0 of the model.

4.3.1 Poisson algebra of the currents

We begin by computing the Poisson bracket of the currents J λ0
n (x) and J λ0

m (y). Speci�cally, we
would like to evaluate equation (4.2.17) at λ = µ = λ0. Since λ0 is a regular zero, Sn−1(λ0, x) and
Sm−1(λ0, y) are well de�ned. Thus, it remains to determine U12(λ0, λ0). Starting with the de�nition
(4.2.18) of U and using ϕ(λ0) = 0, one has

U12(λ, λ0) = ϕ(λ)R0
12(λ, λ0).

Recall from equation (2.3.8) that R0
12(λ, λ0) is not regular at λ = λ0, so that we cannot simply

evaluate the above equation at λ = λ0. However, as λ0 is a non-cyclotomic point, the matrix R0 has
the following local behaviour

R0
12(λ, λ0) = − 1

T

C12

λ− λ0
+Aλ012(λ), (4.3.2)
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where Aλ012(λ) is regular at λ = λ0. Using again ϕ(λ0) = 0, we then obtain

U12(λ0, λ0) = −ϕ
′(λ0)

T
C12,

where ϕ′ denotes the derivative of ϕ with respect to the spectral parameter λ. Thus, one has

{
J λ0

n (x),J λ0
m (y)

}
=
nm

T
ϕ′(λ0)Tr12

(
C12Sn−1(λ0, x)1Sm−1(λ0, y)2

)
δ′xy. (4.3.3)

Recall the completeness relation (4.2.13). We cannot directly apply this identity to equation (4.3.3)
as Sm−1(λ0, y) does not belong to g in general (recall that Sm−1 is de�ned as the (m− 1)st power of a
matrix in g).

Following [79], we will show in the next subsections how to circumvent this di�culty. We will treat
separately the case where g is of type B, C or D and the case where g is of type A.

4.3.2 Type B, C and D algebras

Let us �rst consider the case where g is of type B, C or D, i.e. where g is an orthogonal or a symplectic
algebra (cf. Table 4.1). One can check that, for these algebras, if X belongs to g, Xn also belongs to g
if n is odd. Moreover, all matrices in g are traceless. We then deduce that the currents J λ0

n are zero
for n odd. Thus, we will only extract local charges from the traces of even powers of L, i.e. from the
currents J λ0

2n .
The Poisson bracket of such currents is given by equation (4.3.3). The right hand side contains

Tr2
(
C12S2m−1(λ0, y)2

)
, and since 2m − 1 is odd we have S2m−1(λ0, y) ∈ g. Hence, we can apply the

completeness relation (4.2.13), which yields

{
J λ0

2n (x),J λ0
2m(y)

}
= 4nm

ϕ′(λ0)

T
Tr
(
S2n−1(λ0, x)S2m−1(λ0, y)

)
δ′xy.

Using the de�nition (4.2.15) of S, one has

Tr
(
Sp(λ, x)∂xSq(λ, x)

)
=

q

p+ q
∂xTp+q(λ, x). (4.3.4)

Using the identities f(y)δ′xy = ∂x
(
f(x)

)
δxy + f(x)δ′xy and (4.3.4), we obtain

{
J λ0

2n (x),J λ0
2m(y)

}
= 4nm

ϕ′(λ0)

T

(
J λ0

2n+2m−2(x)δ′xy +
2m− 1

2n+ 2m− 2
∂x
(
J λ0

2n+2m−2(x)
)
δxy

)
.

(4.3.5)
De�ne the local charges

Qλ02n =

∫
dx J λ0

2n (x), (4.3.6)

where the integration is over the whole domain of the spatial coordinate x (i.e. the real line R or the
circle S1). Once integrated over y, the right hand side of (4.3.5) is a total derivative with respect to
x. Assuming the periodicity of the �elds if x ∈ S1 or that they decrease at in�nity if x ∈ R, we then
conclude that {

Qλ02n,Qλ02m

}
= 0.

In conclusion, we have constructed a tower of local charges Qλ02n in involution, as integrals of the cur-
rents J λ0

2n (x). These currents are polynomials in the �elds appearing in the Lax matrix L(λ, x). More
precisely, the current J λ0

2n is a homogeneous polynomial of degree 2n.

Up to a global factor, the Poisson bracket (4.3.5) is the same as the bracket (4.16) of [79]. Thus, we
can apply the methods developed in [79]. In particular, this allows to construct a more general tower
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4.3. Charges at non-cyclotomic zeros

of local charges Qλ02n(ξ) in involution, depending on a free parameter ξ ∈ R. These charges are de�ned
as integrals

Qλ02n(ξ) =

∫
dx K λ0

2n (ξ, x)

of some currents K λ0
2n (ξ). These currents are given by homogeneous polynomials in the J λ0

2k 's, de-
pending on the free parameter ξ ∈ R. In particular, the �rst currents K λ0

2n (ξ) are given by:

K λ0
2 (ξ) = J λ0

2 , K λ0
4 (ξ) = J λ0

4 −
3ξ

2
(J λ0

2 )2,

K λ0
6 (ξ) = J λ0

6 −
15ξ

4
J λ0

2 J λ0
4 +

25ξ2

8
(J λ0

2 )3. (4.3.7)

The expression of the current K λ0
2n (ξ) is determined (up to a global factor) recursively from equation

(4.3.5) by demanding that the charge Qλ02n(ξ) be in involution with all the charges Qλ02m(ξ) (m =
2, . . . , n− 1) constructed thus far. It can also be found without recursion with the help of a generating
function, which allows a general proof of the involution of the charges Qλ02n(ξ): we refer the reader to
the subsection 4.3.4 for more details.

Taking ξ = 0 in equation (4.3.7), we get K λ0
2n (ξ = 0) = J λ0

2n . Hence, we recover the local charges
Qλ02n introduced in equation (4.3.6) as a special case of this one-parameter family of local charges. For
di�erent parameters ξ and ξ′, the towers of charges Qλ02n(ξ) and Qλ02n(ξ′) do not commute with one
another. We thus have to work with a �xed value of ξ: in the rest of this chapter, we will mainly focus
on the simplest case ξ = 0. This choice is justi�ed �rst by simplicity, but also because the proof of the
existence of an integrable hierarchy associated to the charges Qλ02n(ξ), presented in section 4.6, works
only for the case ξ = 0.

4.3.3 Type A algebras

Let us now consider the case where g is of type A, i.e. where g = sl(d,C) for some d ∈ Z≥2 (see Table
4.1). If X ∈ g, we have Tr(X) = 0 by de�nition, but in general Xn /∈ g and Tr(Xn) 6= 0 for n ≥ 2.
Thus, we consider the currents J λ0

n for n ≥ 2. The Poisson bracket between two such currents is given
by equation (4.3.3). Since in general Sm−1(λ0, y) does not belong to g, we cannot use the completeness
relation (4.2.13) to simplify this equation. However, a variant of the identity (4.2.13) exists for any
matrix Z ∈ Md(C). Indeed, using the facts that Z − 1

dTr(Z)Id belongs to g and that Tr2(C12) = 0,
we �nd that

Tr2
(
C12Z2

)
= Z − 1

d
Tr(Z)Id. (4.3.8)

Applying this relation to equation (4.3.3) and using the identities f(y)δ′xy = ∂x
(
f(x)

)
δxy + f(x)δ′xy

and (4.3.4), we obtain

{
J λ0

n (x),J λ0
m (y)

}
= nm

ϕ′(λ0)

T

(
J λ0

n+m−2(x)δ′xy −
1

d
J λ0

n−1(x)J λ0
m−1(x)δ′xy (4.3.9)

+
m− 1

n+m− 2
∂x

(
J λ0

n+m−2(x)
)
δxy −

1

d
J λ0

n−1(x)∂x

(
J λ0

m−1(x)
)
δxy

)
.

Integrating both sides over x and y, we see that the right hand side does not vanish identically as it
did in subsection 4.3.2. Nevertheless, following the method of [79] we will be able to construct new
currents K λ0

n such that the charges

Qλ0n =

∫
dx K λ0

n (x) (4.3.10)

Poisson commute with one another.
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4. Local charges in involution and integrable hierarchies

The Poisson bracket (4.3.9) is to be compared to equation (4.5) of [79], from which it di�ers only
by an overall factor. We can therefore directly apply the procedure developed in [79] to the present
case so as to construct the desired currents K λ0

n 's. The expression for the �rst K λ0
n 's read

K λ0
2 = J λ0

2 , K λ0
3 = J λ0

3 , K λ0
4 = J λ0

4 −
3

2d
(J λ0

2 )2, K λ0
5 = J λ0

5 −
10

3d
J λ0

2 J λ0
3 ,

K λ0
6 = J λ0

6 −
5

3d
(J λ0

3 )2 − 15

4d
J λ0

2 J λ0
4 +

25

8d2
(J λ0

2 )3. (4.3.11)

These currents are similar to the currents K λ0
n (ξ) described in (4.3.7) for g of type B, C or D. More

precisely, the current (4.3.11) coincide with the currents K λ0
n

(
1
d

)
, recalling that for type B, C and D,

the J λ0
2k+1's vanish. As for K λ0

n (ξ) in type B, C and D, the expression of the current K λ0
n for type A

is determined (up to a global factor) recursively from equation (4.3.9) by demanding that the charge
Qλ0n be in involution with all the charges Qλ0m (m = 2, . . . , n− 1) constructed thus far. However, in the
present case, one does not have the freedom of a free parameter ξ in the de�nition of K λ0

n : there is a
unique tower of charges in involution Qλ0n .

As in the case of type B, C and D algebras, the current K λ0
n (x) is a homogeneous polynomial of

degree n in the �elds appearing in the Lax matrix L(λ, x). And as explained in [79], the degrees n for
which the current K λ0

n (x) is non-zero are the exponents of the untwisted a�ne Kac-Moody algebra ĝ
plus one.

At this stage, we do not have a proof that the recursive algorithm described above can be applied
inde�nitely. We shall now recall from [79] how to construct explicitly the current K λ0

n without a
recursive algorithm, using generating functions.

4.3.4 Generating functions

In the previous subsections 4.3.2 and 4.3.3, we introduced currents K λ0
n (ξ) (for types B, C and D)

and K λ0
n (for type A), constructed recursively from the currents J λ0

n (and which depended on a free
parameter ξ for types B, C and D). In this subsection, we will show how to construct these currents
using generating functions.

We will mainly focus on the case where g is of type A and will brie�y comment on types B, C and
D at the end of the subsection. Let us then suppose that g = sl(d,C), so that we can use the notations
and results of subsection 4.3.3. We introduce

F (λ, µ, x) = Tr log
(
Id− µϕ(λ)L(λ, x)

)
(4.3.12)

and
A(λ, µ, x) = det

(
Id− µϕ(λ)L(λ, x)

)
, (4.3.13)

so that A(λ, µ, x) = exp
(
F (λ, µ, x)

)
. By expanding the matricial logarithm in (4.3.12) as a power

series in µ one �nds

F (λ, µ, x) = −
∞∑

k=2

µk

k
Tk(λ, x), (4.3.14)

with Tn(λ, x) de�ned in equation (4.2.16). We are interested in the evaluations of F (λ, µ, x) and
A(λ, µ, x) at λ = λ0, which are well de�ned as λ0 is a regular zero. Following [79], we look for K λ0

n (x)
in the form of

K λ0
n (x) = A(λ0, µ, x)pn

∣∣∣
µn

(4.3.15)

for some rational number pn, where f(µ)|µn denotes the coe�cient of µn in the power series expansion
of f(µ).

The Poisson brackets of the currents Tn(λ0, x) = J λ0
n (x) are given by equation (4.3.9). This allows

one to compute {F (λ0, µ, x), F (λ0, ν, y)} and {A(λ0, µ, x), A(λ0, ν, y)}. As equation (4.3.9) coincides
with the equation (4.5) of [79] up to a global factor, these Poisson brackets are the same as in [79]
(equations (4.13) and (4.14)), still up to the global factor. Thus, the procedure of [79] applies and we
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4.3. Charges at non-cyclotomic zeros

conclude that the Poisson bracket of the local charges (4.3.10) de�ned in terms of the currents (4.3.15)
is {

Qλ0n ,Qλ0m
}

= pnpmµν
ϕ′(λ0)

T

∫
dx A(λ0, µ, x)pn∂x

(
A(λ0, ν, x)pm

)
hmn(µ, ν)

∣∣∣
µnνm

,

where

hnm(µ, ν) =

[(
n− 1

pn
ν − m− 1

pm
µ

)
1

µ− ν +
1

d

(n− 1)(m− 1)

pnpm

]
. (4.3.16)

It follows that the charges Qλ0n are in involution if we choose, for any k ∈ Z≥2, pk = k−1
d . The

corresponding currents are given by

K λ0
n (x) = exp

(
−n− 1

d

∞∑

k=2

µk

k
J λ0

k (x)

)∣∣∣∣∣
µn

. (4.3.17)

One can check that the �rst currents de�ned by this generating function are given by equation (4.3.11),
up to overall global factors. The current K λ0

n (x) is the evaluation at λ = λ0 of the more general current

Wn(λ, x) = A(λ, µ, x)(n−1)/d
∣∣∣
µn
, (4.3.18)

which we will need later. The equation

Wn(λ, x) = exp

(
−n− 1

d

∞∑

k=2

µk

k
Tk(λ, x)

)∣∣∣∣∣
µn

(4.3.19)

allows one to compute Wn(λ, x) as a polynomial in the Tk(λ, x). More precisely, Wn is related to the
Tk's in the same way that K λ0

n is related to the J λ0
k 's.

We end this subsection by saying a few words on Lie algebras g of type B, C or D. In this case,
we saw in subsection 4.3.2 that the local charges in involution can be taken as integrals of currents
K λ0

2n (ξ), depending on a free parameter ξ (see equation (4.3.7)). These currents can be obtained from
the J λ0

2k 's using a generating function, similar to the one presented above for type A. We will not enter
into details here and will just present the �nal result, based on reference [79]. The current K λ0

2n (ξ) can
be computed as:

K λ0
2n (ξ, x) = exp

(
−ξ(2n− 1)

2

∞∑

k=1

µk

k
J λ0

2k (x)

)∣∣∣∣∣
µn

. (4.3.20)

Starting from the Poisson bracket (4.3.5), one can show that the corresponding charges Qλ02n(ξ) are in
involution, using similar techniques as above for type A. We refer the interested reader to reference [79]
for details on the proof. An explicit computation shows that the �rst currents K λ0

2n (ξ) obtained from
the above equation are given by equation (4.3.7), up to overall global factors.

4.3.5 Summary

To conclude this section, let us summarise the results that we obtained. In particular, we will use this
as an opportunity to extend the notations K λ0

n and Wn, de�ned for a type A algebra in the previous
subsections, to other types. This will serve to uniformise the notation in the rest of the chapter.

When g is of type A, the currents K λ0
n (x) are given in subsection 4.3.4 through equation (4.3.17).

We also de�ned a current Wn(λ, x) depending on the spectral parameter λ in equation (4.3.19). For
a Lie algebra g of type B, C or D (as treated in subsection 4.3.2), we introduced currents K λ0

n (ξ),
depending on a free parameter ξ. However, as explained at the end of susbection 4.3.2, we will only use
the currents J λ0

n (x) = K λ0
n (ξ = 0, x) in the rest of this chapter. In order to employ uniform notations

throughout the chapter, we shall de�ne in this case K λ0
n (x) = J λ0

n (x) and Wn(λ, x) = Tn(λ, x).
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4. Local charges in involution and integrable hierarchies

With these conventions, independently of the type of g, the current K λ0
n (x) is the evaluation of

Wn(λ, x) at λ = λ0 and the charge Qλ0n is given by

Qλ0n =

∫
dx K λ0

n (x). (4.3.21)

Recall also that we restrict the degrees n of the currents K λ0
n to some subset Eλ0 of Z≥2. In fact,

independently of the type of g, Eλ0 can (almost) be seen as the set of exponents of the a�ne algebra
ĝ plus one. This was already observed for type A in subsection 4.3.3, based on the results of [79].
For types B, C and D, we saw in subsection 4.3.2 that Eλ0 is the set of all even numbers, which turns
out to coincide with the exponents of ĝ plus one for types B and C [79]. For type D, there are some
exponents missing in this construction (the rank modulo the Coxeter number), which are related to
the Pfa�an (see [79]). Although we do not consider the Pfa�an here, we expect that it should be
possible to construct a corresponding local charge in the present framework too.

Having introduced these type-independent notations, we can summarise the results of this section
by the following theorem.

Theorem 4.3.1. Let λ0 be a non-cyclotomic regular zero of the model. Then, for any m and n in Eλ0,
the charges Qλ0n and Qλ0m are in involution, i.e. we have

{Qλ0n ,Qλ0m } = 0.

The notations and results summarised above will be generalised to the case of cyclotomic zeros in
the following section. Let us note here that there will be some subtlety in the de�nition of the current
Wn for an algebra of type A in the case when the automorphism σ is inner, compared to the de�nition
given above. We shall discuss this in subsection 4.4.7.

4.4 Charges at cyclotomic zeros

In this section, we explain how to construct towers of local charges in involution attached to cyclotomic
regular zeros of the twist function ϕ. Recall that a cyclotomic point is a point �xed by the action of
the cyclic group ZT , i.e. the origin or in�nity. Suppose we are considering a model with a regular
zero at in�nity. As explained in subsection 4.2.2, working in the new spectral parameter α = λ−1 and
with the new Lax matrix L∞ amounts to treating, instead, a model with a regular zero at α = 0 and
automorphism σ−1. Hence it is su�cient to describe the extraction of local charges at the origin.

Throughout this section we therefore consider a model with T > 1 and a regular zero at the origin.
We thus have ϕ(0) = 0 and ϕ(λ)L(λ, x) regular at 0. Using the equivariance property (2.4.5), we see
that the smallest power of λ in ϕ is of the form αT − 1, for some α ∈ Z≥1. In terms of the function
ζ, de�ned in equation (2.4.6), this implies that ζ(λT ) = O(λαT ). We will mostly need the fact that
ζ(λT ) = O(λT ), i.e. that ϕ(λ) = O(λT−1), and more precisely the asymptotic property

ζ(λT ) = ζ ′(0)λT +O(λ2T ). (4.4.1)

Recall that in the previous section we extracted local charges by evaluating the traces of powers
of ϕ(λ)L(λ, x) at the regular zeros. In the case of a cyclotomic point, this method is not su�cient to
extract all charges, as such traces can vanish. To understand how to construct the whole algebra of
local charges, we will �rst need to establish equivariance properties of Sn(λ, x).

4.4.1 Equivariance properties

Recall the equivariance properties (2.4.5) and (2.4.3) of ϕ and L. In this subsection, we look for a
similar relation for Sn(λ, x). In general, Sn(λ, x) does not belong to the Lie algebra g since it is de�ned
as the power of an element of g seen in the fundamental representation. Thus, one cannot consider
directly the action of σ on Sn(λ, x).
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4.4. Charges at cyclotomic zeros

We refer here to the discussion of appendix 4.A. We will restrict to the case where σ is not one of
the special automorphisms of D4 = so(8,C). In this case, we can extend σ to a linear endomorphism
on the space F of all matrices acting on the fundamental representation, that we shall still denote σ
(see details in appendix 4.A). Note that this new endomorphism σ of F is still of order T . We will also
need the following properties of σ. For any Z ∈ F we have

σ(Zn) = εn−1σ(Z)n, (4.4.2a)

Tr
(
σ(Z)

)
= εTr(Z), (4.4.2b)

for some ε in {1,−1}. Note that ε is always 1 except when g = sl(d,C) and σ has a non-trivial outer

part, in which case T is even. We shall write ε = ω
ηT
2 , with η in {0, 1}.

From equations (2.4.5) and (2.4.3) and the identity (4.4.2a), we deduce that Sn satis�es the equiv-
ariance property

σ
(
Sn(λ, x)

)
= ωκ(n−1)+1Sn(ωλ, x), (4.4.3)

with κ = 1 + ηT
2 . Let us consider the power series expansion

Sn(λ, x) =
∞∑

r=0

An,r(x)λr. (4.4.4)

We then �nd
σ(An,r) = ωr+κ(n−1)+1An,r. (4.4.5)

Taking the trace and using equation (4.4.2b), we �nd

Tr(An,r) = ωr+nκTr(An,r). (4.4.6)

Thus, Tr(An,r) vanishes except if r ≡ rn [T ], where rn is the remainder of the euclidian division of −nκ
by T . We de�ne

J 0
n (x) = Tr

(
An,rn(x)

)
.

In particular, the �rst term in the power series expansion of Tn(λ, x) is λrnJ 0
n (x). Note that J 0

n (x)
is the evaluation of Tn(λ, x) at λ = 0 if and only if rn = 0, i.e. if T divides nκ. Note also, as
−2κ ≡ −2 [T ], that r2 = T − 2. Thus, we �nd

J 0
2 (x) = ζ ′(0) res

λ=0
ϕ(λ)Tr

(
L(λ, x)2

)
,

where ζ was de�ned in equation (2.4.6). Finally, let us remark that equation (4.4.6) implies that
Tn(λ, x) has the following equivariance property

Tn(ωλ, x) = ωrnTn(λ, x). (4.4.7)

4.4.2 Poisson algebra of the currents

One can extract the Poisson brackets of the currents J 0
n (x) and J 0

m(y) as the coe�cient of λrn+rm

in the power series expansion of {Tn(λ, x),Tm(λ, y)}. The latter can be computed from equation
(4.2.17). Speci�cally, using the identity (2.3.9) we �nd

λµU12(λ, µ) = −ζ(λT )− ζ(µT )

λT − µT
T−1∑

k=0

λkµT−kC(k)
12 + ζ(µT )C

(0)
12 ,

with ζ de�ned in equation (2.4.6). Taking the limit µ→ λ we obtain

U12(λ, λ) = −λT−2ζ ′(λT )C12 + λ−2ζ(λT )C
(0)
12 , (4.4.8)
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so that

{Tn(λ, x),Tm(λ, y)} = nmλT−2ζ ′(λT )Tr12
(
C12Sn−1(λ, x)1Sm−1(λ, y)2

)
δ′xy (4.4.9)

− nmλ−2ζ(λT )Tr12
(
C

(0)
12 Sn−1(λ, x)1Sm−1(λ, y)2

)
δ′xy.

The �rst term of this Poisson bracket has the same structure as the Poisson bracket (4.3.3). The
main di�erence coming from cyclotomy is thus the second term, which involves the partial Casimir
C

(0)
12 . We recall that we have the partial completeness relation

Tr2(C
(0)
12 Z2) = π(0)(Z), (4.4.10)

for any Z ∈ g.

The second term in (4.4.9) will therefore involve the projection S(0)
n−1(λ, x) of Sn−1(λ, x) onto the

grading zero F (0) = {Z ∈ F |σ(Z) = Z}. To determine these projections, we can make use of the
power series expansion (4.4.4) and equation (4.4.5). In particular, one �nds that An−1,r+T is in F (0)

if and only if An−1,r also belongs to F (0). Let us then de�ne qn to be the unique integer between 0
and T − 1 such that An−1,r belongs to F (0) if and only if r ≡ qn [T ]. Using equation (4.4.5) we �nd
qn ≡ rn + 1 [T ]. So qn = rn + 1 if rn ≤ T − 2 and qn = 0 if rn = T − 1.

To simplify the Poisson bracket (4.4.9), we will need to distinguish between three cases:

• g is of type B, C or D,

• g is of type A and σ is inner,

• g is of type A and σ is not inner.

4.4.3 Algebra of type B, C or D

We �rst consider g to be of type B, C or D. Recall that in this case S2n−1(λ, x) belongs to the Lie
algebra so that T2n−1(λ, x) is zero and hence we consider only the currents J 0

2n(x). Moreover, we can
use the completeness relations (4.2.13) and (4.4.10) in (4.4.9). We then �nd

{T2n(λ, x),T2m(λ, y)} = 4nmλT−2ζ ′(λT )Tr
(
S2n−1(λ, x)S2m−1(λ, y)

)
δ′xy (4.4.11)

− 4nmλ−2ζ(λT )Tr
(
S

(0)
2n−1(λ, x)S

(0)
2m−1(λ, y)

)
δ′xy.

After integration over y, the �rst term becomes a total derivative with respect to x by virtue of equa-
tion (4.3.4) and thus vanishes when integrated over x.

Recall moreover that the Poisson bracket of J 0
2n(x) with J 0

2m(y) is obtained from (4.4.11) by
keeping only the term λr2n+r2m in the power series expansion. We note that the smallest power of λ
in the second term of (4.4.11) is αT − 2 + q2n + q2m (cf. equation (4.4.1) and above). As we saw in
the previous subsection, qk = rk + 1 if rk ≤ T − 2 and qk = 0 if rk = T − 1. In the case where r2n

and r2m are di�erent from T − 1, the smallest power of λ is then r2n + r2m + αT so the second term
of (4.4.11) does not contribute to the Poisson bracket of J 0

2n(x) with J 0
2m(y), as α ≥ 1.

If r2n or r2m is equal to T − 1 then there will be a contribution from this term involving other
objects than only the J 0

k 's, preventing us from constructing charges in involution. Thus, we will only
consider the currents J 0

2k(x) such that r2k 6= T − 1. We then have
{
Q0

2n,Q0
2m

}
= 0,

where Q0
2k is the integral of the current J 0

2k(x).
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We have thus extracted a tower of local charges in involution from the Lax matrix around the
origin. Just as in the non-cyclotomic case, these charges are integrals of some polynomials of even
degrees in the �elds appearing in the Lax matrix. The main di�erence with the non-cyclotomic case
is the fact that, in general, we do not have a current of any even degree. More precisely, we `dropped'
the currents of degree 2n, for all n such that r2n = T − 1. Recall from appendix 4.A that in the case
of an algebra of type B, C or D, we have ε = 1 and κ = 1. Thus r2n is the remainder of the euclidian
division of −2n by T , which means that r2n = T − 1 if and only if 2n ≡ 1 [T ]. In particular, we see
that there is no drop of any degrees if T is even.

4.4.4 Algebra of type A and σ inner

Let us now suppose that g is sl(d,C) and σ is inner. In this case, we have the generalised completeness

relation (4.3.8). Moreover, we also have a similar identity for the partial Casimir C(0)
12 , derived as

follows. Recall that for any Z ∈ F , Z − 1
dTr(Z)Id belongs to g. Moreover, we note that the identity

Id is in the grading zero F (0) for σ inner (cf. appendix 4.A). Using equation (4.4.10), we then have

Tr2
(
C

(0)
12 Z2

)
= π(0)(Z)− 1

d
Tr(Z)Id. (4.4.12)

Using equations (4.3.8) and (4.4.12) in the Poisson bracket (4.4.9), we obtain

{Tn(λ, x),Tm(λ, y)} = nmλT−2ζ ′(λT )Tr
(
Sn−1(λ, x)Sm−1(λ, y)

)
δ′xy (4.4.13)

− nmλ−2ζ(λT )Tr
(
S

(0)
n−1(λ, x)S

(0)
m−1(λ, y)

)
δ′xy +

nm

d

ζ(λT )− λT ζ ′(λT )

λ2
Tn−1(λ, x)Tm−1(λ, y)δ′xy

The Poisson bracket of J 0
n (x) with J 0

m(y) is obtained by extracting the coe�cient of λrn+rm

in the above equation. To treat the second term on the right hand side of this equation, we follow
the discussion of the previous subsection 4.4.3. The smallest power of λ appearing in this term is
αT − 2 + qn + qm and if we restrict to n and m such that rn and rm are di�erent from T − 1, this
power is strictly greater than rn + rm. The term then does not contribute to the Poisson bracket{
J 0

n (x),J 0
m(y)

}
. Let us turn to the third term on the right hand side of equation (4.4.13). It can be

seen from equation (4.4.1) that ζ(λT )− λT ζ ′(λT ) = O(λ2T ). The smallest power of λ that can appear
in this term is thus 2T − 2 + rn−1 + rm−1, which is always greater than 2T − 2 and therefore strictly
greater than rn + rm if rn and rm are di�erent from T − 1.

In conclusion, only the �rst term of the right hand side of (4.4.13) contributes to the Poisson bracket{
J 0

n (x),J 0
m(y)

}
, which then has the same structure as in the previous subsection. Integrating this

bracket over x and y, we recognise the integral of a total derivative proportional to ∂xTn+m−2(λ, x),
which then vanishes, assuming appropriate boundary conditions. Thus, for any n and m such that rn
and rm are di�erent from T − 1, we have

{
Q0
n,Q0

m

}
= 0

with Q0
k the integral of the current J 0

k (x). As in the subsection 4.4.3, we have ε = 1 and κ = 1 for
σ inner. It follows that the integers n such that rn = T − 1 (for which we do not consider the charge
Q0
n) are the ones equal to 1 modulo T .

4.4.5 Algebra of type A and σ not inner

Finally, let us treat the case where g = sl(d,C) and σ not inner. In particular, this implies that T is
even and we shall write T = 2S in this subsection. We still have the generalised completeness relation
(4.3.8). As σ is not inner, we have σ(Id) = −Id and hence π(0)(Id) = 0. We deduce that in this case,
the partial completeness relation (4.4.10) actually holds for any Z ∈ F . Equation (4.4.9) then gives

{Tn(λ, x),Tm(λ, y)} = nmλT−2ζ ′(λT )Tr
(
Sn−1(λ, x)Sm−1(λ, y)

)
δ′xy (4.4.14)

− nmλ−2ζ(λT )Tr
(
S

(0)
n−1(λ, x)S

(0)
m−1(λ, y)

)
δ′xy −

nm

d
λT−2ζ ′(λT )Tn−1(λ, x)Tm−1(λ, y)δ′xy.
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4. Local charges in involution and integrable hierarchies

We follow the method of the previous subsections and look for the power rn + rm of λ in the right
hand side of this bracket. As explained in subsection 4.4.3, the second term does not contribute when
we restrict to rn and rm di�erent from T − 1.

The �rst term is treated as in the case of a non-cyclotomic point: using the identity f(y)δ′xy =
f(x)δ′xy + ∂x

(
f(x)

)
δxy and the equation (4.3.4), we �nd

Tr
(
Sn−1(λ, x)Sm−1(λ, y)

)
δ′xy = Tn+m−2(λ, x)δ′xy +

m− 1

n+m− 2
∂x
(
Tn+m−2(λ, x)

)
δxy. (4.4.15)

The powers of λ appearing in the power series expansion of the �rst term are then of the form rn+m−2−
2+aT , with a ∈ Z≥1. One has rn+m−2 ≡ rn+rm+2 [T ] and 0 ≤ rn+m−2 ≤ T−1. Moreover, rn+rm+2
is always between 0 and 2T − 2 if we suppose rn and rn di�erent from T − 1. If 0 ≤ rn + rm + 2 < T ,
we have rn+m−2 = rn + rm + 2 and the powers rn+m+2 − 2 + aT are then all strictly greater than
rn + rm. If T ≤ rn + rm + 2 ≤ 2T − 2 then rn+m−2 = rn + rm + 2− T and the power rn+m−2− 2 + aT
is equal to rn + rm if and only if a = 1.

Finally, let us consider the third term on the right hand side of (4.4.14). The powers of λ in
its power series expansion are of the form rn−1 + rm−1 − 2 + aT , with a ∈ Z≥1. Note that rk−1 ≡
rk + 1 + S ≡ rk + 1 − S [T ]. Thus, rk−1 = rk + 1 + S if 0 ≤ rk < S − 1 and rk−1 = rk + 1 − S if
S − 1 ≤ rk ≤ T − 1. We then conclude that the power rn−1 + rm−1− 2 + aT is equal to rn + rm if and
only if rn + 1− S ≥ 0, rm + 1− S ≥ 0 and a = 1.

Combining all the above results, we �nd a closed expression for the Poisson bracket of the currents
J 0

n (x) and J 0
m(y) when rn and rm are di�erent form T − 1, speci�cally

{
J 0

n (x),J 0
m(y)

}
= θrn+rm+2−T nmζ ′(0)

(
J 0

n+m−2(x)δ′xy +
m− 1

n+m− 2
∂x
(
J 0

n+m−2(x)
)
δxy

)

− θrn+1−S θrm+1−S
nm

d
ζ ′(0)

(
J 0

n−1(x)J 0
m−1(x)δ′xy + J 0

n−1(x)∂x
(
J 0

m−1(x)
)
δxy

)
, (4.4.16)

where θk = 1 if k ∈ Z≥0 and θk = 0 if k ∈ Z<0.

As in the case of a non-cyclotomic zero, one can construct charges in involution by taking integrals
of new currents K 0

n (x), constructed as polynomials of the currents J 0
m(x) for m ≤ n. The method

in the present case is similar: one can construct the currents K 0
n recursively by asking that the

corresponding charge Q0
n Poisson commutes with Q0

m for all m < n. One of the main di�erence with
the non-cyclotomic case is the fact that we do not consider a current K 0

n when rn = T − 1 (we say
that such a degree n drops from the construction). The second di�erence is the presence of the terms
θk in the Poisson bracket (4.4.16) compared to (4.3.9). Since these terms depend on the numbers rk,
the construction of the K 0

n 's will depend on T . As an illustration, we give here the expression of the
�rst K 0

n 's for T equal to 2 and 4.
In the case T = 2, we have κ = 2 hence rn = 0 for all n ≥ 2. Thus, there is no drop of any

current due to the condition rn 6= T − 1 and the current J 0
n (x) is simply the evaluation of Tn(λ, x)

at λ = 0. Moreover, since 2 − T and 1 − S are both zero for T = 2, we note that all θk terms in the
Poisson bracket (4.4.16) are equal to 1. The construction for the K 0

n 's is therefore the same as in the
non-cyclotomic case and their expression is given by (4.3.11).

Let us now consider the case T = 4. We �nd κ = 3 and rn ≡ n [4] and therefore drop the currents
J 0

4k+3(x). Constructing the K 0
n 's recursively we �nd

K 0
2 = J 0

2 , K 0
4 = J 0

4 , K 0
5 = J 0

5 , (4.4.17)

K 0
6 = J 0

6 −
15

4d
J 0

2 J 0
4 , K 0

8 = J 0
8 −

7

4d

(
J 0

4

)2

where we dropped the currents K 0
3 and K 0

7 and more generally all currents K 0
4k+3.
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4.4. Charges at cyclotomic zeros

Comparing these currents to the ones constructed in the non-cyclotomic case (4.3.11), one can
observe a pattern in the cyclotomic procedure. Here also, the current K 0

n is constructed by correcting
J 0

n with monomials J 0
m1
. . .J 0

mp such thatm1 +. . .+mp = n. We observe that not all the monomials
in the non-cyclotomic corrections appear among the cyclotomic ones but the ones that do have the
same coe�cients (for example 15/4d for the J2J4 correction of J6). Moreover, we note that a
monomial J 0

m1
. . .J 0

mp appearing in the non-cyclotomic procedure is also present in the cyclotomic
expression if and only if rm1 + . . .+ rmp = rn.

The above observations are still found to hold for larger values of T and n (although we do not
include the corresponding expression of K 0

n for conciseness). This allows one to �nd the currents
K 0
n (x) without going through the recursive procedure if one already knows the result for the non-

cyclotomic case. A more systematic approach to constructing higher conserved charges in involution
in the cyclotomic case would be to �nd a generating function for the K 0

n 's, generalising the results of
subsection 4.3.4. This will be the subject of the next subsection.

4.4.6 Generating function for type A with σ not inner

In subsection 4.3.4 we presented, following [79], the generating function for constructing the currents
Kn(x) in the non-cyclotomic setting. In particular, we found that the relation between the Kn(x)'s
and the Jm(x)'s is given by equation (4.3.17). In the previous subsection we showed how the currents
K 0
n (x) could be constructed in the cyclotomic case from the knowledge of the corresponding result

in the non-cyclotomic case. In particular, starting from the expression of Kn as a polynomial of the
Jm's, we observed that K 0

n can be constructed in the same way by keeping monomials J 0
m1
. . .J 0

mp
with the same coe�cient if and only if rn = rm1 + . . . + rmp . This procedure for going from the
non-cyclotomic to the cyclotomic setting has a natural interpretation in terms of equation (4.3.17).
Indeed, the current K 0

n constructed above is equal to

K 0
n (x) = exp

(
−n− 1

d

∞∑

k=2

µk

k
λrkJ 0

k (x)

)∣∣∣∣∣
µn λrn

, (4.4.18)

where the projection onto the term λrn ensures that we keep only the monomials satisfying the condi-
tion rn = rm1 + . . .+ rmp .

Recall that λrkJ 0
k (x) is the �rst term in the power series expansion of Tk(λ, x). Moreover, the

next terms start with a (rk +T )th power of λ. Since rn < T , such terms can be added to the exponent
in equation (4.4.18) without changing the left hand side as they cannot contribute to a λrn-term. We
may therefore also write

K 0
n (x) = exp

(
−n− 1

d

∞∑

k=2

µk

k
Tk(λ, x)

)∣∣∣∣∣
µn λrn

. (4.4.19)

In terms of the de�nitions (4.3.12) and (4.3.13) of F (λ, µ, x) and A(λ, µ, x) and equation (4.3.14), we
can further re-express equation (4.4.19) as

K 0
n (x) = A(λ, µ, x)(n−1)/d

∣∣∣
µn λrn

, (4.4.20)

or again

K 0
n (x) = exp

(
n− 1

d
F (λ, µ, x)

)∣∣∣∣
µn λrn

.

Starting from equation (4.4.14), using equation (4.4.15) and the identity f(y)δ′xy = f(x)δ′xy+∂x
(
f(x)

)
δxy,

we get
{Tn(λ, x),Tm(λ, y)} = nmΩnm(λ, x, y) + nm∆nm(λ, x, y) (4.4.21)
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4. Local charges in involution and integrable hierarchies

where

Ωnm(λ, x, y) = λT−2ζ ′(λ)

(
Tn+m−2(λ, x)δ′xy −

1

d
Tn−1(λ, x)Tm−1(λ, x)δ′xy (4.4.22a)

+
m− 1

n+m− 2
∂x (Tn+m−2(λ, x)) δxy −

1

d
Tn−1(λ, x)∂x (Tm−1(λ, x)) δxy

)
,

∆nm(λ, x, y) = λ−2ζ(λT )Tr
(
S

(0)
n−1(λ, x)S

(0)
m−1(λ, y)

)
δ′xy. (4.4.22b)

We want to compute the Poisson brackets between the charges Q0
n de�ned as integrals of the

currents (4.4.20). To begin with, note that the Poisson bracket between F (λ, µ, x) and F (λ, ν, y) can
be obtained from equations (4.3.14) and (4.4.21). We then �nd that

{A(λ, µ, x)p, A(λ, ν, y)q} = pq A(λ, µ, x)pA(λ, ν, y)q
∞∑

k,l=2

(
Ωkl(λ, x, y) + ∆kl(λ, x, y)

)
µkνl. (4.4.23)

Up to a global factor and treating the spectral parameter λ as an external parameter, Ωnm(λ, x, y) has
the same structure as the right hand side of equation (4.3.9), which as we saw already had the same
structure as equation (4.5) of [79]. This equation (4.5) is used in [79] to compute the Poisson brackets
of the generating functions (equations (4.13) to (4.15)). The method developed in [79] for computing
these Poisson brackets then applies to the terms Ωkl in equation (4.4.23) and gives a similar result, up
to the global factor and the dependence on λ that we keep. Speci�cally, we �nd

∫
dx
∫

dy

{
A(λ, µ, x)pn

∣∣∣
µn
, A(λ, ν, y)pm

∣∣∣
νm

}
(4.4.24)

= pnpm λ
T−2ζ ′(λ)µν

∫
dx A(λ, µ, x)pn∂x

(
A(λ, ν, x)pm

)
hnm(µ, ν)

∣∣∣∣
µnνm

+ pnpm

∫
dx
∫

dy
n∑

k=2

m∑

l=2

∆kl(λ, x, y)A(λ, µ, x)pn
∣∣∣
µn−k

A(λ, ν, y)pm

∣∣∣∣∣
νn−l

,

where hnm(µ, ν) was de�ned in equation (4.3.16).
The �rst term on the right hand side of (4.4.24), proportional to hnm(µ, ν), vanishes when pk = k−1

d
for all k ∈ Z≥2, as expected. It therefore remains to show that the second term also does not contribute
when we restrict to the (rn + rm)-th power of λ. From equation (4.4.22b), we see that the powers of λ
appearing in the power series expansion of ∆kl(λ, x, y) are of the form qk+ql−2+aT , with a ≥ α ≥ 1
and qn de�ned in subsection 4.4.2.

The equivariance property (4.4.7) can be rewritten as Tn(ωλ, x) = ω−nκTn(λ, x). In terms of the
generating function F (λ, µ, x), this can be re-expressed as F (ωλ, µ, x) = F (λ, ω−κµ, x). Thus, we also
have A(ωλ, µ, x)p = A(λ, ω−κµ, x)p. Finally, we deduce that

A(ωλ, µ, x)p
∣∣∣
µk

= ωrkA(λ, µ, x)p
∣∣∣
µk

(4.4.25)

In particular, this implies that the powers of λ appearing in A(λ, µ, x)p
∣∣
µk

are of the form rk + bT with
b ≥ 0. In conclusion, the powers of λ in

∆kl(λ, x, y)A(λ, µ, x)p
∣∣∣
µn−k

A(λ, ν, y)q
∣∣∣
νn−l

(4.4.26)

are of the form qk + rn−k + ql + rm−l − 2 + cT , with c ≥ 1.
Recall from subsection 4.4.2 that qk ≡ rk + 1 [T ], and therefore qk + rn−k ≡ rn + 1 [T ]. Sup-

pose now that rn and rm are di�erent from, and so in particular strictly less than, T − 1. As
qk + rn−k is always positive and congruent to rn + 1 modulo T , which is strictly less than T , it
then follows that qk + rn−k ≥ rn + 1. Similarly, we have ql + rm−l ≥ rm + 1 and we thus deduce that
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4.4. Charges at cyclotomic zeros

qk+rn−k+ql+rm−l−2+cT is greater than or equal to rn+rm+T . We deduce that the term (4.4.26)
cannot contribute to the (rn + rm)th power of λ, as required.

In conclusion, we have found that, for any n and m such that rn and rm are di�erent from T − 1,
one has

{
Q0
n,Q0

m

}
= 0, where the charge Q0

k is de�ned as the integral of the current K 0
k (x) given

by (4.4.20). Recall that the current J 0
n (x) is constructed as the coe�cient of λrn in the power series

expansion of Tn(λ, x). Similarly, one can rewrite equation (4.4.20) as

K 0
n (x) =Wn(λ, x)

∣∣∣
λrn

, (4.4.27)

with Wn de�ned in equation (4.3.18).

4.4.7 Summary

Let us summarise the results of this section, as we did for non-cyclotomic zeros in subsection 4.3.5. In
general, we de�ne a charge Q0

n, associated with a current K 0
n (x), by

Q0
n =

∫
dx K 0

n (x), with K 0
n (x) =Wn(λ, x)

∣∣∣
λrn

, (4.4.28)

where the de�nition of Wn(λ, x) and rn depends on the type of g and whether σ is inner or not.
For g of type B, C or D (see subsection 4.4.3) and for g of type A and σ inner (see subsection

4.4.4), we simply choose Wn(λ, x) = Tn(λ, x), so that K 0
n (x) = J 0

n (x). In this case, we consider rn
as the remainder of the euclidian division of −n by T . When g is of type A and σ is not inner (the
case discussed in subsections 4.4.5 and 4.4.6), we choose Wn(λ, x) as given by equation (4.3.19). In
this case, rn is de�ned as the remainder of the euclidian division of −n

(
1 + T

2

)
by T .

The equivariance properties (4.4.7) and (4.4.25) imply that, independently of the type of g and of
σ being inner or not, we have

Wn(ωλ, x) = ωrnWn(λ, x), (4.4.29)

for Wn de�ned as above. It therefore follows that the powers of λ appearing in Wn(λ, x) are of the
form rn + kT , with k ∈ Z≥0. In particular, the current K 0

n (x) of equation (4.4.28) is the coe�cient of
the smallest power of λ in Wn(λ, x).

As in the non-cyclotomic case, we restrict the degree n of the currents K 0
n (x) to some subset E0 of

Z≥2. More precisely, n belongs to E0 if n− 1 is an exponent of the a�ne algebra ĝ and rn is di�erent
from T − 1 (with the exception of the exponents related to the Pfa�an in type D, as in subsection
4.3.5). The results of this section can be summarised as the following theorem.

Theorem 4.4.1. Let n,m ∈ E0. Then the charges Q0
n and Q0

m are in involution, i.e. we have

{
Q0
n,Q0

m

}
= 0.

There is a subtlety in the de�nition ofWn(λ, x) for g of type A and σ inner. Indeed, in this case the
current K 0

n (x) is extracted just from Tn(λ, x) as recalled above. Yet in section 4.3, the current K λ0
n

at a non-cyclotomic point was extracted instead from Wn(λ, x) which di�ers from Tn(λ, x). Thus, for
this case, we choose the appropriate de�nition of Wn(λ, x) depending on whether the regular zeros of
the considered model are cyclotomic or not.

We end this section by an open question. For a non-cyclotomic regular zero λ0 and g of type B,
C or D, we considered local charges in involution Qλ0n built as the integral of the currents J λ0

n (x)
(see subsection 4.3.2). However, based on the results of [79], we also exhibited a more general family
of local charges in involution Qλ0n (ξ), depending on a free parameter ξ ∈ R and whose corresponding
currents K λ0

n (ξ, x) are constructed as polynomials in the J λ0
k 's.
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4. Local charges in involution and integrable hierarchies

In the subsection 4.4.3 of the present section, where we deal with a cyclotomic regular zero at the
origin for g of type B, C or D, the charges Q0

n are also constructed simply as integrals of the currents
J 0

n (x). It is thus natural to ask if there exists in this case a more general family of charges Q0
n(ξ),

depending on a free parameter ξ, as for the non-cyclotomic case. Moreover, for g of type A and σ inner
(as treated in subsection 4.4.4), the charges Q0

n are also integrals of the currents J 0
n (x) (we do not

need to construct more complicated currents to obtain charges in involution). It is thus also natural
to look for a more general family of charges Q0

n(ξ). This would be an interesting result, as it would
exhibit an important qualitative di�erence between the non-cyclotomic case and the cyclotomic one
(with σ inner), for g of type A.

We expect these one-parameter families (for g of type B, C and D or for g of type A with σ inner)
to exist. More precisely, we expect them to be given by the �rst non-zero coe�cient in the power
series expansions of a suitable generating function, depending on ξ, around the cyclotomic regular zero
λ = 0. As for the non-cyclotomic case, we will focus in this chapter on the local charges which do not
depend on a free parameter ξ (as described at the beginning of this subsection), for the same reasons
as the ones discussed at the end of subsection 4.3.2 for a non-cyclotomic zero.

4.5 Properties of the local charges

4.5.1 Algebra of local charges in involution

In the previous sections, we constructed a tower of local charges in involution at every regular zero
λ0 ∈ Z. More precisely, we constructed currents K λ0

n (x), with degrees n in some subset Eλ0 of Z≥2,
such that the charges Qλ0n de�ned as the integral of K λ0

n (x) are in involution with one another. In
this subsection, we study the whole algebra of local charges in involution, formed by all the Qλ0n for
λ0 ∈ Z and n ∈ Eλ0 . More precisely, we prove that currents K λ0

n (x) and K µ0
m (y) extracted at dif-

ferent regular zeros are in involution. We establish this result for regular zeros in Z, excluding the
point at in�nity. If in�nity is a regular zero then one can also extract charges in involution Q∞n , using
the results of subsection 4.2.2. The Poisson brackets of the corresponding currents with the currents
at �nite regular zeros involve some subtleties and will be treated separately at the end of the subsection.

In general, the currents K λ0
n (x) and K µ0

m (y) are constructed as polynomials of the currents J λ0
n (x)

and J µ0
m (y). It is therefore su�cient to prove that the Poisson bracket of J λ0

n (x) and J µ0
m (y) is zero.

The currents J λ0
n (x) and J µ0

m (y) are extracted from Tn(λ, x) and Tm(µ, y), whose Poisson bracket
is given by equation (4.2.17). We can suppose that µ0 is di�erent from 0 and thus is a non-cyclotomic
point, so that J µ0

m (y) = Tm(µ0, y). Using the fact that U12(λ, µ0) = ϕ(λ)R0
12(λ, µ0) since ϕ(µ0) = 0,

we can evaluate equation (4.2.17) at µ = µ0 to �nd

{Tn(λ, x),J µ0
m (y)} = −nmϕ(λ)Tr12

(
R0

12(λ, µ0)Sn−1(λ, x)1Sm−1(µ0, y)2

)
δ′xy. (4.5.1)

We will now treat separately the cases λ0 cyclotomic or λ0 non-cyclotomic.

Suppose that λ0 is non-cyclotomic so that J λ0
n (x) is simply the evaluation of Tn(λ, x) at λ = λ0.

Recall from paragraph 4.2.1 that, by construction of the set Z, as λ0 and µ0 are di�erent elements
of Z, the cyclotomic orbits ZTλ0 and ZTµ0 are disjoint. In particular, this means that R0

12(λ, µ0) is
regular at λ = λ0. Indeed, by equation (2.3.8) the poles of R0

12(λ, µ0) are the points of the orbit ZTµ0.
Moreover, Sn−1(λ, x) is regular at λ = λ0 and we have ϕ(λ0) = 0. Thus, evaluating equation (4.5.1)
at λ = λ0 we �nd that the currents J λ0

n (x) and J µ0
m (y) are in involution, as expected.

Let us now treat the cyclotomic case where λ0 = 0. In this case, J 0
n (x) is the coe�cient of λrn

in the power series expansion of Tn(λ, x) (cf. subsection 4.4.1). The Poisson bracket of J 0
n (x) with

J µ0
m (y) is then the coe�cient of λrn in equation (4.5.1). Recall from section 4.4 that for n ∈ E0,

we have rn < T − 1. Yet, in equation (4.5.1), R0
12(λ, µ0) and Sn−1(λ, x) are regular at λ = 0 and

ϕ(λ) = O(λT−1), hence the involution of J 0
n (x) and J µ0

m (y). In conclusion, we have proved
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Theorem 4.5.1. Let λ0, µ0 ∈ Z and let n ∈ Eλ0 and m ∈ Eµ0. Then, if λ0 6= µ0, we have
{

J λ0
n (x),J µ0

m (y)
}

= 0.

Combining this theorem with the results of previous sections, we conclude that the local charges
Qλ0n , for all λ0 ∈ Z and n ∈ Eλ0 , are in involution with one another.

We now turn to the case where one of the regular zeros is the point at in�nity. In this case, the
current J∞

m (y) is extracted from the Lax matrix L∞(α, y). From the Poisson brackets (2.2.6) and
(4.2.5), we get

{
L(λ, x)1,L∞(α, y)2

}
=
[
R̃12(λ, α−1),L(λ, x)1

]
δxy −

[
R21(α−1, λ),L∞(α, y)2

]
δxy (4.5.2)

−
(
R̃12(λ, α−1) +R21(α−1, λ)

)
δ′xy + α−1ψ(α)−1

[
R21(α−1, λ), C(x)2

]
δxy,

with the matrix R̃ de�ned in (4.2.8).
In the following, we will say that an equation is true weakly, and we will then use the symbol ≈

instead of =, if the equation holds when one puts the �eld C(x) to zero. This denomination and its
interest will be made clear when studying ZT -coset models, in which case the �eld C(x) is interpreted
as a gauge constraint. Note, in particular, that the last term of equation (4.5.2) vanishes weakly. Using
Corollary 4.2.3, we may then compute the Poisson brackets of Tn(λ, x) with

T ∞m (α, y) = Tr
(
S∞n (α, x)

)
= Tr

(
ψ(α)nL∞(α, x)n

)

weakly, to �nd

{Tn(λ, x),T ∞m (α, y)} ≈ −nmTr12
(
V12(λ, α)Sn−1(λ, x)1S

∞
m−1(α, y)2

)
δ′xy, (4.5.3)

where
V12(λ, α) = −α−2ϕ(λ)R̃0

12(λ, α−1) + ψ(α)R0
21(α−1, λ).

Suppose �rst that λ0 ∈ Z is non-cyclotomic. We have ϕ(λ0) = 0, and hence
{

J λ0
n (x),T ∞m (α, y)

}
≈ −nmψ(α)Tr12

(
R0

21(α−1, λ0)Sn−1(λ0, x)1S
∞
m−1(α, y)2

)
δ′xy.

The Poisson bracket between J λ0
m (x) and J∞

m (y) is then obtained, weakly, by extracting the coe�cient
of αrm in the equation above. Form ∈ E∞, we have rm < T−1. Yet ψ(α) = O(αT−1) andR0

21(α−1, λ0)

and S∞m−1(α, y) are regular at α = 0. Thus J λ0
n (x) and J∞

m (y) are weakly in involution.
It remains to consider the case where λ0 = 0. In this case, J 0

n (x) is the coe�cient of λrn in
Tn(λ, x) and we restrict to n such that rn < T − 1. We have to �nd the coe�cient of λrnαrm in
equation (4.5.3). Due to the presence of ϕ(λ) or ψ(α) in the two terms appearing in V12(λ, α), we see
that either the power of λ or the power of α is greater than T − 1 and thus cannot contribute to the
term λrnαrm . In conclusion, we have the following theorem.

Theorem 4.5.2. Suppose that in�nity is a regular zero of the model. Let λ0 ∈ Z, n ∈ Eλ0 and m ∈ E∞.
Then we have {

J λ0
n (x),J∞

m (y)
}
≈ 0.

Combining this theorem with the results of previous sections, we see that the local charges Qλ0n ,
for all λ0 ∈ Z ∪ {∞} and n ∈ Eλ0 , are (at least weakly) in involution with one another.

We thus constructed a large algebra of local charges in involution, composed of the charges Qλ0n ,
with λ0 regular zeros and n ∈ Eλ0 . Since these charges are local, they are also in involution with the
momentum P of the theory, whose Poisson bracket generates the derivative with respect to the spatial
coordinate x. We have not yet discussed the conservation properties of these charges. For the models
that we will consider as examples in this chapter, we will see in section 4.7 that the Hamiltonian H of
the theory always belongs to the algebra of local charges described above. It therefore follows that all
these charges are conserved. More precisely, we will see that H is always a linear combination of the
quadratic charges Qλ02 and the momentum P.

84



4. Local charges in involution and integrable hierarchies

4.5.2 Gauge invariance

In this subsection, we anticipate the application of the construction developed in the previous sections to
integrable σ-models on ZT -coset spaces. In those models, in�nity is a regular zero and the corresponding
�eld C(x) (cf. subsection 4.2.2) is a gauge constraint. We prove here that the currents K λ0

n (x)
constructed at regular zeros λ0 in the previous sections are gauge invariant, in the sense that they
Poisson commute with the constraint C(y). As the K λ0

n 's are polynomials of the J λ0
n 's, it is enough

to prove the following theorem.

Theorem 4.5.3. Suppose that in�nity is a regular zero. Let λ0 ∈ Z ∪ {∞} and n ∈ Eλ0 . Then, we
have {

J λ0
n (x), C(y)

}
= 0.

Proof. Let us �rst suppose that λ0 is di�erent from in�nity. The current J λ0
n (x) is extracted from

Tn(λ, x) = ϕ(λ)nL(λ, x)n. Recall the Poisson bracket between the Lax matrix L(λ, x) and C(y), given
by equation (4.2.5). By Corollary 4.2.3 we then have

{Tn(λ, x), C(y)} = −nϕ(λ)Tr1
(
C

(0)
12 Sn−1(λ, x)1

)
δ′xy.

If λ0 6= 0, J λ0
n (x) is simply Tn(λ0, x). And since λ0 is a regular zero, Sn−1(λ, x) is regular at

λ = λ0 and ϕ(λ0) = 0. Evaluating the above Poisson bracket at λ = λ0, we get the involution of
J λ0

n (x) and C(y). If λ0 = 0, J 0
n (x) is the coe�cient of λrn in Tn(λ, x) and, since n ∈ E0, we have

rn < T − 1. Moreover, since Sn−1(λ, x) is regular at λ = 0 and ϕ(λ) = O(λT−1), the λrn-term in the
Poisson bracket above is then zero, as required.

Finally, let us treat the case λ0 = ∞, for which J∞
n (x) is given by the coe�cient of αrn in

T ∞n (α, x) = Tr
(
ψ(α)nL∞(α, x)n

)
. Using the de�nition of L∞ and the Poisson brackets (4.2.5) and

(4.2.6), we �nd {
L∞(α, x)1, C(y)2

}
=
[
C

(0)
12 ,L∞(α, x)1

]
δxy − C(0)

12 δ
′
xy.

This bracket has the same structure as equation (4.2.5). Therefore, the case λ0 =∞ is treated exactly
in the same way than the case λ0 = 0, which ends the proof.

4.5.3 Reality conditions

To close this section let us discuss the reality conditions on the charges Qλ0n extracted at regular zeros
in the previous sections. In Chapter 3, we considered integrable σ-models with target space G0 or a
quotient of G0, where G0 is a real Lie group. If g0 is the Lie algebra of G0, then the Lax matrix of
the model is a g-valued �eld, where g is the complexi�cation of g0. In other words, g0 is a real form
of the complex Lie algebra g: it is thus characterised by a antilinear involutive automorphism τ (see
Appendix A.3). The fact that the σ-models we consider are on the real form G0 (or one of its quotient)
is encoded in the reality conditions (2.4.7) and (2.4.10) of the Lax matrix and of the twist function.

In particular, by equation (2.4.10), if λ0 is a zero of ϕ, its conjugate λ̄0 is also a zero of ϕ. Com-
bining the reality conditions (2.4.7) and (2.4.10), we also see that if λ0 is a regular zero (see paragraph
4.2.1), λ̄0 is also a regular zero. Thus, the regular zeros can be of two types: real ones λ0 ∈ R and
conjugate pairs λ0, λ̄0 in C \ R.

We will use the reality condition (2.4.7) in a similar way to the way we used the equivariance
property (2.4.3) in subsection 4.4.1. In particular, as we consider powers of the Lax matrix, which are
not in the Lie algebra g in general, we will need to extend �naturally� the automorphism τ to the whole
algebra F of matrices acting on the de�ning representation of g. This was done for the automorphism
σ in subsection 4.4.1 and appendix 4.A. One can apply similar ideas to τ , using the classi�cation of
real forms of the classical Lie algebras A, B, C and D. We do not present the details here and just
summarise the results.

There exists an extension of τ on the whole algebra of matrices F , which coincides with τ when
restricted to the Lie algebra g, and that we shall still denote τ . This extension is still an involutive
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4.6. Integrable hierarchies and zero curvature equations

semi-linear map of F to itself. However, it is not in general an algebra homomorphism. The main
properties of the extension τ that we will need are the following. There exists γ ∈ {1,−1} such that

τ(Zn) = γn−1 τ(Z)n, (4.5.4a)

Tr
(
τ(Z)

)
= γ Tr(Z), (4.5.4b)

for any Z ∈ F . For every real form g0 of a classical algebra g we have γ = 1, except for the real forms
su(p, q,R) of sl(d,C) (with p+ q = d), for which γ = −1. Using the properties (4.5.4) with the reality
conditions (2.4.7) and (2.4.10), one �nds that τ

(
Sn(λ, x)

)
= γn−1Sn(λ̄, x) and that

Tn(λ, x) = γnTn(λ̄, x). (4.5.5)

Consider a regular zero λ0. Suppose �rst that λ0 is complex: its conjugate λ̄0 is then also a regular
zero. According to the previous sections, we can extract two towers of (possibly complex) currents
J λ0

n (x) and J λ̄0
n (x) by evaluating Tn(λ, x) at λ = λ0 or λ = λ̄0 (note that λ0 cannot be a cyclotomic

point as it is complex). However, according to equation (4.5.5), these currents are not independent.
Indeed, they are related by the reality condition

J λ̄0
n (x) = γnJ λ0

n (x).

Thus, considering linear combination of Qλ0n and Qλ̄0n , we extract from each pair λ0, λ̄0 of complex
regular zeros two towers of real charges in involution: Qλ0n + γnQλ̄0n and i

(
Qλ0n − γnQλ̄0n

)
.

Suppose now that λ0 is a real and non-cyclotomic regular zero. Equation (4.5.5) then imposes the
reality condition

J λ0
n (x) = γnJ λ0

n (x). (4.5.6)

Thus, the current J λ0
n is either real or pure imaginary. In each case, we can extract only one tower

of real local charges. Consider now the case where λ0 is the origin and thus a cyclotomic real point.
The current J 0

n (x) is then the coe�cient of λrn in the power series expansion of Tn(λ, x). Yet, this
coe�cient is also the one of λ̄rn in the power series expansion of Tn(λ̄, x). The reality condition (4.5.5)
then implies that equation (4.5.6) also holds for λ0 = 0.

Finally, let us discuss the case where λ0 is in�nity, which we consider as a real point. From the
reality conditions (2.4.7) and (2.4.10), we �nd that the �eld C(x) de�ned in subsection 4.2.2 is real,
in the sense that τ

(
C(x)

)
= C(x). We then obtain reality conditions on the Lax matrix L∞(α, x) and

the twist function ψ(α) similar to equations (2.4.7) and (2.4.10). As a result we can apply the above
discussion, since the point at in�nity in the variable λ corresponds to the origin in the variable α, and
conclude that equation (4.5.6) also holds for λ0 =∞.

To summarise this subsection, we have shown that one can extract:

• one tower of real local charges for each real regular zero λ0,

• two towers of real local charges for each pair λ0, λ̄0 of complex regular zeros.

In other words, one can extract as many towers of real charges as there are regular zeros.

4.6 Integrable hierarchies and zero curvature equations

In the previous sections, we constructed a in�nite set of local charges Qλ0n in involution, with λ0 regular
zeros. It induces an in�nite set of commuting Hamiltonian �ows, de�ned by

{
Qλ0n , ·

}
. In this section,

we show that these �ows generate a hierarchy of integrable equations. More precisely, we associate
with each charge Qλ0n a connection

∇λ0n =
{
Qλ0n , ·

}
+Mλ0

n (λ, x)
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4. Local charges in involution and integrable hierarchies

which commutes with the connection ∇x = ∂x + L(λ, x). We show that the connections ∇λ0n also
commute with one another for �nite regular zeros λ0. The commutativity of these connections takes
the form of zero curvature equations. In particular, we will use the zero curvature equations involving
L(λ, x) and the Mλ0

n (λ, x)'s to prove that the local charges Qλ0n are in involution with the non-local
charges extracted from the monodromy of L(λ, x).

4.6.1 Zero curvature equations with L
The starting point of this chapter is an integrable system with Lax matrix L(λ, x) and Hamiltonian
H. The dynamical equations of this system are generated by the Poisson bracket with H. They are
encoded in the form of the zero curvature equation (2.2.2). In this subsection, we study the dynamics
of the Lax matrix under the Hamiltonian �ows generated by the local charges Qλ0n constructed in the
previous sections. More precisely, we show that these dynamics also take the form of a zero curvature
equation on L(λ, x):

Theorem 4.6.1. Let λ0 ∈ Z and n ∈ Eλ0. There exists a matrix Mλ0
n (λ, x) such that we have the

zero curvature equation
{
Qλ0n ,L(λ, x)

}
− ∂xMλ0

n (λ, x) +
[
Mλ0

n (λ, x),L(λ, x)
]

= 0.

Proof. Let us apply the second result of Corollary 4.2.3 to the Maillet bracket (2.2.6). Using the form
(2.4.1) of the R-matrix, we �nd

{L(λ, x),Tn(µ, y)} = n
[
Tr2
(
R0

12(λ, µ)Sn−1(µ, y)2

)
,L(λ, x)

]
δxy (4.6.1)

− nTr2
(
R0

12(λ, µ)Sn−1(µ, y)2

)
δ′xy − n

ϕ(µ)

ϕ(λ)
Tr2
(
R0

21(µ, λ)Sn−1(µ, y)2

)
δ′xy.

Consider �rst the case where λ0 is a non-cylotomic regular zero. Evaluating the equation above at
µ = λ0 and using ϕ(λ0) = 0, we have

{
L(λ, x),J λ0

n (y)
}

=
[
N λ0
n (λ, y),L(λ, x)

]
δxy −N λ0

n (λ, y)δ′xy, (4.6.2)

where
N λ0
n (λ, x) = nTr2

(
R0

12(λ, λ0)Sn−1(λ0, x)2

)
. (4.6.3)

Suppose now that λ0 is the origin, which is a cyclotomic point, in which case J 0
n (y) is constructed

as the coe�cient of µrn in the power series expansion of Tn(µ, y). Moreover, as n ∈ E0, we have
rn < T − 1 (see section 4.4). The Poisson bracket

{
L(λ, x),J 0

n (y)
}
is thus the µrn-term in equation

(4.6.1). We have ϕ(µ) = O(µT−1) and rn < T − 1, thus the last term of equation (4.6.1) cannot
contribute to µrn . Thus, we also have equation (4.6.2) for λ0 = 0, with

N 0
n(λ, x) = nTr2

(
R0

12(λ, µ)Sn−1(µ, x)2

)∣∣∣
µrn

.

We will say that N λ0
n is the Lax matrix associated with the charge de�ned as the integral of the

current J λ0
n . Equation (4.6.2) implies a zero curvature equation for the evolution of L(λ, x) under

the Hamiltonian �ow of this charge. In general, the charge Qλ0n is not the integral of J λ0
n but of K λ0

n

(see previous sections). Recall that K λ0
n is a polynomial in the J λ0

m 's. We construct the Lax matrix
Mλ0

n (λ, x) associated with Qλ0n by assigning any monomial J λ0
m1
. . .J λ0

mp in this polynomial to the
matrix

p∑

k=1

(∏

j 6=k
J λ0

mj (x)
)
N λ0
mk

(λ, x).

Using the fact that the Poisson bracket is a derivation, we �nd from equation (4.6.2) that
{
L(λ, x),K λ0

n (y)
}

=
[
Mλ0

n (λ, y),L(λ, x)
]
δxy −Mλ0

n (λ, y)δ′xy. (4.6.4)

After integration over y, we get the required zero curvature equation.
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Thus, the Hamiltonian �ows of the charges Qλ0n generate dynamical equations that can be recast
in the form of zero curvature equations. In conclusion, we have constructed a hierarchy of integrable
systems with Lax matrix L(λ, x) and Hamiltonians Qλ0n . The zero curvature equations of Theorem
4.6.1 can be seen as the commutativity of the connections

∇λ0n =
{
Qλ0n , ·

}
+Mλ0

n (λ, x) (4.6.5)

with ∇x = ∂x + L(λ, x). This connection ∇x can be thought of as the connection associated with
the local momentum P of the theory. As already mentioned, we will see in section 4.7 that for the
models we consider, the Hamiltonian is given by a linear combination H =

∑
λ0∈Z aλ0Q

λ0
2 + bP of the

quadratic charges Qλ02 and the momentum P. Therefore, the matrixM(λ, x) of equation (2.2.2) can
be constructed as

∑
λ0∈Z aλ0M

λ0
2 (λ, x) + bL(λ, x).

Theorem 4.6.1 only treats the case of �nite regular zeros λ0. Let us also brie�y discuss what
happens when λ0 = ∞. In this case, J∞

n (x) is extracted from the Lax matrix L∞(α, x). Since this
matrix satis�es a Maillet bracket with twist function ψ(α), one can apply the method developed here.
Doing so we �nd that the dynamics of L∞(α, x) under the Hamiltonian �ow of Q∞n takes the form of a
zero curvature equation. Moreover, starting with the Poisson bracket (4.5.2) and working weakly, we
also �nd a weak curvature equation

{Q∞n ,L(λ, x)} − ∂xM∞n (λ, x) + [M∞n (λ, x),L(λ, x)] ≈ 0,

where the matrixM∞n (λ, x) is constructed from

N∞n (λ, x) = −nα−2 Tr2
(
R̃0

12(λ, α−1)S∞n−1(α, x)2

)∣∣∣
αrn

in the same way as Mλ0
n (λ, x) was built from N λ0

n (λ, x) for a �nite regular zero λ0. In other words,
Theorem 4.6.1 also applies for λ0 =∞ when Poisson brackets are considered weakly.

Let us end this subsection by stating a few properties of the Lax matrix Mλ0
n (λ, x). Using the

equivariance property (2.4.2), we �nd that

σ
(
Mλ0

n (λ, x)
)

=Mλ0
n (ωλ, x).

The Lax matrixMλ0
n thus satis�es the same equivariance property (2.4.3) as L. Recall that the Lax

matrix N 0
n(λ, x) is extracted as the µrn-term in

Nn(µ ;λ, x) = nTr2
(
R0

12(λ, µ)Sn−1(µ, x)2

)
. (4.6.6)

Consider the equivariance properties (4.4.3) and

σ2R0
12(λ, µ) = ωR0

12(λ, ωµ).

Combining it with the fact that Tr
(
σ(Y )σ(Z)

)
= Tr(Y Z) for any matrices Y,Z ∈ F (see appendix

4.A), we �nd that
Nn(ωµ ;λ, x) = ωrnNn(µ ;λ, x). (4.6.7)

Therefore, the power series expansion of Nn(µ ;λ, x) in µ contains powers of the form rn + kT , with
k ∈ Z≥0. In particular, N 0

n(λ, x) is the coe�cient of the smallest power in this expansion, in the same
way as J 0

n (x) is in the expansion of Tn(µ, x).
Let us de�neMn(µ ;λ, x) from Nn(µ ;λ, x) and Tn(µ, x) in the same way we constructedMλ0

n (λ, x)
from N λ0

n (λ, x) and J λ0
n (x). In particular, Mλ0

n (λ, x) is the evaluation of Mn(µ ;λ, x) at µ = λ0.
From equations (4.4.6) and (4.6.7), we �nd the following equivariance property

Mn(ωµ ;λ, x) = ωrnMn(µ ;λ, x). (4.6.8)

SoM0
n(λ, x) is the coe�cient of the �rst term µrn in the power series expansion ofMn(µ ;λ, x).
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4.6.2 Involution with non-local charges

In this subsection, we use the result of the previous one to prove that the local charges Qλ0n are in
involution with the non-local charges extracted from the monodromy of the Lax matrix L(λ, x). This
monodromy is de�ned as the path-ordered exponential (see Appendix A.5)

T (λ) = P←−exp
(
−
∫

dz L(λ, z)

)
,

where the integral is taken on the real line R or the circle S1, depending on the coordinate space of
the model. Consider also the partial transfer matrices

T (λ ;x, y) = P←−exp
(
−
∫ x

y
dz L(λ, z)

)
.

The properties of these matrices are described in Appendix A.5. In particular, their variation under
an in�nitesimal variation of L is given by equation (A.5.2).

This formula allows one to compute derivatives of T and in particular its Poisson bracket with the
local charge Qλ0n , for λ0 ∈ Z and n ∈ Eλ0 . Speci�cally, we have

{
Qλ0n , T (λ ;x, y)

}
= −

∫ x

y
dz T (λ ;x, z)

{
Qλ0n ,L(λ, z)

}
T (λ ; z, y). (4.6.9)

The Poisson bracket of Qλ0n and L(λ, z) is given by Theorem 4.6.1. Using this together with the
equations (A.5.1) and (4.6.9), we �nd

{
Qλ0n , T (λ ;x, y)

}
= T (λ ;x, y)Mλ0

n (λ, y)−Mλ0
n (λ, x)T (λ ;x, y).

If the spatial coordinate is taken on the real line (from −∞ to ∞) and the �elds are assumed to be
decreasing at in�nity fast enough, we get

{
Qλ0n , T (λ)

}
= 0,

i.e. the whole monodromy T (λ) is in involution with Qλ0n . If the spatial coordinate is taken on the
circle (from 0 to 2π) and the �elds are assumed to be periodic, we get

{
Qλ0n , T (λ)

}
=
[
T (λ),Mλ0

n (λ, 0)
]
.

In this case, Qλ0n Poisson commutes with any central function of T (λ), e.g. the traces Tr
(
T (λ)k

)
and

the determinant det
(
T (λ)

)
. Thus, we have

Theorem 4.6.2. The monodromy T (λ) (resp. the central functions of T (λ)) is in involution with the
local charges Qλ0n for λ0 ∈ Z and n ∈ Eλ0, if the spatial coordinate is taken on the real line (resp. the
circle). In particular, it is conserved.

Proof. It just remains to prove the conservation of the non-local charges. This follows from the fact
that the Hamiltonian H can be expressed as a linear combination of the quadratic charges Qλ02 and
the momentum P.

Once again, this theorem applies only for �nite regular zeros λ0. Following a similar argument
to the one given in the previous subsection, it also holds for the charges Q∞n if we consider Poisson
brackets only weakly.
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4.6.3 Zero curvature equations between the Mλ0
n 's

In subsection 4.6.1, we showed that the dynamics of the Lax matrix L(λ, x) under the Hamiltonian �ow
of the local charge Qλ0n takes the form of a zero curvature equation with a matrixMλ0

n (λ, x). We thus
exhibited a hierarchy of integrable equations, corresponding to the commutativity of the connections
∇λ0n with ∇x. This can be seen as the compatibility condition of the two auxiliary linear problems
∇xΨ = 0 and ∇λ0n Ψ = 0, with Ψ a function on the phase space, valued in the connected and simply
connected Lie group with Lie algebra g. In this subsection, we prove that the connections ∇λ0n and
∇µ0m also commute with one another (except when λ0 is �nite and µ0 = ∞). This can be seen as the
simultaneous compatibility of all auxiliary linear problems ∇λ0n Ψ = 0 and it takes the form of zero
curvature equations:

Theorem 4.6.3. Let λ0, µ0 ∈ Z, n ∈ Eλ0 and m ∈ Eµ0. We have the zero curvature equation
{
Qλ0n ,Mµ0

m (λ, x)
}
−
{
Qµ0m ,Mλ0

n (λ, x)
}

+
[
Mλ0

n (λ, x),Mµ0
m (λ, x)

]
= 0.

This subsection is entirely devoted to the proof of Theorem 4.6.3. After stating some general
results, we will treat separately the cases λ0 6= µ0 and λ0 = µ0. Note that for the latter, we only have
a complete proof for an algebra g of type B, C and D. For g of type A, we veri�ed Theorem 4.6.3 for
the �rst degrees n and m and conjecture that it holds more generally for any n and m. To improve
the clarity of the subsection, some technical details of the proof are presented in appendix 4.B.

Here also the theorem concerns the �nite regular zeros λ0 and µ0. The method presented in this
subsection also applies for λ0 = µ0 = ∞ as L∞(λ, x) also satis�es an r/s-system with twist function
(Theorem 4.2.1). However, the theorem does not hold when λ0 is �nite and µ0 = ∞, even if Poisson
brackets are considered only weakly.

Some general results

Let us consider the Poisson bracket (4.6.1). It can be rewritten

{S(λ, x),Tm(µ, y)} = −mTr2
(
U12(λ, µ)Sm−1(µ, y)2

)
δ′xy

+m
[
Tr2
(
R0

12(λ, µ)Sm−1(µ, x)2

)
, S(λ, x)

]
δxy,

with S(λ, x) = S1(λ, x) = ϕ(λ)L(λ, x). Starting from this Poisson bracket, we elevate S(λ, x) to the
power n−1 and �nd, using the fact that the Poisson bracket and the commutator are derivations, that

{Sn−1(λ, x),Tm(µ, y)} = m
[
Tr2
(
R0

12(λ, µ)Sm−1(µ, x)2

)
, Sn−1(λ, x)

]
δxy (4.6.10)

−m
n−2∑

k=0

Sk(λ, x)Tr2
(
U12(λ, µ)Sm−1(µ, y)2

)
Sn−2−k(λ, x)δ′xy.

Recall the de�nition (4.6.6) of Nn(λ ; ρ, x). From the Poisson bracket (4.6.10), using the cyclicity of
the trace, we �nd

{Nn(λ ; ρ, x),Tm(µ, y)} = Γλµnm(ρ, x)δxy + Ξλµnm(ρ, x, y),

where

Γλµnm(ρ, x) = nmTr23
([
R0

12(ρ, λ),R0
23(λ, µ)

]
Sn−1(λ, x)2Sm−1(µ, y)3

)
, (4.6.11)

Ξλµnm(ρ, x, y) = nmTr23
(
R0

12(ρ, λ)Sm−1(µ, y)3

n−2∑

k=0

Sk(λ, x)2U23(λ, µ)Sn−2−k(λ, x)2

)
δ′xy, (4.6.12)

with U de�ned in equation (4.2.18). Let us introduce

Yλµnm(ρ, x, y) = [Nn(λ ; ρ, x),Nm(µ ; ρ, x)] δxy

+ {Tn(λ, y),Nm(µ ; ρ, x)} − {Tm(µ, y),Nn(λ ; ρ, x)} .
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It contains a term equal to δxy times

[Nn(λ ; ρ, x),Nm(µ ; ρ, x)] + Γλµnm(ρ, x)− Γµλmn(ρ, x).

One can show from equations (4.6.6) and (4.6.11) that this is equal to

Tr23
(

Υ123(ρ, λ, µ)Sn−1(λ, x)2Sm−1(µ, x)3

)
,

with

Υ123(ρ, λ, µ) =
[
R0

12(ρ, λ),R0
13(ρ, µ)

]
+
[
R0

12(ρ, λ),R0
23(λ, µ)

]
+
[
R0

32(µ, λ),R0
13(ρ, µ)

]
.

This terms vanishes as R0 is a solution of the classical Yang-Baxter equation (2.3.3). We are therefore
simply left with

Yλµnm(ρ, x, y) = Ξλµnm(ρ, x, y)− Ξµλmn(ρ, x, y). (4.6.13)

The currents Jk are extracted from Tk. But in general, the charges are constructed from currents
Kk which are extracted fromWk, where the de�nition ofWk depends on g and σ (see subsections 4.3.5
and 4.4.7). In particular, we have K λ0

k (x) = Wk(λ0, x) for a non-cyclotomic regular zero λ0. For the
origin, which is cyclotomic, K 0

k (x) is the coe�cient of λrk in Wk(λ, x). Let us de�ne

Zλµnm(ρ, x, y) = [Mn(λ ; ρ, x),Mm(µ ; ρ, x)] δxy (4.6.14)

+ {Wn(λ, y),Mm(µ ; ρ, x)} − {Wm(µ, y),Mn(λ ; ρ, x)} .

Using the expression of Wk andMk in terms of Tk and Nk, we see that Zλµnm(ρ, x, y) contains several
types of terms:

1. commutators [Nk(λ ; ρ, x),Nl(µ ; ρ, x)], multiplied by polynomials in the Tj 's,

2. Γλµkl (ρ, x) and Γµλlk (ρ, x), multiplied by polynomials in the Tj 's,

3. Ξλµkl (ρ, x, y) and Ξµλlk (ρ, x, y), multiplied by polynomials in the Tj 's,

4. {Tk(λ, x),Tl(µ, y)} and {Tk(µ, x),Tl(λ, y)}, multiplied by polynomials in Tj 's and Nj 's.

Moreover, the terms of type 1 and 2 are always ultralocal, i.e. proportional to δxy. It can be seen that
these terms always combine into polynomials of Tj multiplied by

[Nk(λ ; ρ, x),Nl(µ ; ρ, x)] + Γλµkl (ρ, x)− Γµλlk (ρ, x).

As explained above, this vanishes by virtue of the classical Yang-Baxter equation. Therefore, Zλµnm(ρ, x, y)
is composed only of terms of type 3 and 4.

Zero curvature equation at di�erent regular zeros

Let us now prove Theorem 4.6.3 when λ0 and µ0 are di�erent regular zeros. Since we are not considering
here the point at in�nity (see discussion after Theorem 4.6.3), at least one of them is non-cyclotomic,
say µ0. Recall that U23(λ, µ0) = ϕ(λ)R0(λ, µ0), as ϕ(µ0) = 0.

Consider �rst the case where λ0 is also non-cyclotomic. We will prove the that zero curvature equa-
tion of Theorem 4.6.3 holds by showing that Zλ0µ0nm (ρ, x, y) vanishes. As explained above, it contains
two types of terms. The ones of types 4 contain Poisson brackets between currents J λ0

k and J µ0
l .

According to Theorem 4.5.1, these brackets are all zeros. As λ0 and µ0 are two distinct elements of
Z, the cyclotomic orbits ZTλ0 and ZTµ0 are disjoint and thus R0(λ, µ0) is regular at λ = λ0. We
then have U23(λ0, µ0) = 0, as ϕ(λ0) = 0. We deduce from this that Ξλ0µ0kl (ρ, x, y) = 0 and similarly

Ξµ0λ0lk (ρ, x, y) = 0, i.e. the terms of type 3 also vanish. Thus Zλ0µ0nm (ρ, x, y) = 0, as required.
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Suppose now that λ0 is the origin and hence a cyclotomic point. Recall that K 0
n (x) andM0

n(ρ, x)
are the coe�cients of λrn in respectively Wn(λ, x) andMn(λ ; ρ, x). Thus, it is enough to show that
there is no term λrn in Zλµ0nm (ρ, x, y) to prove Theorem 4.6.3 in this case. Recall that Tk(λ, x) and
Nk(λ ; ρ, x) contain powers of λ of the form rk + aT with a ∈ Z≥0. As rn ≤ T − 2 < T for n ∈ Eλ0 ,
the powers with a ≥ 1 cannot contribute to the λrn-term. Following the discussion at the end of
paragraph 4.6.3, the term λrn of Zλµ0nm (ρ, x, y) is thus composed of polynomials in the J 0

k 's and N 0
k 's

times Poisson brackets of J 0
k with J µ0

l or terms of the form

Ξλµ0kl (ρ, x, y)
∣∣∣
λrk

or Ξµ0λlk (ρ, x, y)
∣∣∣
λrk
,

for k such that rk < T − 1. According to Theorem 4.5.1, the Poisson brackets of such J 0
k with J µ0

l

vanish. Moreover, Ξλµ0kl (ρ, x, y) is proportional to ϕ(λ)R0(λ, µ0). Yet, ϕ(λ) = O(λT−1) and rk < T −1,

hence Ξλµ0kl (ρ, x, y)
∣∣∣
λrk

= 0. Similarly Ξµ0λlk (ρ, x, y)
∣∣∣
λrk

= 0. Thus, the coe�cient of λrn in Zλµ0nm (ρ, x, y)

vanishes, as required. This ends the proof of Theorem 4.6.3 for di�erent regular zeros λ0 and µ0.

Zero curvature equations at a non-cyclotomic regular zero

Let us now prove Theorem 4.6.3 for λ0 = µ0. We start with the case where λ0 is a non-cyclotomic

point. We then want to show that
∫

dyZλ0λ0nm (ρ, x, y) = 0.

As in section 4.3, we treat separately the Lie algebras of type B, C and D and the Lie algebras
of type A. Suppose �rst that g is of type B, C or D. In this case, the currents K λ0

2n are equal to the
currents J λ0

2n (see subsections 4.3.2 and 4.3.5) and the corresponding Lax matrices Mλ0
2n are equal

to the matrices N λ0
2n . Thus, Zλ0λ02n 2m(ρ, x, y) is simply equal to Yλ0λ02n 2m(ρ, x, y) (see paragraph 4.6.3).

According to equation (4.6.13), we have

Yλ0λ02n 2m(ρ, x, y) = Ξλ0λ02n 2m(ρ, x, y)− Ξλ0λ02m 2n(ρ, x, y),

where Ξ was de�ned in equation (4.6.12). To avoid cluttering the argument in the present paragraph
with too many technicalities, we postpone the details of the computation of Ξλ0λ02n 2m(ρ, x, y) in appendix
4.B.1. We �nd

Ξλ0λ02n 2m(ρ, x, y) =
ϕ′(λ0)

T

4nm(1− 2n)

2n+ 2m− 2
N λ0

2n+2m−2(ρ, x)δ′xy + fλ02n 2m(ρ, x)δxy,

where the function fλ02n 2m satis�es fλ02n 2m = fλ02m 2n (cf. appendix 4.B.1). It then follows that

Yλ0λ02n 2m(ρ, x, y) =
ϕ′(λ0)

T

8nm(m− n)

2n+ 2m− 2
N λ0

2n+2m−2(ρ, x)δ′xy,

from which we deduce that
∫

dy Yλ0λ02n 2m(ρ, x, y) = 0, as required.

Suppose now that g is of type A. In this case, the currents K λ0
n are di�erent from the currents

J λ0
n and we therefore have to consider Zλ0λ0nm rather than simply Yλ0λ0nm . According to the discussion

at the end of paragraph 4.6.3, it contains polynomials in the J λ0
p 's and N λ0

p 's, multiplied by either

Ξλ0λ0kl (ρ, x, y) or
{
J λ0

k (x),J λ0
l (y)

}
. This last Poisson bracket is given by equation (4.3.9) and is

expressed in terms of the J λ0
p 's. As for type B, C and D, we compute the expression of Ξλ0λ0kl in

appendix 4.B.1. We �nd

Ξλ0λ0k l (ρ, x, y) = −ϕ
′(λ0)

T

kl(k − 1)

k + l − 2
N λ0
k+l−2(ρ, x)δ′xy

+
ϕ′(λ0)

dT
klJ λ0

l−1(y)N λ0
k−1(ρ, x)δ′xy + fλ0kl (ρ, x)δxy,
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for some function fλ0kl such that fλ0kl = fλ0lk .
Hence Zλ0λ0nm can be expressed in terms of the J λ0

p 's and N λ0
p 's, up to terms involving fλ0kl . The

latter are always of the form
αJ λ0

p1 (x) . . .J λ0
pq (x)fλ0kl (ρ, x)δxy,

with α a constant. Moreover, one can check that for any such term, there is also a similar one but
with an opposite sign and k and l interchanged. Using the symmetry property fλ0kl = fλ0lk , one can
then conclude that these terms always vanish.

Therefore Zλ0λ0nm can be expressed in terms of the J λ0
p 's and N λ0

p 's. Using the �rst explicit expres-
sions (4.3.11) for the current K λ0

n and the corresponding expressions for the matricesMλ0
n , it can be

check directly that
∫

dy Zλ0λ0nm (ρ, x, y) = 0 for the �rst few degrees n,m. Speci�cally, we have checked

this for degrees n and m up to 7. In particular, we observed that we could not have chosen di�erent
coe�cients in equation (4.3.11) for these zero curvature equations to hold (in the same way that these
coe�cients were uniquely �xed by requiring the involution of Qλ0n and Qλ0m ). Based on these strong
observations, we conjecture that it holds for any n,m ∈ Eλ0 .

Zero curvature equations at a cyclotomic regular zero

Finally, let us prove Theorem 4.6.3 for λ0 = µ0 = 0, which is a cyclotomic point. Remember that
K 0
n (x) andM0

n(ρ, x) are extracted as the coe�cient of λrn in the power series expansion of Wn(λ, x)
andMn(λ ; ρ, x) where rn is the smallest power appearing in these expansions. That is, Theorem 4.6.3
for λ0 = µ0 = 0 is equivalent to the statement that

∫
dy Zλλnm(ρ, x, y)

∣∣∣
λrn+rm

= 0.

Let us start with the case of a Lie algebra g of type B, C or D, for which Zλλ2n 2m = Yλλ2n 2m. According
to equation (4.6.13), we have

Yλλ2n 2m(ρ, x, y) = Ξλλ2n 2m(ρ, x, y)− Ξλλ2m 2n(ρ, x, y).

The computation of Ξλλ2n 2m

∣∣
λrn+rm

is performed in appendix 4.B.2. The �nal result is

Ξλλ2n 2m(ρ, x, y)
∣∣∣
λr2n+r2m

= f
(0)
2n 2m(ρ, x)δxy − θr2n+r2m+2−T ζ ′(0)

4nm(2n− 1)

2n+ 2m− 2
N 0

2n+2m−2(ρ, x)δ′xy,

with f
(0)
2n 2m a function symmetric under the exchange of n and m. By virtue of this symmetry we

�nd that the terms involving f disappear in Yλλ2n 2m(ρ, x, y)
∣∣
λrn+rm

, while the other terms vanish when
integrated over y, as required.

Consider now g = sl(d,C) of type A. The construction of the currents K 0
k depends on σ being

inner or not (see subsections 4.4.4, 4.4.5 and 4.4.7). If σ is inner, then the currents K 0
k and Wk are

equal to the currents J 0
k and Tk. In this case, we have

Zλλnm(ρ, x, y) = Yλλnm(ρ, x, y) = Ξλλnm(ρ, x, y)− Ξλλmn(ρ, x, y).

The expression for Ξλλnm(ρ, x, y)
∣∣
λrn+rm

is given by equation (4.B.7) of appendix 4.B.2. It has the same
structure as in the case of types B, C and D: the same arguments then apply and we conclude that
the integration of Yλλnm(ρ, x, y)

∣∣
λrn+rm

over y vanishes.

Finally, consider g = sl(d,C) of type A with σ not inner. In this case, the currents K 0
k (x) and

Wk(λ, x) are constructed as polynomials of respectively J 0
k (x) and Tk(λ, x). The corresponding

structure of Zλµnm is discussed at the end of paragraph 4.6.3. In particular, Zλλnm(ρ, x, y) is composed of
two types of terms:
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• Ξλλkl (ρ, x, y), multiplied by polynomials in the Tj(λ, ·)'s,

•
{
Tk(λ, x),Tl(λ, y)

}
, multiplied by polynomials in the Tj(λ, ·)'s and Nj(λ ; ρ, ·)'s.

We want to extract the coe�cient of λrn+rm in Zλλnm(ρ, x, y). Recall that the powers of λ appearing
in Tj(λ, ·) and Nj(λ ; ρ, ·) are of the form rj+aT , with a ∈ Z≥0, and that the coe�cients corresponding
to a = 0 are J 0

j (·) and N 0
j (ρ, ·). In the two types of terms mentioned above, one can check that the

terms with a > 0 will not contribute to the coe�cient of λrn+rm . More precisely, Zλλnm(ρ, x, y)
∣∣
λrn+rm

is composed of two types of terms:

• Ξλλkl (ρ, x, y)
∣∣
λrk+rl

, multiplied by polynomials in the J 0
j (·)'s,

•
{
J 0

k (x),J 0
l (y)

}
, multiplied by polynomials in the J .

j (·)'s and N 0
j (ρ, ·)'s.

The Poisson brackets
{
J 0

k (x),J 0
l (y)

}
are given by equation (4.4.16). The expression for Ξλλkl (ρ, x, y)

∣∣
λrk+rl

is worked out in appendix 4.B.2 and reads

Ξλλkl (ρ, x, y)
∣∣∣
λrk+rl

= f
(0)
kl (ρ, x)δxy − θrk+rl+2−T ζ ′(0)

kl(k − 1)

k + l − 2
N 0
k+l−2(ρ, x)δ′xy

− θrk+1−Sθrl+1−S
ζ ′(0)

d
klJ 0

l−1(y)N 0
k−1(ρ, x)δ′xy,

where f (0)
kl is a function invariant under the interchange of k and l.

The rest of the argument follows closely that given in the non-cyclotomic case. Speci�cally, the
terms containing f (0)

kl are seen to vanish by virtue of this symmetry property. We can thus express
Zλλnm(ρ, x, y)

∣∣
λrn+rm

in terms of the J 0
k 's and N 0

k 's only. One then can check explicitly that this
expression vanishes when integrated over y, as required. We veri�ed this for the �rst few degrees n
and m (up to 8) and di�erent values of T (from 2 to 6). We therefore conjecture that this is also true
for any n,m ∈ E0 and any T .

4.7 Applications

In Chapter 3, we gave a list of integrable σ-models which �t in the framework of models with twist
function. In this section, we apply the methods developed in the previous sections to these particular
examples, analyse the results and compare them to some existing work in the literature. These models
were recently re-interpreted as particular examples of so-called dihedral a�ne Gaudin models [78].
We will explain in second part of this thesis how the framework of dihedral a�ne Gaudin models is
particularly suited to apply the methods of the present chapter.

4.7.1 Principal chiral model and its deformations

Let us start with the simplest integrable σ-model, the Principal Chiral Model (PCM). The study of
local charges of the PCM is already well known and was treated in the reference [79]: these results
were the principal motivation and guideline for the present chapter. In particular, one of the aims
was to generalise the construction of [79] to a wider class of models, among which are the integrable
two-parameters deformations of the PCM (dPCM). We shall discuss the latter in this subsection.

The integrable structure of the dPCM was discussed in subsection 3.3.2. In this case, σ = Id so that
T = 1. Their Lax matrix and twist function are given by equations (3.3.19) and (3.3.18) respectively.
In the language of this chapter, the regular zeros of these deformed models are +1 and −1. The
evaluation of ϕ(λ)L(λ, x) at these zeros gives the �elds

J±(x) =
A(x)±Π(x)

(k ± 1)2 +A2
, (4.7.1)

which reduce to the light-cone currents jL± in the undeformed case.
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The local charges Q±1
n constructed in the present chapter are related to the traces of powers of

these �elds. In the undeformed case, i.e. for the PCM, these �elds coincide with the �elds jL± used in
reference [79] to construct the local charges. Thus, the method presented in this chapter gives back
the results of [79] for the PCM, as expected. In the deformed case, it generalises these results, while
keeping a similar structure in the construction: in particular, we obtain two towers of local charges
in involution, corresponding to the two chiralities of the model, and the spin of these charges is still
related to the exponents of the a�ne Kac-Moody algebra ĝ, as it was in the PCM case [79].

The Hamiltonian and momentum of the deformed PCM are given by equations (3.3.20). One can
check that these are related to the quadratic charges Q±1

2 as follows

HdPCM = − Q+1
2

2ϕ′dPCM(+1)
+

Q−1
2

2ϕ′dPCM(−1)
,

PdPCM = − Q+1
2

2ϕ′dPCM(+1)
− Q−1

2

2ϕ′dPCM(−1)
.

In particular, the Hamiltonian belongs to the algebra of local charges in involution so that these charges
are conserved (see also the discussion at the end of subsection 4.5.1).

This observation also allows one to recover the temporal component M(λ, x) of the Lax pair of
the model (see the paragraph below equation (4.6.5)). More precisely, the equation of motion of the
dPCM can be recast as the Lax equation (2.2.2), where

MdPCM(λ,x) = − M
+1
2 (λ, x)

2ϕ′dPCM(+1)
+
M−1

2 (λ, x)

2ϕ′dPCM(−1)
=

Π(x) + λA(x)

1− λ2
.

This zero curvature equation (2.2.2) is the �rst among a whole hierarchy of integrable equations gen-
erated by the local charges Q±1

n (cf. subsection 4.6.1).

In particular, this result was used in subsection 4.6.2 to show that the local charges Q±1
n are in

involution with the non-local charges extracted from the monodromy of the Lax matrix L(λ, x) (see
Theorem 4.6.2). In [79], it was shown that the local charges of the undeformed PCM Poisson commute
with the non-local charges generating the classical Yangian symmetry of the model. In the framework
of this chapter, if we consider the model on the real line R, we expect these non-local charges to be
extracted from the expansion of (a gauge transformation of) the monodromy around the pole λ = 0 of
the twist function of the PCM.

For the Yang-Baxter model (k = 0 and η 6= 0, see paragraph 3.3.1), this Yangian symmetry gets
deformed to a quantum a�ne symmetry [36] (see also Chapter 5 of this thesis for the �nite part of
the deformed symmetry). In particular, studying the monodromy around the poles ±iη of the twist
function of the Yang-Baxter model, one can extract a q-deformed a�ne Poisson-Hopf algebra Uq(ĝ).
We have therefore proved that this algebra of non-local charges is in involution with the algebra of
local charges consisting of the Q±1

n 's.

As explained in the chapter 3, the PCM and its deformation are de�ned on a real Lie group G0,
whose Lie algebra g0 is a real form of g. This real form is characterised by a semi-linear involutive
automorphism τ . The Lax matrix (3.3.19) of these models satis�es the reality condition (2.4.7).
Moreover, the twist function (3.3.18) veri�es the reality condition (2.4.10) and the regular zeros of the
model (+1 and −1) are real. Thus, the discussion of the subsection 4.5.3 applies to these models and
the charges Q±1

n are real (possibly up to a rede�nition of some Q±1
n by a factor of i, depending on τ).

4.7.2 Bi-Yang-Baxter model

There exists another two-parameter deformation of the PCM, the Bi-Yang-Baxter (BYB) σ-model
[28,33], which is the subject of the Section 3.4 of this thesis. Here, we choose to treat the BYB model
in its gauge �xed formulation, as described in Subsection 3.4.5. As we saw, this formulation does not �t
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exactly within the framework of models with twist function, but we will explain how one can overcome
this di�culty by further relaxing the general assumptions we made. Even though this generalisation
could have been done throughout the entire chapter, we chose here to work in a more restricting but
more common framework for clarity and simplicity. In this regard, the present subsection is also used
to illustrate, a posteriori, how the methods and results we found apply under the generalised conditions.

The Lax pair of the gauge-�xed BYB model takes the form (3.4.32). The corresponding Lax matrix
then reads

LGF(ξ, x) =
K1(x) + λK0(x)

1− ξ2
+K∞(x), (4.7.3)

for some g-valued �elds K0, K1 and K∞. The Hamiltonian analysis of the BYB model was done in
Section 3.4. In particular, the Poisson bracket of the Lax matrix (4.7.3) was computed in Subsection
3.4.5. It takes the form of a Maillet bracket with twist function ϕGF de�ned in (3.4.36) but with the
standard R-matrix R0 replaced by the matrix R0,GF de�ned in (3.4.35).

As R0,GF is di�erent from R0, we cannot directly apply the results of this chapter. However, going
through the details of the proofs of these results for a non-constrained model with T = 1, we see that
the only properties of the matrix R0 that we used are the CYBE (for the zero curvature equations),
the fact that R0

12(λ, µ) is holomorphic at pairs (λ0, µ0) of distinct regular zeros and the asymptotic

property (4.3.2) near a regular zero µ = λ0. The matrix R0,GF also satis�es the CYBE, as explained
in Subsection 3.4.5. Moreover, one easily checks that it also veri�es the holomorphy condition and the
asymptotic property mentioned above. Thus, the results we found in this chapter also apply to the
BYB model.

This is a general observation: we can also treat the models where the matrix R0 is replaced by a
matrix R′ satisfying some similar properties. More precisely, we require that R′

• obeys the CYBE (2.3.3),

• is holomorphic at (λ0, µ0) with λ0 and µ0 di�erent regular zeros in Z,
• veri�es the asymptotic property (4.3.2) around non-cyclotomic regular zeros,

• satis�es the equation (4.4.8) for U12(λ, λ) around a cyclotomic regular zero, up to a term
O(λ2T−3) (which would not contribute to some (rn + rm)th power of λ in (4.4.9)).

In particular, let us consider a matrix R′ of the form

R′12(λ, µ) = R0
12(λ, µ) +D12(µ), (4.7.4)

like the matrix R0,GF. Then R′12(λ, µ) is holomorphic for λ and µ going to di�erent regular zeros if D
is holomorphic at any regular zero (this is for example the case for the BYB model). This condition
also ensures that the asymptotic property (4.3.2) is satis�ed by R′. In the same way the condition on
U12(λ, λ) is satis�ed by R′ if D12(λ) +D21(λ) = O(λT−2).

Let us note, however, that these conditions do not allow to treat the case where in�nity is a regular
zero in the same way that we did in this chapter (subsections 4.2.2 and 4.4). This would require, among
other conditions, that the asymptotic properties (4.2.4) at in�nity are also satis�ed by the matrix R′.
One can check that a matrix R′ of the form (4.7.4) can never satisfy the second property of equation
(4.2.4).

As explained above, we can apply the construction of local charges in involution to the BYB model.
These local charges will be very similar to the ones of the PCM and its deformations, described in
the previous subsection, so we shall not enter into much details here. Let us note that these charges
are related to traces of powers of K0(x) ± K1(x), where K0 and K1 are the �elds appearing in the
Lax matrix (4.7.3). As in the case of the PCM (see previous subsection), the Hamiltonian and the
momentum of the BYB model are related to the quadratic charges Q±1

2 by the relation
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4. Local charges in involution and integrable hierarchies

HGF = − Q+1
2

2ϕ′GF(+1)
+

Q−1
2

2ϕ′GF(−1)
,

PGF = − Q+1
2

2ϕ′GF(+1)
− Q−1

2

2ϕ′GF(−1)
.

In particular, the local charges constructed above are all conserved.

4.7.3 ZT -coset models and their deformations

In this subsection, we discuss the construction of local charges in involution for ZT -coset models (and
the deformations of Z2-coset models). These models were described in Subsections 3.2.2 and 3.3.3.
Their twist function and Lax matrix are given by equations (3.2.27) and (3.2.26) for undeformed
ZT -coset and by (3.3.24) and (3.3.23) for the deformed Z2-coset. Local charges in involution were
constructed for symmetric spaces, i.e. Z2-cosets, in references [80] and [146]: we shall compare these
results with the ones of this chapter.

The regular zeros of these models are the origin and in�nity, which are both cyclotomic points.
We shall therefore apply here the construction of section 4.4. Moreover, all these models possess a
gauge constraint X(0) (see Chapter 3), which is identi�ed with the �eld at in�nity C(x) described in
subsection 4.2.2. The results of subsection 4.5.2 ensure that the densities of the local charges that we
construct here are gauge invariant. Indeed, by Theorem 4.5.3, these densities Poisson commute with
the constraint C.

As in the case of the PCM (see subsection 4.7.1), the degrees of the local charges are related to the
exponents of the a�ne Kac-Moody algebra ĝ plus one (here also, we do not consider the exponents
corresponding to the Pfa�an for type D). However, as explained in section 4.4, the fact that the regular
zeros of the model are cyclotomic makes some of the exponents `drop out', in the sense that we cannot
construct a charge of the corresponding degree. Recall that a degree n (corresponding to an exponent
n− 1) drops out if rn is equal to T − 1 (where rn was de�ned in subsection 4.4.1).

Let us study this in more detail for the case of Z2-cosets. In particular, we shall compare this phe-
nomenon of exponents dropping out with some results of reference [80]. Indeed, in this reference, some
local charges in involution were constructed for symmetric spaces (i.e. Z2-cosets). These symmetric
spaces correspond to quotients G0/G

σ
0 of the real Lie group G0 by the subgroup of �xed points under

the involutive automorphism σ. Such spaces were classi�ed, up to isomorphism, for classical compact
groups G0.

In particular, the possible exponents (i.e. the degrees minus one) of the local charges for each
symmetric space of this classi�cation were listed in Table 1 of [80]: they form a (potentially proper)
subset of the exponents of ĝ. A simple case by case computation of the integers rn for these symmetric
spaces, and thus these automorphisms σ, shows that the exponents of ĝ which do not appear in this list
are exactly the exponents that drop out in the formalism of the present chapter. We therefore recover
the structure of the degrees of local charges found in [80] (except for the integer h of [80], which we
could not interpret in the present formalism).

An explicit computation of the traces of powers of ϕZ2(λ)LZ2(λ, x) around the origin λ = 0 shows
that the charges constructed in this chapter coincide, up to some factors, with the ones constructed
in reference [80]. The two regular zeros 0 and ∞ correspond to the two chiralities of the model. The
article [80] focused on one particular chirality. Here, we also have the Poisson brackets between the
two towers of local charges constructed in this way. Indeed, according to Theorem 4.5.2, we show that
these two towers of charges Poisson commute weakly.

This chapter also generalises the results of [80] in di�erent directions. First of all, the present
formalism also allows to treat the integrable deformations of the Z2-coset model. Indeed, as explained
in Subsection 3.3.3, the regular zeros of these models are still 0 and ∞ and so the methods developed
here still apply. The main generalisation is that this chapter does not restrict to (compact) symmetric
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spaces and also generalises the construction to any ZT -coset model. Finally, in this chapter we have
also studied the hierarchy of equations induced by the �ow of these local charges.

Recall the supercoset models discussed at the end of Subsection 3.2.2, which have a similar struc-
ture than the ZT -coset models but with g a super-Lie algebra. Although we did not consider such
models in this chapter, we expect the construction to extend to these theories, by working with the
Grassmann envelope of g and replacing all traces by supertraces. One should however be careful about
how the automorphism σ is extented to the whole matrix algebra (see appendix 4.A) in these supercoset
cases. Such considerations could allow the construction of local charges in involution for supercoset
σ-models whose target space includes AdS manifolds, with possible applications to the Green-Schwarz
formulation of string theory.

We end this subsection by observing that the Hamiltonian of the ZT -coset model is related to the
quadratic charge Q0

2 at the origin and the momentum PZT of the theory by

HZT =
Q0

2

ζ ′(0)
+ PZT ,

where ζ was de�ned in equation (2.4.6) (note that this expression also holds for the deformed Z2

model). Thus, we conclude that the local charges constructed above are conserved, as they commute
(at least weakly) with the Hamiltonian.

As the ZT -coset models are constrained models, their Hamiltonian is de�ned up to a term Tr
(
µ(x)C(x)

)
,

where µ is a g-valued Lagrange multiplier. In this sense, HZT de�ned above is a particular choice of
such a Hamiltonian, which generates a strong zero curvature equation (2.2.2) on the Lax matrix L.
Another choice of Hamiltonian involves the quadratic charge Q∞2 extracted at in�nity, namely

H̃ZT = − Q
∞
2

ζ ′∞(0)
− PZT ,

where ζ∞ is de�ned in the same way than ζ by ζ∞(αT ) = αψ(α). This Hamiltonian is weakly equal
to HZT and generates a strong curvature equation on the Lax matrix L∞.

4.A Extension of the automorphism to the whole space of matrices

We consider a Lie algebra g of classical type A, B, C or D, in its de�ning matricial representation. We
therefore regard elements of g as acting linearly on a vector space V , i.e. as element of the space F
of endomorphisms of V . Note that we can consider some connected matrix group G ⊂ F whose Lie
algebra is g. Let σ be an automorphism of g, of �nite order T . In this chapter, we are considering
powers of elements of g, which do not belong to g in general but are elements of F . Thus, we want to
extend the automorphism σ to the whole space of matrices F , in a �natural way�.

4.A.1 The conjugacy case

Let us begin with the case where σ is inner, i.e. when σ : X ∈ g 7→ QXQ−1 for some Q ∈ G. Then the
extension of σ to F , which by a slight abuse of notation we still denote as σ, can be naturally de�ned
as

σ : F 7−→ F
X −→ QXQ−1 (4.A.1)

This covers the case of types B and C, as they do not have any non trivial diagram automorphism.

Let us now consider the algebra Dn, i.e. g = so(2n,C), for n ≥ 5. In this case, there always
exists one non trivial diagram automorphism. However, this automorphism can be realised on the
de�ning representation as an external conjugation: σ : X ∈ g 7→ QXQ−1 where Q is not in the group
SO(2n,C) but belongs to O(2n,C). In this case, the endomorphism σ as de�ned in equation (4.A.1)
still naturally extends σ on F .
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Let us say a few words on the algebra D4 = so(8,C). It is known to have 6 diagram automor-
phisms, forming the triality, isomorphic to the symmetric group S3. One of them, of order 2, can also
be realised as conjugation by a matrix Q ∈ O(8,C) and so extends to F = M8(C) by equation (4.A.1).
The other non-trivial ones cannot be realised in any �natural way� on the de�ning representation and
thus cannot easily be extended to the whole space M8(C). We shall not consider them in this chapter.

We now describe the properties of the extension σ de�ned in (4.A.1). The fact that the auto-
morphism σ of g is of order T is equivalent to the fact that QT belongs to the centraliser of g in
F ,

ZF (g) = {X ∈ F s.t. [X,Y ] = 0, ∀Y ∈ g} .

By Schur's lemma, this implies that QT = λ Id for some λ ∈ C. Therefore σ on F de�ned by (4.A.1)
is also of order T . We shall make extensive use of the following �ve obvious properties of σ as de�ned
in (4.A.1):

σ(XY ) = σ(X)σ(Y ), σ(Xn) = σ(X)n, σ(Id) = Id,

Tr
(
σ(X)

)
= Tr(X), Tr

(
σ(X)σ(Y )

)
= Tr(XY ),

for any X,Y in F .

4.A.2 The transpose case

The last case that we have to treat is the one of a type A algebra, with σ being not inner. We thus
consider the de�ning representation g = sl(d,C). The action of σ on g can then always be expressed
as σ : X ∈ g 7→ −QXTQ−1, where XT is the transpose of X and Q is a matrix in SL(d,C). Here also
we can naturally extend σ to an endomorphism of F = Md(C), which we still denote σ, by letting

σ : F 7−→ F
X −→ −QXTQ−1 . (4.A.2)

Once again, let us investigate the properties of σ. As the automorphism σ of g is not inner, its order
T must be even, and we shall write T = 2S. We note that σ2 acts as conjugation by R = Q(QT)−1.
The fact that σT = (σ2)S = Id|g is thus equivalent to the fact that RS belongs to the centraliser ZF (g).
Thus RS = λ Id for some λ ∈ C and so σ de�ned in (4.A.2) is also of order T . We end the subsection
by noting the following �ve properties of σ:

σ(XY ) = −σ(Y )σ(X), σ(Xn) = (−1)n−1σ(X)n, σ(Id) = −Id,
Tr
(
σ(X)

)
= −Tr(X), Tr

(
σ(X)σ(Y )

)
= Tr(XY ),

for any X,Y in F .

4.B Computation of Ξ

In this appendix, we give the details of the computation in some particular cases of the term Ξλµnm(ρ, x, y),
de�ned by (4.6.12).

4.B.1 At a non-cyclotomic regular zero

We �rst suppose that λ0 is a non-cyclotomic regular zero and that g is of type B, C or D. Recall that
in this case, we constructed currents K λ0

2n = J λ0
2n and the associated Lax matricesMλ0

2n = N λ0
2n . We

want to compute Ξλ0λ02n 2m(ρ, x, y), starting from equation (4.6.12). Recall from section 4.3 that for a
non-cyclotomic zero λ0, one has U23(λ0, λ0) = − 1

T ϕ
′(λ0)C12. Recall also from subsection 4.3.2 that
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S2m−1(λ0, x) belongs to the Lie algebra g, as it is an odd power of a matrix in g. Using the completeness
relation (4.2.13), we �nd

Ξλ0λ02n 2m(ρ, x, y) = −4nmϕ′(λ0)

T
Tr2

(
R0

12(ρ, λ0)

2n−2∑

k=0

Sk(λ0, x)2S2m−1(λ0, y)2S2n−2−k(λ0, x)2

)
δ′xy,

(4.B.1)

Using the identity f(y)δ′xy = f(x)δ′xy +
(
∂xf(x)

)
δxy and the fact that Sp(λ, x)Sq(λ, x) = Sp+q(λ, x),

we get

Ξλ0λ02n 2m(ρ, x, y) = fλ02n 2m(ρ, x)δxy −
4nmϕ′(λ0)(2n− 1)

T
Tr2
(
R0

12(ρ, λ0)S2n+2m−3(λ0, x)2

)
δ′xy,

where

fλ02n 2m(ρ, x) = −4nmϕ′(λ0)

T
Tr2
(
R0

12(ρ, λ0)
2n−2∑

k=0

Sk(λ0, x)2∂x
(
S2m−1(λ0, x)2

)
S2n−2−k(λ0, x)2

)
.

Recalling the de�nition (4.6.3) of N λ0
p , we obtain

Ξλ0λ02n 2m(ρ, x, y) =
ϕ′(λ0)

T

4nm(1− 2n)

2n+ 2m− 2
N λ0

2n+2m−2(ρ, x)δ′xy + fλ02n 2m(ρ, x)δxy. (4.B.2)

As ∂xSp(λ, x) =
∑p−1

l=0 Sl(λ, x)∂x
(
S(λ, x)

)
Sp−1−l(λ, x), one can rewrite the function fλ02n 2m as

fλ02n 2m(ρ, x) = −4nmϕ′(λ0)

T

2n−2∑

k=0

2m−2∑

l=0

Tr2
(
R0

12(ρ, λ0)

Sk+l(λ0, x)2∂x
(
S(λ0, x)2

)
S2n+2m−4−k−l(λ0, x)2

)
.

In particular, note that fλ02n 2m = fλ02m 2n.

Let us now compute Ξλ0λ0nm for a non-cyclotomic regular zero λ0 and an algebra g of type A. As in
the case of type B, C or D, we have U23(λ0, λ0) = − 1

T ϕ
′(λ0)C23. Using the generalised completeness

relation (4.3.8) and the fact that J λ0
p (x) = Tr

(
Sp(λ0, x)

)
, we �nd from equation (4.6.12) that

Ξλ0λ0nm (ρ, x, y) = −nmϕ
′(λ0)

T
Tr2
(
R0

12(ρ, λ0)
n−2∑

k=0

Sk(λ0, x)2Sm−1(λ0, y)2Sn−2−k(λ0, x)2

)
δ′xy

+
nm(n− 1)ϕ′(λ0)

dT
J λ0

m−1(y)Tr2
(
R0

12(ρ, λ0)Sn−2(λ0, x)
)
δ′xy.

From the identity f(y)δ′xy = f(x)δ′xy +
(
∂xf(x)

)
δxy and equation (4.6.3), we �nd

Ξλ0λ0nm (ρ, x, y) = −ϕ
′(λ0)

T

nm(n− 1)

n+m− 2
N λ0
n+m−2(ρ, x)δ′xy

+
ϕ′(λ0)

dT
nmJ λ0

m−1(y)N λ0
n−1(ρ, x)δ′xy + fλ0nm(ρ, x)δxy,

with

fλ0nm(ρ, x) = −nmϕ
′(λ0)

T
Tr2
(
R0

12(ρ, λ0)

n−2∑

k=0

Sk(λ0, x)2∂x
(
Sm−1(λ0, x)2

)
Sn−2−k(λ0, x)2

)
.

As in the case of type B, C or D, we can re-express fλ0nm as

fλ0nm(ρ, x) = −nmϕ
′(λ0)

T

n−2∑

k=0

m−2∑

l=0

Tr2
(
R0

12(ρ, λ0)Sk+l(λ0, x)2∂x
(
S(λ0, x)2

)
Sn+m−4−k−l(λ0, x)2

)
.

In particular, note that fλ0nm = fλ0mn.
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4.B.2 Around a cyclotomic regular zero

This subsection is devoted to the computation of Ξλλnm(ρ, x, y) around the origin λ = 0 and more pre-
cisely to the computation of the coe�cient of λrn+rm in its series expansion. Our starting point is the
de�nition (4.6.12) of Ξλµnm. To evaluate this equation at µ = λ, we will need the expression of U12(λ, λ).
We saw in section 4.4 that this is given by equation (4.4.8).

The presence of the partial Casimir C(0)
12 in this equation will gives rise to projections of Sm−1(λ, y)

onto the grading F (0) = {Z ∈ F |σ(Z) = Z} of the matrix algebra. More precisely, the calculations
will involve

gλmn(ρ, x, y) = nmλ−2ζ(λT )Tr2
(
R0

12(ρ, λ)
n−2∑

k=0

Sk(λ, x)2S
(0)
m−1(λ, y)2Sn−2−k(λ, x)2

)
δ′xy, (4.B.3)

where S(0)
p denotes the projection of Sp on F (0). As we are computing the coe�cient of λrn+rm in Ξλλnm,

we will consider the λrn+rm-term of gλnm. Let us show that this term is actually always zero. Using
the conventions and results of the subsections 4.4.1 and 4.4.2, in particular the integers α and qm, we
see that the smallest power of λ appearing in gλnm is a = αT − 2 + qm, as the Sp(λ, x)'s are regular at
λ = 0. Recall that rn and rm are both strictly less than T − 1 when n,m ∈ E0 and that in this case,
we have qm = rm + 1 (see subsection 4.4.2). Thus a = αT − 1 + rm and hence a > rn + rm since α ≥ 1
and T − 1 > rn. We can then conclude that the coe�cient of λrn+rm in gλnm vanishes, as announced.

We will also need the function

fλnm(ρ, x) = −nmλT−2ζ ′(λ)
n−2∑

k=0

m−2∑

l=0

Tr2
(
R0

12(ρ, λ)Sk+l(λ, x)2∂x
(
S(λ, x)2

)
Sn+m−4−k−l(λ, x)2

)
,

similar to the function fλ0nm de�ned in the non-cyclotomic case (see previous subsection) and which
possesses the same symmetry property fλnm = fλmn. As for g

λ
nm, we will use more precisely the function

f
(0)
nm = fλnm

∣∣
λrn+rm

, which is also symmetric under the exchange of n and m.

To go further in the computation, we will need to distinguish between the algebras of type B, C
and D and the ones of type A. Let us start with types B, C and D. In this case, we restrict to degrees
2n and 2m (see subsections 4.3.2 and 4.4.3) and thus compute Ξλλ2n 2m. Recall that S2m−1(λ, y) belongs
to the Lie algebra g, so that we can apply the completeness relations (4.2.13) and (4.4.10) to it. One
then gets

Ξλλ2n 2m(ρ, x, y) = Ξ̃λλ2n 2m(ρ, x, y) + gλ2n 2m(ρ, x, y),

with gλ2n 2m de�ned in equation (4.B.3) and

Ξ̃λλ2n 2m(ρ, x, y) = −4nmλT−2ζ ′(λT )Tr2
(
R0

12(ρ, λ)

2n−2∑

k=0

Sk(λ, x)2S2m−1(λ, y)2S2n−2−k(λ, x)2

)
δ′xy.

The �rst term Ξ̃λλ2n 2m has the same structure as Ξλ0λ02n 2m studied in the previous subsection (see equation
(4.B.1)). Thus, the calculations of that subsection apply here and we get to an equation similar to
(4.B.2) for Ξ̃λλ2n 2m. Namely, we have

Ξλλ2n 2m(ρ, x, y) = fλ2n 2m(ρ, x)δxy + gλ2n 2m(ρ, x, y)− λT−2ζ ′(λT )
4nm(2n− 1)

2n+ 2m− 2
N2n+2m−2(λ ; ρ, x)δ′xy,

(4.B.4)

where fλ2n 2m is de�ned above.
We now compute the coe�cient of λr2n+r2m in this expression. We showed above that gλ2n 2m does

not contribute to this term and we have de�ned f
(0)
2n 2m as its contribution from fλ2n 2m. Recall also
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that Nk(λ ; ρ, x) has the same equivariance property as Tk(λ, x) (equation (4.6.7)) so that its power
series expansion starts with λrk . Thus, the smallest power of λ in the second line of equation (4.B.4)
is greater than or equal to T − 2 + r2n+2m−2. We have shown in subsection 4.4.5 that this is equal to
r2n + r2m or r2n + r2m +T , depending on whether r2n + r2m is greater than or strictly less than T − 2.
We �nd

Ξλλ2n 2m(ρ, x, y)
∣∣∣
λr2n+r2m

= f
(0)
2n 2m(ρ, x)δxy − θr2n+r2m+2−T ζ ′(0)

4nm(2n− 1)

2n+ 2m− 2
N 0

2n+2m−2(ρ, x)δ′xy.

(4.B.5)

Finally, let us study the case of a Lie algebra of type A, i.e. of g = sl(d,C). The term in Ξλλnm
involving the Casimir C12 is treated with the generalised completeness relation (4.3.8). In the same

way, one has a generalised completeness relation for the partial Casimir C(0)
12 . This relation depends

on whether the extension of σ to the whole algebra of matrices �xes the identity Id or not, and thus
whether σ is inner or not (see appendix 4.A and subsections 4.4.4 and 4.4.5). In general, one can write

Tr12
(
C

(0)
12 Z2

)
= π(0)(Z)− a

d
Tr(Z),

for any Z ∈ Md(C), with a = 1 if σ is inner and a = 0 if not. Using this relation and the relation
(4.3.8), one �nds

Ξλλnm(ρ, x, y) = Ξ̃λλnm(ρ, x, y) + gλnm(ρ, x, y),

with gλnm de�ned in equation (4.B.3) and

Ξ̃λλnm(ρ, x, y) = −nmλT−2ζ ′(λT )Tr2
(
R0

12(ρ, λ)
n−2∑

k=0

Sk(λ, x)2Sm−1(λ, y)2Sn−2−k(λ, x)2

)
δ′xy

+
nm(n− 1)

d

λT ζ ′(λT )− aζ(λT )

λ2
Tm−1(λ, y)Tr2

(
R0

12(ρ, λ)Sn−2(λ, x)2

)
δ′xy.

The �rst term in this expression is treated in the same way as in the case of types B, C and D.
Moreover, we recognise in the second term the de�nition of Nn−1(λ ; ρ, x). Finally, we obtain

Ξλλnm(ρ, x, y) = fλnm(ρ, x)δxy + gλnm(ρ, x, y)− λT−2ζ ′(λT )
nm(n− 1)

n+m− 2
Nn+m−2(λ ; ρ, x)δ′xy, (4.B.6)

+
nm

d

λT ζ ′(λT )− aζ(λT )

λ2
Tm−1(λ, y)Nn−1(λ ; ρ, x)δ′xy.

We now compute the coe�cient of λrn+rm in Ξλλnm. As explained at the beginning of this subsection,

gλnm does not contribute to this term and the contribution of fλnm is de�ned as f (0)
nm. The contribution

from the third term is calculated as in the case of types B, C and D. In particular, it vanishes when
rn + rm is strictly less than T − 2.

Finally, let us discuss the contribution of the last term. First of all, we note that if a = 1,
λT ζ ′(λT ) − aζ(λT ) = O(λ2T ). Thus the powers of λ in this term are greater than 2T − 2. Yet, we
have rn + rm < 2T − 2 for n,m ∈ E0, so this term does not contribute to the λrn+rm-term in this case.
Hence for σ inner, we have

Ξλλnm(ρ, x, y)
∣∣∣
λrn+rm

= f (0)
nm(ρ, x)δxy − θrn+rm+2−T ζ ′(0)

nm(n− 1)

n+m− 2
N 0
n+m−2(ρ, x)δ′xy, (4.B.7)

as in the case of types B, C and D.
Suppose now that σ is not inner, so that a = 0. Then the smallest power of λ in the last term of

equation (4.B.6) is greater than or equal to T − 2 + rn−1 + rm−1. In subsection 4.4.5, we have shown
that this is equal to rn + rm if both rn and rm are greater than S − 1 and that it is strictly greater
than rn + rm otherwise. In conclusion, we �nd

Ξλλnm(ρ, x, y)
∣∣∣
λrn+rm

= f (0)
nm(ρ, x)δxy − θrn+rm+2−T ζ ′(0)

nm(n− 1)

n+m− 2
N 0
n+m−2(ρ, x)δ′xy (4.B.8)

+ θrn+1−Sθrm+1−S ζ ′(0)
nm

d
J 0

m−1(y)N 0
n−1(ρ, x)δ′xy.
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Chapter 5

Deformed symmetries of Yang-Baxter
deformations as Poisson-Lie symmetries

This chapter is based on the article [P2], that I wrote during my PhD with F. Delduc, M. Magro
and B. Vicedo. The content of this chapter is the same as the one of [P2] and is made to be read
independently (the publication is thus not included at the end of this thesis).

In the chapter 3, we introduced the Yang-Baxter type deformations of σ-models, which include the
(one-parameter) η-deformations of the PCM (Subsection 3.3.1) and of the Z2-coset σ-model (Subsection
3.3.3), as well as the BYBmodel (Section 3.4), which is a combination of two Yang-Baxter deformations.
One of the characteristics of these deformations is that it breaks a global symmetry of the model: the
global left multiplication symmetry for the one-parameter deformations of the PCM and Z2-coset model
and both the left and right multiplication symmetries for the BYB model.

This global symmetry of the undeformed model is associated with a set of conserved charges
(see Section 3.2), which satis�es the Kirillov-Kostant bracket of the underlying Lie algebra g0 (see
appendices B.2 and B.4). It was already observed in previous articles about Yang-Baxter type defor-
mations [29, 32,P1, 34, 35, 144] that the deformed models admit a set of deformed conserved charges,
which satisfy a q-deformed algebra (technically the semi-classical limit Uq(g0) of a quantum group).
In the article [P2], I have shown, together with my collaborators, that this is a general feature of all
Yang-Baxter type deformations. The originality of the approach we developed in [P2] is that it is
model independent: it relies mostly on the e�ect of the deformation on the twist function of the model.

A natural question emerging from the existence of these deformed conserved charges is whether
they are associated with a symmetry of the model. This question is made di�cult by the fact that
the charges do not satisfy a Kirillov-Kostant algebra but rather a q-deformed algebra Uq(g0). Indeed,
charges satisfying the Kirillov-Kostant bracket of the Lie algebra g0 form the moment map of an
in�nitesimal Hamiltonian action of g0 (see Appendix B.4). However, this is not the case for charges
satisfying a q-deformed algebra Uq(g0). Instead, these charges form the so-called non-abelian moment
map of a Poisson-Lie action of g0, which is a generalisation of a Hamiltonian action.

Using the theory of Poisson-Lie actions, we constructed in [P2] the symmetry associated with the
deformed conserved charges of Yang-Baxter type deformations, in a model-independent way. It is a
transformation of the �elds of the theory, depending on the deformation parameter, which is a sym-
metry of the deformed model and which reduces to the global symmetry of the undeformed one when
the deformation parameter goes to zero. This transformation is the main subject of this chapter.

The chapter is constructed as follows. Sections 5.1 to 5.3 are a general review of the theory of
Poisson-Lie groups and their actions. Section 5.4 establishes the link between Poisson-Lie actions and
the q-deformed algebra Uq(g0) (which is a generalisation of the link between Hamiltonian actions and
the Kirillov-Kostant bracket). Finally, Section 5.5 is the application of the Poisson-Lie formalism to
the study of deformed symmetries in Yang-Baxter type deformations. Some technical results, speci�c
to this chapter, are gathered in Appendix 5.A.
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5.1. Poisson-Lie groups and Drinfel'd doubles

5.1 Poisson-Lie groups and Drinfel'd doubles

In this section, we recall the main points of the general theory of Poisson-Lie groups1 and their link to
Lie bialgebras, including the formulation in terms of Drinfel'd doubles.

5.1.1 Poisson-Lie groups and Lie bialgebras

A Poisson-Lie group is a real Lie group G0 equipped with a Poisson bracket {·, ·}G0 which is compatible
with the multiplication G0 ×G0 → G0 in the sense that the latter is a Poisson map.

Consider the dual space g∗0 of the Lie algebra g0. As g0 ' TeG0, any element in g∗0 can be realised
as the di�erential def : TeG0 → R of a smooth function f : G0 → R, taken at the identity e. Using
this, we de�ne a skew-symmetric product on g∗0 by

[def, deg]∗ = de {f, g}G0
. (5.1.1)

One can show that this product is well de�ned, i.e. that the results only depend on def and deg and
not on the choice of f and g. Using the Jacobi identity of the Poisson bracket, one �nds that [·, ·]∗ also
satis�es the Jacobi identity, so that

(g∗0, [·, ·]∗)
is a Lie algebra. The Lie bracket [·, ·]∗ can be seen as a skew-symmetric map δ∗ : g∗0 ⊗ g∗0 → g∗0. Using
the compatibility of the Poisson bracket {·, ·}G0

with the multiplication on G0, one can show that the
dual map δ : g0 → g0 ⊗ g0 is a 1-cocycle, i.e. that it veri�es

δ([X,Y ]) = (adX ⊗ Id + Id⊗ adX) δ(Y )− (adY ⊗ Id + Id⊗ adY ) δ(X), (5.1.2)

with the adjoint actions adX and adY as de�ned in Appendix A.1. This proves that (g0, g
∗
0) is a

Lie bialgebra (see for instance [156]). Conversely, from any Lie bialgebra, one can de�ne a unique
connected and simply connected Poisson-Lie group.

5.1.2 Drinfel'd doubles

Let G0 be a Poisson-Lie group, with Lie bialgebra (g0, g
∗
0). We de�ne the Drinfel'd double of g0 as the

vector space direct sum
Dg0 = g0 ⊕ g∗0.

We will write ι and ι∗ for the natural embeddings of g0 and g∗0 into Dg0 and we will denote elements of
Dg0 as (X,λ), where X is in g0 and λ is a linear form in g∗0. One can de�ne a non-degenerate bilinear
form on the double Dg0 by

〈
(X,λ)|(Y, µ)

〉
= 〈X,µ〉+ 〈Y, λ〉 = µ(X) + λ(Y ) (5.1.3)

for any X,Y ∈ g0 and λ, µ ∈ g∗0, where 〈·, ·〉 denotes the canonical pairing between g0 and g∗0. One
then has the following result [156]:

Theorem 5.1.1. There exists a unique Lie bracket [·, ·]D on Dg0 such that ι and ι∗ are Lie homomor-
phisms from g0 and g∗0 to Dg0, and such that the bilinear form 〈·|·〉 is ad-invariant.

The decomposition Dg0 = g0⊕ g∗0 satis�es the conditions for the application of the Adler-Kostant-
Symes (AKS) scheme, described in Appendix C.2. Thus, if πg0 and πg∗0 denote the projections along
this decomposition, the operator RD = πg0 − πg∗0 of Dg0 is a solution of the split mCYBE on Dg0

(Theorem C.2.1). As 〈·|·〉 de�nes a non-degenerate bilinear form on Dg0, one can consider the kernel
RD12 of RD with respect to this form (see Appendix C.2). It is clear from the de�nition (5.1.3) that the
subspaces ι(g0) and ι∗(g∗0) of Dg0 are both isotropic with respect to 〈·|·〉: RD12 is thus skew-symmetric

1There are many references on Poisson-Lie groups. For the aspects reviewed in the present article, we mainly refer to
the articles [147�155] and to the books [15,156]. Further references may be found in [157].
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5. Deformed symmetries of Yang-Baxter deformations as Poisson-Lie symmetries

(see Proposition C.2.3). By Proposition C.1.2, RD12 is a solution of the matricial split mCYBE on Dg0,
which reads [

RD12,RD13
]
D

+
[
RD12,RD23

]
D

+
[
RD13,RD23

]
D

=
[
CD12, C

D
13

]
D
,

with CD12 the quadratic Casimir in Dg0 ⊗Dg0. Let us consider a basis {Ia} of g0 and the dual basis
{Ia} of g∗0. Then by Proposition C.2.3, RD12 reads

RD12 = ι(Ia)⊗ ι∗(Ia)− ι∗(Ia)⊗ ι(Ia). (5.1.4)

In the same way, the quadratic Casimir CD12 is given by

CD12 = ι(Ia)⊗ ι∗(Ia) + ι∗(Ia)⊗ ι(Ia).

5.2 Poisson-Lie actions

In this section we study actions of Poisson-Lie groups on Poisson manifolds via the non-abelian moment
map formulation.

5.2.1 Non-abelian moment map

Let G0 be a Poisson-Lie group and M be a Poisson manifold, with Poisson bracket {·, ·}. Let

ρ : G0 ×M −→M

be a smooth group action of G0 on M . We say that ρ is a Poisson-Lie action if it is a Poisson map,
from G0 ×M , with the direct product Poisson structure, to M . The map ρ can alternatively be seen
as a group homomorphism from G0 to Di�(M), the group of di�eomorphisms of M . Its di�erential at
the identity induces a Lie algebra action

δ : g0 −→ T
(
Di�(M)

)
= X [M ],

on the space X [M ] of vector �elds on M (see Appendix B.4). For ε ∈ g0, the vector �eld δε acts
naturally on any smooth function f : M → R. We consider the case where there exists a map

Γ : M −→ G∗0,

where the dual group G∗0 is the connected and simply connected Lie group with Lie algebra g∗0, such
that

δεf = −
〈
ε,Γ−1 {Γ, f}

〉
. (5.2.1)

The map Γ is called the non-abelian moment map of the action of G on M . If M is symplectic and
simply connected, then such a map always exists. We can note here that Γ is de�ned up to a left mul-
tiplication by a constant element in G∗0. Conversely, every transformation of the form (5.2.1) preserves
the Poisson bracket if the parameter ε has a non-zero bracket with itself, coming from the Poisson-Lie
structure on G0.

To illustrate this concept, let us investigate here the case of a usual Hamiltonian action of G0 on
M . For any �xed g, the action ρ(g, ·) is then a canonical transformation on M . In other words, ρ is a
Poisson map for the trivial Poisson structure on G0. The induced Lie bracket on g∗0 de�ned by (5.1.1)
is then trivial, so that the dual group G∗0 is abelian. We write Γ = exp(−Q), with Q : M → g∗0. As G

∗
0

is abelian, the transformation (5.2.1) simply becomes

δεf = 〈ε, {Q, f}〉 . (5.2.2)

We recognize here the usual expression (B.4.3) for a Hamiltonian action ofG0 onM , withQ the moment
map (see Appendix B.4). When this action is a symmetry of a Hamiltonian system, decomposing Q
with respect to the dual basis of g∗0 as Q = QaIa, we obtain dimG conserved charges Qa.
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5.2. Poisson-Lie actions

5.2.2 Poisson brackets of the non-abelian moment map

Let us recall that since ρ is a Lie group action, δ is a Lie algebra action. In other words, δ is a Lie
homomorphism which is to say that

[δε, δε′ ] = δ[ε,ε′], (5.2.3)

for any ε, ε′ ∈ g0. In the case of a usual Hamiltonian action of G0 on M , where δε is given by equation
(5.2.2), it is a well-known fact that the homomorphism condition (5.2.3) implies that the Poisson
algebra of the charges Qa takes the form

{Qa, Qb} = fabab c Q
c +Nab

of the Lie algebra relations in g0 up to central charges Nab, where fabab c are structure constants of g0

with respect to the basis {Ia}, i.e.
[Ia, Ib] = fabab c I

c.

It is therefore natural to ask whether we can extract from equation (5.2.3) some informations on the
Poisson bracket of Γ with itself. One important step is to note that, from equation (5.2.1), using the
Jacobi and Leibniz identities on {·, ·}, the action of [δε, δε′ ] on any function f takes the following rather
simple form

[δε, δε′ ] f =
〈
ε1ε
′
2,Γ

−1
1 Γ−1

2

{
{Γ1,Γ2}Γ−1

1 Γ−1
2 , f

}
Γ1Γ2

〉
12
. (5.2.4)

In order to treat the right hand side of equation (5.2.3), we pass to the Drinfel'd double formulation
recalled in section 5.1.2. Indeed, we can write

δ[ε,ε′]f = −
〈
[ι(ε), ι(ε′)]D

∣∣ ι∗(Γ)−1 {ι∗(Γ), f}
〉
,

where, by abuse of notation, we still denote by ι∗ the lift of ι∗ : g∗0 ↪→ Dg0 to the group embedding
G∗0 ↪→ DG0. Using the expression (5.1.4) of RD12 we note that

ι(ε′)1 = 〈ι(ε′)2|RD12〉2 and ι(ε)2 = −〈ι(ε)1|RD12〉1.

From these two equations and the fact that the pairing 〈·|·〉 is invariant with respect to the [·, ·]D
bracket, we obtain

δ[ε,ε′]f = −1

2

〈
ι(ε)1ι(ε

′)2
∣∣∣
[
RD12, ι∗(Γ)−1

1

{
ι∗(Γ)1, f

}
+ ι∗(Γ)−1

2

{
ι∗(Γ)2, f

}]
D

〉
12
.

This expression can be rewritten as

δ[ε,ε′]f =
1

2

〈
ι(ε)1ι(ε

′)2
∣∣∣ ι∗(Γ)−1

1 ι∗(Γ)−1
2

{
ι∗(Γ)1ι

∗(Γ)2RD12ι∗(Γ)−1
1 ι∗(Γ)−1

2 , f
}
ι∗(Γ)1ι

∗(Γ)2

〉
12
.

(5.2.5)
Using the fact that the pairing 〈·|·〉 is non-degenerate between g0 and g∗0, by equating (5.2.4) and
(5.2.5) we arrive at

{
ι∗(Γ)1, ι

∗(Γ)2
}
ι∗(Γ)−1

1 ι∗(Γ)−1
2 =

1

2
ι∗(Γ)1ι

∗(Γ)2RD12ι∗(Γ)−1
1 ι∗(Γ)−1

2 + P12 (5.2.6)

where the element P12 ∈ Dg0 ⊗Dg0 is a central charge of the Poisson bracket {·, ·}. Let us study the
properties that must ful�l P12. First of all, it must be skew-symmetric. Moreover, it should be such
that the right hand side of (5.2.6) lives in ι∗(g∗0)⊗ ι∗(g∗0). It is a well-known consequence of the Adler-
Kostant-Symes construction that, for any y ∈ ι∗(G∗0), we have y1y2RD12y−1

1 y−1
2 −RD12 ∈ ι∗(g∗0)⊗ ι∗(g∗0).

Thus, de�ning N12 = P12 + 1
2RD12, we can write

{
ι∗(Γ)1, ι

∗(Γ)2
}

= −1

2

[
RD12, ι∗(Γ)1ι

∗(Γ)2
]

+N12ι
∗(Γ)1ι

∗(Γ)2, (5.2.7)
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5. Deformed symmetries of Yang-Baxter deformations as Poisson-Lie symmetries

with N12 ∈ ι∗(g∗0)⊗ ι∗(g∗0) skew-symmetric. The last requirement on N12 is that the Poisson bracket
(5.2.7) must satisfy the Jacobi identity. Let us �rst remark that this is the case when N12 = 0, as RD12
veri�es the mCYBE. We will see in the next sections why this case is of particular interest.

More generally, we recognise in (5.2.7) a quadratic algebra of ad-type, in the nomenclature of [85,86].
In this case, a necessary and su�cient condition for the Jacobi identity to hold is that N12 − 1

2RD12
satis�es the mCYBE. In particular, this is the case if

N12 =
1

2
RD12 −

1

2
ι∗(C)−1

1 ι∗(C)−1
2 RD12ι∗(C)1ι

∗(C)2,

for some constant C ∈ G∗0. For this N12 we de�ne Γ̃ = CΓ. As noted in subsection 5.2.1, Γ̃ is still a
good non-abelian moment map. Moreover, the Poisson bracket of Γ̃ becomes

{
ι∗(Γ̃)1, ι

∗(Γ̃)2
}

= −1

2

[
RD12, ι∗(Γ̃)1ι

∗(Γ̃)2
]
.

Conversely, if the Poisson brackets of Γ are of the form (5.2.7), then the transformation (5.2.1) is a Lie
algebra action of g0, i.e. it satis�es (5.2.3).

5.3 Coboundary Poisson-Lie groups and R-matrices

One important class of Lie bialgebras are the so-called coboundary ones, which are given by R-matrices,
solutions of the mCYBE (see Appendix C.1). In this section, we recall their properties and apply the
abstract result (5.2.7) of the previous section to this particular case.

5.3.1 R-matrices, Sklyanin bracket and gR dual algebra

Let g0 be a Lie algebra and R : g0 → g0 a linear map solution of the mCYBE on g0, namely

[RX,RY ]−R
(
[RX,Y ] + [X,RY ]

)
= −c2[X,Y ], (5.3.1)

for all X,Y ∈ g0 with c = 1 (split case) or c = i (non-split case). We de�ne R± = R ± c Id, and
introduce the R-bracket

[X,Y ]R = γ
(
[RX,Y ] + [X,RY ]

)
= γ

(
[R±X,Y ] + [X,R∓Y ]

)
,

with γ a real constant. An important consequence of the mCYBE is that the vector space g0 equipped
with the R-bracket is also a Lie algebra. We therefore have two Lie algebra structures on the vector
space g0: the usual one (g0, [·, ·]), that we shall still note g0 and

gR = (g0, [·, ·]R).

This construction is related to Poisson-Lie groups. Suppose now that g0 is semi-simple and let κ
denote its Killing form. Let R be a skew-symmetric solution of the mCYBE on g0. We denote by
R12 ∈ g0⊗ g0 its kernel with respect to κ. One can then de�ne a Poisson-Lie structure on G0 with the
Sklyanin bracket {

x1, x2
}
G0

= γ
[
R12, x1x2

]
.

Since g0 is semi-simple, its Killing form κ is non-degenerate. This allows us to de�ne a natural pairing
π between g0 and its dual g∗0 by considering, for any X ∈ g0, the linear form

π(X) : g0 −→ R
Y 7−→ κ(X,Y )

As a vector space, gR is equal to g0, so π can be seen as a linear isomorphism from gR to g∗0. The
following lemma then gives a concrete realisation of the dual Lie algebra g∗0.

Lemma 5.3.1. Let G0 be a Poisson-Lie group, with the Sklyanin bracket associated with a solution R
of the mCYBE on g0. Equip g∗0 with the Lie bracket (5.1.1). Then the map

π : gR −→ g∗0

is a Lie algebra isomorphism.
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5.3. Coboundary Poisson-Lie groups and R-matrices

5.3.2 Real and complex doubles and the dual Lie algebras gDR and g±

In this section, we study separately the split and non-split cases.

Split case. De�ne the real double of g0 as the Lie algebra direct sum g0 ⊕ g0. We introduce the
subspaces

g0,diag =
{

(X,X), X ∈ g0

}
, gDR =

{
(R+X,R−X), X ∈ g0

}
.

It is clear that, for any endomorphism R, g0,diag and gDR form a direct sum decomposition of g0 ⊕ g0.
Moreover, g0,diag is a Lie subalgebra of g0 ⊕ g0. One shows that, when R is a split solution of the
mCYBE, gDR is also a Lie subalgebra of g0 ⊕ g0 isomorphic to gR. More precisely,

Lemma 5.3.2. If R is a solution of the split mCYBE on g0, then

∆ : gR −→ gDR
X 7−→ γ(R+X,R−X)

is a Lie algebra isomorphism, whose inverse is given for all (X,Y ) ∈ gDR ⊂ g0 ⊕ g0 by

∆−1(X,Y ) =
1

2γ
(X − Y ). (5.3.2)

We have obtained yet another realisation of g∗0, this time in the real double. Moreover the subalgebra
g0,diag is isomorphic to g0. Hence we have realised both g0 and g∗0 as subalgebras of the real double
g0 ⊕ g0. In fact, by the following lemma the real double g0 ⊕ g0 itself is a realisation of the abstract
Drinfel'd double Dg0 = g0 ⊕ g∗0 (cf. section 5.1.2).

Lemma 5.3.3. If R is a skew-symmetric solution of the split mCYBE on g0, then

Φ : Dg0 −→ g0 ⊕ g0

(X,λ) 7−→ (X,X) + ∆ ◦ π−1(λ)

is a Lie algebra isomorphism, such that Φ
(
ι(g0)

)
= g0,diag and Φ

(
ι∗(g∗0)

)
= gDR. Its inverse is given

for every (X,Y ) ∈ g0 ⊕ g0 by

Φ−1(X,Y ) =
1

2

(
R+Y −R−X, 1

γ
π(X − Y )

)
.

Moreover, Φ sends the pairing (5.1.3) on Dg0 to the non-degenerate ad-invariant bilinear form on
g0 ⊕ g0 de�ned, for all X1, X2, Y1, Y2 ∈ g0, by

〈
(X1, Y1)|(X2, Y2)

〉
=

1

2γ

(
κ(X1, X2)− κ(Y1, Y2)

)
.

Non-split case. One can perform a similar analysis in the case of a non-split solution of the mCYBE
(c = i). Here we introduce the complex double gC0 as the complexi�cation of g0 (see Appendix A.3),
namely

gC0 = {X + iY, X, Y ∈ g0}
We de�ne the complex conjugation relative to the real form g0 as

τ : gC0 −→ gC0
X + iY 7−→ X − iY

This is a semi-linear involutive automorphism of gC0 and g0 itself can be seen as a Lie subalgebra of gC0 ,
viewed as a real Lie algebra. More precisely, g0 is the subalgebra of gC0 �xed by τ (see appendix A.3).

We introduce the subspaces
g± = {R±X, X ∈ g0}

of gC0 . Note that g± = τ(g∓). We have the vector space decompositions gC0 = g0 ⊕ g+ = g0 ⊕ g−.
Moreover, as a consequence of the mCYBE, g± are Lie subalgebras of gC0 isomorphic to gR.
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5. Deformed symmetries of Yang-Baxter deformations as Poisson-Lie symmetries

Lemma 5.3.4. If R is a solution of the non-split mCYBE on g0, then

∆± = γR± : gR −→ g±

is a Lie algebra isomorphism, whose inverse is given for each X ∈ g± ⊂ gC0 by

∆−1
± (X) = ±X − τ(X)

2iγ
. (5.3.3)

As in the split case, we realised g0 and g∗0 as subalgebras of gC0 . Moreover, the complex double gC0
provides another realisation of the abstract Drinfel'd double Dg0 by the following result.

Lemma 5.3.5. If R is a skew-symmetric solution of the non-split mCYBE on g0, then

Φ± : Dg0 −→ gC0
(X,λ) 7−→ X + γR± ◦ π−1(λ)

is a Lie algebra isomorphism, such that Φ±
(
ι(g0)

)
= g0 and Φ±

(
ι∗(g∗0)

)
= g±. Its inverse is given for

any X ∈ gC0 by

Φ−1
± (X) =

1

2i

(
R+
(
τ(X)

)
−R−(X),±1

γ
π
(
X − τ(X)

))
.

Moreover, Φ± sends the pairing (5.1.3) on Dg0 to the non-degenerate ad-invariant bilinear form
on gC0 de�ned, for all X,Y ∈ gC0 , by

〈X|Y 〉 = ±1

γ
Im
(
κ(X,Y )

)
.

5.3.3 Poisson-Lie action of G0: Semenov-Tian-Shansky brackets

In the previous subsections, we provided concrete realisations of both the dual Lie algebra g∗0 and the
Drinfel'd double Dg0 for (split and non-split) coboundary Poisson-Lie groups. By abuse of notation,
we will denote by the same symbols the lift of these realisations to the dual group G∗0 and the Drinfel'd
double group DG0. In section 5.2.2, we found an abstract expression (5.2.7) for the Poisson bracket
of the non-abelian moment map viewed in the Drinfel'd double. We will now investigate what this
Poisson bracket becomes in the concrete realisations of DG0.

Split case. The non-abelian moment map Γ can be seen as a map to the group GR via the Killing
pairing π, namely

ΓR = π−1(Γ) ∈ GR,

and in turn as an element of the group GDR via the morphism ∆,

(Γ+,Γ−) = ∆(ΓR) = ∆ ◦ π−1(Γ) ∈ GDR ⊂ G×G.

The real double G0 ×G0 is related to the Drinfel'd double DG0 by the morphism Φ (cf lemma 5.3.3).
Let us remark here that:

Φ
(
ι∗(Γ)

)
= (Γ+,Γ−).

The Poisson bracket (5.2.7) then becomes, under the action of Φ1Φ2:

{
(Γ+,Γ−)1, (Γ

+,Γ−)2
}

= −1

2

[
Φ1Φ2RD12, (Γ+,Γ−)1(Γ+,Γ−)2

]
+ Ñ12(Γ+,Γ−)1(Γ+,Γ−)2 (5.3.4)

with Ñ12 = Φ1Φ2N12 the central charge.
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5.3. Coboundary Poisson-Lie groups and R-matrices

The objects in the above formula belongs to (g0 ⊕ g0)⊗ (g0 ⊕ g0). Such objects can be written as
vectors with four g0 ⊗ g0-valued components as

(X,Y )⊗ (X ′, Y ′) =




X ⊗X ′
X ⊗ Y ′
Y ⊗X ′
Y ⊗ Y ′


 .

Let us now compute Φ1Φ2RD12. We have

Φ ◦ ι(Ia) = (Ia, Ia)

and
Φ ◦ ι∗(Ia) = ∆ ◦ π−1(Ia) = κab∆(Ib) = γκab(R

+Ib, R−Ib)

where κab is the inverse of the Killing form written in the basis {Ia}. We therefore �nd that

Φ1Φ2RD12 = −2γ




R12

R+
12

R−12
R12


 . (5.3.5)

Let us write

Ñ12 =




N++
12

N+−
12

N−+
12

N−−12


 .

The four components of the Poisson bracket (5.3.4) then read

{
Γ+
1 ,Γ

+
2

}
= γ

[
R12,Γ

+
1 Γ+

2

]
+N++

12 Γ+
1 Γ+

2 , (5.3.6a)

{
Γ+
1 ,Γ

−
2

}
= γ

[
R+

12,Γ
+
1 Γ−2

]
+N+−

12 Γ+
1 Γ−2 , (5.3.6b)

{
Γ−1 ,Γ

+
2

}
= γ

[
R−12,Γ

−
1 Γ+

2

]
+N−+

12 Γ−1 Γ+
2 , (5.3.6c)

{
Γ−1 ,Γ

−
2

}
= γ

[
R12,Γ

−
1 Γ−2

]
+N−−12 Γ−1 Γ−2 . (5.3.6d)

When the central charges N±±12 vanish, these are the Semenov-Tian-Shansky brackets

{
Γ±1 ,Γ

±
2

}
= γ

[
R12,Γ

±
1 Γ±2

]
, (5.3.7a)

{
Γ±1 ,Γ

∓
2

}
= γ

[
R±12,Γ

±
1 Γ∓2

]
. (5.3.7b)

Finally, let us emphasise that the transformation law (5.2.1) can be re-expressed in terms of the
non-abelian moment map (Γ+,Γ−) via the morphism ∆ ◦ π−1, giving explicitly

δεf = − 1

2γ
κ
(
ε, (Γ+)−1

{
Γ+, f

}
− (Γ−)−1

{
Γ−, f

})
. (5.3.8)

Non-split case. From the non-abelian moment map ΓR = π−1(Γ) seen in the group GR, we can
construct two di�erent realisations of Γ in the complex double GC

0 :

Γ+ = ∆+(ΓR) ∈ G+ and Γ− = ∆−(ΓR) ∈ G−.
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These are not independent. They are related by the semi-linear automorphism τ as Γ± = τ(Γ∓). Note
that

Φ± ◦ ι∗(Γ) = Γ±.

For any η, ε ∈ {+,−}, applying Φη1Φε2 to the bracket (5.2.7), we obtain

{
Γη1,Γ

ε
2

}
= −1

2

[
Φη1Φε2RD12,Γη1Γε2

]
+Nηε

12Γη1Γε2,

with the central charges Nηε
12 = Φη1Φε2Ñ12. We have

Φ± ◦ ι(Ia) = Ia and Φ± ◦ ι∗(Ia) = γR±
(
π−1(Ia)

)
= γ

∑

b

κabR
±Ib,

so that
Φη1Φε2RD12 = γ

(
Rε21 −Rη12

)
= −γ

(
Rη12 +R−ε12

)
.

Thus, in the non-split case, the non-abelian moment maps Γ+ and Γ− also satisfy, up to central charges,
the Semenov-Tian-Shansky Poisson brackets (5.3.7).

Applying Φ± to equation (5.2.1) yields the transformation law in terms of the non-abelian moment
map Γ± which reads

δεf = ∓1

γ
Im
(
κ
(
ε, (Γ±)−1

{
Γ±, f

}))
= − 1

2iγ
κ
(
ε, (Γ+)−1

{
Γ+, f

}
− (Γ−)−1

{
Γ−, f

})
. (5.3.9)

5.3.4 Poisson-Lie action of G∗0: Sklyanin bracket

In this section we consider the case of a coboundary Lie bialgebra speci�ed by a split R-matrix. We
have canonical isomorphisms g∗DR ' g∗∗0 ' g0 of vector spaces. Moreover, the dual Lie group G∗0 ' GDR
is a Poisson-Lie group when equipped with the Semenov-Tian-Shansky bracket

{
x±1 , x

±
2

}
= γ

[
R12, x

±
1 x
±
2

]
, (5.3.10a)

{
x±1 , x

∓
2

}
= γ

[
R±12, x

±
1 x
∓
2

]
. (5.3.10b)

The induced Lie structure on g∗DR is isomorphic to g0, so that the isomorphism g∗∗0 ' g∗DR ' g0

also holds at the level of Lie algebras. Thus the Drinfel'd double Dg∗0 of the dual Lie algebra g∗0 is
isomorphic to the Drinfel'd double Dg0 of the original Lie algebra g0.

As a consequence, the formalism developed in the previous sections can also be used to treat a
Poisson-Lie action of the dual group G∗0 ' GDR on a Poisson manifold M . In this case, the non-
abelian moment map is an application

U : M → G0.

We can see it as an element ι(U) of the Drinfel'd double DG0. The results presented in section 5.2.2
still apply in this case and the Poisson bracket of U is then given by

{
ι(U)1, ι(U)2

}
= −1

2

[
RD12, ι(U)1ι(U)2

]
+M12ι(U)1ι(U)2,

where M12 is a central charge valued in ι(g0) ⊗ ι(g0). Applying the morphism Φ to this equation,
noting that Φ

(
ι(U)

)
= (U,U) and recalling equation (5.3.5), we obtain

{
U1, U2

}
= γ

[
R12, U1U2

]
+ M̃12U1U2, (5.3.11)

with M̃12 = Φ1Φ2

(
M12

)
. This is, up to central charges, the Sklyanin bracket.
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5.4 Link with q-deformed algebras

In this section we suppose that g0 is either the split real form or a non-split real form of the semi-simple
complexi�cation g = gC0 . The de�nitions and basic properties of semi-simple complex Lie algebras are
recalled in appendix A.2 and those of (non-)split real forms in appendix A.3.2.

5.4.1 Real forms and standard R-matrices

Recall the construction of the standard R-matrix on g, explained in Appendix C.3. If π± and πh denotes
the projections on n± and h in the Cartan-Weyl decomposition g = n+⊕n−⊕n+, the standard R-matrix
on g reads

R = c(π+ − π−), (5.4.1)

with c = 1 (split case) or c = i (non-split case). It is a solution of the operator mCYBE (5.3.1) on g.
Moreover, as explained in Appendix C.3, it de�nes a R-matrix on the real form g0 (for c = 1 for the
split real form and for c = i for the non-split real form).

As shown in Appendix C.3, the kernel of R with respect to the Killing form is

R12 = c
∑

α>0

(Eα ⊗ Fα − Fα ⊗ Eα)

Likewise, the kernel of R± is R±12 = R12 ± cC12, where the quadratic Casimir is given

C12 = H12 +
∑

α>0

(Eα ⊗ Fα + Fα ⊗ Eα) ,

with H12 ∈ g⊗ g as introduced in Appendix A.2.4.

5.4.2 Extraction of charges

We saw in section 5.3.3 that, in the split case, the non-abelian moment map can be regarded as an
element (Γ+,Γ−) of GDR ⊂ G0×G0. In the non-split case, it can be represented as either Γ+ ∈ G+ ⊂ G
or Γ− ∈ G− ⊂ G (with Γ+ and Γ− related by Γ± = τ(Γ∓), where τ is the semi-linear involutive
automorphism of G de�ning the real subgroup G0). Here we will treat the two cases together.

In the split (resp. non-split) case, the Lie algebras R±(g0) are the positive and negative Borel
subalgebras of g0 (resp. g), with opposite Cartan parts. Therefore Γ+ and Γ− are elements of the
positive and negative Borel subgroups of G0 (resp. G), with Cartan parts inverses of one another. We
choose to parametrise them as follows

Γ+ = M+D, Γ− = D−1M−, M± ∈ N±, D ∈ H. (5.4.2)

We now extract scalar charges from D and M±. Starting with the Cartan part D, we choose a
decomposition with respect to the basis of fundamental weight, recalled in appendix A.2.2,

D = exp

(
icγ
∑̀

i=1

QHi Pi

)
=
∏̀

i=1

exp
(
icγQHi Pi

)
. (5.4.3)

The order of the product has no importance since the Cartan subgroup is abelian. We de�ne

Z = icγ
∑̀

i=1

QHi Pi ∈ h, (5.4.4)

so that D = exp(Z).
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5. Deformed symmetries of Yang-Baxter deformations as Poisson-Lie symmetries

The extraction of suitable charges from M+ and M− is more involved. Let us �x a labelling
β1, . . . , βn of the positive roots, where n is the number of positive roots. We can parametrise M± by
scalar charges QEβ as

M± =

n∏

i=1

exp
(
±icγA±βiQE±βiE±βi

)
, (5.4.5)

where the Aβ 's are normalisation constants to be �xed later. De�ne

u(i) = exp
(
icγAβiQ

E
βi
Eβi
)

and v(i) = exp
(
−icγA−βiQE−βiE−βi

)
(5.4.6)

so that we can write
M+ = u(1) . . . u(n) and M− = v(1) . . . v(n). (5.4.7)

Since the Lie groups N± are not abelian, these products depend on the choice of the ordering β1, . . . , βn
of the positive roots. We choose an ordering such that

if i < j and βi + βj is a root, then βi + βj = βk with i < k < j. (5.4.8)

Such an ordering can be constructed from the (partial) normal order described in [29]. We label the
simple roots α1, . . . , α` in a way which is compatible with the ordering β1, . . . , βn, i.e. such that
αi = βki with 1 = k1 ≤ . . . ≤ k` = n.

5.4.3 Semenov-Tian-Shansky brackets and U q(g0) algebra

We will now start from the Semenov-Tian-Shansky brackets (5.3.7) for the non-abelian moment map Γ±

and extract from it the corresponding Poisson brackets between the charges QHi and QEβ , as de�ned
above. We will make extensive use of two theorems for the extraction of Poisson brackets that we
present in appendix 5.A. We shall denote by πk and π−k the projections onto CEβk and CE−βk with
respect to the Cartan-Weyl decomposition

g =

n⊕

k=1

(CEβk ⊕ CE−βk)⊕ h.

Poisson brackets of D and M±

Consider the decomposition (5.4.2) of Γ+ and Γ−. Using Theorem 5.A.1, we obtain
{
D1, D2

}
= 0, (5.4.9a)

{
D1,M

±
2

}
= cγD1

[
H12,M

±
2

]
, (5.4.9b)

{
M+

1 ,M
−
2

}
= γ

(
D2R

++
12 D

−1
2 M+

1 M
−
2 −M+

1 M
−
2 D

−1
2 R++

12 D2

)
, (5.4.9c)

{
M±1 ,M

±
2

}
= γ

([
R12,M

±
1 M

±
2

]
∓ cM±1 H12M

±
2 ± cM±2 H12M

±
1

)
. (5.4.9d)

where we have introduced (see Appendix C.3)

R++
12 = R+

12 − cH12 = 2c
∑

α>0

Eα ⊗ Fα, (5.4.10a)

R−−12 = R−12 + cH12 = −2c
∑

α>0

Fα ⊗ Eα. (5.4.10b)

We also made use of the following identity, valid for any h ∈ H and ε ∈ {∅,+,++,−,−−},

h1h2R
ε
12h
−1
1 h−1

2 = Rε12.

From the Poisson bracket (5.4.9a), one simply �nds
{
QHi , Q

H
j

}
= 0. (5.4.11)
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Poisson bracket between QHi and QEβ

The partial Casimir tensor H12 on the Cartan subalgebra can be expressed in terms of the dual bases
of weights Pi and co-roots α̌i (cf. Appendices A.2.2 and A.2.4) as

H12 =
∑̀

i=1

Pi ⊗ α̌i.

This allows us to extract the Poisson bracket between QHi and M± by projecting equation (5.4.9b)
onto Pi in the �rst tensor factor, namely

i{QHi ,M±} =
[
α̌i,M

±] .

We will now treat the bracket with M+, the case of M− being similar. We introduce

w(k) = u(k) . . . u(n),

such that M+ = w(1) and w(k) = u(k)w(k+1). Using this decomposition and Theorem 5.A.1, one shows
by induction on k that, for every k ∈ {1, . . . , n}, we have

iu−1
(k){Q

H
i , u(k)} = u−1

(k)α̌iu(k) − α̌i, (5.4.12a)

i{QHi , w(k)}w−1
(k) = α̌i − w(k)α̌iw

−1
(k). (5.4.12b)

This induction relies on the fact that for any k, the adjoint action of w(k+1) on α̌i only creates nilpotent
generators Eγ coresponding to roots of the form γ = ak+1βk+1 + . . . + anβn, with ak+1, . . . , an ∈ N.
One can show from the ordering condition (5.4.8) that these roots are always strictly superior to the
root βk, which allows to perform the projection needed in Theorem 5.A.1. Using the de�nition (5.4.6)
of u(k), equation (5.4.12a) becomes

i{QHi , QEβk} = βk(α̌i)Q
E
βk
.

Applying the same method to the Poisson bracket with M−, we �nd that this equation holds for
any root β, positive or negative. In the case of a simple root (or its opposite) β = ±αj , we have
β(α̌i) = ±αj(α̌i) = ±aij (cf. appendix A.2.2). We therefore obtain

i{QHi , QE±αj} = ±aijQE±αj . (5.4.13)

Poisson bracket between QEαi and Q
E
−αj

Fixing two simple roots αi and αj , we want to compute the Poisson bracket between QEαi and Q
E
−αj .

Recall that αi = βki and αj = βkj . Considering the decomposition (5.4.7) of M±, we need to extract
the Poisson bracket of u(ki) with v(kj). De�ne

x = u(1) . . . u(ki), x̃ = v(1) . . . v(kj),

y = u(ki+1) . . . u(n), ỹ = v(kj+1) . . . v(n).

By Theorem 5.A.2, applied on both tensor factors, we may write

u−1
(ki) 1

v−1
(kj) 2

{
u(ki) 1, v(kj) 2

}
= πki ⊗ π−kj

(
P12

)
,

where P12 = x−1
1 x̃−1

2

{
M+

1 ,M
−
2

}
y−1
1 ỹ−1

2 . On the other hand, from equation (5.4.9c) we �nd

P12 = γ
(
x−1
1 x̃−1

2 D2R
++
12 D

−1
2 x1x̃2 − y1ỹ2D−1

2 R++
12 D2y

−1
1 ỹ−1

2

)
.

114



5. Deformed symmetries of Yang-Baxter deformations as Poisson-Lie symmetries

Recalling from (5.4.4) that D = exp(Z) with Z ∈ h, we have

D±1
2 R++

12 D
∓1
2 = 2c

∑

α>0

exp
(
∓α(Z)

)
Eα ⊗ E−α,

so that

P12 = 2cγ
∑

α>0

(
exp
(
−α(Z)

) (
x−1Eαx

)
⊗
(
x̃−1E−αx̃

)
− exp

(
α(Z)

) (
yEαy

−1
)
⊗
(
ỹE−αỹ−1

))
.

The adjoint action of any Eβ (appearing in x or y) on Eα cannot create the simple root generator Eαi
and similarly for E−αj on the second space. It follows that

πki ⊗ π−kj
(
P12

)
= 2cγδij

(
exp
(
−αi(Z)

)
− exp

(
αi(Z)

))
Eαi ⊗ E−αj .

Yet, by de�nition (5.4.6) of the u(k)'s and v(k)'s, we �nd

πki ⊗ π−kj
(
P12

)
= u−1

(ki) 1
v−1

(kj) 2

{
u(ki) 1, v(kj) 2

}
= c2γ2AαiA−αj

{
QEαi , Q

E
−αj

}
Eαi ⊗ E−αj ,

so that

i
{
QEαi , Q

E
−αj
}

=
2i

cγAαiA−αj
δij

(
exp
(
−αi(Z)

)
− exp

(
αi(Z)

))
.

From equation (5.4.4), one has (cf. appendix A.2.2)

αi(Z) = icγ
∑̀

k=1

QHk αi(Pk) = icγ
∑̀

k=1

QHk diδik = icγdiQ
H
i .

Introducing the deformation parameter

q = e−icγ , (5.4.14)

we therefore have

i
{
QEαi , Q

E
−αj
}

=
2i

γcAαiA−αj
δij

(
qdiQ

H
i − q−diQHi

)
.

Finally, if we �x the normalisation A±α for simple roots as

A±αi =

(
4 sinh(icγdi)

icγ

) 1
2

, (5.4.15)

then we may rewrite the above Poisson brackets as

i
{
QEαi , Q

E
−αj
}

= δij
qdiQ

H
i − q−diQHi
qdi − q−di . (5.4.16)

q-Poisson-Serre relations

The Poisson brackets (5.4.11), (5.4.13) and (5.4.16) obtained so far are part of the de�ning relations of
the semiclassical limit Uq(g0) of the quantum group Uq̂(g0) with q̂ = q~, as given in [29] (see also [158]).
The complete set of relations characterising Uq(g0) also includes the so-called q-Poisson-Serre relations.
The purpose of the present subsection is to derive these from the Poisson bracket (5.4.9d). We will
only treat the case of positive roots, the negative one being handled similarly.

115



5.4. Link with q-deformed algebras

Poisson brackets of QEαi with M
+. Let us �x a simple root αi. We recall that αi = βki , so that

QEαi is to be extracted from u(ki). Introduce

x = u(1) . . . u(ki),

y = u(ki+1) . . . u(n),

so that M+ = xy. By Theorem 5.A.2 we have

(
u(ki)

)−1

1

{
u(ki)1,M

+
2

}
= (πki)1

(
P12

)
,

where P12 = x−1
1

{
M+

1 ,M
+
2

}
y−1
1 . On the other hand, from (5.4.9d) we have

P12 = γPR12 + γPH12

with

PR12 = x−1
1 R++

12 x1M
+
2 −M+

2 y1R
++
12 y

−1
1 ,

PH12 = c
(
x−1
1 H12x1 − y1H12y

−1
1

)
M+

2 + cM+
2

(
x−1
1 H12x1 − y1H12y

−1
1

)
.

By writing H12 =
∑̀

j=1

ω̌j ⊗Hj (cf. appendices A.2.2 and A.2.4), these can be rewritten

PR12 = 2c
∑

α>0

(
x−1Eαx

)
⊗
(
E−αM+

)
− 2c

∑

α>0

(
yEαy

−1
)
⊗
(
M+E−α

)
,

PH12 = c
∑̀

j=1

(
x−1ω̌jx− yω̌jy−1

)
⊗
(
HjM

+ +M+Hj

)
.

The adjoint action of any Eβ (appearing in x or y) on Eα cannot create the simple root generator Eαi .
Thus, we have

(πki)1
(
PR12

)
= 2cEαi ⊗

(
E−αiM

+ −M+E−αi
)
.

In the same way, in the adjoint actions of Eβ 's from x or y on ω̌j , only a unique adjoint action of Eαi ,
coming from u(ki) in x, can create the simple root generator Eαi . Therefore

πki
(
x−1ω̌jx− yω̌jy−1

)
= −icγAαiQEαiadEαi

(
ω̌j
)

= icγAαiQ
E
αiδijEαi ,

and hence

(πki)1
(
PH12

)
= ic2γAαiQ

E
αiEαi ⊗

(
HiM

+ +M+Hi

)
.

Putting together all the above we arrive at

(
u(ki)

)−1

1

{
u(ki)1,M

+
2

}
= cγEαi ⊗

(
2
[
E−αi ,M

+
]

+ icγAαiQ
E
αi

(
HiM

+ +M+Hi

))
.

Yet, by de�nition of u(ki) in (5.4.6) we have

(
u(ki)

)−1

1

{
u(ki)1,M

+
2

}
= icγAαiEαi ⊗

{
QEαi ,M

+
}
,

and hence

iAαi
{
QEαi ,M

+
}

= 2
[
E−αi ,M

+
]

+ icγAαiQ
E
αi

(
HiM

+ +M+Hi

)
(5.4.17)
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αi-string through αj. Let us now consider another simple root αj . We suppose here that αi > αj .
The αi-string through αj is then contained between αj and αi. Speci�cally, we have

αj < αj + αi < . . . < αj − aijαi < αi,

with a the Cartan matrix of g (cf. appendix A.2.2). Let r ∈ {0, . . . ,−aij} and p ∈ {1, . . . , n} be such
that

βp = αj + rαi,

We de�ne

x = u(1) . . . u(p),

y = u(p+1) . . . u(n),

and Q = x−1
{
QEαi ,M

+
}
y−1. By Theorem 5.A.2, we have

u−1
(p)

{
QEαi , u(p)

}
= πp(Q). (5.4.18)

On the other hand, from the Poisson bracket (5.4.17) we get

iAαiQ = 2
(
x−1E−αix− yE−αiy−1

)
+ icγAαiQ

E
αi

(
x−1Hix+ yHiy

−1
)
. (5.4.19)

The projection onto Eβp of the terms involving Hi on the right hand side of (5.4.19) can be
computed as follows. We note that yHiy

−1 is composed of nilpotent generators Eβ with β a sum of
roots superior to βp, which therefore cannot be βp. In the same way, the adjoint action of x on Hi

creates nilpotent generators Eβ with β a sum of roots inferior or equal to βp. Such β can be either
strictly inferior to βp or βp itself. Therefore the only way to have Eβp in x−1Hix is by the simple
adjoint action on Hi of the generator Eβp (appearing in u(p)). Thus, we have

πp
(
x−1Hix+ yHiy

−1
)

= −icγAβpQEβpadEβp
(
Hi

)
= icγAβpQ

E
βp(αi, βp)Eβp . (5.4.20)

Next, consider the term x−1E−αix− yE−αiy−1 on the right hand side of (5.4.19). It is composed
of generators Eβ , with β = γ − αi and γ a sum of roots either all inferior or equal to βp (for x) or all
superior (for y). We want to project this on Eβp . Yet, having β = βp requires γ = βp+αi. As βp < αi,
this means that βp < γ, hence γ comes from the adjoint action of y. To be more precise, yE−αiy

−1 is
composed of elements of the form (up to prefactors)

adap+1

Eβp+1
. . . adanEβn

(
E−αi

)
, with ap+1, . . . , an ∈ N.

Such a term is proportional to Eγ−αi , with γ = ap+1βp+1 + . . .+ anβn. In order to get Eβp , one must
have γ = αi + βp = αj + (r + 1)αi. Therefore, we want to solve

ap+1βp+1 + . . .+ anβn = αj + (r + 1)αi,

with ap+1, . . . , an non-negative integers. If a root βq, for q > p, contains a simple root αk di�erent
from αi and αj , it is clear from the equation above that aq must be zero, as αk does not appear in the
right hand side of the equation.

Moreover, the only roots superior to βp and containing only αi and αj as simple roots are αj +
(r + 1)αi, αj + (r + 2)αi, . . . , αj − Aijαi and αi. The only way that a non-negative integer linear
combination of these roots can give αj + (r + 1)αi is if all the coe�cients are zero except for that of
the root αj + (r+ 1)αi itself. Thus, the projection of x−1E−αix− yE−αiy−1 onto Eβp comes from the
simple adjoint action of Eαj+(r+1)αi on E−αi (if αj + (r + 1)αi is a root). Hence

πp
(
x−1E−αix− yE−αiy−1

)
= −icγAαj+(r+1)αiQ

E
αj+(r+1)αi

[
Eαj+(r+1)αi , E−αi

]

= −icγAαj+(r+1)αiQ
E
αj+(r+1)αi

Nβp,αiEβp ,
(5.4.21)
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if αj + (r + 1)αi is a root, and is zero otherwise.
Applying πp to (5.4.19) and using the results (5.4.20) and (5.4.21) gives

iAαiπp(Q) = −2icγAαj+(r+1)αiNβp,αiQ
E
αj+(r+1)αi

Eβp + (icγ)2AαiAβp(αi, βp)Q
E
αiQ

E
βpEβp .

Yet from (5.4.18) together with the de�nition of u(p) in (5.4.6) we have

πp(Q) = u−1
(p)

{
QEαi , u(p)

}
= icγAβp

{
QEαi , Q

E
βp

}
Eβp ,

and hence
{
QEαi , Q

E
βp

}
=
Aαj+(r+1)αi

AαiAβp
2iNβp,αiQ

E
αj+(r+1)αi

+ cγ(αi, βp)Q
E
αiQ

E
βp .

We de�ne the q-bracket of two charges associated with the positive roots α and β as

{
QEα , Q

E
β

}
q

=
{
QEα , Q

E
β

}
+ cγ(α, β)QEαQ

E
β .

Moreover, if we �x the normalisation constant Aα for α in the αi-string through αj as

Aαj+rαi = AαjA
r
αi ,

then we deduce that {
QEαj+rαi , Q

E
αi

}
q

= 2iNαi,αj+rαiQ
E
αj+(r+1)αi

,

if αj + (r + 1)αi is a root and is zero otherwise.
By induction, we get the q-Poisson-Serre relation

{{
. . .
{
QEαj , Q

E
αi

}
q
, . . . QEαi

}
q
, QEαi︸ ︷︷ ︸

1−aij times

}
q

= 0. (5.4.22)

One can treat the case αi < αj in a similar way. For that, one needs to use a slightly di�erent

version of Theorem 5.A.2, involving the quantity
(
u(1) . . . u(p−1)

)−1 {
QEαi ,M

+
} (
u(p) . . . u(n)

)−1
instead

of
(
u(1) . . . u(p)

)−1 {
QEαi ,M

+
} (
u(p+1) . . . u(n)

)−1
. This yields the q-Poisson-Serre relation

{
QEαi ,

{
QEαi , . . . ,

{
QEαi︸ ︷︷ ︸

1−aij times

, QEαj
}
q
. . .
}
q

}
q

= 0. (5.4.23)

Applying the same method as above to the Poisson bracket in (5.4.9d) involving M−, one �nds
that the charges QE−αi also veri�y q-Poisson-Serre relations, but with respect to the deformed bracket
{·, ·}q−1 , de�ned for two negative roots α and β as

{
QEα , Q

E
β

}
q−1 =

{
QEα , Q

E
β

}
− cγ(α, β)QEαQ

E
β .

Reality conditions

The Poisson brackets (5.4.11), (5.4.13) and (5.4.16), together with the q-Poisson-Serre relations stated
above are the de�ning Poisson bracket relations of the semiclassical limit Uq(g0) of the quantum group
Uq̂(g0) with q̂ = q~. It only remains to check that the required reality conditions are veri�ed by the
charges QHi and QEα . We shall address this question in the present subsection, �rst in the split case
and then in the non-split one.
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5. Deformed symmetries of Yang-Baxter deformations as Poisson-Lie symmetries

Split case. When c = 1, the deformation parameter (5.4.14) becomes

q = e−iγ ,

so that |q| = 1, i.e. q is a phase. Now the moment map (Γ+,Γ−) takes values in the real double
G0 ×G0, therefore the reality condition is simply

τ(Γ±) = Γ±,

with τ the split semi-linear automorphism described in appendix A.3.2 and lifted to the complexi�ed
group G. As τ stabilises the Cartan and the nilpotent subgroups and since the decomposition (5.4.2)
is unique, one has

τ(D) = D and τ(M±) = M±.

We recall (cf. appendix A.3.2) that in the split case τ(Pi) = Pi for i ∈ {1, . . . , `} (since Pi is a real
linear combination of the Hj) and τ(Eα) = Eα for any root α. Considering the extraction of charges
(5.4.3) and (5.4.5) with c = 1, the above reality condition gives

QHi = −QHi ,
A±αiQ

E
±αi = −A±αiQE±αi .

The normalisation constants A±αi are given by equation (5.4.15), which in the split case reads

A±αi =

(
4 sin(γdi)

γ

) 1
2

.

We will restrict attention to the case where

−π ≤ γdi ≤ π,

for any i, so that the A±αi are real numbers. As a result, the reality conditions are simply

|q| = 1, QHi = −QHi and QE±αi = −QE±αi . (5.4.24)

These are the reality conditions for the split real form Uq(g), which correspond precisely to the semi-
classical counterpart of the reality conditions on Uq̂(g0) as given in [159].

Non-split case. For c = i, the deformation parameter (5.4.14) now reads

q = eγ ,

which is a real number. As explained in subsection 5.3.3, the two moment maps Γ+ and Γ− are not
independent. They are related by the reality condition

τ(Γ±) = Γ∓,

where τ is the non-split semi-linear automorphism described in appendix A.3.2, lifted to the complex-
i�ed group G. Since τ stabilises the Cartan subgroup H but exchanges the unipotent subgroups N±,
applying τ to the decomposition (5.4.2) we get

τ(Γ+) = τ(M+)τ(D) = τ(D)︸ ︷︷ ︸
∈H

τ(D)−1τ(M+)τ(D)︸ ︷︷ ︸
∈N−

,

τ(Γ−) = τ(D)−1τ(M−) = τ(D)−1τ(M−)τ(D)︸ ︷︷ ︸
∈N+

τ(D)−1

︸ ︷︷ ︸
∈H

,
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5.4. Link with q-deformed algebras

where we used the fact that an adjoint action of a Cartan element on a element of N± is still in N±.
Equating τ(Γ+) with Γ− = D−1M− and τ(Γ−) with Γ+ = M+D we obtain

τ(D) = D−1 and τ(M±) = D−1M∓D. (5.4.25)

Recall (cf. appendix A.3.2) that τ(Pi) = −Pi. Using the extraction of Cartan charges (5.4.3), with
c = i, we �nd

QHi = QHi .

From the decomposition (5.4.5), we have

D−1M±D =
n∏

k=1

exp
(
∓γA±βkQE±βkD

−1E±βkD
)
.

Moreover, since D = exp(Z) since Z de�ned in (5.4.4),

D−1E±βkD = exp
(
∓βk(Z)

)
E±βk = exp

(
±γ
∑̀

j=1

QHj βk(Pj)
)
E±βk .

In particular, for k = ki, i.e. for βk the simple root αi, using (A.2.5) we get

D−1E±αiD = q±diQ
H
i E±αi .

The term corresponding to the simple root αi in D−1M∓D therefore reads

exp
(
±γA∓αiq∓diQ

H
i QE∓αiE∓αi

)
.

Yet we have τ(E±αi) = −λiE∓αi , so that the corresponding term in τ(M±) is

exp
(
±γA±αiQE±αiλiE∓αi

)
.

It now follows from the second equality in (5.4.25) that

A±αiQ
E
±αi = λiq

∓diQHi A∓αiQ
E
∓αi .

The normalisation constants A±αi are given by (5.4.15), which for c = i take the form

A±αi =

(
4 sinh(γdi)

γ

) 1
2

and are therefore real numbers. Hence, the reality conditions are

q ∈ R, QHi = QHi and QE±αi = λiq
∓diQHi QE∓αi . (5.4.26)

According to [159], these are the reality conditions of the non-split real form Uq(g0).

5.4.4 Sklyanin bracket and U q(g
∗
0) algebra

As in subsection 5.3.4, in what follows we consider only the split case. We start from the Poisson
bracket (5.3.11) with the central quantity M̃12 set to zero. In other words, U satis�es the Sklyanin
Poisson bracket {

U1, U2

}
= γ

[
R12, U1U2

]
. (5.4.27)

Let us decompose U as
U = M−DM+,
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5. Deformed symmetries of Yang-Baxter deformations as Poisson-Lie symmetries

with D ∈ H and M± ∈ N±. Using Theorem 5.A.1, we can extract the Poisson brackets between D,
M+ and M− from equation (5.4.27) to �nd

{
D1, D2

}
= 0, (5.4.28a)

{
D1,M

±
2

}
= ±cγD1

[
H12,M

±
2

]
, (5.4.28b)

{
M+

1 ,M
−
2

}
= 0, (5.4.28c)

{
M±1 ,M

±
2

}
= γ

([
R12,M

±
1 M

±
2

]
∓ cM±1 H12M

±
2 ± cM±2 H12M

±
1

)
. (5.4.28d)

We notice that these Poisson brackets are very similar to (5.4.9), the main di�erence being that M+

and M− Poisson commute in the present case.
The methods of subsection 5.4.3 can be applied to this case. For each positive root α, we extract

the positive nilpotent charge QEα from M+ and negative nilpotent charge QE−α from M− as we did
before using the decomposition (5.4.5). Likewise, we extract Cartan charges QHi from D as we did in
equation (5.4.3).

From equation (5.4.28d), following same the procedure outline in subsection 5.4.3, we �nd that
the nilpotent charges QEα and QE−α satisfy the q-Poisson-Serre relations. In other words, these charges
span nilpotent q-deformed Poisson algebras Uq(n+) and Uq(n−). Moreover, it is clear from (5.4.28c)
that elements from these two algebras Poisson commute.

Similarly, we can apply the methods of subsection 5.4.3 to the Poisson bracket (5.4.28b). Doing
so, we �nd that, for any positive root α,

i{QHi , QEα } = α(α̌i)Q
E
α and i{QHi , QE−α} = α(α̌i)Q

E
−α.

This implies that the Cartan charges QHi for i = 1, . . . , n together with the charges QEα for α > 0 span a
q-deformed positive Borel algebra Uq(b+). In the same way, the charges −QHi for i = 1, . . . , n together
with the charges QE−α for α > 0 span a q-deformed negative Borel algebra Uq(b−). The combination of
all the charges QHi for i = 1, . . . , n and QEα for all roots α therefore span a q-deformed Poisson algebra
which we could call Uq(gDR).

Since U takes value in the split real form G0 we have τ(U) = U , with τ the split semi-linear
automorphism of appendix A.3.2. Moreover, since τ stabilises the subgroups H and N±, we deduce
that τ(D) = D and τ(M±) = M±. The reality conditions are then identical to those of the split case
in the subsection 5.4.3, so that

|q| = 1, QHi = −QHi and QE±α = −QE±α. (5.4.29)

5.5 Application to Yang-Baxter type models

5.5.1 Yang-Baxter type models

In this section we will apply the formalism of Poisson-Lie groups and non-abelian moment maps to
discuss the symmetries of Yang-Baxter type models. The latter can be de�ned as the result of applying
a general procedure for constructing integrable deformations of a broad family of integrable models.
We refer to [138] for details on the general construction. To start this section, we will recall the main
features of the construction, mostly based on the examples of Yang-Baxter type deformations presented
in Chapter 3: the Yang-Baxter model (deformation of the PCM, Subsection 3.3.1), the η-deformation
of the Z2-coset model (Subsection 3.3.3) and the Bi-Yang-Baxter model (Section 3.4).

Yang-Baxter type deformations apply to models which possesses a twist function (see Chapter 2)
with a double pole λ0 ∈ R. To construct a Yang-Baxter type model we begin by modifying the twist
function ϕ(λ) of the undeformed model, by deforming its double pole at λ0 to a pair of simple poles
which we denote λ±, while keeping all other poles and zeroes �xed. In order to preserve the reality
condition (2.4.10) of the twist function, we should take either λ± both real or λ+ and λ− complex
conjugate of one another. We refer to these two cases as the real and complex branches respectively.
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5.5. Application to Yang-Baxter type models

Finally, we require also that the deformed twist function ϕ(λ) has opposite residues at the simple poles
λ+ and λ−, which allows us to de�ne a single real deformation parameter γ ∈ R by

1

γ
= 2cT res

λ=λ+
ϕ(λ)dλ = −2cT res

λ=λ−
ϕ(λ)dλ,

with c = 1 in the real branch and c = i in the complex branch, and with T the order of cyclotomy of the
model (see Section 2.4). This de�nition of γ agrees with the ones given for examples of Yang-Baxter
type models, namely in equations (3.3.16), (3.3.25) and (3.4.39a).

The phase space of Yang-Baxter type models contains a G0-valued �eld g and a g0-valued �eld X
satisfying the Poisson brackets (3.1.7). In particular, the evaluation of the (gauge transformed) Lax
matrix of the model at the poles λ± is given by

Lg(λ±) = −γR∓
(
gXg−1

)
, (5.5.1)

where R± = R ± c Id, for a certain solution R of the mCYBE on g (which is part of the de�nition of
the Yang-Baxter deformation). This general statement was veri�ed for the examples mentioned above
in equations (3.3.15), (3.3.25), (3.4.39a).

In this section, we will restrict to models whose space coordinate x belongs to the real line R (and
not the circle S1). Let us then introduce the transfer matrices of the g0-valued �elds Lg(λ±), given as
the following path-order exponential (see Appendix A.5):

T g(λ± ; x, y) = P←−exp
(
−
∫ y

x
Lg(λ±, z) dz

)
.

In particular, we will be interested in the monodromy matrices

T g(λ±) = T g(λ± ; −∞,+∞).

As Lg(λ±) satis�es a zero curvature equation (because L satis�es the Lax equation (2.1.1)) and as the
space coordinate is taken on the real line, the matrices T g(λ±) are conserved quantities of the model
(see Appendix A.5).

5.5.2 Poisson brackets of T g(λ±)

In this subsection, we will compute the Poisson bracket of T g(λ±) with itself and with T g(λ∓). In
general, when a Lax matrix obeys Poisson brackets of Maillet type, the Poisson bracket of its path-
ordered exponential is ill-de�ned, due to the presence of non-ultralocal terms (the calculation then
requires a regularisation procedure [20]). As we will see, this issue will not appear for the particular
case of T g(λ±).

Recall that g and X satisfy the Poisson brackets (3.1.7). For this section, we will use another
parametrisation of the phase space of the model, by de�ning the �elds

h = g−1 and Y = −gXg−1

Let us motivate this choice. Considering Y instead of X is natural given the expression (5.5.1) of
Lg(λ±). Indeed, one then have

Lg(λ±) = γR∓Y. (5.5.2)

The Poisson brackets of g and Y were considered in equation (3.1.9). Our motivation to consider the
�eld h instead of g is a matter of convention (more precisely it simpli�es some changes of conventions
between our article [P2] and this thesis): indeed, the Poisson brackets of h and Y are exactly the same
as the Poisson brackets of g and X:

{
h1(x), h2(y)

}
= 0, (5.5.3a){

Y1(x), h2(y)
}

= h2(x)C12 δxy, (5.5.3b){
Y1(x), Y2(y)

}
= −

[
C12, Y2(x)

]
δxy. (5.5.3c)
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5. Deformed symmetries of Yang-Baxter deformations as Poisson-Lie symmetries

The variation of the path-ordered exponential of some �eld under an in�nitesimal variation of this
�eld is given by equation (A.5.2). In particular, for ε,κ ∈ {+,−}, one has

{
T g(λε)1, T

g(λκ)2
}

=

∫ +∞

−∞
dx
∫ +∞

−∞
dy T g(λε ; x,+∞)1T

g(λκ ; y,+∞)2 (5.5.4)

{
Lg(λε, x)1,Lg(λκ, y)2

}
T g(λε ; −∞, x)1T

g(λκ ; −∞, y)2.

One then needs the bracket
{
Lg(λε, x)1,Lg(λκ, y)2

}
. Starting from equation (5.5.2) and using the

bracket (5.5.3c), we get
{
Lg(λε, x)1,Lg(λκ, y)2

}
= γ

[
Lg(λε, x)1 + Lg(λκ, x)2, R

κ
12

]
δxy. (5.5.5)

To obtain this Poisson bracket, we used the mCYBE (3.3.1) on R and the skew-symmetry of R, in the
form

Rε12 = Rε1C12 = −R−ε2 C12 = −R−ε21 .

In particular, the Poisson bracket (5.5.5) is ultralocal. Thus, as mentioned above, the computation of
the Poisson brackets of the monodromies T g(λ±) does not su�er of non-ultralocality issues. Combining
equations (5.5.4) and (5.5.5) with the property (A.5.1) of path-order exponentials, one gets

{
T g(λ±)1, T

g(λ±)2
}

= γ
[
R12, T

g(λ±)1T
g(λ±)2

]
. (5.5.6)

{
T g(λ∓)1, T

g(λ±)2
}

= γ
[
R±12, T

g(λ∓)1T
g(λ±)2

]
. (5.5.7)

In conclusion, T g(λ−) and T g(λ+) satisfy the Semenov-Tian-Shansky Poisson brackets (5.3.7).

In particular, let us suppose that R is a standard R-matrix on g as described in Subsection 5.4.1 and
Appendix C.3. Then, using the methods of Subsection 5.4.3, one can extract from T g(λ±) conserved
charges satisfying the q-deformed Poisson-Hopf algebra Uq(g0) (note that the reality conditions on
T g(λ±) necessary to apply the results of Subsection 5.4.3 can be proven from the reality condition
(2.4.7) of the Lax matrix). These deformed conserved charges were already found in [29] for the η-
deformations of the PCM and the Z2-coset σ-model. The result presented above then generalises this
to all Yang-Baxter type models, in a model independent way. The rest of this section is devoted to the
study of the (Poisson-Lie) symmetry associated with these deformed charges (note however that this
study does not require R to be standard).

Before pursuing, let us make a brief parenthesis. For the undeformed PCM, the conserved charges
mentioned above are part of a bigger (actually in�nite) algebra, the classical analogue of the Yangian
Y (g0) of g0 [160, 161]. It was proved recently [36] (after the publication of the results presented here)
that for the Yang-Baxter model, this Yangian is deformed in the algebra Uq( ĝ0), where ĝ0 is the a�ne
algebra associated with g0.

5.5.3 Poisson-Lie G0-symmetry

For the remainder of this section we shall restrict attention to the non-split case. The treatment of
the split case is completely analogous.

The non-abelian moment map

According to (5.5.2), Lg(λ∓, σ) take values in the subalgebras g± of the complex double g (cf. subsection
5.3.2). Hence the path-ordered exponentials T g(λ∓ ;x, y) belong to the subgroups G±, which are
realisations of the dual group G∗0. Moreover, we proved in the previous subsection that T g(λ∓) satis�es
the Semenov-Tian-Shansky bracket. It follows from subsection 5.2.2 that T g(λ∓) has the right Poisson
brackets for being the non-abelian moment map of a Poisson-Lie action of G0. In the notations of the
previous sections, we therefore consider

Γ± = T g(λ∓). (5.5.8)
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5.5. Application to Yang-Baxter type models

as the two realisations of a non-abelian moment map in G±, embedded in the complex double G.
It is natural to also look for the expression of this non-abelian moment map in the other realisation
of the dual group G∗0, namely the group GR described in subsection 5.3.1. This is given by ΓR =
∆−1
±
(
T g(λ∓)

)
, with ∆± : GR → G± the automorphisms described in subsection 5.3.2. In order

to evaluate this explicitly we note that (5.5.2) can be written as Lg(λ∓, x) = ∆±Y (x). Therefore,
according to equation (A.5.3), the non-abelian moment map seen in GR simply reads

ΓR = P←−expGR
(
−
∫ +∞

−∞
dx Y (x)

)
. (5.5.9)

In this expression, Y (x) is seen as an element of gR and the path-ordered exponential is taken in the
group GR.

Transformation law of g, h and Y

As motivated in the previous subsection, we consider the Poisson-Lie action of G0 generated by the
non-abelian moment map Γ± = T g(λ∓) ∈ G±. According to equation (5.3.9), the in�nitesimal form of
this action is given by

δεf =
1

2iγ
κ
(
ε, T g(λ+)−1 {T g(λ+), f} − T g(λ−)−1 {T g(λ−), f}

)
= −κ

(
ε,Γ−1

R {ΓR, f}
)
. (5.5.10)

In the undeformed case γ = 0, the group GR is abelian and, from the expression (5.5.9) of the
non-abelian moment map ΓR, the transformation (5.5.10) becomes the usual Hamiltonian action with
moment map

∫ +∞
−∞ dx Y (x). From the brackets (5.5.3b) and (5.5.3c), one checks that this is the action

of g0 by right multiplication on h:

δεh(x) = h(x)ε and δεY (x) = [Y (x), ε]. (5.5.11)

We will see in the rest of this subsection that, for γ 6= 0, the Poisson-Lie action generated by T g(λ∓)
is still a right multiplication of h, but with a more complicated parameter. Note that in terms of the
initial �eld g = h−1, the transformation (5.5.11) becomes the left multiplication on g.

Since the Poisson bracket of Lg(λ∓, x) with the �elds h and Y is ultralocal, we can compute the
Poisson brackets of T g(λ±) with h and Y using equation (A.5.2), without the need for any regularisa-
tion. We �nd

{
T g(λ∓)1, h(x)2

}
= −γ T g(λ∓ ; x,+∞)1 h(x)2R

±
12 T

g(λ∓ ; −∞, x)1,
{
T g(λ∓)1, Y (x)2

}
= −γ T g(λ∓ ; x,+∞)1

[
Y2(x), R±12

]
T g(λ∓ ; −∞, x)1.

Inserting these expressions into (5.5.10), we obtain the transformation law of h and Y ,

δεh(x) = h(x)K(x) and δεY (x) = [Y (x),K(x)], (5.5.12)

where we have de�ned

K(x) =
1

2i
R+
(
T g(λ+ ; −∞, x) ε T g(λ+ ; −∞, x)−1

)

− 1

2i
R−
(
T g(λ− ; −∞, x) ε T g(λ− ; −∞, x)−1

)
. (5.5.13)

We note that this transformation law has the same structure as the undeformed one (5.5.11) but with
ε replaced by a more complicated (and non-constant) expression K(x). In particular, this �eld is
non-local, as it contains T g(λ± ; −∞, x). Since T g(λ± ; −∞, x) becomes equal to the identity when
γ = 0, we see that K turns back into ε in the undeformed case. As for the undeformed transformation,
if one goes back to the initial �eld g = h−1, one �nds that the transformation (5.5.12) acts as a left
multiplication

δεg(x) = −K(x)g(x). (5.5.14)
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According to the paragraph following equation (5.2.1), the transformation (5.5.12) must preserve
the Poisson brackets on (h, Y ) if ε possesses a Poisson bracket with itself, coming from the linearisation
of the Sklyanin Poisson bracket on G0:

{
ε1, ε2

}
= γ

[
R12, ε1 + ε2

]
. (5.5.15)

For coherence, one can check this directly from the expression (5.5.13) of K(x). This (slightly long)
computation involves some algebraic manipulations to simplify the expressions, in particular the iden-
tity

AdT g(λ∓) ◦R± = R± ◦AdGRΓR
,

which is a consequence of equation (A.5.3), applied to the automorphism ∆±.

The transformation law (5.5.12) may seem complicated because of the non-local expression (5.5.13)
for K(x). However, it can be re-interpreted in a simpler way by introducing the more adapted variables
[27,29,138]

Ψ±(x) = h(x)ξ±(x), with ξ±(x) = T g(λ∓ ; −∞, x).

In terms of these, the quantity (5.5.13) may be then rewritten as

K(x) =
1

2i
R+
(
ξ−(x) ε ξ−(x)−1

)
− 1

2i
R−
(
ξ+(x) ε ξ+(x)−1

)
. (5.5.16)

If we also introduce

Z(x) =
1

2i

(
ξ+(x) ε ξ+(x)−1 − ξ−(x) ε ξ−(x)−1

)
,

then one checks that

δεY (x) =
[
Y (x),K(x)

]
= −1

γ

(
∂xZ(x) +

[
Y (x), Z(x)

]
R

)
.

Using this identity and equation (A.5.2), we �nd that the transformation law of ξ± reads

δεξ±(x) = R±Z(x) ξ±(x).

Finally, it follows that the pair of �elds Ψ± simply transform as

δεΨ±(x) = Ψ±(x)ε.

It was observed in [29] that for Yang-Baxter type deformations with standard R-matrices, the
Cartan part of the G0-symmetry is preserved. This can be checked here explicitly: indeed, for ε ∈ h
we �nd that the de�nition (5.5.13) of K reduces to ε, so that the in�nitesimal transformation in the
Cartan direction remains undeformed, as in (5.5.11). This fact can also be seen in terms of Poisson-Lie
actions. For standard R-matrices, the Sklyanin bracket (5.5.15) vanishes when restricted to the Cartan
subalgebra h. The corresponding action is then a usual Hamiltonian symmetry.

Let us end this paragraph by saying a few words about the BYB model. As explained in Section
3.4, it is the combination of two Yang-Baxter type deformations, breaking both the left and the right
multiplication symmetries. The discussion above applies to the BYB model, as it satis�es equation
(5.5.2), by equation (3.4.39a). The BYB model then admits a deformed left multiplication symmetry
(5.5.14) (on g′, or equivalently the right symmetry (5.5.12) on h′ = g′ −1). This deformed symmetry is
associated with conserved charges forming a deformed algebra Uq(g0).

Recall however that the BYB model aslo satis�es equation (3.4.39b), which is similar to equation
(3.4.39a) but with Y replaced by X ′. This can be understood as the result of the Yang-Baxter type
deformation on the right (recall from Subsection 3.1.2 that the integral of X ′ generates the right
multiplication on g′). All the computation done above can be done with Y replaced by X ′ and h by
g′ and we would then �nd that the BYB model also admits a deformed right multiplication symmetry
on g′, associated with a deformed algebra Uq̃(g0), where q̃ = e−icγ̃ .
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5.5. Application to Yang-Baxter type models

Recall also that the BYB model can be seen as a deformation of a Z2-coset σ-model (this was the
approach followed in Section 3.4). In particular, in this formulation, we obtained two equations of the
form (5.5.2), respectively in (3.4.29) and (3.4.30). Thus, one can apply the method presented above
and �nd two deformed left multiplication symmetries of the BYB model, acting respectively on g and
g̃. After gauge �xing, these transformations will reduce to the deformed left and right multiplication
on the gauge-invariant �eld g′ = gg̃−1.

Poisson-Lie symmetry: variation of the Hamiltonian and the action

In this section, we consider the case of the Yang-Baxter σ-model. The conservation of T g(λ±) can be
seen as the fact that it has a vanishing Poisson bracket with the Hamiltonian H of the model. This
implies that the Hamiltonian is invariant under the Poisson-Lie action generated by T g(λ±), namely

δεH = 0.

Thus, the transformation (5.5.12) is a symmetry of the Hamiltonian.
Let us now compute the variation of the action under the transformation. In the case of a Hamil-

tonian action (G∗0 abelian), the transformation is canonical and the invariance of the Hamiltonian is
then equivalent to the invariance of the action. The situation is slightly more involved in the case of a
Poisson-Lie action. The �rst order action is given

S =

∫
dt dxκ

(
h−1∂th, Y

)
−
∫

dtH.

Consider the transformation (5.5.12) of h and Y and, at �rst, let us allow the parameter ε to be a
function of the time parameter t. Since H is invariant under this transformation, the variation of the
action becomes

δεS =

∫
dt dx δε

(
κ
(
h−1∂th, Y

))
.

We have δε
(
h−1∂th

)
= ∂tK +

[
h−1∂th,K

]
, so that

δε

(
κ
(
h−1(∂th), Y

))
= κ

(
∂tK,Y

)
= ∂t

(
κ(K,Y )

)
− κ
(
K, ∂tY

)
.

Using expression (5.5.16) for K, the skew-symmetry of R and the invariance of κ under adjoint action,
one �nds

κ
(
K, ∂tY

)
=

1

2i
κ
(
ε, ξ−1

+ ∂t(R
+Y )ξ+ − ξ−1

− ∂t(R
−Y )ξ+

)
.

Discarding the boundary terms at initial and �nal times, we get

δεS =

∫
dt

1

2iγ
κ

(
ε, T g(λ+)−1

∫ ∞

−∞
dxT g(λ+ ; x,+∞)∂tLg(λ+, x)T g(λ+ ; −∞, x)

)

−
∫

dt
1

2iγ
κ

(
ε, T g(λ−)−1

∫ ∞

−∞
dxT g(λ− ; x,+∞)∂tLg(λ−, x)T g(λ− ; −∞, x)

)
.

Using equation (A.5.2), this may be rewritten as

δεS =
1

2iγ

∫
dτ κ

(
ε, T g(λ+)−1∂tT

g(λ+)− T g(λ−)−1∂tT
g(λ−)

)
.

In terms of the �abstract� non-abelian moment map Γ, seen as a G∗0-valued map, this is simply

δεS = −
∫

dt
〈
ε(t),Γ−1∂tΓ

〉
.

By the principle of least action, δεS must be zero for any function ε(t), as long as the �elds are on-shell.
Thus, we recover the fact that Γ is conserved.

It is worth noticing that, if G∗0 is non-abelian, Γ−1∂tΓ is not a total time derivative. Thus, when
we choose a constant parameter ε, we cannot conclude that δεS = 0. That is to say, the action is not
invariant under the Poisson-Lie symmetry. However, the latter is still a symmetry of the model since
the Hamiltonian is invariant.
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5. Deformed symmetries of Yang-Baxter deformations as Poisson-Lie symmetries

5.A Poisson brackets extraction theorems

In this appendix, we state and prove two theorems allowing to extract the Poisson brackets of the
factors of a Lie-group-valued quantity.

Theorem 5.A.1. Let F1 and F2 be two Lie groups, that are decomposable into two subgroups: Fi =
GiHi. This group factorisation corresponds to a direct sum of Lie algebras fi = gi ⊕ hi. We denote by
πgi and πhi the associated projections. We consider A ∈ F1 and B ∈ F2 that we factorise as

A = uv, and B = xy,

for (u, v) ∈ G1 ×H1 and (x, y) ∈ G2 ×H2. We de�ne

P12 = u−1
1 x−1

2 {A1, B2}v−1
1 y−1

2 ∈ f1 ⊗ f2.

Then, we have

{u1, x2} = u1x2 πg1 ⊗ πg2
(
P12

)
,

{u1, y2} = u1 πg1 ⊗ πh2
(
P12

)
y2,

{v1, x2} = x2 πh1 ⊗ πg2
(
P12

)
v1,

{v1, y2} = πh1 ⊗ πh2
(
P12

)
v1y2,

Proof. Using the Leibniz rule, we have

{A1, B2} = {u1, x2}v1y2 + x2{u1, y2}v1 + u1{v1, x2}y2 + u1x2{v1, y2},
so that

P12 = u−1
1 x−1

2 {u1, x2}︸ ︷︷ ︸
∈ g1 ⊗ g2

+u−1
1 {u1, y2}y−1

2︸ ︷︷ ︸
∈ g1 ⊗ h2

+x−1
2 {v1, x2}v−1

1︸ ︷︷ ︸
∈ h1 ⊗ g2

+ {v1, y2}v−1
1 y−1

2︸ ︷︷ ︸
∈ h1 ⊗ h2

,

and hence the theorem.

Theorem 5.A.2. Let G be a Lie group that factorises into subgroups as G = G1 . . . Gp. This group
factorisation corresponds to a direct sum of Lie algebras g = g1 ⊕ . . .⊕ gp, with associated projections
πi. Suppose this decomposition is such that, for all i ∈ {1, . . . , p},

g<i =
i−1⊕

k=1

gk and g>i =

p⊕

k=i+1

gk

are subalgebras of g and [gi, g<i] ⊆ g<i.
Let f be a R-valued function and A a G-valued function, that we factorise as

A = A(1) . . . A(p), with
(
A(1), . . . , A(p)

)
∈ G1 × . . .×Gp.

If we de�ne
P(i) =

(
A(1) . . . A(i)

)−1 {A, f}
(
A(i+1) . . . A(p)

)−1 ∈ g,

then we have (
A(i)

)−1 {
A(i), f

}
= πi

(
P(i)

)
.

Proof. Let B = A(1) . . . A(i−1) and C = A(i+1) . . . A(p). Using the Leibniz rule, we have

P(i) =
(
A(i)

)−1 {
A(i), f

}

︸ ︷︷ ︸
∈gi

+
(
A(i)

)−1 (
B−1 {B, f}

)
︸ ︷︷ ︸

∈g<i

A(i) + {C, f}C−1

︸ ︷︷ ︸
∈g>i

.

Since B−1 {B, f} belongs to g<i, the assumption on the Lie subalgebras gk tells us that the adjoint
action (

A(i)
)−1 (

B−1 {B, f}
)
A(i)

still belongs to g<i, hence the theorem.
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Part II

Gaudin models

129





Chapter 6

Classical Gaudin models

The �rst part of this thesis concerned integrable models with twist function and in particular integrable
σ-models. In the recent publication [78], Vicedo reinterpreted these �eld theories as so-called classical
Dihedral A�ne Gaudin Models (DAGM). Gaudin models, which are the subject of the second part
of this thesis, are a particular class of integrable systems, associated with quadratic Lie algebras (Lie
algebras with a non-degenerate invariant bilinear form).

In particular, one can construct Gaudin models associated with Kac-Moody algebras. These are a
particular class of quadratic Lie algebras (see for example [162]). They are classi�ed in three types:
�nite, a�ne and inde�nite. The simplest Kac-Moody algebras are the ones of �nite type: they exactly
coincide with �nite-dimensional semi-simple Lie algebras, as described in Appendix A.2. The associated
Gaudin models, that we shall call �nite Gaudin models, are thus integrable systems with a �nite number
of degrees of freedom. They have been extensively studied in the literature and are used to describe
mechanical systems and spin chains.

The Kac-Moody algebras of non-�nite type are much more complicated: in particular, they are all
in�nite dimensional. Among them, the a�ne Kac-Moody algebras are the simplest, as they are related
to loop algebras of �nite ones. Using this relation, Vicedo has shown in [78] that classical a�ne Gaudin
models (associated with a�ne Kac-Moody algebras) can be viewed as two dimensional integrable �eld
theories. More precisely, they are models with twist function, as described in the �rst part of this
thesis.

In this chapter, we will focus on classical Gaudin models. In Section 6.1, we will develop the general
theory of classical Gaudin models for an arbitrary quadratic Lie algebra. We will also describe brie�y
�nite Gaudin models (illustrated with an example, the unreduced Neumann model). In Section 6.2, we
will discuss classical a�ne Gaudin models and their relations with integrable �elds theories with twist
function. Most of this chapter is a review of the literature on classical Gaudin models, in particular
based on the article [78]. However, we will end Section 6.2 by a new result about integrable hierarchies
of a�ne Gaudin models, which is part of my article [P3] with M. Magro and B. Vicedo.

6.1 Classical Gaudin models

Let g be a quadratic Lie algebra, i.e. a Lie algebra possessing a non-degenerate invariant bilinear form
κ. For now, we will consider only complex Lie algebras. Real Gaudin models will be discussed later in
Subsection 6.1.3.

Let us consider a basis {Ia} of g, the bilinear form κab = κ(Ia, Ib) written in this basis, its inverse
κab and the dual basis {Ia = κabI

b}. One can then consider the quadratic Casimir

C12 = Ia ⊗ Ia = κab I
a ⊗ Ib ∈ g⊗ g. (6.1.1)

It is de�ned in Appendix A.2.4 in the particular case of a semi-simple �nite dimensional algebra
equipped with the Killing form. However, its main properties (A.2.6) and (A.2.7) generalise easily to
any quadratic Lie algebra.
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6.1. Classical Gaudin models

Let us mention here a technical subtlety. If the Lie algebra g is in�nite dimensional, the sum
de�ning C12 in equation (6.1.1) is in�nite. A rigorous de�nition of C12 then requires to give a sense
to this in�nite sum, by considering an appropriate topology on g ⊗ g. The quadratic Casimir then
belongs to the completion g⊗̂g with respect to this topology. We shall not enter into these techni-
calities here: when manipulating in�nite sums, we will suppose that these can be well de�ned in an
appropriate completion. These questions of convergence will appear in Section 6.2, as we will consider
a�ne Kac-Moody algebras, which are in�nite dimensional. We will then give a brief summary of how
to treat these in�nite sums in this case.

In addition to the quadratic Lie algebra g, a Gaudin model is de�ned from the data of N points
λ1, · · · , λN of the complex plane C, given with multiplicities m1, · · · ,mN ∈ Z≥1. These points are
called the sites of the model. For simplicity, we will restrict in this section to the case where all
sites have multiplicity one. In the same way, for this �rst presentation of Gaudin models, we will not
consider the so-called cyclotomic and dihedral Gaudin models. For completeness, and as it is important
for the link between a�ne Gaudin models and integrable �eld theories, we will say a few words about
the general formalism with arbitrary multiplicities and dihedrality at the end of this section. We refer
to [78] for an exhaustive and rigorous presentation.

6.1.1 Phase space and Lax matrix

Phase space. Consider the dual g∗ of the Lie algebra g. Recall that it can be made a Poisson manifold
by the so-called Kirillov-Kostant bracket, as described in Appendix B.2 (technically the Appendix B.2
treats the case of a real Lie algebra but the discussion generalises easily to complex ones, the Poisson
bracket then being a C-linear derivation of the complex algebra of functions on g∗). The phase space
M of the Gaudin model with sites λ1, · · · , λN is the Cartesian product of N copies of the Poisson
manifold g∗. Concretely, this means that the algebra F [M ] of functions onM is generated by elements
Xa

(r) (r = 1, · · · , N), satisfying the Poisson bracket

{
Xa

(r), X
b
(s)

}
= δrs f

ab
ab c X

c
(r),

where the fabab c's are the structure constants of g.
Using the non-degenerate form κ, one can encode all the fundamental functions Xa

(r), for a �xed
r ∈ {1, · · · , N}, in a unique object

X(r) = κab I
a ⊗Xb

(r) ∈ g⊗F [M ]. (6.1.2)

Here also, one would have to consider a completion of g ⊗ F [M ] to consider X(r) if the algebra g is
in�nite. As an element of g⊗F [M ], X(r) is a g-valued function on M . As explained in Appendix B.2,
the Poisson bracket of the X(r)'s can be written in tensorial notations as

{
X

(r)
1 , X

(s)
2

}
= δrs

[
C12, X

(r)
1

]
= −δrs

[
C12, X

(r)
2

]
.

Lax matrix. Let us now de�ne the Lax matrix of the Gaudin model. It is a rational function of a
complex parameter λ (the spectral parameter) which depends on the positions λr's of the sites and
contains all the g-valued functions X(r):

L (λ) =

N∑

r=1

X(r)

λ− λr
+ Ω, (6.1.3)

where Ω is a constant element in g, in the sense that it has a vanishing Poisson bracket with all
functions in F [M ] (this constant element can be seen as a site with multiplicity two at in�nity, but we
shall not develop further this interpretation here, cf. [78]). Using the circle lemma (2.3.5), one checks
that the Poisson bracket of the Lax matrix reads

{
L1(λ),L2(µ)

}
=
[

�r�12(λ, µ),L1(λ) + L2(µ)
]
, (6.1.4)
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6. Classical Gaudin models

with

�r�12(λ, µ) =
C12

µ− λ.

Note that this Poisson bracket is independent of the constant element Ω ∈ g (to get this result, one
needs to use the identity (A.2.6)).

In particular, if g is taken to be a �nite dimensional semi-simple algebra, the matrix �r� coincides
with R0, the standard non-twisted R-matrix on L(g), as introduced in Section 2.3. As explained in
this section, this matrix satis�es the CYBE (2.3.3). Although we considered the case of a semi-simple
�nite algebra g, the proof generalises to any quadratic Lie algebra g and in general the matrix �r�12(λ, µ)
satis�es the CYBE.

Note that �r� is skew-symmetric, in the sense that �r�12(λ, µ) = −�r�21(µ, λ). This property ensures
the skew-symmetry of the bracket (6.1.4). Note that one can rewrite the Poisson bracket (6.1.4) in a
form where the skew-symmetry is obvious:

{
L1(λ),L2(µ)

}
=
[

�r�12(λ, µ),L1(λ)
]
−
[

�r�21(µ, λ),L2(µ)
]
.

6.1.2 Hamiltonians and Lax equation

Quadratic Hamiltonians. So far, we de�ned the phase space M of the Gaudin model, whose
fundamental coordinates are encoded in the Lax matrix (6.1.3). To de�ne entirely the model, one has
to specify a time evolution on this phase space, in the form of a Hamiltonian. Recall the bilinear form
κ on g. We de�ne the so-called quadratic Hamiltonian of the model as

H (λ) =
1

2
κ
(
L (λ),L (λ)

)
. (6.1.5)

As L (λ) is a g-valued function on M , H (λ) is simply a function on M . Using the expression (6.1.3),
one �nds the following partial fraction decomposition of H (λ):

H (λ) = ∆∞ +
N∑

r=1

(
∆r

(λ− λr)2
+

Hr

λ− λr

)
, (6.1.6)

with

∆r =
1

2
κ
(
X(r), X(r)

)
, ∆∞ =

1

2
κ(Ω,Ω) (6.1.7)

and

Hr =
∑

s 6=r

κ
(
X(r), X(s)

)

λr − λs
+ κ
(
X(r),Ω

)
. (6.1.8)

Using the Poisson bracket (6.1.4) and the fact that κ is invariant (i.e. that κ([X,Y ], Z) = κ(X, [Y, Z])
for all X,Y, Z ∈ g), one �nds that

{H (λ),H (µ)} = 0, ∀λ, µ ∈ C. (6.1.9)

Thus the quadratic Hamiltonian is in involution with itself for any values of the spectral parameter.
In particular, one �nds that the Hr's, the ∆r's and ∆∞ are all in involution with one another.

As it turns out, one can show that the ∆r's and ∆∞ are Poisson Casimirs of the model, i.e. that
they have a vanishing Poisson bracket with any function in F [M ]. However, the Hr's are not Poisson
Casimirs in general and their involution is thus a non trivial result. We will de�ne the Hamiltonian of
the model as a linear combination

H =
N∑

r=1

crHr (6.1.10)

of the Hr. In particular, the Hr's are conserved charges in involution of the model.
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6.1. Classical Gaudin models

Lax equation. It is natural to study the time �ow of the Gaudin model, de�ned as the Hamiltonian
�ow of H on the phase space: ∂t = {H , ·}. For that, let us compute the Hamiltonian �ow of the
quadratic Hamiltonian H (µ) on the Lax matrix L (λ). Starting from the bracket (6.1.4), using the
invariance of κ and the completeness relation (A.2.7), one �nds that

{
H (µ),L (λ)

}
=
[
M (µ, λ),L (λ)

]
, with M (µ, λ) =

L (µ)

λ− µ. (6.1.11)

In particular, we �nd

{Hr,L (λ)} =

[
X(r)

λ− λr
,L (λ)

]
.

Thus, the time evolution of L (λ) takes the form of the Lax equation

∂tL (λ) =
{
H ,L (λ)

}
=
[
M (λ),L (λ)

]
, (6.1.12)

with

M (λ) =
N∑

r=1

cr
X(r)

λ− λr
.

We will explain in Section 6.2 the relation between this Lax equation when g is an a�ne Kac-Moody
algebra and the Lax equation (2.1.1) for a �eld theory.

Higher degree Hamiltonians. In this subsection, we de�ned the quadratic Hamiltonians of the
Gaudin model, using the bilinear form κ. These quadratic Hamiltonians were then in involution, as a
consequence of the invariance of κ. This construction generalises for any invariant polynomial on g, as
we shall explain now.

Let Φ be a polynomial of degree d on g. One can see Φ as a totally symmetric d-linear form on g,
i.e. such that, for all permutation σ of {1, · · · , d}, we have

Φ
(
Y1, · · · , Yd

)
= Φ

(
Yσ(1), · · · , Yσ(d)

)
, ∀ Y1, · · · , Yd ∈ g.

We say that Φ is invariant if for any Y1, · · · , Yd, Z ∈ g we have

Φ
(
[Z, Y1], Y2, · · · , Yd

)
+ · · ·+ Φ

(
Y1, Y2, · · · , [Z, Yd]

)
= 0.

In particular, the bilinear form de�nes an invariant polynomial of degree two on g.
Let Φ be an invariant polynomial of degree d on g. Evaluating this polynomial on the Lax matrix

of the Gaudin model, we de�ne the charge

QΦ(λ) =
1

d
Φ
(
L (λ), · · · ,L (λ)

)
. (6.1.13)

In particular, the quadratic Hamiltonian is then H (λ) = Qκ(λ).
Let Φ and Ψ be two invariant polynomials on g. Starting from the Poisson bracket (6.1.4) of the Lax

matrix, one can compute the Poisson bracket of the charges QΦ(λ) and QΨ(µ). Using the invariance
of Φ and Ψ, one �nds that {

QΦ(λ),QΨ(µ)
}

= 0.

Thus, charges constructed from invariant polynomials are in involution one with another. In particular,
they are in involution with H (λ) and thus with the Hamiltonian H , hence they are conserved. This is
a general method for constructing a large number of commuting conserved charges in Gaudin models.
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6. Classical Gaudin models

6.1.3 Real classical Gaudin models

So far, we discussed complex Gaudin models, de�ned on complex Lie algebras. Let us now consider
real Gaudin models. Let g0 be a real quadratic Lie algebra. If we choose points λ1, · · · , λN on the real
line R, the construction presented above for a complex Lie algebra easily applies to the real algebra
(by also considering the spectral parameter λ to be real). We then get a real Gaudin model.

However, one can consider a larger class of real Gaudin models, by allowing the sites λk's to
be complex. In this case, one has to change the construction of the Gaudin model. Let g be the
complexi�cation of g0: g0 can then be seen as the real form g0 = gτ for some antilinear involutive
automorphism τ of g (see Appendix A.3). Note that the quadratic form κ on g0 extends naturally in
a non-degenerate form on g invariant under τ .

As complex ones, a real Gaudin model is de�ned by the data of sites λ1, · · · , λN in C. However, for
the real model we shall suppose that if λk is a site, λk is not. The phase space of the real model is then
de�ned as follows. If λk is a site of the model in R, then we consider the real dual g∗0 of g0, equipped
with the Kirillov-Kostant bracket. This space is described by a g0-valued observable X(k) as de�ned
in equation (6.1.2) (bur for g0 instead of g). If λk is a site in C \R, then we consider the complex dual
g∗ of the complexi�cation g, but as a real vector space (which is then of dimension 2 dim(g0)). This
space is described by an observable X(k) which is g-valued and not g0-valued. The phase space M of
the real Gaudin model is then the Cartesian product of these vectors spaces associated with each site.

We de�ne the Lax matrix of the model as the following g-valued function of the spectral parameter
λ ∈ C:

L (λ) =

N∑

k=1
λk∈R

X(k)

λ− λk
+

N∑

k=1
λk∈C\R

(
X(k)

λ− λk
+
τ
(
X(k)

)

λ− λk

)
+ Ω, (6.1.14)

where Ω is a constant element of g0. Using the de�nitions of X(k) as being either g0-valued or g-valued,
depending on whether λk is real or not, one checks that this Lax matrix satis�es the reality condition

τ
(
L (λ)

)
= L (λ). (6.1.15)

The rest of the construction of the real Gaudin model is then similar to the complex case. The Poisson
bracket of the Lax matrix (6.1.14) of the real model is exactly the same as the complex one, i.e. the
bracket (6.1.4).

One de�nes the quadratic Hamiltonian H (λ) as in (6.1.5), which also satis�es the involution
equation (6.1.9). Using the fact that the extended form κ on g is τ -invariant, one �nds that this
Hamiltonian satis�es the reality condition

H (λ) = H (λ).

One can then write a partial fraction decomposition of H (λ) as in (6.1.6) but with also double and
simple poles at λk if λk /∈ R, with coe�cients ∆k and Hk. One can then de�ne a real Hamiltonian H
as in (6.1.10) by a linear combination of the Hk's and Hk's with appropriate reality conditions on the
coe�cients.

If one considers only real sites λk's, then this de�nition of the real Gaudin model agrees with the
simplest one presented at the beginning of this subsection, as one then considers only g0-valued X(k)'s.

6.1.4 Finite Gaudin models and an example

Classical �nite Gaudin models. In this subsection, we will suppose that g is a Kac-Moody algebra
of �nite type, i.e. a �nite dimensional semi-simple Lie algebra (see Appendix A.2). The associated
Gaudin model then possesses a �nite number of degrees of freedom and is thus a system of classical
mechanics. In this case, the equation (6.1.12) is what is generally called a Lax equation for a mechanical
system (see for example [15]).

Finite algebras admit many invariant polynomials. For example, let us consider a representation
of g (we can then consider the elements of g as matrices): the polynomial X ∈ g 7→ Tr(Xd) is then
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6.1. Classical Gaudin models

an invariant polynomial of degree d on g. This way, one can construct a large number of commuting
conserved charges in involution for �nite Gaudin models.

Following the construction explained above, it appears that there are an in�nite number of such
charges (for example considering all powers d ∈ N). However, these charges are not all independent:
for example, for matrices of size n, the traces Tr(Xd)'s for d > n can be expressed in terms of the ones
for d ≤ n. The structure of the algebra of invariant polynomials on a �nite Lie algebra g has been
completely described in the literature [163]. In particular, it is generated by ` independent polynomials
Φi's, where ` is the rank of g. These polynomials have degrees di + 1, where the di's are the so-called
exponents of the Lie algebra g (we shall come back on that fact in Chapter 7). One then �nds all
independent charges in involution of the Gaudin model by considering the charges (6.1.13) associated
with the fundamental invariant polynomials Φi.

An example: the unreduced Neumann model. Let us consider the so-called Neumann model [164].
This model describes the movement of a particle in an (anisotropic) harmonic potential and constrained
on a (N − 1)-dimensional sphere SN−1. We describe the particle by its position (x1, · · · , xN ) by em-
bedding the sphere SN−1 in RN . We then have the constraint

∑N
i=1 x

2
i = 1. This model was shown to

be integrable by Uhlenbeck [165].
We will consider here a slightly di�erent model, that we shall call the unreduced Neumann model.

It is a model on the whole space RN , which once reduced to the sphere SN−1 coincides with the
Neumann model. The phase space of the model is given by the positions xi's and the corresponding
momenta pi's (i = 1, · · · , N). The Hamiltonian of the model is

HN =
1

2

N∑

i=1

ω2
i x

2
i +

1

4

∑

i 6=j
J2
ij ,

with ωi the pulsation of the harmonic oscillator in the axis i and

Jij = xipj − xjpi.

Let us de�ne the so-called Ulhenbeck quantities

Fi = x2
i +

N∑

j=1
j 6=i

J2
ij

ω2
i − ω2

j

, (6.1.16)

for i ∈ {1, · · · , N}. One shows that these are independent conserved charges in involution of the
unreduced Neumann model (hence proving its Liouville integrability [15]). They are related to the
Hamiltonian by

HN =

N∑

i=1

ω2
iFi. (6.1.17)

Let us consider the two by two matrices [166] (see also [167])

LN (λ) =

N∑

k=1

1

λ− ω2
k

(
xkpk x2

k

−p2
k −xkpk

)
+ Ω, MN (λ) =

N∑

k=1

(
xkpk x2

k

−p2
k −xkpk

)
+ λΩ, (6.1.18)

depending on a spectral parameter λ, with Ω =

(
0 0
−1 0

)
. The equations of motion of the unreduced

Neumann model can be recast in the form of the Lax equation

d
dt
LN (λ) = {HN ,LN (λ)} = [MN (λ),LN (λ)] .
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During my PhD, I have co-supervised a master thesis about the Neumann model. The main subject
of this project was the search of a two by two Lax pair for an integrable deformation of the Neumann
model (for N = 3), introduced recently by Arutyunov and Medina-Rincon in [168]. Another part of the
project was to understand the reinterpretation of the unreduced Neumann model as a Gaudin model
on the Lie algebra sl(2,R), as stated in [169]. We will present this reinterpretation here, as an example
of what we mean exactly when saying that a model is realised as a Gaudin model.

We consider the simple real Lie algebra g0 = sl(2,R), equipped with the invariant bilinear form
κ(X,Y ) = 1

2Tr(XY ), making it a quadratic Lie algebra. Let us �x a basis

H =

(
1 0
0 −1

)
, E =

(
0 1
0 0

)
and F =

(
0 0
1 0

)

of g0. We consider a classical real Gaudin model associated with g0 = sl(2,R) and with N sites λr = ω2
r

(r = 1, · · · , N). As these are real sites, the construction of this real Gaudin model is similar to the
complex one (see Subsection 6.1.3). The phase space M of this model (see subsections 6.1.1 and 6.1.3)
is described by 3N fundamental functions XH

(r), X
E
(r) and X

F
(r). The non-vanishing Poisson brackets of

these functions are
{
XH

(r), X
E
(s)

}
= 2δrsX

E
(r),

{
XH

(r), X
F
(s)

}
= −2δrsX

F
(r) and

{
XE

(r), X
F
(s)

}
= δrsX

H
(r).

The Lax matrix of the Gaudin model is then

L (λ) =
N∑

k=1

1

λ− ω2
k

(
XH

(k) 2XF
(k)

2XE
(k) −XH

(k)

)
+ Ω,

where by anticipation we already choose the constant matrix Ω to be the one appearing in (6.1.18).
The presence of factors 2 in the above equation is due to the expression of the form κ in the basis
{H,E, F}: κ(H,H) = 1, κ(E,F ) = κ(F,E) = 1

2 .

The phase space M of the Gaudin model can be seen as the vector space R3N with coordinates(
XH

(k), X
E
(k), X

F
(k)

)
k=1,··· ,N . In the same way, the phase space of the unreduced Neumann model is

simply the vector space R2N with canonical coordinates (xk, pk)k=1,··· ,N . We de�ne the following map
from R2N to M :

π : R2N −→ M ' R3N

(xk, pk)k=1,··· ,N 7−→
(
xkpk,−1

2p
2
k,

1
2x

2
k

)
k=1,··· ,N

.

One checks that this is a Poisson map, i.e. that xkpk, −1
2p

2
k and 1

2x
2
k satisfy the same Poisson bracket

as XH
(k), X

E
(k) and XF

(k). The map π induces a morphism of algebras π∗ from F [M ] to F [R2N ] by
pullback:

π∗ : F [M ] −→ F [R2N ]
f 7−→ f ◦ π .

As π is a Poisson map, π∗ sends the Poisson bracket on F [M ] to the one on F [R2N ]. We will say that
π is a realisation of the Gaudin phase space M .

As we will see, π maps the unreduced Neumann model on the sl(2,R)-Gaudin model. Indeed, it is
clear that

π∗
(
L (λ)

)
= LN (λ),

hence the Lax matrix of the unreduced Neumann model coincides with the one of the Gaudin model
through the map π∗. In the same way, one checks that the Ulhenbeck quantities (6.1.16) coincide with
the quadratic Hamiltonians (6.1.8) of the Gaudin model:

π∗
(
Hk) = Fk =

1

2
res
λ=ω2

k

κ
(
LN (λ),LN (λ)

)
.

By equation (6.1.17), we then have
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π∗(H ) = HN , with H =

N∑

k=1

ω2
kHk

of the form (6.1.10). The quadratic Hamiltonians Hk are part of the quadratic charge H (λ). Recall
from (6.1.6) that H (λ) also contains the Casimirs ∆k, de�ned in (6.1.7). It is easy to check that these
Casimirs vanishes under the realisation π:

π∗(∆k) = 0.

This is to be partially expected: indeed, the canonical phase space R2N of the model is symplectic, i.e.
its Poisson bracket does not possess non constant Casimirs. The image of ∆k under π∗ should then be
a constant (and in this case is actually equal to zero).

This illustrates more generally what we mean when saying that a model is identi�ed as a Gaudin
model: there exists a Poisson map from the phase space of the model to the phase space of the Gaudin
model, which maps the Hamiltonian of the model to the Gaudin Hamiltonian. Note however that this
map is in general not an isomorphism, so that the phase space of the initial model is not isomorphic
to the phase space of the Gaudin model. This is the case for the map π in the case of the unreduced
Neumann model: it clearly cannot be surjective on dimensional grounds (and the phase spaces R2N

and M cannot be isomorphic as R2N is symplectic and M is not).

6.1.5 Cyclotomic and dihedral Gaudin models with arbitrary multiplicities

In this subsection, we say a few words about various generalisations of the classical Gaudin model
described previously in this section. The most general formalism of a dihedral Gaudin model with
arbitrary singularities is described in the article [78] (although this article treats the case of an a�ne
Lie algebra, the transcription of the formalism to an arbitrary quadratic Lie algebra is straightforward).
These generalisations are necessary to understand entirely the reinterpretation of integrable σ-models
as (dihedral) a�ne Gaudin models.

Gaudin models with multiplicities. For this section, we restricted to Gaudin models whose sites
λ1, · · · , λN have multiplicity one. Let us say a few words about Gaudin models with arbitrary multi-
plicities m1, · · · ,mN ∈ Z≥1 [109]. We will focus on complex Gaudin models, the generalisation to real
ones being quite similar to the case with multiplicity one (as discussed in Subsection 6.1.3).

The phase space of the model is the Cartesian product of N Poisson vector spaces associated with
the N sites. The space associated with λr is the Kirillov-Kostant space Tmrg∗ associated with the
so-called Taki� algebra Tmrg of multiplicity mr [170]. The Taki� algebra Tmg is constructed from the
Lie algebra g as follows. We denote by C[ε] the algebra of complex polynomials of a formal variable ε.
The subspace εmC[ε] is then an ideal of C[ε]. The Taki� algebra associated with g and of multiplicity
m is then de�ned as

Tmg = g⊗ C[ε]/εmC[ε].

If m = 1, one has C[ε]/εC[ε] ' C, so that the Taki� algebra T1g coincide with g. Let us describe more
concretely the Taki� algebra Tmg. We consider a basis {Ia} of g, with associated structure constants
fabab c. Then the Taki� algebra has a basis Ia[p], with p = 0, · · · ,m− 1, with bracket

[
Ia[p], I

b
[q]

]
=

{
fabab c I

c
[p+q] if p+ q ≤ m− 1,

0 if p+ q > m− 1.

The phase space of the Gaudin model is de�ned as

M = Tm1g∗ × · · · × TmNg∗,

where each dual Tmg∗ is equipped with the Kirillov-Kostant bracket. This phase space is then
parametrized by g-valued observables X(r)

[p] , with r = 1, · · · , N and p = 0, · · · ,mr − 1, satisfying
the brackets {

X
(r)
[p] 1, X

(s)
[q] 2

}
=

{
δrs

[
C12, X

(r)
[p+q]1

]
if p+ q ≤ mr − 1,

0 if p+ q > mr − 1.
(6.1.19)
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The Lax matrix of the model is de�ned as [109]

L (λ) =
N∑

r=1

mr−1∑

p=0

X
(r)
[p]

(λ− λr)p+1
+ Ω, (6.1.20)

with Ω a constant element of g. As the multiplicity mr appears as the order of the pole at λr in the
Lax matrix, we will sometimes speak of a Gaudin model with simple, double, triple ... poles instead
of a model with sites and multiplicities.

The important result is that this Lax matrix satis�es the same Poisson bracket (6.1.4) as the
Lax matrix for simple poles, with the same matrix �r�12(λ, µ). One can then construct the Gaudin
model in a similar fashion as in the multiplicity one case. In particular, we can consider the quadratic
Hamiltonian (6.1.5), which satis�es the involution equation (6.1.9). This Hamiltonian can then be
written as a partial fraction decomposition similar to (6.1.6) but with higher order poles (which gives
more conserved charges in involution). The Lax equation (6.1.11) still holds without corrections.

The most general Gaudin model can also have a site at in�nity, with an arbitrary multiplicity. As
this requires a somehow special treatment, we will not consider this case here and refer to [78] (note
however that the constant element Ω in (6.1.20) corresponds to a double pole at in�nity).

Cyclotomic Gaudin models. Let us now say a few words about cyclotomic Gaudin models. These
are a generalisation of the complex Gaudin model presented in this section (which appeared �rst
in [171] for the case with no multiplicities and in [115] for the case with arbitrary multiplicities), for
Lie algebras g which possess an automorphism σ of �nite order T (see appendix A.4). We will use here
a formalism close to the one we used in subsection 3.2.2 to described ZT -coset σ-models. The action
of σ on g de�nes an action of the cyclic group ZT . One can also de�ne an action of ZT on the complex
plane via the multiplication by ω a primitive T th-root of unity. Cyclotomic Gaudin models are models
with a Lax matrix of a form similar to (6.1.20) but which satis�es the equivariance condition

σ
(
L (λ)

)
= ωL (ωλ). (6.1.21)

Before explaining the construction ex nihilo of cyclotomic Gaudin models, let us �rst gain some in-
tuitions about what these models should satisfy. Indeed, the equivariance condition (6.1.21) imposes
several restrictions on the theory.

Let λr be a pole of L (λ) di�erent from the origin (which is then not �xed under the multiplication
by ω), then all the points of the orbit ZT .λr = {ωkλr, k = 0, · · · , T − 1} must be poles of L (λ), with

same multiplicity mr. Moreover, the coe�cients over the poles at these points are related to the X(r)
[p] 's

by action of powers of σ.
In the same way, let us consider the point 0, which is �xed under the multiplication by ω. If it is

a pole of L (λ), then one has

σ
(
X

(0)
[p]

)
= ω−pX(0)

[p] ,

i.e. X
(0)
[p] is in the grading g(−p) of g (see ZT -gradings in Appendix A.4).

To construct a cyclotomic Gaudin model, one then considers sites λ0 = 0, λ1, · · · , λN , with multi-
plicities m0,m1, · · · ,mN , and associate with them some observables X(r)

[p] (p = 0, · · · ,mr − 1), which

are g-valued for r = 1, · · · , N and which are in gradings g(−p) for r = 0. We suppose that the λr are
not in the same ZT -orbits. We then de�ne the Lax matrix to be (with Ω ∈ g(1) constant) [115,78]

L (λ) =
1

T

T−1∑

k=0

N∑

r=1

mr−1∑

p=0

ωkpσkX
(r)
[p]

(λ− ωkλr)p+1
+

m0−1∑

p=0

X
(0)
[p]

λp+1
+ Ω. (6.1.22)

One then checks that this Lax matrix satis�es the equivariance condition (6.1.21). Note that for all
sites λr (r = 1, · · · , N), this Lax matrix possesses poles at all ωkλr in the orbit ZT .λr, as expected
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above. However, the coe�cients of these poles are not independent of the ones at λr. Thus, in the
cyclotomic Gaudin model, all these poles have to be regarded as attached to one unique site.

So far, we speci�ed a Lax matrix but not the phase space of the model. This phase space is
parametrised by the observablesX(r)

[p] . For r = 1, · · · , N , we will suppose thatX(r)
[p] satis�es the Kirillov-

Kostant bracket (6.1.19) of the Taki� algebra Tmrg. The observables X(0)
[p] satisfy more complicated

brackets, which take into account the fact that these are restricted to particular gradings. We will not
enter into details here and refer to [78]. These brackets on X(r)

[p] are made for the Lax matrix L (λ) to
satisfy the bracket

{
L1(λ),L2(µ)

}
=
[

�r�12(λ, µ),L1(λ)
]
−
[

�r�21(µ, λ),L2(µ)
]
, (6.1.23)

with

�r�12(λ, µ) =
1

T

T−1∑

k=0

σk1C12

µ− ω−kλ. (6.1.24)

In particular, for a �nite algebra g with an automorphism σ, �r� coincides with the standardR-matrix on
L(g) twisted by σ, as introduced in (2.3.8). The construction of quadratic Hamiltonians in involution
and the associated Lax equations developed in the non-cyclotomic case then generalise to the cyclotomic
case.

Dihedral Gaudin models. Let us �nally introduce dihedral Gaudin models [78]. These are the real
equivalents of the cyclotomic Gaudin models introduced above. Let g0 be a real Lie algebra with a
ZT -grading g0 =

⊕T−1
p=0 g

(p)
0 . According to Corollary A.4.4, if g0 is the real form gτ of g, these gradings

are in one-to-one correspondence with automorphisms σ of g of order T , which satisfy the dihedrality
condition

σ ◦ τ = τ ◦ σ−1.

A dihedral Gaudin model is then a model whose Lax matrix L (λ) satis�es both the reality condition
(6.1.15) and the equivariance condition (6.1.21):

τ
(
L (λ)

)
= L (λ) and σ

(
L (λ)

)
= ωL (ωλ). (6.1.25)

Such a model is constructed by combining the constructions of real Gaudin models (in Subsection
6.1.3) and the one of cyclotomic Gaudin models above. Let ΓT be the dihedral group of order 2T , as
de�ned in (2.4.12), and consider its action (2.4.13) on the complex plane via multiplication by ω and
complex conjugation. We �x a certain number of sites λ0 = 0, λ1, · · · , λN in C, whose orbits under
ΓT are disjoint, with multiplicity m0,m1, · · · ,mN . We then attach to these sites certain objects X(r)

[p]

(p = 0, · · · ,mr − 1), whose properties depend on the orbit ΓT .λr:

(i) if ΓT .λr is of size one (�xed point), i.e. r = 0, then X(0)
[p] ∈ g

(−p)
0 ,

(ii) if ΓT .λr is of size T , i.e. (at least) one element of ΓT .λr is real and non-zero, then X(r)
[p] ∈ g0,

(iii) if ΓT .λr is of maximal size 2T , i.e. all elements ΓT .λr are in C \ R, then X(r)
[p] ∈ g.

The Lax matrix is then constructed from these objects to satisfy the conditions (6.1.25). In particular,
it has poles at all points of the orbits ΓT .λr, but the coe�cients at these poles are related to the ones
at λr by actions of τ and powers of σ. Hence, we see all these poles as a unique site of the model.

The Poisson brackets satis�ed by the X(r)
[p] are made so that the Lax matrix satis�es the bracket

(6.1.23) with �r� as in (6.1.24). In the cases (ii) and (iii) above, theX(r)
[p] 's obey the Taki� Kirillov-Kostant

brackets (6.1.19) of respectively g0 and g. The Poisson brackets of the X(0)
[p] 's are more complicated

and we simply refer to [78] for their expression.
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One could also consider a site at in�nity. In this case, the associated X(∞)
[p] would have properties

similar to the ones attached to the origin, as∞ is a �xed point under the action of ΓT (we refer to [78]
for the full construction).

Let us end this paragraph by an example. The unreduced Neumann model presented in Subsection
6.1.4 also possesses another Lax matrix, which is of size N × N . This alternative formulation is a
realisation of a Γ2-dihedral Gaudin model on sl(N,C), with automorphism σ : X 7→ −tX.

6.2 Classical AGM as �eld theories with twist function

In this section, we will focus on classical A�ne Gaudin Models (AGM). In particular, using the
description of a�ne Kac-Moody algebras in terms of loop algebras, we will explain how AGM can be
seen as integrable �eld theories with twist function and with space coordinate x on the circle S1. This
section is mostly a review of the article [78] of Vicedo.

6.2.1 Models with twist function and the Lie algebra of g-connections on the circle

Before entering into the formalism of a�ne algebras, let us try to get intuition on how a Gaudin model
can be understood as a model with twist function. Recall that the Lax matrix of a Gaudin model
satis�es a Poisson bracket of the form (6.1.23). The Lax matrix of a model with twist function, on the
other hand, satis�es a Poisson bracket of the form (2.2.6). At �rst sight, these two brackets seem quite
dissimilar. In this section, we explain how the bracket (2.2.6) can be put in a form similar to the one
of Gaudin models, using the Lie algebra of g-connections on the circle.

The fundamental dynamical �elds of a �eld theory on the circle are observables-valued distributions
on S1. They can be seen as in�nite Fourier series

φ(x) =
∑

n∈Z
cne

inx, x ∈ S1 ' [0, 2π], (6.2.1)

where the coe�cients cn belong to F [M ], i.e. are functions on the phase space M of the model
(here, we consider complex �elds: real ones are treated in a similar fashion requiring cn = c−n). The
kth-derivative of the �eld φ with respect to x is then

∂kxφ(x) =
∑

n∈Z
(in)kcne

inx.

We will denote by T (S1) the space of trigonometric polynomials on S1, i.e. the vector space with basis

en : S1 −→ C
x 7−→ einx

.

A �eld φ(x) of the form (6.2.1) is then in the tensor product F [M ] ⊗ T (S1) (more precisely, in a
completion of this tensor product, as the sum in (6.2.1) is in�nite).

Let g be the �nite Lie algebra underlying the considered model with twist function. We de�ne the
space of g-connections on S1 as

Conng(S1) = C∂ ⊕ g⊗ T (S1).

Elements of Conng(S1) are represented by their evaluation at x ∈ S1, which sends ∂ to ∂x and en to
en(x) = einx. An element ∇ = k∂ + J in Conng(S1), with k ∈ C and J ∈ g ⊗ T (S1) a g-valued
trigonometric polynomial, can then be seen as the g-connection

∇(x) = k∂x + J (x).

One de�nes a bracket [·, ·] of two g-valued trigonometric polynomials by considering the point-wise
bracket on g. We then extend it to Conng(S1) as

[
k1∂ + J1,k2∂ + J2

]
(x) = [J1(x),J2(x)] + k1∂xJ2(x)− k2(x)∂xJ1(x).

141



6.2. Classical AGM as �eld theories with twist function

One checks that [·, ·] is a Lie bracket on Conng(S1).

Let us come back to the considered �eld theory with twist function. From its twist function ϕ(λ)
and its Lax matrix L(λ, x), we de�ne the following g-connection on S1, depending on the spectral
parameter λ:

∇(λ, x) = ϕ(λ)
(
∂x + L(λ, x)

)
∈ Conng(S1). (6.2.2)

As L(λ, ·) is a g-valued �eld, its coe�cients in a basis of g are thus elements of (the completion of)
the tensor factor F [M ]⊗ T (S1): thus, ∇(λ, ·) is an element of (the completion of) the tensor product
F [M ] ⊗ Conng(S1). The main result of this subsection is the fact that the Poisson bracket (2.2.6) of
L, with the R-matrix (2.4.1), can be rewritten as

{
∇1(λ, x),∇2(µ, y)

}
=
[
R0

12(λ, µ)δxy,∇1(λ, x)
]
−
[
R0

21(µ, λ)δyx,∇2(µ, y)
]
. (6.2.3)

This bracket is valued in F [M ] ⊗ Conng(S1) ⊗ Conng(S1) (or more technically in its completion with
respect to an appropriate topology). An element of Conng(S1) is a g-connection on S1 and can thus
be evaluated at any point of S1. In this bracket, the points x and y are thus to be understood as
attached to the �rst and second tensor factors of Conng(S1) ⊗ Conng(S1). Note that the dependence
of the bracket in the twist function is now only contained in the connection ∇.

Before interpreting this bracket, let us brie�y prove the equation (6.2.3). From the Poisson bracket
(2.2.6) of L(λ, x) and the expression (2.4.1) of R, one gets

{
∇1(λ, x),∇2(µ, y)

}
= ϕ(λ)ϕ(µ)

{
L1(λ, x),L2(µ, y)

}

=
[
R0

12(λ, µ), ϕ(λ)L1(λ, x)
]
δxy −

[
R0

21(µ, λ), ϕ(µ)L2(µ, x)
]
δxy

−
(
ϕ(λ)R0

12(λ, µ) + ϕ(µ)R0
21(µ, λ)

)
δ′xy

=
[
R0

12(λ, µ)δxy, ϕ(λ)L1(λ, x)
]
−
[
R0

21(µ, λ)δyx, ϕ(µ)L2(µ, x)
]

−
[
ϕ(λ)∂x,R0

12(λ, µ)δxy
]

+
[
ϕ(µ)∂y,R0

21(µ, λ)δyx
]

=
[
R0

12(λ, µ)δxy,∇1(λ, x)
]
−
[
R0

21(µ, λ)δyx,∇2(µ, y)
]
.

The bracket (6.2.3) now has a form similar to the bracket (6.1.23) of a Gaudin model. One could
then hope that models with twist function are related to Gaudin models on the Lie algebra Conng(S1).
However, this turns out to be impossible. Indeed, there is no invariant non-degenerate bilinear form
on the Lie algebra Conng(S1). As we will see in the next subsection, we will overcome this di�culty
by considering a�ne Kac-Moody algebras.

6.2.2 A�ne Kac-Moody algebras from loop algebras

Loop algebra. In this section we present the construction of a�ne Kac-Moody algebras from loop
algebras. We will not use here the general abstract theory of Kac-Moody algebras, de�ned from
generalised Cartan matrices. We refer the reader to [162] for a general treatment of Kac-Moody
algebras and the link between the two descriptions of a�ne ones.

Let us consider a �nite dimensional complex semi-simple Lie algebra g, with Killing form κ. The
loop algebra of g is the algebra

g[t, t−1] = g⊗ C[t, t−1]

of g-valued Laurent polynomials in a formal variable t (note that this de�nition of the loop algebra
is slightly di�erent from the one used in Appendix C.4, where we considered Laurent series and not
Laurent polynomials). The space g[t, t−1] is a Lie algebra when equipped with the point-wise bracket

[X ⊗ tp, Y ⊗ tq] = [X,Y ]⊗ tp+q, ∀X,Y ∈ g, ∀ p, q ∈ Z.

We de�ne the (untwisted) a�ne Kac-Moody algebra g̃ as a central and cocentral extension of g[t, t−1]:

g̃ = g[t, t−1]⊕ CD⊕ CK,
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6. Classical Gaudin models

with the Lie bracket
[
X ⊗ tp + aD + bK, Y ⊗ tq + cD + dK

]
=

[X,Y ]⊗ tp+q + aqY ⊗ tq − cpX ⊗ tp + p κ(X,Y )δp+q,0K.
(6.2.4)

We de�ne a bilinear form (·, ·) on g̃ by letting
(
X ⊗ tp + aD + bK, Y ⊗ tq + cD + dK

)
= δp+q,0κ(X,Y ) + ad+ bc. (6.2.5)

One checks that (·, ·) de�nes an invariant and non-degenerate bilinear form on g̃.

As the a�ne Kac-Moody algebra g̃ is quadratic, one can consider the split quadratic Casimir C̃12

of g̃, as de�ned in equation (6.1.1). If {Ia} is a basis of g and {Ia} is the associated dual basis with
respect to κ, then {Ia⊗tn,K,D} is a basis of g̃, whose dual basis with respect to (·, ·) is {Ia⊗t−n,D,K}.
The split quadratric Casimir of g̃ is then

C̃12 = K⊗ D + D⊗ K +
∑

n∈Z

(
Ia ⊗ tn

)
⊗
(
Ia ⊗ t−n

)
. (6.2.6)

One issue regarding this construction is the fact that g̃ is in�nite dimensional, which makes the sum in
equation (6.2.6) in�nite and thus ill-de�ned in g̃⊗ g̃. To make sense of this sum, one needs to consider
a completion g̃⊗̂g̃ of this tensor product. For completeness, we will say a few words about completions
in the following paragraph (note that this paragraph is not necessary for the comprehension of the
main ideas introduced in the rest of this section).

In�nite sums and completion. Issues of convergence and completion appear frequently when
dealing with AGM. In this thesis, we will not treat these in details, in order to focus on the general
ideas behind AGM. We refer to [78] for a thorough rigorous treatment. However, we will illustrate
the kind of completions used when manipulating a�ne algebras and related vector spaces by a simple
example, a completion of g̃ itself. Consider the subspaces

Fng̃ = g⊗ tnC[t], n ∈ Z≥0,

of g̃. They form a descending Z≥0-�ltration of g̃:

g̃ ⊃ F0g̃ ⊃ F1g̃ ⊃ · · · ⊃ Fng̃ ⊃ · · · .
Let us consider a sequence U = (uk)k∈Z≥0

in g̃. We say that U is a Cauchy sequence with respect to
this �ltration if

∀n ∈ Z≥0, ∃ k ∈ Z≥0 such that up − uq ∈ Fng̃ if p, q ≥ k.
There exists a general construction of completions of vector spaces with descending Z≥0-�ltration such
that all Cauchy sequences with respect to this �ltration converge in the completion (see more details
in [78]). In particular, this construction allows to make sense of in�nite series

∑

n∈Z≥0

vn, with vn ∈ Fng̃.

Note that the Z≥0-�ltration is a Lie algebra �ltration, i.e. satis�es

[Fng̃,Fmg̃] ⊂ Fn+mg̃.

This ensures that the Lie bracket g̃ extends to the associated completion, making it a Lie algebra. In
the present case, the completion is simply

g((t))⊕ CD⊕ CK,

constructed as g̃ but where we consider g-valued Laurent series in t instead of Laurent polynomials.
The rigorous construction of AGM requires to consider similar completions of various vector spaces,

with respect to some �ltrations constructed from the one above and the �conjugate� one (with powers
of t−1 instead of t). In particular, this allows to make sense of the split quadratic Casimir (6.2.6).
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6.2. Classical AGM as �eld theories with twist function

A�ne algebras and connections on the circle. Recall the trigonometric functions on the circle,
en : x ∈ S1 7→ einx (n ∈ Z), introduced in the previous subsection. We de�ne a map

ρ : g̃ = g[t, t−1]⊕ CD⊕ CK −→ Conng(S1) = g⊗ T (S1)⊕ C∂

by
ρ(X ⊗ tn) = X ⊗ en, ρ(D) = −i∂ ρ(K) = 0,

for X ∈ g and n ∈ Z. One checks that ρ is a Lie algebra morphism from the a�ne algebra g̃ to the
Lie algebra Conng(S1) of g-connections on the circle.

Let us consider the quadratic split Casimir (6.2.6) of g̃. It is clear that its image under the Lie
algebra morphism ρ is given by

(ρ⊗ ρ)C̃12 =
∑

n∈Z

(
Ia ⊗ en

)
⊗
(
Ia ⊗ e−n

)

and belongs to (a completion of)
(
g ⊗ T (S1)

)
⊗
(
g ⊗ T (S1)

)
⊂ Conng(S1) ⊗ Conng(S1). Recall that

in Subsection 6.2.1, we considered elements of Conng(S1) by evaluating them at points of S1. Let us
evaluate the left factor of the tensor product Conng(S1) ⊗ Conng(S1) at x ∈ S1 and the second at
y ∈ S1 (as we did to consider the Poisson bracket (6.2.3) in Subsection 6.2.1). We then get

(ρ⊗ ρ)C̃12(x, y) = C12D(x, y),

where C12 = Ia ⊗ Ia ∈ g⊗ g is the split Casimir of the �nite algebra g and

D(x, y) =
∑

n∈Z
en(x)e−n(y) =

∑

n∈Z
ein(x−y).

The latter cannot be understood as a function of (x, y) ∈ S1 × S1 because of the in�nite sum on n. In
fact, such in�nite Fourier series where we do not require additional convergence conditions can be seen
as distributions on T (S1). Let

f =
∑

cn∈Z
cnen,

be an element of T (S1) (we then have a �nite number of non-vanishing cn's). The action of the
distribution D(x, ·) on the trigonometric polynomial f is given by

1

2π

∫ 2π

0
dy D(x, y)f(y) =

∑

n,m∈Z
cme

inx 1

2π

∫ 2π

0
dy ei(m−n)y

︸ ︷︷ ︸
δnm

=
∑

n∈Z
cne

inx = f(x).

Thus the distribution D(x, y) is in fact the Dirac δ-distribution δxy (note that, as we are on the circle,
we consider integrals with a measure normalised by 2π). We then have

(ρ⊗ ρ)C̃12(x, y) = C12δxy. (6.2.7)

Note that the morphism ρ is surjective but not injective, as it sends K to zero. Thus, Conng(S1) is
not isomorphic to g̃. In fact, it is isomorphic to its quotient g̃/CK by the central ideal CK. This prevents
us to translate all properties of g̃ on Conng(S1). In particular, one cannot �push� the invariant non-
degenerate bilinear form (·, ·) to an invariant non-degenerate form on Conng(S1). We already stated
the non-existence of such a form on Conng(S1) at the end of subsection 6.2.1. In particular, this
prevented us to de�ne a Gaudin model on Conng(S1). However, one can de�ne a Gaudin model on g̃,
whose Lax matrix would then be g̃-valued, and apply the morphism ρ to it to get a Lax matrix valued
in Conng(S1). We will apply this idea in the next subsection. First, let us remark that although one
cannot �push� the bilinear form (·, ·) from g̃ to Conng(S1), one can do it when restricting to g[t, t−1] ⊂ g̃:

∀ J1, J2 ∈ g[t, t−1] ⊂ g̃, (J1, J2) =
1

2π

∫ 2π

0
dx κ

(
J1(x),J2(x)

)
, with Ji = ρ(Ji). (6.2.8)
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6. Classical Gaudin models

6.2.3 Classical A�ne Gaudin models without dihedrality and multiple poles

Lax matrix and change of auxiliary space. For simplicity, we will start with the simplest AGM
on g̃: complex, without cyclotomy and with sites of multiplicity one. Its Lax matrix L (λ) then satis�es
the Poisson bracket

{
L1(λ),L2(µ)

}
=

[
C̃12

µ− λ,L1(λ) + L2(µ)

]
, (6.2.9)

according to equation (6.1.4).
The Lax matrix L (λ) is valued in (a completion of) g̃⊗F [M ], where M is the phase space of the

Gaudin model. We call the space F [M ] the algebra of observables of the model and g̃ the auxiliary
space. Let us modify this auxiliary space by applying the morphism ρ : g̃→ Conng(S1):

∇̃(λ) = (ρ⊗ Id)L (λ) ∈ Conng(S1)⊗F [M ],

where ρ and Id acts respectively on the left and right factor of the tensor product g̃ ⊗ F [M ]. The
bracket (6.2.9) is valued in g̃⊗ g̃⊗F [M ]. We get the Poisson bracket of ∇̃1(λ) with ∇̃2(µ) by applying
ρ⊗ ρ⊗ Id on equation (6.2.9). As ρ is a Lie algebra morphism, we get

{
∇̃1(λ), ∇̃2(µ)

}
=

[
(ρ⊗ ρ)C̃12

µ− λ , ∇̃1(λ) + ∇̃2(µ)

]
.

Recall that to write the Poisson bracket (6.2.3) of Conng(S1)-valued objects we evaluated the connec-
tions at points x and y of S1. Using equation (6.2.7), one then gets

{
∇̃1(λ, x), ∇̃2(µ, y)

}
=

[
C12

µ− λδxy, ∇̃1(λ, x) + ∇̃2(µ, x)

]
. (6.2.10)

This has exactly the form of the Lax bracket (6.2.3) (for R0 the non-twisted standard R-matrix
C12/(µ−λ)). The Lax matrix of the AGM, once the auxiliary space changed, then has the same bracket
as the Lax connection (6.2.2) of a model with twist function. However, to complete the interpretation of
the AGM as a �eld theory, one also has to understand its phase space and in particular the components
of ∇̃(λ).

Phase space and dynamical �elds. As we consider a non-cyclotomic complex AGM with only
simple poles, its phase space M is the product of N copies of the dual space g̃∗, equipped with the
Kirillov-Kostant bracket. This phase space is then encoded in N quantities X(r) in (a completion of)
g̃⊗F [M ] satisfying the bracket

{
X

(r)
1 , X

(s)
2

}
= δrs

[
C̃12, X

(r)
1

]
. (6.2.11)

We will write X(r) as
X(r) = D(r)K + iK(r)D + J (r), (6.2.12)

with D(r),K(r) ∈ F [M ] and J (r) ∈ g[t, t−1]⊗F [M ]. We will focus �rst on K(r) and J (r) by considering
the image of X(r) through the morphism ρ:

(
ρ⊗ Id

)
X(r)(x) = K(r)∂x + J (r)(x), (6.2.13)

where J (r) = ρ
(
J (r)

)
belongs to (a completion of) g ⊗ T (S1) ⊗ F [M ]. In particular, the components

of J (r) in a basis {Ia} of g belong to the completion of T (S1)⊗F [M ]:

J (r)
a (x) =

∑

n∈Z
c(r)
a,ne

inx,

with c(r)
a,n ∈ F [M ]. Thus, J (r)

a is an observable-valued distribution on S1. As explained at the beginning
of subsection 6.2.1, such an object is the dynamical �eld of an Hamiltonian theory on S1.
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6.2. Classical AGM as �eld theories with twist function

Levels and Kac-Moody currents. Now that we interpreted the observable J (r) = ρ
(
J (r)

)
as

dynamical �elds, let us consider the other observables. In particular, the observable K(r) appears
as the coe�cient of iD in X(r). However, one sees in equation (6.2.4) that the element D can never
be created by a commutator in g̃. Thus, it cannot appear on the left factor of the bracket (6.2.11).
Therefore, one gets {

K(r), X(s)
}

= 0,

for all r, s = 1, · · · , N . This means that the observable K(r) is a Poisson Casimir of F [M ] (it Poisson
commutes with all functions in F [M ]). The elements K(r) are the classical equivalent for the Kostant-
Kirillov bracket of the central element K of g̃.

In a Hamiltonian �eld theory, there should not be Poisson Casimirs which are not constant func-
tions. In order to interpret the AGM as a �eld theory, we thus �x the quantities K(r) to constants.
For that, we will consider a Poisson map πk from F [M ] to a new algebra of observables Obs, such that

πk

(
K(r)

)
= kr, with k = (k1, · · · , kN ) ∈ CN . (6.2.14)

We will explain more precisely how we construct this map later. The numbers in k are called the
levels of the AGM. As the quantities J (r) have already been interpreted as dynamical �elds on S1,
we shall consider that πk does not a�ect these quantities (again, see the precise statement after), so
we still write J (r) their image under πk. We then have

(ρ⊗ πk)X(r)(x) = kr∂x + J (r)(x).

The bracket (6.2.11) is valued in g̃⊗ g̃⊗F [M ]. As πk is a Poisson map, we get the Poisson brackets

of (ρ⊗ πk)X
(r)
1 (x) and (ρ⊗ πk)X

(s)
2 (y) by applying the map ρ⊗ ρ⊗ πk to (6.2.11) (and evaluate at x

and y in S1). Doing this, and using the expression (6.2.7) of (ρ⊗ ρ)C̃12(x, y), we obtain
{
J (r)
1 (x),J (r)

2 (y)
}

=
[
C12,J (r)

1 (x)
]
δxy − krC12δ

′
xy (6.2.15)

and {
J (r)
1 (x),J (s)

2 (y)
}

= 0 if k 6= s.

The bracket (6.2.15) is then the one of a so-called Kac-Moody current of level kr. The algebra of
observables Obs of the model then contains N commuting Kac-Moody currents.

Momentum of the theory. So far, we understood the interpretation of the components J (r) and
K(r) of X(r). However, there is still a set of observables that we did not study. Indeed, recall that the
morphism ρ is not injective, as it sends K to zero. Thus there is still to interpret the coe�cient D(r)

of K in (6.2.12).
Let us compute its Poisson bracket with the Kac-Moody current J (r). For that, we project the

bracket (6.2.11) on K on the second tensor factor. Given the expression (6.2.6) of C̃12, one gets
{
X(r), D(r)

}
=
[
D, X(r)

]
.

Applying the morphism ρ to this bracket, we get
{
J (r)(x), D(r)

}
=
[
−i∂x,K(r)∂x + J (r)(x)

]
,

hence
−i
{
D(r),J (r)(x)

}
= ∂xJ (r)(x).

Thus, −iD(r) generates the space derivative on the current J (r). Its Hamiltonian �ow then coincides
with the one of the momentum of the theory. More precisely, it is clear from (6.2.11) that

{
D(r),J (s)(x)

}
= 0 if r 6= s,
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hence the Hamiltonian �ow of −iD(r) coincides with the momentum of the Kac-Moody current J (r)
[p]

associated with the site λr.
Here, D(r) is an abstract generator in F [M ]. Yet, in general in a Hamiltonian �eld theory, the

momentum of the model is not an independent quantity: it is expressed in terms of the dynamical
�elds so that it generates the space derivative. For the algebra Obs to describe the observables of
a �eld theory, one should then realise the abstract generator −iD(r) as the momentum P(r) of the
Kac-Moody current J (r). We thus choose the map πk to satisfy

πk

(
D(r)

)
= iP(r). (6.2.16)

As for the treatment of the observables K(r)'s, the construction of the map πk satisfying (6.2.16) will
be made more precise in the next paragraph.

Above, we introduced the observable P(r) to be the momentum generating the space derivative on
the Kac-Moody current J (r). Let us be more concrete. Indeed, one can �nd an explicit expression for
P(r). From the Poisson bracket (6.2.15), one �nds that

P(r) =
1

4πkr

∫ 2π

0
dx κ

(
J (r)(x),J (r)(x)

)
(6.2.17)

generates the space derivative on J (r). Note that in order to de�ne P(r), we supposed that the level
kr is non-zero. This expression for P(r) is the so-called classical Segal-Sugawara construction (see for
instance [172]). Its algebraic origin will be explained in the next paragraph, together with the precise
construction of πk.

The total momentum P ∈ Obs of the resulting �eld theory is then simply given by

P =
N∑

r=1

P(r). (6.2.18)

Local AGM and the Segal-Sugawara map πk. In this section, we will explain how to construct
rigorously the map πk such that it satis�es (6.2.14) and (6.2.16). In particular, this map sends the
element K(r) − kr of F [M ] (where we see kr as a constant function on M) to zero. Such a map is
easily constructed by taking the quotient by the ideal (K(r) − kr)F [M ] generated by K(r) − kr. By
construction, the canonical map from F [M ] to F [M ]/(K(r) − kr)F [M ] is thus a morphism of algebra.
However, we also want this map to induce a Poisson bracket on the quotient. For that, we need the
algebra ideal (K(r)−kr)F [M ] to also be a Poisson ideal, i.e. to be stabilised under the Poisson bracket
with any element of F [M ]. This is simply ensured by the fact that K(r)− kr is a Poisson Casimir and
thus has vanishing Poisson bracket with all elements of F [M ].

Recall from Subsection 6.1.2 that F [M ] contains other Poisson Casimirs than the K(r)'s, namely
the quantities ∆r's de�ned as

∆r =
1

2

(
X(r), X(r)

)
.

Given the expression (6.2.12) of X(r), the de�nition (6.2.5) of (·, ·) and equation (6.2.8), we get

∆r = iK(r)D(r) +
1

2

(
J (r), J (r)

)
= iK(r)D(r) +

1

4π

∫ 2π

0
κ
(
J (r)(x),J (r)(x)

)
= iK(r)D(r) + krP(r).

One then sees that a map πk which would verify (6.2.14) and (6.2.16) should send the Casimir ∆r to
zero. As ∆r is a Poisson Casimir, the algebra ideal ∆rF [M ] is also a Poisson ideal of F [M ]. Thus
the canonical surjection from F [M ] to F [M ]/∆rF [M ] is an algebra morphism preserving the Poisson
bracket.

The map πk is obtained by considering the quotient of F [M ] by all Poisson ideals (K(r)−kr)F [M ]'s
and ∆rF [M ]'s. More precisely, let us de�ne

Ik =

N⊕

r=1

(
(K(r) − kr)F [M ]⊕∆rF [M ]

)
.
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6.2. Classical AGM as �eld theories with twist function

It is a Poisson ideal of F [M ] as all (K(r) − kr)'s and ∆r's are Poisson Casimirs. We then de�ne the
algebra of observables of the �eld theory as the quotient

Obs = F [M ]/Ik
and the map πk as the canonical surjection

πk : F [M ] −→ Obs.

This map is called the (classical) Segal-Sugawara map.

We shall call the resulting Hamiltonian theory with observables Obs the local AGM. We will often
speak of the formal AGM for the model before quotienting. Recall that the X(r)'s generate the algebra
F [M ]. Thus, as πk is surjective, Obs is generated by the images πk(X(r))'s. Recall the expression
(6.2.12) of X(r). As πk sends K(r) to a constant kr and expresses D(r) in terms of J (r) = (ρ⊗πk)J (r),
we �nd that Obs is generated by the J (r). Moreover, as πk does not impose any additional relations,
these generators J (r) are independent in Obs (this is what we meant after equation (6.2.14) when
saying that the map πk does not a�ect these quantities).

As explained in this subsection, the quantities J (r) are elements of the completion of g⊗ T (S1)⊗
F [M ], i.e. observables-valued distributions on S1, living in g. Thus, they are g-valued dynamical �elds
of an Hamiltonian �eld theory. As they are independent generators of Obs, they form the fundamental
�elds of the theory. This shows that the local AGM is an Hamiltonian �eld theory. Note that to de�ne
this �eld theory, we required that the levels kr's are di�erent from 0.

Lax matrix and twist function. Let us now turn our attention to the Lax matrix of the model.
According to equation (6.1.3), the Lax matrix of the formal AGM is given by

L (λ) =
N∑

i=1

X(r)

λ− λr
+ Ω,

where Ω is a constant in g̃. This Lax matrix is valued in (a completion of) g̃ ⊗ F [M ]. We will write
the constant Ω as

Ω = ip∞K + ik∞D +B,

with k∞ and p∞ complex numbers and B ∈ g[t, t−1].
As explained in the �rst paragraph of this subsection, to interpret this Lax matrix as the Lax

connection of a model with twist function, we made a change of auxiliary space and considered the
image ∇̃(λ) of L (λ) under the morphism (ρ⊗ Id) (where Id acts on F [M ]). Let us now consider the
equivalent object for the local AGM and de�ne

∇(λ) = (ρ⊗ πk) L (λ). (6.2.19)

Evaluating at x ∈ S1, we then �nd

∇(λ, x) = ϕ(λ)∂x + S(λ, x) (6.2.20)

with

ϕ(λ) =
N∑

r=1

kr
λ− λr

+ k∞ (6.2.21)

and

S(λ, x) =
N∑

r=1

J (r)(x)

λ− λr
+ B(x), where B = (ρ⊗ πk)B. (6.2.22)

As πk is a Poisson map, the g-connection ∇ satis�es the same Poisson bracket (6.2.10) than ∇̃.
According to equation (6.2.2), the function ϕ(λ) is thus the twist function of the model. Moreover,
one recovers the usual Lax matrix of the model as

L(λ, x) = ϕ(λ)−1S(λ, x).
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Considering the inverse reasoning of Subsection 6.2.1, this Lax matrix then satis�es the Maillet bracket
(2.2.6) with R-matrix

C12

µ− λϕ(µ)−1.

Note that the twist function appears �rst in the formal AGM as the coe�cient of iD in the formal Lax
matrix L (λ): it is then a fundamental observable of the formal theory and is later realised as a rational
function through the Segal-Sugawara map πk. Note also that as ϕ(λ) and S(λ, x) are extracted from
the same object L (λ), they possess similar partial fraction decompositions.

Hamiltonian. So far, we did not discuss the dynamic of the AGM. At the level of the formal AGM,
we de�ne the quadratic Hamiltonian (still depending on the spectral parameter) as in (6.1.5):

H (λ) =
1

2

(
L (λ),L (λ)

)
=

N∑

r=1

(
∆r

(λ− λr)2
+

Hr

λ− λr

)
+

1

2
(Ω,Ω).

This Hamiltonian is in involution with itself for any values of the spectral parameter, according to
equation (6.1.9).

We then de�ne the Hamiltonian of the local AGM from the formal one via the Segal-Sugawara
map πk:

H(λ) = πk
(
H (λ)

)
∈ Obs.

As πk is a Poisson map, we have

{H(λ),H(µ)} = 0, ∀λ, µ ∈ C.

As explained above, πk sends the Poisson Casimirs ∆r's to zero. Thus, the local Gaudin Hamiltonian
has only simple poles:

H(λ) =
N∑

r=1

Hr
λ− λr

+
1

2
(Ω,Ω). (6.2.23)

Note that equation (6.2.12) implies

(Id⊗ πk)
(
L (λ)

)
= iP(λ)K + iϕ(λ)D + S(λ),

where S(λ) ∈ g[t, t−1] is such that ρ
(
S(λ)

)
= S(λ) and

P(λ) =

N∑

r=1

P(r)

λ− λr
+ p∞.

Note that the total momentum (6.2.18) of the local AGM can be seen as

P = − res
λ=∞

P(λ) dλ.

We then express the local Hamiltonian, using the identity (6.2.8), as

H(λ) =
1

2

(
S(λ), S(λ)

)
− ϕ(λ)P(λ) =

1

4π

∫ 2π

0
dx κ

(
S(λ, x),S(λ, x)

)
− ϕ(λ)P(λ). (6.2.24)

One easily checks that the double pole of H(λ) at λ = λr is equal to

1

4π

∫ 2π

0
dx κ

(
J (r)(x),J (r)(x)

)
− krP(r) = 0,

by equation (6.2.17), as expected from equation (6.2.23). In general, we de�ne the Hamiltonian of the
model as a linear combination of the Hr's.
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Lax equation. Let us end this subsection by discussing the dynamic of the Lax matrix. Recall the
formal Lax equation (6.1.3) describing the evolution of the formal Lax matrix L (λ) under the formal
Hamiltonian H (µ). As usual, we will apply the map ρ ⊗ πk to this equation to get informations on
the local AGM. We de�ne N and χ by

(ρ⊗ πk)M (µ, λ, x) = χ(µ, λ)∂x +N (µ, λ, x).

Starting from the formal Lax equation (6.1.3) and using the fact that ρ is a Lie morphism on g̃, we get

(ρ⊗ πk) {H (µ),L (λ)} (x) = (ρ⊗ πk) [M (µ, λ),L (λ)] (x)

= [(ρ⊗ πk)M (µ, λ, x), (ρ⊗ πk)L (λ, x)]

= ϕ(λ)
[
χ(µ, λ)∂x +N (µ, λ, x), ∂x + L(λ, x)

]]

= ϕ(λ)
(
∂x
(
χ(µ, λ)L(λ, x)−N (µ, λ, x)

)
+
[
N (µ, λ, x),L(λ, x)

])

= ϕ(λ)
(
∂xM(µ, λ, x)−

[
M(µ, λ, x),L(λ, x)

])
,

with

M(µ, λ, x) = χ(µ, λ)L(λ, x)−N (µ, λ, x).

On the other hand, using the fact that πk is a Poisson map on F [M ], we have

(ρ⊗ πk) {H (µ),L (λ)} (x) =
{
πk
(
H (µ)

)
, (ρ⊗ πk)L (λ)(x)

}

= ϕ(λ) {H(µ), ∂x + L(λ, x)}
= ϕ(λ) {H(µ),L(λ, x)} .

Thus, one gets

{H(µ),L(λ, x)} − ∂xM(µ, λ, x) +
[
M(µ, λ, x),L(λ, x)

]
= 0.

This is a zero curvature equation, hence proving that the dynamic of the Lax matrix L(λ) under the
local quadratic Gaudin Hamiltonian H(µ) takes the form of a Lax equation (2.2.2).

Summary. Let us summarise what we have done in this subsection by recalling the main steps of
the construction of the local AGM.

1. We start with the formal AGM on the a�ne algebra g̃.

2. Using the de�nition of g̃ in terms of loop algebra, we change the auxiliary space g̃ in the space of
g-connections on S1, via the morphism ρ.

3. Using the Segal-Sugawara map πk, we change the algebra of observables of the model so that the
new algebra Obs describes the phase space of a Hamiltonian �eld theory .

4. We extract from the formal Gaudin Lax matrix L (λ) the twist function ϕ(λ) and the usual Lax
matrix L(λ) of the local AGM.

5. The Poisson bracket of the formal Gaudin Lax matrix translates to the Maillet bracket with twist
function ϕ of the matrix L.

6. We de�ne the Hamiltonian of the local AGM as the image of the formal one under πk.

7. The Lax equation on L gives the zero curvature equation on L (i.e. a Lax equation for a �eld
theory).

As a conclusion, the local AGM is an integrable �eld theory with twist function.
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6.2.4 Dihedral A�ne Gaudin models with arbitrary multiplicities

In this subsection, we will discuss generalisations of the AGM presented above by adding successively
multiplicities of the sites, cyclotomy and reality conditions, hence ending with the most general DAGM.
We will follow the general discussion of these generalisations for an arbitrary Gaudin model in Subsec-
tion 6.1.5, but adapting to the particular case of an a�ne algebra. In particular, we shall explain how
these formal AGM can be mapped to local AGM, as in the previous subsection, and how to interpret
local AGM as integrable �eld theories with twist function.

AGM with multiplicities. Let us start by considering sites λ1, · · · , λN with corresponding multi-
plicitiesm1, · · · ,mN ∈ Z≥1. In this case, recall from Subsection 6.1.5 that the formal Lax matrix L (λ)
satis�es the same Poisson bracket (6.2.9) than in the case with multiplicities equal to one. Therefore,
applying the Lie morphism ρ : g̃ → Conng(S1) to L (λ) to change the auxiliary space of the model,
one gets a connection satisfying the bracket (6.2.10), characteristic of a model with twist function.

The main change in the study of AGM with multiplicities is then the interpretation of the observ-
ables of the model as the observables of a Hamiltonian �eld theory. Recall from Subsection 6.1.5 that
the phase space of the formal AGM with multiplicities is the Cartesian product

M = Tm1 g̃∗ ⊗ · · · ⊗ TmN g̃∗

of Kirillov-Kostant spaces dual to Taki� algebras Tmg̃. This phase space is encoded by g̃-valued
observables X(r)

[p] (p = 0, · · · ,m− 1) satisfying the bracket

{
X

(r)
[p] 1, X

(s)
[q] 2

}
=

{
δrs

[
C̃12, X

(r)
[p+q]1

]
if p+ q ≤ mr − 1,

0 if p+ q > mr − 1.
(6.2.25)

We will follow the ideas developed in Subsection 6.2.3 for the AGM with multiplicities one. In partic-
ular, we want to �nd a Poisson map

πk : F [M ] −→ Obs,

from the algebra of observables F [M ] of the formal AGM to the one Obs of a �eld theory, which we

will call the local AGM. We de�ne observables K(r)
[p] , D

(r)
[p] (scalars) and J (r)

[p] (in g[t, t−1]) by

X
(r)
[p] = D

(r)
[p] K + iK

(r)
[p] D + J

(r)
[p] ,

as in (6.2.12). As in the case with no multiplicities, we �nd that the K(r)
[p] are Poisson Casimirs of the

algebra F [M ] and choose πk to send them to some constants:

πk

(
K

(r)
[p]

)
= kr,p, with k = (k1,0, · · · , kr,p, · · · , kN,mN−1) ∈ Cm1+···+mN ,

that we also call the levels of the local AGM. We also de�ne

J (r)
[p] = (ρ⊗ πk)J

(r)
[p] ,

which belong to (a completion of) g⊗Obs⊗ T (S1) and are thus g-valued dynamical �elds. Applying
(ρ⊗ πk) to the Poisson bracket (6.2.25) and using identity (6.2.7), we get

{
J (r)

[p] 1(x),J (s)
[q] 2(y)

}
= δrs

{ [
C12,J (r)

[p+q]1(x)
]
δxy − kr,p+qC12δ

′
xy if p+ q ≤ mr − 1,

0 if p+ q > mr − 1.

The treatment of the D(r)
[p] 's is similar to the one of the D(r)'s in the case of multiplicities one. We �nd

that D(r)
[p] acts on the �elds J (r)

[p] (here also, we denote by the same notations the �elds before and after
taking the realisation πk) as

−i
{
D

(r)
[p] ,J

(s)
[q] (x)

}
= δrs

{
∂xJ (r)

[p+q](x) if p+ q ≤ mr − 1,

0 if p+ q > mr − 1.
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Moreover, for all r, s, p and q, we have
{
D

(r)
[p] , D

(s)
[q]

}
= 0.

It is possible to construct quantities P(r)
[p] from the J (r)

[q] 's that satisfy the same Poisson brackets as the

D
(r)
[p] 's. We then consider a generalised Segal-Sugawara map

πk

(
D

(r)
[p]

)
= P(r)

[p] .

For a Taki� algebra of multuplicity two, this generalised Segal-Sugawara construction is the classical
analogue of a quantum one, found in [173]. For the most general (classical) construction with arbitrary
multiplicity, we refer to the article [78]. Note that this construction requires that the �highest� levels
kr,mr−1's (in the sense of the levels associated with the highest Taki� modes [p] = [mr−1]) are non-zero.

As the map πk realises the observables K(r)
[p] 's and D

(r)
[p] 's in terms of the �elds J (r)

[p] 's, the resulting
Poisson algebra Obs describes the observables of a �eld theory, that we shall call the local AGM. Once
this algebra constructed, the rest of the construction of the local AGM presented in Subsection 6.2.3
for multiplicities one generalises easily to the case of arbitrary multiplicities. One extracts the twist
function ϕ and the Lax matrix L of the local AGM from the formal Gaudin Lax matrix:

ϕ(λ) =

N∑

r=1

mr−1∑

p=0

kr,p
(λ− λr)p+1

+ k∞ and ϕ(λ)L(λ, x) =

N∑

r=1

mr−1∑

p=0

J (r)
[p] (x)

(λ− λr)p+1
+ B(x). (6.2.26)

This Lax matrix L satis�es a Maillet bracket (2.2.6) with twist function (and non twisted standard R-
matrix) and a zero curvature equation, hence proving that the local AGM with arbitrary multiplicities
is an integrable �eld theory with twist function.

As explained already for the Gaudin model on an arbitrary quadratic Lie algebra, one can also
consider a site at in�nity with arbitrary multiplicity (in fact, the level k∞ and the non-dynamical �eld
B(x) in (6.2.26) already correspond to a double pole at in�nity). The construction of the local AGM as
a �eld theory with twist function also generalises to this case (see [78]): the e�ect on the twist function
and Lax matrix (6.2.26) would then be to add polynomials in the spectral parameter λ.

Cyclotomic AGM. Let us now consider a cyclotomic a�ne Gaudin model, associated with an
automorphism σ of g̃ of order T . We shall restrict to a particular type of automorphism, which is
the lift on g̃ of an automorphism of g. Let σ be an automorphism of g of order T . We de�ne an
automorphism of g̃ = C[t, t−1]⊕ CK⊕ CD, that we still denote σ, by

σ(X ⊗ tn) = σ(X)⊗ tn, σ(K) = K, and σ(D) = D.

The formal Gaudin Lax matrix L (λ) then satis�es the equivariance condition (6.1.21).
The phase space M of the formal cyclotomic AGM is similar to the one of a non-cyclotomic model,

taking into account that the observables X(0)
[p] attached to the site λ0 = 0 at the origin belong to ap-

propriate gradings g̃(−p). One can also construct a Segal-Sugawara map πk from F [M ] to the algebra

Obs of observables of a �eld theory. In particular, it sends the observables K(r)
[p] (the coe�cient of iD

in X(r)
[p] ) to complex numbers kr,p, the levels of the theory. We will not enter into the details of this

construction here, as it is quite similar to the one presented above, with a particular treatment of the
observables X(0)

[p] , and refer to [78] for details.

To generalise the construction of the local AGM to the cyclotomic case, we will focus more on the
auxiliary space g̃ of the model. One easily checks that the Lie morphism ρ : g̃→ Conng(S1) satis�es:

ρ ◦ σ = σc ◦ ρ, (6.2.27)
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where σc is an automorphism of Conng(S1) de�ned by

σc(X ⊗ en) = σ(X)⊗ en and σc(∂) = ∂. (6.2.28)

Recall that the formal Gaudin Lax matrix L (λ) of the AGM satis�es the Poisson bracket (6.1.23),
with the matrix �r� given as in (6.1.24) by

�r�12(λ, µ) =
1

T

T−1∑

k=0

σk1C̃12

µ− ω−kλ.

Applying ρ⊗ ρ to this matrix and using the equivariance property (6.2.27), one �nds

(ρ⊗ ρ)�r�12(λ, µ) =
1

T

T−1∑

k=0

σkc 1
µ− ω−kλ(ρ⊗ ρ)C̃12.

Evaluating this Conng(S1)⊗Conng(S1)-valued equation at x and y in S1 (on the left and right factors)
and using the de�nition (6.2.28) of σc and the identity (6.2.7), one �nds

(ρ⊗ ρ)�r�12(λ, µ)(x, y) =
1

T

T−1∑

k=0

σk1C12

µ− ω−kλδxy = R0
12(λ, µ)δxy,

where R0 is the standard R-matrix (2.3.8) on L(g) twisted by σ. De�ning the Lax connection ∇ of the
local AGM as in (6.2.19), one then �nds that it satis�es the Poisson bracket (6.2.3), characteristic of a
model with twist function. We then extract the twist function ϕ(λ) and the Lax matrix L(λ, x) of the
local AGM as in equation (6.2.2). By equation (6.2.28), the equivariance condition (6.1.21) translates
to

σc
(
∇(λ)

)
= ω∇(ωλ).

We thus get that the Lax matrix and the twist function of the local AGM satisfy the equivariance
conditions (2.4.5) and (2.4.3).

The construction of the local Hamiltonian and of the zero curvature equation under its �ow gen-
eralises easily from the non-cyclotomic case to the cyclotomic one. The local cyclotomic AGM is
thus a cyclotomic integrable �eld theory with twist function (as de�ned in Section 2.4, explaining the
denomination cyclotomic used at the time).

Dihedral AGM. Let us end this subsection by discussing brie�y the Dihedral AGM (DAGM), i.e.
cyclotomic AGM with an additional reality condition. As for the automorphism σ in the cyclotomic
AGM, we start with an antilinear involutive automorphism τ of the �nite algebra g. We extend it to
g̃ = g[t, t−1]⊕ CK⊕ CD as

τ(X ⊗ tn) = τ(X)⊗ t−n, τ(K) = −K and τ(D) = −D. (6.2.29)

One checks that this de�nes an antilinear involutive automorphism of g̃.
We then de�ne a formal DAGM as explained generally in Subsection 6.1.5. We shall not discuss in

detail the algebra of observables F [M ] of the formal model as the discussion is quite similar to what
we did previously. One constructs a generalised Segal-Sugawara map πk from F [M ] to Obs, which is
the algebra of observables of a �eld theory, the local DAGM. The important property of this map is
that it is compatible with the conjugacy on the complex algebra F [M ] and Obs, i.e.

∀ f ∈ F [M ], πk(f) = πk(f).

The treatment of the auxiliary space of the DAGM is also similar to what was done above. We �nd
that

ρ ◦ τ = τc ◦ ρ,
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6.2. Classical AGM as �eld theories with twist function

where τc is the antilinear involutive automorphism of Conng(S1) de�ned by

τc(X ⊗ en) = X ⊗ e−n and τc(∂) = ∂.

Note that this de�nition is compatible with the conjugacy via the evaluation at x ∈ S1, as

en(x) = e−inx = e−n(x) and ∂xf(x) = ∂xf(x).

Using these properties and equation (6.2.29) on πk, one �nds that the Lax matrix L(λ, x) and twist
function ϕ(λ) extracted from the formal Gaudin Lax matrix L (λ) satisfy the reality conditions (2.4.7)
and (2.4.10) (using the reality condition (6.1.15) on L ).

One constructs a local quadratic Hamiltonian of the theory as in the non-dihedral case and �nds
that its �ow on the Lax matrix takes the form of a zero curvature equation. As in equation (6.2.24)
for the non-dihedral case, this Hamiltonian reads

H(λ) =
1

4π

∫ 2π

0
dx κ

(
S(λ, x),S(λ, x)

)
− ϕ(λ)P(λ), (6.2.30)

where
S(λ, x) = ϕ(λ)L(λ, x)

and P is the image under πk of the coe�cient of iK in L (λ). This Hamiltonian satis�es the reality
condition:

H(λ) = H(λ).

In general, we can choose the Hamiltonian H of the theory as any quantity extracted linearly from
H(λ) (evaluation at particular points, residues, coe�cients of higher order poles, integral over λ, any
linear combination of these ...). Such an Hamiltonian is then in involution with H(λ) for any value of
λ and generates a zero curvature equation on L(λ, x).

6.2.5 Integrable �eld theories with twist function as DAGM

In the previous subsections, we proved that a formal DAGM can be realised as an integrable �eld
theory with twist function, the local DAGM. Given the generality of this construction, it is natural to
ask whether the known models with twist function can be interpreted as DAGM. The answer is yes
for all integrable σ-models and their deformations, as shown by B. Vicedo in [78].

Let us be more precise about what we mean by that. We consider a local DAGM with algebra of
observables Obs, as constructed above, and an integrable �eld theory T with twist function, whose
algebra of observables we denote ObsT . The local DAGM possesses a twist function ϕ(λ), a Lax
matrix L(λ, x) and a Hamiltonian H, as constructed in the previous subsections. In the same way, by
de�nition, the model with twist function is described by a twist function ϕT (λ), a Lax matrix LT (λ, x)
and a Hamitlonian HT . We will say that T is a realisation of the local DAGM if:

• there exists a Poisson map π : Obs 7→ ObsT , which realises the Gaudin observables in terms of
the observables of the model T ;

• the twist functions ϕ(λ) and ϕT (λ) are equal ;

• the Lax matrices and Hamiltonians of the two models are such that:

π
(
L(λ, x)

)
= LT (λ, x) and π

(
H
)

= HT .

Yang-Baxter model as a DAGM. Let us illustrate this on a simple example, the Yang-Baxter
model. It could seem surprising to take the Yang-Baxter model as a �rst example, as the undeformed
PCM seems simpler. As we will see, in terms of their Gaudin representations, the Yang-Baxter model
is actually simpler than the PCM, as it is a DAGM with simple poles, whereas the PCM is not.

Recall then the Yang-Baxter model on a real Lie group G0, described in Subsection 3.3.1 of this
thesis. For simplicity, we will restrict to the split case c = 1. We consider the complexi�cation g of g0
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and the antilinear involutive automorphism τ such that g0 = gτ . Let us check what are the properties
of the Yang-Baxter model as a theory with twist function and deduce what would be the characteristic
of an a�ne Gaudin model that would be realised by the Yang-Baxter model.

The Yang-Baxter model possesses a Lax matrix L(λ, x) valued in the Lie algebra g and satisfying the
reality condition (2.4.7). Thus, the corresponding AGM should be constructed from the Lie algebra
g and be real with respect to the antilinear automorpism τ . The Lax matrix does not satisfy an
equivariance condition of the form (2.4.3) and its Maillet bracket is described by a non-twisted standard
R-matrix (2.3.6). Thus, the AGM should not be cyclotomic, i.e. σ = Id.

One still has to �nd what would be the sites and the levels of the AGM. For that, let us consider
the twist function ϕη(λ) of the Yang-Baxter model, given by (3.3.13). We �nd that its partial fraction
decomposition is

ϕη(λ) =
1

λ− η
K

2η
− 1

λ+ η

K

2η
− K

1− η2
.

Comparing to equation (6.2.21), one then consider an AGM with sites λ1 = η and λ2 = −η and �x
the levels to be

k1 =
K

2η
, k2 = −K

2η
, k∞ = − K

1− η2
.

This way, the Gaudin twist function (6.2.21) agrees with the twist function ϕη(λ).

Let us now turn to the phase space of the model, as we would like to construct a map π from
the observables Obs of the local real AGM (with sites and levels described above) to the observables
ObsYB of the Yang-Baxter model. For that, we consider the Lax matrix Lη(λ, x) of the Yang-Baxter
model, given by (3.3.12), and construct the matrix

Sη(λ, x) = ϕη(λ)Lη(λ, x).

We �nd that the partial fraction decomposition of this matrix is

Sη(λ) =
K+

λ− η +
K−
λ+ η

,

where

K+ =
1

2

(
X −RgX +

K

η
jL
)

and K− =
1

2

(
X +RgX −

K

η
jL
)
.

The fundamental observables of the local AGM (which generate Obs) are the g0-valued Kac-Moody
current J (1) and J (2) in equation (6.2.22) (for two sites). Comparing this equation to Sη above, one
then de�nes the map

π : Obs −→ ObsYB

by
π
(
J (1)

)
= K+ and π

(
J (2)

)
= K−.

By construction, this map satis�es π
(
S(λ, x)

)
= Sη(λ, x), hence also π

(
L(λ, x)

)
= Lη(λ, x) as the

twist functions of the models are equal (note that we choose the free non-dynamical �eld B in (6.2.22)
to be zero). Moreover, one checks explicitly that π is a Poisson map, i.e. that the currents K± are
commuting Kac-Moody currents with levels k1 and k2 de�ned above. The fact that Yang-Baxter de-
formations possess such Kac-Moody currents was already known before their reinterpretation in terms
of Gaudin models (see [24,40,138]).

To prove that the Yang-Baxter model is a realisation of the local DAGM constructed here, one still
has to �nd that the Hamiltonian Hη of the Yang-Baxter model is realised as the image under π of the
Hamiltonian H of the local DAGM. The Hamiltonian H can be de�ned as any linear combination

H = c1H1 + c2H2, with Hr = res
λ=λr

H(λ)dλ,

with the local quadratic Hamiltonian H(λ) de�ned in (6.2.24). Starting from the expression (3.3.10)
of the Yang-Baxter Hamiltonian Hη, one �nds that there is a choice of c1 and c2 such that π(H) = Hη.
Thus, we successfully interpreted the Yang-Baxter model as the realisation of a local DAGM.
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Integrable σ-models as DAGM. More generally, it was proved in [78] that all integrable σ-models
described in Chapter 3 are realisations of local DAGM, following a method close to the one above.

The PCM and its deformations are realisations of DAGM without cyclotomy (i.e. σ = Id). For
example, the PCM corresponds to a real AGM with a site at 0 of multiplicity two. For the Yang-Baxter
model in the non-split case (c = i), there is only one site at iη: the associated Kac-Moody current
is then complex (i.e. g-valued and not g0-valued) and the matrix S then contains this current at the
pole iη and its image under τ at the pole −iη.

The ZT -cosets and their deformations are realisations of diheral AGM, with the automorphism σ of
order T appearing in the de�nition of the considered coset space. For these models, it is also explained
in [78] how to treat the gauge constraint at the level of the local DAGM.

For completeness, let us also mention the fact that a�ne Toda �eld theories have been realised as
DAGM in [78]. However, for these models, it is a realisation of a formal DAGM and not of a local one.
This is due to the fact that in this case, one of the highest level kr,mr−1 is zero, which prevents the
construction of a Segal-Sugawara map and thus of a local DAGM (see Subsections 6.2.3 and 6.2.4).

6.2.6 Integrable hierarchies in AGM

In this subsection, we discuss integrable hierarchies of (local) AGM. Recall indeed from Subsections
6.2.3 and 6.2.4 that formal AGM (and DAGM) can be mapped to integrable �eld theories with twist
function (the local models). Thus, the construction of integrable hierarchies for models with twist
function, as presented in Chapter 4 of this thesis, applies to local AGM.

Regular zeros. Recall from Chapter 4 that this construction necessitates the existence of a regular
zero of the model, i.e. a zero λ0 of ϕ(λ) such that S(λ, x) = ϕ(λ)L(λ, x) is regular at λ = λ0. In our
construction of local AGM, the matrix S(λ, x) appears quite naturally as a part of the Lax connection
(6.2.20). Moreover, comparing the expressions (6.2.26) of the twist function and the matrix S(λ, x),
one sees that the poles of S(λ, x) are exactly the poles of the twist function. Thus, if λ0 is a zero of
the twist function (and so is di�erent from a pole), the matrix S(λ, x) is regular at λ0.

The expressions used here for ϕ and S were constructed for the case of a non dihedral AGM.
However, the observation that the poles of ϕ and S exactly coincide stays true for the most general
local DAGM. Therefore, for a local DAGM, every zero of ϕ(λ) is regular. Thus, the construction
of local charges in involution presented in Chapter 4 applies naturally to local DAGM.

Hamiltonian and conservation. So far, we constructed an in�nite number of local charges in
involution. However, we do not know yet if these charges are conserved. The Hamiltonian of the local
AGM is extracted from the charge H(λ), given by (6.2.30). Note that the density

1

4π
κ
(
S(λ, x),S(λ, x)

)

appearing in H(λ) coincides, up to a global factor a, with the density

W2(λ, x) = ϕ(λ)2Tr
(
L(λ, x)2

)

introduced in Chapter 4. Recall that the quadratic charge Qλ02 at a regular zero is de�ned as

Qλ02 =

∫ 2π

0
W2(λ0, x)dx.

As λ0 is a zero of the twist function ϕ(λ), we then �nd that

Qλ02 = aH(λ0).

Thus, the quadratic charge at λ0 is extracted from the local quadratic Hamiltonian H(λ). At the end
of paragraph 6.2.4, we said that the Hamiltonian H of the local AGM can be chosen as any quantity

156



6. Classical Gaudin models

linearly extracted from H(λ). In particular, motivated by the discussion above, one can de�ne H as a
linear combination

H =
∑

λ0 zero of ϕ(λ)

bλ0H(λ0). (6.2.31)

By construction, such an Hamiltonian is thus part of the in�nite algebra of local charges in involution,
which are then all conserved.

The question whether any choice of local Hamiltonian extracted from H(λ) can be written in the
form (6.2.31) is not easy to answer in general. However, let us explain why this is the case for the
simplest AGM: complex, non-cyclotomic and with multiplicities one. In Subsection 6.2.3, we observed
that in this simple case, the Hamiltonian is expressed in (6.2.23) as a sum of simple poles (and a
constant non-dynamical term). The most general Hamiltonian linearly extracted from H(λ) is thus a
linear combination

H =
N∑

r=1

crHr, (6.2.32)

of the residues Hr's of H(λ) at the sites λ = λr (recall that the symbol λ0 above did not stand for a
site of the model but for a zero of the twist function). It is clear that any Hamiltonian of the form
(6.2.31) is of the form (6.2.32) (up to the non-dynamical term (Ω,Ω) in (6.2.23)).

On the other hand, the twist function (6.2.21) of the local DAGM can be written as

ϕ(λ) =
P (λ)

(λ− λ1) · · · (λ− λN )
,

where P (λ) is a polynomial of order N . Thus, the twist function possesses N zeros µ1, · · · , µN . Except
maybe for degenerate cases (multiples zeros, ...), we then expect the N residues Hr's of H(λ) to be
linear combinations of the N evaluations H(µr)'s. Therefore, an Hamiltonian of the form (6.2.32) is
also of the form (6.2.31), ensuring that the local charges in involution constructed above are conserved.
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Chapter 7

Quantum �nite Gaudin models

In this chapter, we discuss quantum �nite Gaudin models. These were introduced by Gaudin, before
the classical Gaudin models, in [89] for the Lie algebra g = sl(2,C) and in [90] for a general semi-simple
Lie algebra g. As physical models, they are interesting as they describe quantum spin chains with long
range interaction, while being integrable. For simplicity, we will restrict here to complex quantum
Gaudin models with sites of multiplicities one. Moreover, for most of this chapter, we will consider
non-cyclotomic Gaudin models.

As explained in Chapter 6, Subsection 6.1.4, classical �nite Gaudin models possess a large number
of conserved charges in involution, given by the evaluation of invariant polynomials of g on the Lax
matrix on the model. There exist quantum analogues of these conserved charges [95, 97, 98, 100, 101]:
they form a large commutative subalgebra of the algebra of operators of the quantum Gaudin model,
called the Gaudin [95] (or Bethe [96]) subalgebra. In particular, this subalgebra contains the quantum
analogue of the quadratic Hamiltonians Hr de�ned for classical Gaudin models in Chapter 6.

A natural question coming with the existence of conserved commuting charges is their diagonalisa-
tion. Indeed, as these operators commute, they can be simultaneously diagonalised. A �rst step in the
resolution of quantum �nite Gaudin models is thus to �nd the common eigenvectors and the spectrum
(eigenvalues) of these commuting conserved charges.

This goal is partially achieved by the so-called Bethe ansatz for Gaudin models [92]. The Bethe
ansatz is a general method to solve quantum integrable systems by �nding common eigenvectors of
their commuting charges. The Bethe ansatz for Gaudin models has proven to be quite successful and
has led to very rich developments in the study of these models. However, it has some limits, principally
in two directions. The �rst is the fact that it can be applied only for models where the Hilbert space
is a tensor product of highest weight representations of the underlying Lie algebra g. In particular,
this excludes models which do not possess a vacuum. The second limitation of the Bethe ansatz is
its non-completeness: indeed, in some (rather degenerate cases), the family of common eigenvectors
obtained by the Bethe ansatz does not form a basis of the Hilbert space of the model [174].

An alternative but more abstract approach for the description of the spectrum of Gaudin models
is the so-called Feigin-Frenkel-Reshetikhin (FFR) approach [95]. It describes the eigenvalues of the
conserved commuting charges of the Gaudin model in terms of some di�erential operators, called
opers, which are associated with the underlying Lie algebra. One of the great assets of this approach
is that it gives a theoretical description of all eigenvalues of the Gaudin charges, for any eigenvector,
in any Hilbert space. Moreover, it is related [105] to a very deep mathematical result, the Geometric
Langlands Correspondence, and is thus of interest in pure mathematics.

This chapter is mostly an introductory review of known results on quantum �nite Gaudin models.
Its plan is the following. In Section 7.1, we will explain the construction of quantum Gaudin models:
the algebra of operators, the Hilbert space, the quadratic Hamiltonians and the Gaudin subalgebra.
In Section 7.2, we will recall the basics of the Bethe ansatz for Gaudin models. Finally, in Section 7.3,
we give an introduction to the FFR approach of Gaudin models. We will end this section with some
new results concerning the generalisation of the FFR approach to quantum cyclotomic Gaudin models,
based on my PhD work [P4] with B. Vicedo.
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7.1. Constructing quantum �nite Gaudin models

7.1 Constructing quantum �nite Gaudin models

In this section, we explain how to quantise classical Gaudin models associated with a �nite Lie algebra
g [90]. As this chapter concerns only �nite Gaudin models, we will simply refer to them as Gaudin
models for simplicity: one has to bear in mind that the results presented here do not hold in general
for more general Gaudin models (see Chapter 8 for �rst results on quantum a�ne Gaudin models).
As explained in the introduction, we will also restrict here to the simplest Gaudin model: complex,
without cyclotomy and with simple poles. In this section, we will align our notations to the ones more
currently used in the literature about Gaudin models and will thus denote by z the spectral parameter
instead of λ. In particular, we will write z = (z1, · · · , zN ) ∈ CN the sites of the considered Gaudin
model.

7.1.1 Algebra of quantum operators and Hilbert spaces

Quantizing the Kirillov-Kostant bracket. Recall that the phase space of the classical Gaudin
model is a product of N copies of the dual space g∗, equipped with the Kirillov-Kostant bracket. We
�x a basis {Ia} of g, with structure constants fabab c. The algebra of observables on the space g∗ is then
generated by dim g observables Xa's, satisfying the bracket

{Xa, Xb} = fabab c X
c.

A quantisation of this bracket then consists of a (non-commutative) algebra, generated by operators
X̂a, satisfying the commutation relations

[
X̂a, X̂b

]
= ~fabab c X̂c. (7.1.1)

These commutation relations are thus the same as the Lie relations of the Lie algebra g itself (up to
the factor ~). In particular, if V is a vector space and ρ : g → End(V ) is a representation of g, the
operators

X̂a = ~ ρ(Ia)

satisfy the commutation relations (7.1.1).

The most general (in a sense made precise below) algebra with generators satisfying the commu-
tation relations (7.1.1) is the universal enveloping algebra U~(g) of g [163]. This algebra is de�ned in
the following way. Consider the tensor algebra

T (g) =
∞⊕

n=0

g⊗n = C⊕ g⊕ (g⊗ g)⊕ · · · ⊕ g⊗n ⊕ · · · ,

equipped with the tensor product ⊗. It is an associative and unital algebra (the identity element being
the element 1 of C = g⊗0 ⊂ T (g)). We denote by I~(g) the ideal of T (g) generated by all

X ⊗ Y − Y ⊗X − ~[X,Y ],

for X,Y ∈ g. The universal enveloping algebra is then de�ned as the quotient

U~(g) = T (g)/I~(g).

This is also an associative and unital algebra. Moreover, it contains a copy of g (the image of g⊗1

under the quotient by I~(g)) such that for any X,Y in g ⊂ U~(g), we have

XY − Y X = ~[X,Y ],

where XY denotes the product of X and Y in U~(g). The elements of the basis {Ia}, when seen as
elements of U~(g), satisfy the commutation relation (7.1.1).
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7. Quantum �nite Gaudin models

Moreover, one can show [163] that if A is any associative algebra generated by elements X̂a which
satisfy these relations, there exists a surjective morphism of algebra from U~(g) to A which sends Ia

to X̂a. In particular, there is a one-to-one correspondence between representations of the Lie algebra
g and modules over the algebra U~(g). In this sense, U~(g) is the most general quantisation of the
Kirillov-Kostant bracket.

A simple rescaling of the generators by ~ shows that U~(g) and U(g) = U1(g) are isomorphic. For
simplicity, we will then consider the universal enveloping algebra U(g) and forget about the Planck
constant ~. When we will talk about classical limits, we will then mean re-introducing the constant ~
and take the limit ~ goes to zero.

The algebra of operators of the Gaudin model. Let us come back to the Gaudin model with
sites z = (z1, · · · , zN ) ∈ CN . The phase space of the model is the Cartesian products of N copies of
the dual space g∗. Thus, the algebra of observables Az(g) of the quantum model is the N th-tensor
product of the universal enveloping algebra:

Az(g) = U(g)⊗N . (7.1.2)

For any X ∈ g, one can consider an operator X(r) ∈ Az(g), which belongs to the copy of g in the
rth-factor of the tensor product (7.1.2). The algebra Az(g) is then generated by the N dim g operators
Ia(k), satisfying the commutation relations

[
Ia(i), I

b
(j)

]
= δij f

ab
ab c I

c
(i).

We will encode these generators in operators depending on the spectral parameter z, by de�ning, for
any X ∈ g:

X(z) =

N∑

k=1

X(k)

z − zk
.

From the circle lemma (2.3.5), one �nds the following commutation relation:

[
X(z), Y (z′)

]
= − [X,Y ](z)− [X,Y ](z′)

z − z′ , ∀X,Y ∈ g, ∀ z, z′ ∈ C. (7.1.3)

In particular, we have [
X(z), Y (z)

]
= −[X,Y ]′(z),

where on the right-hand side, the prime denotes the derivative with respect to z.
In the classical limit, Ia(i) becomes the observable Xa

(i) of the classical Gaudin model. Thus, the
classical limit of the operators Ia(z) are

N∑

i=1

Xa
(i)

z − zi
.

These are the coe�cients of the Lax matrix (6.1.3) in the dual basis Ia (with the constant element Ω
chosen to be zero).

Hilbert space. So far, we found an algebraAz(g) which is a quantisation of the algebra of observables
of the Gaudin model. Let us de�ne the Hilbert space H of the theory, on which the algebra Az(g)
acts linearly. We choose N representations R1, · · · , RN of the Lie algebra g. As explained in the �rst
paragraph of this subsection, these representations are also modules of the universal enveloping algebra
U(g). We de�ne the Hilbert space to be

H = R1 ⊗ · · · ⊗RN . (7.1.4)

The algebra Az(g) acts on H by letting the kth-factor U(g) of the tensor product (7.1.2) act on the
kth-factor Rk in H.

161



7.1. Constructing quantum �nite Gaudin models

For most of our purposes, we will consider the Rk's to be highest weight representations of g [175].
For λ ∈ h∗ a weight of g (where h is the Cartan subalgebra of g and h∗ its dual), we will denote by
Vλ the Verma module of g. If λ is an integral and dominant weight, we can also consider Fλ, the
�nite dimensional irreducible representation of g, obtained as a quotient of Vλ. Let us �x a collection
λ = (λ1, · · · , λN ) ∈ h∗N of weights. We will often consider the Hilbert space

Hλ = Vλ1 ⊗ · · · ⊗ VλN . (7.1.5)

The particularity of the Verma module Vλ is that it possesses a highest-weight vector vλ. Recall
from Appendix A.2.1 the de�nition of the nilpotent elements Eα of g, associated with roots α ∈ ∆.
In particular, we distinguish the positive nilpotent elements Eα, for α ∈ ∆+ a positive root, and the
negative elements Fα = E−α. The highest-weight vector satis�es

Eα.vλ = 0, ∀α ∈ ∆+. (7.1.6)

Moreover, the action of the Cartan subalgebra h ⊂ g on vλ is given by

X.vλ = λ(X)vλ = 〈X,λ〉vλ, ∀X ∈ h, (7.1.7)

where 〈·, ·〉 represents the canonical pairing on h× h∗.
We de�ne the vacuum state of the Hilbert space Hλ as the tensor product of the highest-weight

vectors:

vλ = vλ1 ⊗ · · · ⊗ vλN .

This vacuum state satis�es

Eα(z).vλ = 0, ∀α ∈ ∆+

and

X(z).vλ =
〈
X,λ(z)

〉
vλ,

with

λ(z) =

N∑

i=1

λi
z − zi

∈ h∗. (7.1.8)

7.1.2 Hamiltonians and Gaudin subalgebra

Quadratic Casimir of U(g). Recall the Killing form κ (see Appendix A.2), which is a non-
degenerate invariant bilinear form on g. We denote by κab = κ(Ia, Ib) its evaluation in the basis
{Ia}. As κ is non-degenerate, we can de�ne the inverse κab of κab and the dual basis Ia = κabI

b. We
de�ne the following element of U(g):

∆ = κabI
aIb = IaIa.

It is independent of the choice of basis {Ia}. Moreover, by the invariance of κ, one �nds that ∆ is a
Casimir of U(g), i.e. that

[∆, X] = 0, ∀X ∈ U(g).

This Casimir ∆ is the quantum equivalent of the quadratic Poisson Casimir κabXaXb of the Kirillov-
Kostant bracket, as described in Subsection 6.1.2 on classical Gaudin Hamiltonians.
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7. Quantum �nite Gaudin models

Quadratic Hamiltonians. We de�ne the quadratic quantum Gaudin hamiltonian as [90]

H (z) =
1

2
κabI

a(z)Ib(z) ∈ Az(g). (7.1.9)

As explained in subsection 7.1.1, in the classical limit, Ia(z) becomes the coe�cient of Ia in the classical
Lax matrix L (z) (without the constant element Ω). Thus, in this limit, the quantum Hamiltonian
H (z) becomes the classical quadratic Hamiltonian (6.1.5).

We will denote by ∆(k) = κabI
a
(k)I

b
(k) the Casimir of the algebra Az(g) = U(g)⊗N , constructed as

∆ in the kth-tensor factor of Az(g). The partial fraction decomposition of H (z) is then

H (z) =
N∑

i=1

(
1

2

∆(i)

(z − zi)2
+

Hi

z − zi

)
, (7.1.10)

with

Hi =
∑

j 6=i
κab

Ia(i)I
b
(j)

zi − zj
. (7.1.11)

Recall the involution property (6.1.9) of the classical Gaudin Hamiltonian. Using the commutation
relation (7.1.3) and the invariance of κ, one checks that the Hamiltonian (7.1.9) satis�es a similar
property at the quantum level:

[
H (z),H (z′)

]
= 0, ∀ z, z′ ∈ C.

As the ∆(k)'s are Casimirs of the algebra Az(g), this is equivalent to

[Hi,Hj ] = 0, ∀ i, j ∈ {1, · · · , N}.

In general, we will de�ne the Hamiltonian H of the Gaudin model to be a linear combination

H =

N∑

k=1

ckHk.

Global g(∞)-symmetry. For X ∈ g, we de�ne the operator

X(∞) =
N∑

i=1

X(i) ∈ Az(g).

One checks that the map X 7→ X(∞) is a Lie algebra homomorphism, i.e. that

[
X(∞), Y(∞)

]
= [X,Y ](∞), ∀X,Y ∈ g.

Thus, the X(∞)'s form a Lie subalgebra g(∞) of Az(g), isomorphic to g. On the Hilbert space (7.1.4),
the operator X(∞) acts by X on each representation Ri:

∀w = w1 ⊗ · · · ⊗ wN ∈ H, X(∞).w =
(

(X.w1)⊗ · · · ⊗ wN
)

+ · · ·+
(
w1 ⊗ · · · ⊗ (X.wN )

)
. (7.1.12)

This de�nes a representation of g(∞) ' g on H that we call the diagonal action.

As we will see, this diagonal action is an in�nitesimal symmetry of the Gaudin model. For that,
we will need the following commutation relation, which is straightforward to prove:

[
X(∞), Y (z)

]
=
[
X(z), Y(∞)

]
= [X,Y ](z), ∀X,Y ∈ g, ∀ z ∈ C. (7.1.13)
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7.1. Constructing quantum �nite Gaudin models

The commutator of the Gaudin hamiltonian H (z) with the diagonal operator Ia(∞) is then given by

[
Ia(∞),H (z)

]
=

1

2
κbc

([
Ia(∞), I

b(z)
]
Ic(z) + Ib(z)

[
Ia(∞), I

c(z)
])

=
1

2
κbc

(
fabab dI

d(z)Ic(z) + Ib(z)facac eI
e(z)

)

=
1

2

(
fabab d κbe + facac e κdc

)
Id(z)Ie(z),

where in the last equality, we relabelled some of the indices. The parenthesis in the last line vanishes
due to the invariance of κ. We thus �nd that

[
X(∞),H (z)

]
= 0, ∀X ∈ g, ∀ z ∈ C.

The diagonal action of g then commutes with the Gaudin Hamiltonian H (z), so it is a symmetry of
the Gaudin model.

Higher-degrees Hamiltonians and Gaudin subalgebra. In this subsection, we already found
commuting operators in Az(g): the Casimirs ∆(k) and the Hamiltonians Hk, which were parts of the
quadratic Hamiltonian H (z).

We discussed the classical limit of the quantum (�nite) Gaudin model in Subsection 6.1.4. In par-
ticular, we said that these classical models admit a large number of conserved charges in involution.
These charges were constructed from invariant polynomials on g. These polynomials are generated by
` elementary polynomials Φ1, · · · ,Φ`, of degrees di + 1, where the di's are the so-called exponents of
g. We will denote by E = {d1, · · · , d`} the set1 of exponents of g. There are then ` corresponding
independent conserved charges in involution H d(z), d ∈ E, depending on the spectral parameter z and
constructed as polynomials of the Lax matrix of degrees d+ 1. The �rst exponent of a semi-simple Lie
algebra is always 1, corresponding to the existence of a quadratic invariant polynomial on g, namely
the Killing form. The corresponding Hamiltonian is simply the quadratic Hamiltonian H 1(z) = H (z)
constructed above. The other Hamiltonians H d(z) for d > 1 are then called the higher-degree Hamil-
tonians of the classical Gaudin model.

The existence of a large number of invariant polynomials on g can be seen as a classical statement
on Poisson Casimirs of the Kirillov-Kostant bracket. The quantum analogue of this statement is the
existence of a large number of Casimirs of the universal enveloping algebra U(g). Together, these
Casimirs form the center Z(g) of the algebra U(g). This center is generated by ` elements ∆d, labelled
by exponents d ∈ E, corresponding to the ` fundamental invariant polynomials. In particular, the
Casimir associated with the �rst exponent d = 1 is the quadratic Casimir ∆1 = ∆ constructed above.

As one can construct a quantum quadratic Hamiltonian H 1(z) = H (z), one can also construct
higher-degree quantum Hamiltonians H d(z) for all exponents d ∈ E strictly superior to one,
whose classical limits are the higher-degree Hamiltonians mentioned above [95] (see also [97, 98, 100]
for explicit constructions). The quantum analogue of the involution of these classical Hamiltonians is

[
H p(z),H q(z′)

]
= 0, ∀ p, q ∈ E, ∀ z, z′ ∈ C.

Moreover, one �nds that all Hamiltonians H d(z) are invariant under the global diagonal action of
g(∞), as described in the previous paragraph for the quadratic one. Concretely, this means that

[
X(∞),H

d(z)
]

= 0, ∀X ∈ g, ∀ d ∈ E, ∀ z ∈ C.

The Hamiltonian H d(z) is a rational function of the spectral parameter z, which possesses poles at the
N sites zi's of the Gaudin model. These poles are of order inferior or equal to d+ 1 and the coe�cient

1Technically, E is a multiset, as some of the exponents can come with multiplicities, i.e. some di's can be identical
for di�erent i's. In this case, one has to consider the corresponding di's as di�erent elements of E.
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of the higher order (d + 1) pole at z = zk is (proportional to) the Casimir ∆d
(k) in the kth-site of the

algebra Az(g) = U(g)⊗N .
Let us consider the coe�cients of all poles of all rational functions H d(z) (d ∈ E). These are

commuting operators in Az(g). We will denote by Zz(g) the algebra generated by all these operators
and will call it the Gaudin subalgebra of Az(g) [95] (it is also sometimes called the Bethe sub-
algebra [96]). By construction, this is an abelian subalgebra of Az(g), which contains the Gaudin
Hamitlonian H and the center Z(g)⊗N of Az(g).

7.1.3 Realisations of quantum Gaudin models

Let us consider a quantum system S, with algebra of operators AS acting on a Hilbert space HS and
with an Hamiltonian HS . We say that S is a realisation of the quantum Gaudin model if there exists
an algebra morphism

π : Az(g) −→ AS ,

such that π(H ) = HS . The image of the Gaudin subalgebra Zz(g) of Az(g) then contains a large
number of commuting conserved charges of the system S.

As the algebra AS acts on the Hilbert space HS , the map π makes HS a representation of the
algebra Az(g) of Gaudin operators. In particular, if one is able to solve the Gaudin model on any
representation of Az(g) (in particular, �nd the spectrum of the Hamiltonian H on this representation),
one can theoretically solve all realisations of the Gaudin model.

7.2 The Bethe ansatz for Gaudin models

In Section 7.1, we explained how to construct a quantum Gaudin model and its algebra of operators
Az(g). In particular, we found a large commutative subalgebra Zz(g) of Az(g), containing the Hamil-
tonians H d(z). The next step in the study of the Gaudin model is to diagonalise these Hamiltonians
and �nd their spectrum (eigenvalues). In particular, as all operators in Zz(g) commute, they can be
diagonalised simultaneously and thus possess a common basis of eigenvectors.

The Bethe ansatz is a general method to construct these common eigenvectors when the Hilbert
space is a product of highest-weight representations of g [92] (see also [93,94]). We will use the notations
of paragraph 7.1.1, where we already discussed such Hilbert spaces. In particular, we �x a collection
λ = (λ1, · · · , λN ) ∈ h∗N of weights and consider the Hilbert space Hλ as de�ned in equation (7.1.5).

Although the Bethe ansatz provides common eigenvectors to all Hamiltonians H d(z), the descrip-
tion of the eigenvalues of the higher-degree Hamiltonians is more di�cult than the ones of the quadratic
Hamiltonian. In particular there exists a common formalism for the description of the quadratic Hamil-
tonian, independent of the Lie algebra g, but such a formalism for higher-degree Hamiltonians is di�cult
to construct due to the fact that the exponents depend on the Lie algebra g. In this section, we will
therefore mainly focus on the diagonalisation of the quadratic Hamiltonian H (z) = H 1(z). However,
note that the section 7.3, which concerns the more abstract Feigin-Frenkel-Reshetikhin approach, will
use a formalism independent of g.

7.2.1 Preliminary: eigenvalues of the quadratic Casimirs

Recall from Paragraph 7.1.2 the quadratic Casimir ∆ of U(g). Let us consider the Verma module Vλ of
weight λ ∈ h∗ (or any representation with highest-weight λ). As we will see, the highest-weight vector
vλ of Vλ is an eigenvector under the action of ∆. A generating family of Vλ is given by successive
applications of the simple negative generators Fi = Fαi 's (associated with simple roots αi's). As ∆
commutes with all the Fi's, all vectors of Vλ are eigenvectors of ∆, with the same eigenvalue as vλ.

Let us compute this eigenvalue. Recall that a basis of g is given by the Eα's and Fα's, α ∈ ∆+,
together with a basis Ki (i = 1, · · · , `) of the Cartan subalgebra h (where ` = dim h is the rank of g).
We will suppose that Ki is orthonormal with respect to the Killing form κ (one can always �nd such
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a basis as κ restricts non-degenerately to h). The dual basis of {Eα, Fα,Ki}α∈∆+, i=1,··· ,` with respect
to κ is then {Fα, Eα,Ki}α∈∆+, i=1,··· ,`. We thus �nd that

∆ =
∑̀

i=1

KiKi +
∑

α∈∆+

(
EαFα + FαEα

)
.

Let ζ : h∗ → h be the canonical isomorphism induced by the Killing form (see Appendix A.2.2). It is
known that the commutator of Eα with Fα is given by

[Eα, Fα] = ζ(α), ∀α ∈ ∆+.

We then �nd

∆ =
∑̀

i=1

KiKi + 2ζ(ρ) + 2
∑

α∈∆+

FαEα, (7.2.1)

where ρ is the so-called Weyl weight of g:

ρ =
1

2

∑

α∈∆+

α. (7.2.2)

By equations (7.1.6) and (7.1.7), one then �nds

∆.vλ =

(∑̀

i=1

〈Ki, λ〉2 + 2〈ζ(ρ), λ〉
)
vλ.

The restriction of the Killing form on h induces a bilinear form (·, ·) on h∗ by (see also Appendix A.2.2)

(α, β) = κ
(
ζ(α), ζ(β)

)
=
〈
ζ(α), β

〉
.

Using the fact that {Ki}i=1,··· ,` is an orthonormal basis of h, one �nds

∆.vλ = (λ, λ+ 2ρ)vλ.

Thus, one has
∆.w = (λ, λ+ 2ρ)w, ∀w ∈ Vλ.

Let us consider the quadratic Hamiltonian H (z), acting on the Hilbert spaceHλ. Recall the partial
fraction decomposition (7.1.10) of H (z). The Casimir ∆(k), which is the coe�cient of the double pole
of H (z) at z = zk, acts as the Casimir ∆ on the kth-tensor fact of Hλ = Vλ1 ⊗ · · · ⊗ VλN . According
to the discussion above, we then have

∆(k).w = (λk, λk + 2ρ)w, ∀w ∈ Hλ. (7.2.3)

The diagonalisation of the quadratic Hamiltonian H (z) thus reduces to the diagonalisation of the
residues Hk in (7.1.10).

7.2.2 Vacuum eigenvalues

Recall from the paragraph 7.1.1 the vacuum state vλ = vλ1 ⊗ · · · ⊗ vλN of Hλ. Let us study the action
of Hk on vλ. We will use the notations of the subsection 7.2.1. From equation (7.1.11), We get

Hi =
N∑

j=1
j 6=i

1

zi − zj


∑̀

k=1

Kk (i)Kk (j) +
∑

α∈∆+

(
Fα (i)Eα (j) + Fα (j)Eα (i)

)
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Using equations (7.1.6) and (7.1.7), we get that the vacuum state vλ is an eigenvector of the Hi's:

Hi.vλ =




N∑

j=1
j 6=i

∑̀

k=1

〈Kk, λi〉〈Kk, λj〉
zi − zj


 vλ.

As in Subsection 7.2.1, by the orthonormality of the basis {Kk}k=1,··· ,` of h, one gets

Hi.vλ =




N∑

j=1
j 6=i

(λi, λj)

zi − zj


 vλ.

Combining this with equation (7.2.3), we get

H (z).vλ =




1

2

N∑

i=1

(λi, λi + 2ρ)

(z − zi)2
+

N∑

i=1

1

z − zi

N∑

j=1
j 6=i

(λi, λj)

zi − zj


 vλ.

This can be rewritten in terms of λ(z), de�ned in (7.1.8), as

H (z).vλ =

(
1

2

(
λ(z), λ(z)

)
−
(
λ′(z), ρ

))
vλ = Evac(z)vλ,

where λ′(z) denotes the derivative of λ(z) with respect to z. We call Evac(z) the vacuum eigenvalue of
H (z).

7.2.3 Diagonal decomposition of Hλ

h(∞)-weight decomposition. Recall from Paragraph 7.1.2 the Lie algebra g(∞) ⊂ Az(g), which
acts on Hλ by the diagonal elements X(∞), X ∈ g, as in (7.1.12). Consider the Cartan subalgebra
h(∞) of g(∞). One can decompose the Hilbert space Hλ in h(∞)-weight spaces:

Hλ =
⊕

µ∈Lλ
Wµ,

where Lλ ⊂ h∗ is composed of weights µ ∈ h∗ such that the weight space

Wµ =
{
w ∈ Hλ | X(∞).w = 〈X,µ〉w, ∀X ∈ h

}

is non trivial.
If the wi's are elements of Vλi of weights µi ∈ h∗ under the h-weight decomposition of Vλi , the vector

w = w1⊗· · ·⊗wN ofHλ belongs toWµ1+···+µN . The highest weight in Lλ is the sum λ∞ = λ1+· · ·+λN
and the corresponding weight space is simply Wλ∞ = Cvλ. More generally, if

µ = λ∞ −
∑̀

i=1

piαi,

a generating family of the weight space Wµ is given by vectors of the form F .vλ, where F is a
product of simple negative generators Fi = Fαi , appearing pi times, and acting on any tensor factor of
Hλ = Vλ1 ⊗ · · · ⊗ VλN . For example, Wλ∞−αi is of dimension N and admits the following basis:

{Fi (k).vλ }k=1,··· ,N .

The description of the weight space Wµ above implies in particular that all the Wµ's are �nite dimen-
sional.

Recall that the diagonal action g(∞) is a symmetry of the Gaudin model, in the sense that all X(∞)

(X ∈ g) commute with the Gaudin Hamiltonians H d(z). In particular, these Hamiltonians commute
with the Cartan subalgebra h(∞) of g(∞). This implies that they stabilise the weight spaces Wµ's and
that one can �nd a basis of common eigenvectors of the H d(z)'s and h(∞).
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Decomposition in highest-weight representations of g(∞). Let us consider the Hilbert space
Hλ as a representation of g(∞). In particular, as it is a tensor product of Verma modules, one can
decompose Hλ as a direct sum of Verma modules of g(∞) [176]. In general, the weights and the
multiplicities of the Verma modules appearing in this decomposition are di�cult to describe. We shall
then label these modules by abstract indices s in a set Iλ and write

Hλ =
⊕

s∈Iλ
Ms, (7.2.4)

where Ms is a g(∞)-submodule of Hλ, isomorphic to the Verma module Vµs , for some weight µs ∈ h∗.
In particular, there is a unique (up to scalar multiplication) highest-weight vector Bs in Ms, which is
then in Wµs . Note that one of these modules Ms∞ is a Verma module of weight µs∞ = λ∞, whose
highest-weight vector is the vacuum state Bs∞ = vλ. It is the unique module of highest weight λ∞ in
the decomposition (7.2.4).

Recall that the Gaudin subalgebra Zz(g) (i.e. the Gaudin Hamiltonians H d(z)) commute with
the diagonal action g(∞). One can then choose the labelling Iλ of the decomposition (7.2.4) such that
the Gaudin subalgebra Zz(g) stabilises all Ms's (s ∈ Iλ).

Let Q be an operator in Zz(g). As Q stabilises Ms and commutes with the action of h(∞), the
state Q.Bs is a vector of Ms of h(∞)-weight µs. Thus, it is proportional to Bs itself as µs is the
highest-weight of Ms. This means that there exists χs(Q) ∈ C such that

Q.Bs = χs(Q)Bs.

As Bs is the highest-weight vector of Ms, all other vectors are obtained from Bs by successive
actions of the simple lowering operators Fi (∞) (i = 1, · · · , `). As Q commutes with the diagonal
operators Fi (∞), all vectors of Ms are also eigenvectors of Q of eigenvalue χs(Q). Thus, we have

Q.v = χs(Q)v, ∀ v ∈Ms.

To diagonalise the operators of the Gaudin subalgebra Zz(g) on Hλ, it is then enough to �nd all
highest-weight vectors Bs, s ∈ Iλ. This is the goal of the Bethe ansatz.

As highest-weight vectors under the action of g(∞), the states Bs's are g(∞)-singular, in the sense
that

Eα (∞).Bs = 0, ∀α ∈ ∆+, ∀ s ∈ Iλ.

There exist other g(∞)-singular vectors in Hλ, which are not highest-weight vectors of one of the Ms's.
In fact, the Bethe ansatz also generates these other singular vectors. We shall come back on this fact
in Section 7.3.

7.2.4 Bethe ansatz at one excitation

O�-shell Bethe vectors. Let us illustrate the Bethe ansatz method by �nding the simplest eigen-
vectors of the Hamiltonian H (z)'s (after the vacuum state), the so-called Bethe vectors with one
excitation. Let w be a complex number and i ∈ {1, · · · , `}. We de�ne the so-called o�-shell Bethe
vector

Ψi(w) = Fi(w).vλ =

N∑

k=1

Fi (k)

w − zk
.vλ.

It is clear that Ψi(w) belongs toWλ∞−αi , i.e. is of weight λ∞−αi under the h(∞)-weight decomposition
of Hλ. We say that Ψi(w) is a Bethe vector with one excitation in the direction αi.
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Action of H k on the o�-shell Bethe vector. Recall from subsection 7.2.2 that the vacuum state
vλ is an eigenvector of H (z) with eigenvalue Evac(z). We then have

H (z).Ψi(w) = Fi(w)H (z).vλ +
[
H (z), Fi(w)

]
.vλ = Evac(z)Ψi(w) +

[
H (z), Fi(w)

]
.vλ.

In particular, taking the residue at z = zk, one has

Hk.Ψi(w) = Evac,kΨi(w) +
[
Hk, Fi(w)

]
.vλ, (7.2.5)

where

Evac,k = res
z=zk
Evac(z) =

∑

j 6=k

(λk, λj)

zk − zj
.

Using the expression (7.1.11) of Hk, one gets

[
Hk, Fi(w)

]
= κab

∑

j 6=k

[
Ia(k), Fi(w)

]
Ib(j) + Ia(k)

[
Ib(j), Fi(w)

]

zk − zj
.

Note that
[
X(k), Y (w)

]
=

[X,Y ](k)

w − zk
, ∀X,Y ∈ g.

Thus, one gets
[
Hk, Fi(w)

]
=
∑

j 6=k

(
[Ia, Fi](k)I

a
(j)

(w − zk)(zk − zj)
+

[Ia, Fi](j)I
a
(k)

(w − zj)(zk − zj)

)
. (7.2.6)

Let us now compute the action of this operator on the vacuum state vλ. We let Ia run through the
basis {Eα}α∈∆ ∪{Km}m=1,··· ,`. If Ia = Eα with α ∈ ∆+, then Ia(j).vλ = Ia(k).vλ = 0 so this choice does
not contribute to the action of (7.2.6) on vλ. Let now Ia = Fα with α ∈ ∆+ of height h: we then have
Ia = Eα so [Ia, Fi] is of height h−1. Thus, if h > 1, we get [Ia, Fi](j).vλ = [Ia, Fi](k).vλ = 0. Therefore,
the only contributions to the action of (7.2.6) on vλ are Ia = Fm and Ia = Km (m ∈ {1, · · · , `}). We
then get

[
Hk, Fi(w)

]
.vλ =

∑

j 6=k

∑̀

m=1

(
[Em, Fi](k)Fm (j)

(w − zk)(zk − zj)
+

[Em, Fi](j)Fm (k)

(w − zj)(zk − zj)

)
.vλ

+
∑

j 6=k

∑̀

m=1

(
[Km, Fi](k)Km (j)

(w − zk)(zk − zj)
+

[Km, Fi](j)Km (k)

(w − zj)(zk − zj)

)
.vλ.

Recall the canonical isomorphism ζ : h∗ → h induced by the Killing form (see Appendix A.2.2 and
Subsection 7.2.1). We then have [Em, Fi] = δmi ζ(αi). Thus, we get

[
Hk, Fi(w)

]
.vλ =

∑

j 6=k

(
ζ(αi)(k)Fi (j)

(w − zk)(zk − zj)
+

ζ(αi)(j)Fi (k)

(w − zj)(zk − zj)

)
.vλ

−
∑

j 6=k

∑̀

m=1

〈Km, αi〉
(

Fi (k)Km (j)

(w − zk)(zk − zj)
+

Fi (j)Km (k)

(w − zj)(zk − zj)

)
.vλ

=
〈ζ(αi), λk〉
(w − zk)

∑

j 6=k

Fi (j)

zk − zj
.vλ +


∑

j 6=k

〈ζ(αi), λj〉
(w − zj)(zk − zj)


Fi (k).vλ

−
∑̀

m=1

〈Km, αi〉


∑

j 6=k

〈Km, λj〉
(zk − zj)


 Fi (k)

(w − zk)
.vλ

−
(∑̀

m=1

〈Km, αi〉〈Km, λk〉
)
∑

j 6=k

Fi (j)

(w − zj)(zk − zj)


 .vλ
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Recall the bilinear form (·, ·) on h∗ induced by κ (see Appendix A.2.2 and Subsection 7.2.1). As Km

is an orthonormal basis of h, we get

[
Hk, Fi(w)

]
.vλ =

(αi, λk)

(w − zk)
∑

j 6=k

Fi (j)

zk − zj
.vλ +


∑

j 6=k

(αi, λj)

(w − zj)(zk − zj)


Fi (k).vλ

−


∑

j 6=k

(αi, λj)

(zk − zj)


 Fi (k)

(w − zk)
.vλ − (αi, λk)


∑

j 6=k

Fi (j)

(w − zj)(zk − zj)


 .vλ

= (αi, λk)
∑

j 6=k

(
1

(w − zk)(zk − zj)
− 1

(w − zj)(zk − zj)

)
Fi (j).vλ

+


∑

j 6=k
(αi, λj)

(
1

(w − zj)(zk − zj)
− 1

(w − zk)(zk − zj)

)
Fi (k).vλ.

Using the circle lemma (2.3.5), one gets

[
Hk, Fi(w)

]
.vλ =

(αi, λk)

w − zk


∑

j 6=k

Fi (j)

w − zj


 .vλ −


∑

j 6=k

(αi, λj)

w − zj


 Fi (k)

w − zk
.vλ

=
(αi, λk)

w − zk




N∑

j=1

Fi (j)

w − zj


 .vλ −




N∑

j=1

(αi, λj)

w − zj


 Fi (k)

w − zk
.vλ

=
(αi, λk)

w − zk
Ψi(w)−

(
αi, λ(w)

) Fi (k)

w − zk
.vλ.

Combining this equation with (7.2.5), we �nd

Hk.Ψi(w) = Ei,k(w)Ψi(w)−
(
αi, λ(w)

) Fi (k)

w − zk
.vλ, (7.2.7)

with

Ei,k(w) = Evac,k +
(αi, λk)

w − zk
.

Bethe equation and eigenvalue with excitation. It is clear from equation (7.2.7) that Ψi(w) is
an eigenvector of all Hk's if w satis�es the Bethe equation:

(
αi, λ(w)

)
=

N∑

k=1

(αi, λk)

w − zk
= 0. (7.2.8)

In this case, we say that the Bethe vector Ψi(w) is on-shell and write it as Ψon
i (w). The eigenvalue

of Hk on Ψon
i (w) is then E oni,k (w), de�ned as the value of Ei,k(w) for w solution of the Bethe equation.

Such a solution is called a Bethe root.
Recall the partial fraction decomposition (7.1.10) of H (z). Recall also that the Casimirs ∆(i) at

the double poles of H (z) act as multiples of the identity on the whole Hilbert space Hλ. We then get
that the action of H (z) on Ψon

i (w) is

H (z).Ψon
i (w) = E oni (z, w)Ψon

i (w),

with

E oni (z, w) = Evac(z) +
N∑

k=1

E oni,k (w)

z − zk
.
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Let us de�ne

λi(z, w) =
N∑

i=1

λk
z − zk

− αi
z − w = λ(z)− αi

z − w.

One �nds

Evac(z) +

N∑

k=1

Ei,k(w)

z − zk
=

1

2

(
λi(z, w), λi(z, w)

)
− ∂

∂z

(
λi(z, w), ρ

)
+

(
αi, λ(w)

)

z − w − (αi, αi − 2ρ)

2(z − w)2
.

It is a standard result that for a simple root αi, the quantity (αi, αi − 2ρ) vanishes, so that the last
term of the equation above disappears. Moreover, the third term cancels on-shell. Thus, we �nd

E oni (z, w) =
1

2

(
λi(z, w), λi(z, w)

)
− ∂

∂z

(
λi(z, w), ρ

)
.

g(∞)-singularity of the on-shell Bethe vector. Recall the discussion of Subsection 7.2.3 about
the diagonal action of g(∞). For any j ∈ {1, · · · , `}, using the commutation relation (7.1.13), we get

Ej (∞).Ψi(w) =
[
Ej (∞), Fi(w)

]
.vλ = [Ej , Fi](w).vλ = δij ζ

(
αi(w)

)
.vλ = δij

(
αi, λ(w)

)
vλ.

Given the form (7.2.8) of the Bethe equation, one sees that the on-shell Bethe vector is g(∞)-singular:

Ej (∞).Ψ
on
i (w) = 0, ∀ j ∈ {1, · · · , `}.

The on-shell Bethe vector Ψon
i (w) is the highest-weight vector Bs of one of the Verma module Ms in

the decomposition (7.2.4). All vectors of Ms are then eigenvectors of H (z) with eigenvalue E oni (z, w).
The highest weight of Ms is

µs = λ∞ − αi =
N∑

k=1

λk − αi = − res
z=∞

λi(z, w)dz.

Eigenvectors at one excitation. Let us describe all eigenvectors of H (z) with one excitation in
the direction αi. For that we need to �nd a basis of eigenvectors of the weight space Wλ∞−αi . As
explained in Subsection 7.2.3, this weight space is of dimension N .

After a multiplication by
∏N
k=1(w−zk), the Bethe equation (7.2.8) becomes a polynomial equation

of degree N − 1 on the Bethe root w. Thus, for generic values of the zi's, there exist N − 1 distinct
solutions to this equation. One then �nds N − 1 linearly independent eigenvectors of H (z) as the
corresponding on-shell Bethe vectors.

The last eigenvector in Wλ∞−αi is not a Bethe vector, as it is not a singular vector under the
diagonal action. It belongs to the g(∞)-module Ms∞ and is obtained from the vacuum state as

Fi (∞).vλ.

As a vector in Ms∞ , it is an eigenvector of H (z) of eigenvalue Evac(z).

7.2.5 Higher excited Bethe vectors

Let us end this section by saying a few words about the Bethe ansatz with M excitations, for M > 1.
Let us consider M complex numbers w = (w1, · · · , wM ), which will be the Bethe roots of the Bethe
vector. We associate with each of these Bethe roots wj (j = 1, · · · ,M) a �color� c(j) ∈ {1, · · · , `}.
The o�-shell Bethe vector

Ψc(w) = Ψc(1),··· ,c(M)(w1, · · · , wM )

is then a function of the numbers wj (j = 1, · · · ,M). More precisely, it is obtained from the vacuum
state by actions of products of the lowering operators Fc(1), · · · , Fc(m), distributed on the N tensor
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factors of Hλ = Vλ1 ⊗ · · · ⊗ VλN , with weightings depending rationally on the Bethe roots wj 's (j =
1, · · · ,M) and the sites zk's (k = 1, · · · , N). In particular, we have

Ψc(w) ∈Wµ, with µ =
N∑

i=1

λi −
M∑

j=1

αc(j).

We refer to [93,92] for the precise construction of Ψc(w).
One then �nds that Ψc(w) is an eigenvector of the quadratic Hamiltonian H (z) if the Bethe roots

satisfy the M Bethe equations:

N∑

i=1

(αc(k), λi)

wk − zi
−

M∑

j=1
j 6=k

(αc(k), αc(j))

wk − wj
= 0, (7.2.9)

for k ∈ {1, · · · ,M}. In this case, we get the on-shell Bethe vectors Ψon
c (w), which then satisfy

H (z).Ψon
c (w) = E onc (z,w)Ψon

c (w).

To express the eigenvalue E onc (z,w), let us introduce the z-dependent weight

λc(z,w) =
N∑

i=1

λi
z − zi

−
M∑

j=1

αc(j)

z − wj
. (7.2.10)

We then have

E onc (z,w) =
1

2

(
λc(z,w), λc(z,w)

)
− ∂

∂z

(
λc(z,w), ρ

)
. (7.2.11)

Note that the weight µ ∈ h∗ such that Ψc(w) belongs to Wµ can be expressed as

µ = − res
λ=∞

λc(z,w)dz.

Note also that if we write

λc(z,w) = λ
c
k (z,w)−

αc(k)

z − wk
,

then λ
c
k (z,w) is regular at z = zk and the Bethe equation (7.2.9) reads

(
αc(k), λ

c
k (zk,w)

)
= 0

Finally, let us mention that because of the Bethe equations, the on-shell Bethe vector Ψon
c (w) is

g(∞)-singular.

7.3 The Feigin-Frenkel-Reshetikhin approach

This section is devoted to the Feigin-Frenkel-Reshetikhin (FFR) approach of Gaudin models. It consists
of a description of the spectrum of Gaudin models in terms of di�erential operators called opers. We
will give an introductory review about this approach and refer to [95,102�108] for more details. We will
end the section with some new results concerning the generalisation of this approach for cyclotomic
Gaudin models. Before explaining the general theory, let us gain some intuition about it by considering
the simplest Gaudin model, on the Lie algebra g = sl(2,C).
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7.3.1 The sl(2,CCC) case

Bethe ansatz for sl(2,CCC). In this subsection, we consider a Gaudin model on the Lie algebra
g = sl(2,C), with sites z = (z1, · · · , zN ) ∈ CN . The Cartan subalgebra h of sl(2,C) is one dimensional,
hence sl(2,C) is of rank ` = 1. In particular, sl(2,C) admits only one exponent, equal to 1. Thus, the
Gaudin subalgebra Zz(g) is generated by the coe�cients of the quadratic Hamiltonian H (z).

As h∗ is one dimensional, any weight λ ∈ h∗ can be written as λ = Sα, with S ∈ C and α ∈ h∗ the
unique positive root of sl(2,C). In particular, the Weyl vector is equal to ρ = 1

2α. The bilinear form
(·, ·) induced on h∗ by the Killing form is given by (α, α) = 4.

Let us consider N weights λi = Siα, with Si ∈ C and i ∈ {1, · · · , N}, and the associated Hilbert
space Hλ = Vλ1 ⊗ · · · ⊗ VλN , as in the previous sections. As Hλ is a tensor product of highest-weight
vectors, we can study the spectrum of H (z) on Hλ by the Bethe ansatz, as described in Section 7.2.
Let us then consider a Bethe vector withM excitations and Bethe roots w = (w1, · · · , wM ). As sl(2,C)
is of rank 1, there is only one possible color, i.e. each Bethe root is associated with an excitation in
the direction α. The Bethe equations are given by equation (7.2.9) and read in this particualar case

Bk =
N∑

i=1

Si
wk − zi

−
M∑

j=1
j 6=k

1

wk − wj
= 0, ∀ k ∈ {1, · · · ,M}. (7.3.1)

The weight (7.2.10) associated with the Bethe vector is then

λc(z,w) = S(z,w)α with S(z,w) =
N∑

i=1

Si
z − zi

−
M∑

j=1

1

z − wj
. (7.3.2)

The eigenvalue of the on-shell Bethe vector with Bethe roots w is then given by (7.2.11)

Eonc (z,w) = 2
(
S(z,w)2 − S′(z,w)

)
, (7.3.3)

where S′(z,w) =
∂S(z,w)

∂z
.

sl(2,CCC)-opers. The goal of this subsection is to show a reformulation of the Bethe ansatz described
above in terms of objects called sl(2,C)-opers. Let us start by de�ning these objects. We will be
interested in the space Connsl(2,C)

(
P1
)
of meromorphic sl(2,C)-connections on the Riemann sphere

P1 = C ∪ {∞}. These are di�erential operators of the form

a∂z +A(z),

where a is a complex number and A is a sl(2,C)-valued meromorphic function of z. We will use the
explicit representation of elements of sl(2,C) as two by two traceless matrices. If g(z) is a meromorphic
function valued in the associated Lie group SL(2,C) (composed of two by two matrices of determinant
1), we can consider the formal gauge transformation of the connection a∂z +A(z) by g:

g(z)
(
a∂z +A(z)

)
g(z)−1 = a∂z + g(z)A(z)g(z)−1 − a

(
∂zg(z)

)
g(z)−1.

Let us now consider a particular type of sl(2,C)-connections:

opsl(2,C)

(
P1
)

=

{
∇ = ∂z +

(
a(z) b(z)

1 −a(z)

)
∈ Connsl(2,C)

(
P1
)}

. (7.3.4)

We also de�ne a group

N =

{
g(z) =

(
1 f(z)
0 1

)
, f meromorphic

}
(7.3.5)
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of meromorphic functions valued in the group SL(2,C). It is a straightforward computation that for
∇ and g of the form above, the gauge transformation of ∇ by g is given by

g∇g−1 = ∂z +

(
a(z) + f(z) b(z)− f(z)2 − 2f(z)a(z)− f ′(z)

1 −a(z)− f(z),

)
. (7.3.6)

In particular, the gauge transformation by elements of N stabilises the space opsl(2,C)

(
P1
)
. This de�nes

a group action of N on opsl(2,C)

(
P1
)
. We can thus de�ne the quotient

Opsl(2,C)

(
P1
)

= opsl(2,C)

(
P1
)
/N. (7.3.7)

An element of this quotient is called a sl(2,CCC)-oper. If ∇ is an element of opsl(2,C)

(
P1
)
, we de-

note by [∇] ∈ Opsl(2,C)

(
P1
)
the corresponding oper, i.e. the equivalence class of ∇ under the gauge

transformations in N . The connection ∇ is then a representative of the oper [∇].
It is clear from equation (7.3.6) that there is a unique element in the equivalence class [∇] with no

diagonal coe�cients: it is obtained by taking f = −a. Such an element is called a canonical repre-
sentative of the oper [∇]. Through this representative, the space Opsl(2,C)

(
P1
)
is thus parametrised

by a unique meromorphic function c of z:

Opsl(2,C)

(
P1
)
'
{
∂z +

(
0 c(z)
1 0

)
∈ Connsl(2,C)

(
P1
)}

. (7.3.8)

Reformulation of the Bethe ansatz in terms of sl(2,CCC)-opers. Let us come back to the sl(2,C)-
Gaudin model and the Bethe ansatz described above. We introduce the following sl(2,C)-connection:

∇w = ∂z +

(
−S(z,w) 0

1 S(z,w)

)
, (7.3.9)

with S(z,w) as in (7.3.2). We will call a connection of this form (with any function of z instead of S)
a Miura sl(2,CCC)-oper. In particular, it belongs to the space opsl(2,C)

(
P1
)
and we can thus consider

the associated oper [∇w] in Opsl(2,C)

(
P1
)
. The canonical representative of [∇w] is given explicitly by

[∇w]can = ∂z +

(
0 S(z,w)2 − S′(z,w)
1 0

)
.

We recognize in the coe�cient of this canonical representative the eigenvalue (7.3.3) of H (z) on the
Bethe vector with Bethe roots w (up to a global factor).

Bethe equations. Let us consider the coe�cient

C(z,w) = S(z,w)2 − S′(z,w),

as a function of z and w, without requiring that the Bethe roots w are on-shell. In particular, as
S(z,w) has simple poles at z = wj (j ∈ {1, · · · , N}), C(z,w) might also have poles at z = wj . One
�nds that due to a cancellation between the term S(z,w)2 and the term S′(z,w), the double pole of
C(z,w) at z = wj vanishes. Moreover, an explicit computation shows that

res
z=wj

C(z,w)dz = −2Bj ,

with Bj de�ned in equation (7.3.1). Thus, if the Bethe root wj is on-shell, this residue vanishes and
the coe�cient C(z,w) is then regular at z = wj .
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Summary. As a conclusion of this subsection, let us summarise what we observed. We considered a
Bethe vector Ψ(w) for the sl(2,C)-Gaudin model and observed the following.

1. From the weight (7.2.10) associated with Ψ(w), we constructed a Miura sl(2,C)-oper ∇w.
2. We constructed the canonical representative [∇w]can of the corresponding oper [∇w].

3. Although the Miura oper∇w has simple poles at z equal to a Bethe root, the canonical representative
[∇w]can is regular at this Bethe root if and only if this root satis�es the Bethe equation.

4. When all Bethe equations are satis�ed, the coe�cient of the canonical representative [∇w]can coin-
cides (up to a factor) with the eigenvalue of H (z) on the Bethe vector.

These results are in fact part of the FFR approach for the sl(2,C)-Gaudin model, as we shall see in
the rest of this section.

7.3.2 The FFR approach and the spectrum of the Gaudin model

Let us now state and motivate the main ideas of the FFR approach for a general g-Gaudin model,
before going into more details.

The main theorem. The main result of the FFR approach can be stated as follows [105]:

Theorem 7.3.1. There exists an algebraic variety OpRSLg,z
(
P1
)
of so-called Lg-opers such that the

Gaudin subalgebra Zz(g) is isomorphic to the algebra of polynomial functions on OpRSLg,z
(
P1
)
. We will

write
Φz,g : Zz(g) −→ Fun

(
OpRSLg,z

(
P1
))

this isomorphism.

The de�nition of the space of opers OpRSLg,z
(
P1
)
and of the map Φz,g will be explained later in

this section, as it requires the introduction of a new mathematical formalism. For now, let us try to
understand the consequence of this theorem for the study of quantum Gaudin models.

If Z is a commutative algebra over C, we de�ne the space Ξ(Z) of algebra homomorphisms from
Z to C and we call the elements of Ξ(Z) the characters of Z. Let V be an algebraic variety and
Fun (V ) the algebra of polynomial functions on V . For x a point of V , we de�ne the evaluation at x as

evx : Fun (V ) −→ C
f 7−→ f(x)

.

It is clear that evx is an algebra homomorphism from Fun (V ) to C and thus is a character of Fun (V ).
It is a fundamental result of algebraic geometry [177] that

ev : V −→ Ξ
(
Fun (V )

)

x 7−→ evx

is a bijection. We then get the following consequence of Theorem 7.3.1:

Corollary 7.3.2. The map

ηz,g : OpRSLg,z
(
P1
)
−→ Ξ

(
Zz(g)

)

[∇] 7−→ ev[∇] ◦ Φz,g

is a bijection.

Proof. Theorem 7.3.1 states that the commutative C-algebras Zz(g) and Fun
(
OpRSLg,z

(
P1
))

are isomor-

phic (through Φz,g). Thus the spaces of characters of these algebras should be isomorphic. Concretely,
this isomorphism is given by the precomposition by Φz,g:

η̃z,g : Ξ
(
Fun

(
OpRSLg,z

(
P1
)))

−→ Ξ
(
Zz(g)

)

χ 7−→ χ ◦ Φz,g
.
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We then get the bijection ηz,g from OpRSLg,z
(
P1
)
to Ξ

(
Zz(g)

)
by composing η̃z,g on the right with the

bijection ev : OpRSLg,z
(
P1
)
→ Ξ

(
Fun

(
OpRSLg,z

(
P1
)))

.

The main Theorem 7.3.1 of the FFR approach then allows to realise all characters of the Gaudin
subalgebra Zz(g) as an oper in OpRSLg,z

(
P1
)
. Let us now explain why such characters are useful for the

study of quantum integrable models.

Characters and quantum integrable models. Let us consider a quantum model, with an algebra
of operators A and Hamiltonian H. We suppose that this model is integrable, in the sense that it
possesses a large number of conserved commuting charges. Let us then consider the subalgebra Z of
A generated by these conserved charges (in particular, it contains the Hamiltonian H of the system).
As the charges are commuting, the algebra Z is a commutative subalgebra of A (in the case of the
Gaudin model, this is the Gaudin subalgebra Zz(g)).

Let us now consider the Hilbert space H of the model, on which A acts linearly. A �rst step towards
the resolution of the model is to describe the spectrum of the Hamiltonian H on H, or even better,
the joint spectrum of the commuting charges in Z. Indeed, as these charges commute, they can be
simultaneously diagonalised. Let then v ∈ H be a common eigenvector of the operators in Z. For Q
in Z, we denote by χv(Q) ∈ C the eigenvalue of Q on v, so that we have

Q.v = χv(Q)v.

If Q and Q′ are two operators in Z, we have
χv(QQ′)v = (QQ′).v = Q.

(
Q′.v

)
= χv(Q′)Q.v = χv(Q′)χv(Q)v.

Thus, we have
χv(QQ′) = χv(Q)χv(Q′), ∀Q,Q′ ∈ Z,

i.e. χv is a character of Z.
Therefore, if one knows all characters of Z, one knows all possible eigenvalues of the charges Q, i.e.

the spectrum of the considered integrable model. The description of Ξ(Z) is thus a �rst step towards
the resolution of the model.

Spectrum of the Gaudin model. Let us come back to the particular case of the Gaudin model.
The characters Ξ

(
Zz(g)

)
of the Gaudin subalgebra are realised in terms of opers in OpRSLg,z

(
P1
)
. Thus,

one can describe the spectrum of the Gaudin model (i.e. the eigenvalues of the operators in Zz(g)) in
terms of opers. More precisely, we get

Theorem 7.3.3. Let H be a Hilbert space of the Gaudin model, i.e. a linear representation of A.
Let v ∈ H be a common eigenvector of the Gaudin subalgebra Zz(g). Then, there exists an oper
[∇v] ∈ OpRSLg,z

(
P1
)
such that for any Q ∈ Zz(g), the eigenvalue of Q on v is given by

(
Φz,g(Q)

)(
[∇v]

)
. (7.3.10)

Remark: Let us explain exactly what we mean by equation (7.3.10). Recall from Theorem 7.3.1
that Φz,g is a bijection from Zz(g) to the algebra of functions on OpRSLg,z

(
P1
)
. Thus, Φz,g(Q) is such

a function and we get a complex number
(
Φz,g(Q)

)(
[∇v]

)
when evaluating it on the oper [∇v] ∈

OpRSLg,z
(
P1
)
.

Proof. We use the notations of the previous paragraph and denote by χv(Q) the eigenvalue of Q on v:
χv is then a character in Ξ

(
Zz(g)

)
. Let us de�ne

[∇v] = η−1
z,g(χv) ∈ OpRSLg,z

(
P1
)
, (7.3.11)

where ηz,g : OpRSLg,z
(
P1
)
→ Ξ

(
Zz(g)

)
is the bijection of Corollary 7.3.2. Then, by de�nition of this

bijection, we have

χv(Q) =
(
ηz,g

(
[∇v]

))
(Q) = ev[∇v ]

(
Φz,g(Q)

)
=
(
Φz,g(Q)

)(
[∇v]

)
.
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Theorem 7.3.3 gives a theoretical description of the spectrum of the Gaudin model. In particular,
note that in this theorem, we did not put any restriction on the Hilbert space H of the model. Thus,
the FFR approach describes the spectrum of the Gaudin model even on Hilbert spaces which are not
a tensor product of highest-weight representations, i.e. on Hilbert spaces where the Bethe ansatz does
not apply. Moreover, as we mentioned in the introduction of this chapter, it can happen in some
degenerate cases that the Bethe ansatz is not complete [174], i.e. that it does not result in a basis of
eigenvectors. In this case, there is at least one eigenvector v ∈ H whose eigenvalues are not described
by the Bethe ansatz. However, by Theorem 7.3.3, one knows that these eigenvalues are described by
some oper [∇v]. These are some of the advantages of the FFR approach.

However, this approach also has downsides. The main one is the fact that it is mainly an existence
result, and not a constructive one. Indeed, the Theorem 7.3.3 only proves the existence of the oper
[∇v] associated with the eigenvector v, it does not explain how to construct it. In the proof of the
theorem, we de�ned [∇v] through equation (7.3.11). However, this is not a constructive result: indeed,
this equation supposed that we already knew the eigenvector v and the corresponding eigenvalues χv.
Similarly, given an oper [∇], one can construct an associated character χ but the theorem 7.3.3 does
not explain how to �nd an eigenvector v whose eigenvalues would be described by χ.

These downsides can be overcome when one considers a Hilbert space which is a tensor product
of highest-weight representations of g, i.e. when the Bethe ansatz applies. In this case, one can re-
interpret the Bethe ansatz in terms of opers and �nd the oper associated with each Bethe vector. The
FFR approach then contains the Bethe ansatz.

The rest of this Section is mainly devoted to the description of the space of opers OpRSLg,z
(
P1
)
and of

the isomorphism Φz,g of Theorem 7.3.1, together with the reinterpretation of the Bethe ansatz in terms
of these opers. Before that, let us come back to the example of the sl(2,C)-Gaudin model studied in
Subsection 7.3.1 and illustrate the notions introduced above in this example.

Back to sl(2,CCC). We will use the notations of Subsection 7.3.1. In particular, we introduced sl(2,C)-
opers Opsl(2,C)

(
P1
)
as gauge equivalence class of connections of the form

∇ = ∂z +

(
a(z) b(z)

1 −a(z)

)
.

We will say that such a connection has regular singularities at x ∈ C if a possesses at most simple poles
at z = x and b at most double poles. We will also say that it is regular at x if a and b are regular at z = x.

For a sl(2,C)-Gaudin model with sites z = (z1, · · · , zn), we de�ne the space of opers OpRSsl(2,C),z

(
P1
)

appearing in the FFR approach as opers in Opsl(2,C)

(
P1
)
which possess a representative that has regular

singularities at the zi's, is regular elsewhere and has no constant term. An oper [∇] ∈ Opsl(2,C)

(
P1
)
is

in OpRSsl(2,C),z

(
P1
)
if and only if its canonical representative is of the form

[∇]can = ∂z +

(
0 c(z)
1 0

)
with c(z) =

N∑

i=1

(
ci,0

2(z − zi)
+

ci,1
4(z − zi)2

)
. (7.3.12)

We de�ne 2N functions Γi,p (i = 1, · · · , N and p = 0, 1) on OpRSsl(2,C),z

(
P1
)
by

Γi,p : [∇] ∈ OpRSsl(2,C),z

(
P1
)
→ ci,p.

As any oper in OpRSsl(2,C),z

(
P1
)
has a canonical representative of the form (7.3.12), it is clear that these

functions generate all functions on OpRSsl(2,C),z

(
P1
)
.

For a Gaudin model on sl(2,C), there is only the quadratic Hamiltonians H (z) and no higher-order
ones (see Subsection 7.3.1). The Gaudin algebra Zz

(
sl(2,C)

)
of the model is then generated by the
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Casimirs ∆(i)'s and the Hamiltonians Hi's appearing in the partial fraction decomposition (7.1.10) of
H (z). In this case, the algebra isomorphism Φz,sl(2,C) of Theorem 7.3.1 is such that

Φz,sl(2,C)

(
Hi

)
= Γi,0 and Φz,sl(2,C)

(
∆(i)

)
= Γi,1 (7.3.13)

and extends to the whole algebra Zz
(
sl(2,C)

)
by linearity and multiplication.

Let us now come back to the Bethe ansatz for this model. We consider Ψon(w) an on-shell Bethe
vector, which is then an eigenvector of the Gaudin algebra Zz(sl(2,C)). Theorem 7.3.3 implies the
theoretical existence of an oper [∇w] in OpRSsl(2,C),z

(
P1
)
encoding the eigenvalues of Zz(sl(2,C)) on

Ψon(w). Let us show that we can construct this oper explicitly.
We will use the notations of Subsection 7.3.1. Let us �rst consider the o�-shell Bethe vector Ψ(w).

We de�ne an associated Miura oper ∇w as in (7.3.9). As explained in Subsection 7.3.1, the canonical
representative of the oper [∇w] is

[∇w]can = ∂z +

(
0 C(z,w)
1 0

)
, with C(z,w) = S(z,w)2 − S′(z,w).

In particular, C(z,w) has simple and double poles at all z = zi's. Moreover, as remarked in Subsection
7.3.1, it is regular at z = wj if and only if the Bethe root wj satis�es the Bethe equation (7.3.1). Thus,
we have

[∇w] ∈ OpRSsl(2,C),z

(
P1
)
⇐⇒ w satisfy the Bethe equations⇐⇒ Ψ(w) is on-shell.

If this is the case, as explained in Subsection 7.3.1, the on-shell Bethe vector Ψon(w) is an eigenvector
of H (z) with eigenvalue 2C(z,w). In particular, given the expression (7.1.10) of H (z), the eigenvalues
of Hi and ∆(i) are

χw(Hi) = 2 res
z=zi
C(z,w) and χw(∆(i)) = 4 res

z=zi
(z − zi)C(z,w).

Recall the functions Γi,p on OpRSsl(2,C),z

(
P1
)
de�ned above. As C(z,w) is the coe�cient of the canonical

representative [∇w]can, the equation above can be rewritten

χw(Hi) = Γi,0
(
[∇w]

)
and χw(∆(i)) = Γi,1

(
[∇w]

)
.

Given the de�nition (7.3.13) of the FFR isomorphism Φz,sl(2,C), we �nd that for all Q ∈ Zz
(
sl(2,C)

)
,

the eigenvalue of Q on Ψon(w) is

χw(Q) =
(
Φz,sl(2,C)(Q)

)(
[∇w]

)
.

This illustrates Theorem 7.3.3 about the spectrum of the sl(2,C)-Gaudin model. In particular, it
shows that for the eigenvector Ψon(w) constructed from the Bethe ansatz, one can give an explicit
construction of the associated oper [∇w] (through a Miura oper).

7.3.3 Principal sl(2,CCC) subalgebra and exponents

In this subsection, we introduce the notions of principal gradation, of principal sl(2,C) subalgebra and
of exponents of a semi-simple Lie algebra g, which are necessary for the construction of opers. Most of
these notions were introduced by Kostant in [178�180]. We refer to these articles for details and proofs
and mention just the results we will need in this section.

Principal gradation. Let us consider the root system ∆ of g. A root α can be written in the basis
of simple roots {αi}i=1,··· ,` ⊂ h∗:

α =
∑̀

i=1

miαi.
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The numbers mi's are either all non-negative integers or all non-positive integers (we then speak of a
positive or negative root). We de�ne the height of α as the integer

ht(α) =
∑̀

i=1

mi.

Recall the Cartan-Weyl decomposition of g:

g = h⊕
(⊕

α∈∆

CEα

)
.

We de�ne the principal gradation of g as

g0 = h and gd =
⊕

α∈∆
ht(α)=d

CEα, for d ∈ Z \ {0}.

If X ∈ gd, we say that X is of degree d. This de�nes a Z-gradation of g, i.e.

g =
⊕

d∈Z
gd, and

[
gp, gq

]
⊂ gp+q. (7.3.14)

Note that the positive nilpotent subalgebra n+ and Borel subalgebra b+ of g are given by

n+ =
⊕

α∈∆+

CEα =
⊕

d∈Z≥1

gd and b+ = h⊕ n+ =
⊕

d∈Z≥0

gd. (7.3.15)

The roots of g have a maximal (resp. minimal) height h − 1 (resp. −h + 1), where h is the so-called
Coxeter number of g. Thus, we have

g±d = 0 for d ≥ h.

Principal sl(2,CCC) subalgebra. Let us consider the Cartan subalgebra h of g and its basis of
coweights {ω̌i}i=1,··· ,` (see appendix A.2.2). This is the dual basis of the simple roots {αi}i=1,··· ,` ⊂ h∗:

〈ω̌i, αj〉 = δij .

Let us then introduce the Weyl co-vector

ρ̌ =
∑̀

i=1

ω̌i.

By de�nition, it satis�es
〈ρ̌, α〉 = ht(α), ∀α ∈ ∆.

One can interpret the principal gradation (7.3.14) as a decomposition of g in eigenspaces of adρ̌:

gd =
{
X ∈ g

∣∣ [ρ̌, X] = dX
}
, ∀ d ∈ Z.

Recall the isomorphism ζ : h∗ → h induced by the Killing form. We de�ne numbers bi's (i = 1, · · · , `)
by the decomposition of the Weyl co-weight in the basis {ζ(αi)}i=1,··· ,` of h:

ρ̌ =
∑̀

i=1

biζ(αi).
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Let Ei = Eαi 's and Fi = E−αi 's (i ∈ {1, · · · , `}) be the Chevalley generators of g (see Appendix A.2).
We introduce the so-called negative and positive principal nilpotent elements as:

p−1 =
∑̀

i=1

Fi ∈ g−1 and p1 =
∑̀

i=1

biEi ∈ g1.

The three elements {ρ̌, p1, p−1} of g satisfy the commutation relations:

[
ρ̌, p±1

]
= ± p±1 and

[
p1, p−1

]
= ρ̌.

The subalgebra Span(ρ̌, p1, p−1) of g is thus isomorphic to sl(2,C). We call it the principal sl(2,CCC)
subalgebra of g.

Exponents of g. Let us consider the centraliser of p1:

a = Ker(adp1) =
{
X ∈ g

∣∣ [p1, X] = 0
}
.

As shown in [178], one has dim a = `, where ` is the rank of g. Moreover, for any X ∈ a, using the
Jacoby identity, we have

[
p1, [ρ̌, X]

]
=
[
[p1, ρ̌], X

]
+
[
ρ̌,����[p1, X]

]
= −[p1, X] = 0.

Thus, adρ̌ stabilises the centraliser a. In particular, this implies that one can �nd a basis {q1, · · · , q`}
of a which is composed of eigenvectors of adρ̌. Note that we can choose the �rst element of this basis
to be q1 = p1 itself, as it belongs to a. Thus, there exist numbers di ∈ Z such that

qi ∈ a ∩ gdi .

The �rst d1 is the degree of p1, hence d1 = 1. One shows that the di's are positive integers and that
the largest di is equal to the highest degree h− 1. These integers di's are the exponents E of g. We
can order the basis such that

1 = d1 ≤ d2 ≤ · · · ≤ d` = h− 1.

We will now label the elements qi's (i = 1, · · · , `) by their corresponding exponent di ∈ E and hence
obtain a basis2 {pd}d∈E of a. Note that as d1 = 1, the element p1 = q1 indeed coincides with p1,
justifying the notation. One shows [178] that for every d ∈ {1, · · · , h− 1}, we have

gd =

{
[p−1, gd+1] if d 6∈ E,
[p−1, gd+1]⊕ Cpd if d ∈ E. (7.3.16)

7.3.4 Opers and Miura Opers associated with g

In this subsection, we de�ne the opers and Miura opers associated with an arbitrary semi-simple Lie
algebra g. These are generalisations of the opers and Miura opers de�ned in Subsection 7.3.1 for
g = sl(2,C). They were �rst introduced by Drinfeld and Sokolov in [181], for the study of the KdV
equation and its generalisations. For a more complete introduction to opers, see for instance [182,183].

Meromorphic g-connections. We will denote byM the algebra of meromorphic functions on the
Riemann sphere P1. We de�ne the space of g-connections on P1 as

Conng
(
P1
)

= {a∂z +A(z), a ∈ C, A ∈ g⊗M} .

In this de�nition, the element A ∈ g⊗M is a g-valued meromorphic function of z.

2As in Subsection 7.1.2, we de�ne E as the multiset of exponents. Therefore, if two exponents di's coincide, they
appear both in E and one then has two corresponding elements pdi 's.
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Let G be a connected Lie group with Lie algebra g3. Let us consider the group G(M) of G-
valued meromorphic functions. A rigorous de�nition of this group can become quite involved. In the
article [P4], B. Vicedo and myself used a construction of G(M) in terms of a�ne group schemes: as
this publication is joined at the end of this thesis and is the subject of Subsection 7.3.6, we refer to
it for a general rigorous de�nition of G(M). For the purpose of this Subsection, one can consider a
matricial representation of G and think of G(M) as matrices in this representation with meromorphic
entries. For g ∈ G(M), we de�ne the gauge transformation of ∇ = a∂z +A(z) in Conng

(
P1
)
as

g∇g−1 = a∂z + g(z)A(z)g(z)−1 − a
(
∂zg(z)

)
g(z)−1.

This de�nes an action of G(M) on Conng
(
P1
)
.

Opers and Miura opers. Recall the positive nilpotent subalgebra n+ and Borel subalgebra b+ of
g (see Appendix A.2.1 and Subsection 7.3.3). We de�ne the following subspace of Conng

(
P1
)
:

opg
(
P1
)

=
{
∂z + p−1 +A(z), A ∈ b+ ⊗M

}
. (7.3.17)

There is a unique connected subgroup N+ of G with Lie algebra n+. This subgroup can be seen as the
exponentials of elements of n+ in G:

N+ = {exp(X), X ∈ n+} ⊂ G.
Let us consider the group N+(M) of N+-valued meromorphic functions:

N+(M) =
{

exp
(
m(z)

)
, m ∈ n+ ⊗M

}
, (7.3.18)

which is then a subgroup of G(M).
Let g = exp(m) be an element of N+(M) and ∇ = ∂z + p−1 + A(z) be an element of opg

(
P1
)
.

Then the gauge transformation of ∇ by g reads

g∇g−1 = ∂z + p−1 +
(
g(z)p−1g(z)−1 − p−1

)
+ g(z)A(z)g(z)−1 −

(
∂zg(z)

)
g(z)−1.

As g is N+-valued,
(
∂zg(z)

)
g(z)−1 belongs to n+ ⊂ b+. In the same way, A(z) belongs to b+ and g(z)

to N+ ⊂ B+ (the subgroup of G with Lie algebra b+), thus the conjugacy g(z)A(z)g(z)−1 belongs to
b+. Finally, using the fact that Adg(z) = exp

(
adm(z)

)
(see Appendix A), we get

g(z)p−1g(z)−1 − p−1 =
+∞∑

n=1

1

n!
adnm(z)

(
p−1

)
.

Note that this sum is �nite as m(z) is a nilpotent element of g. The element p−1 is of degree -1 in the
principal gradation and m is composed of elements of degrees at least 1, thus adm(z)

(
p−1

)
is composed

of elements of degrees at least 0, ad2
m(z)

(
p−1

)
of elements of degrees at least 1, and so on. Thus,

g(z)p−1g(z)−1 − p−1 belongs to b+.
As a conclusion, we see that g∇g−1 belongs to opg

(
P1
)
. Thus, the group N+(M) acts by gauge

transformations on the space opg
(
P1
)
. Let us consider the quotient of this action

Opg
(
P1
)

= opg
(
P1
)
/N+(M). (7.3.19)

We call en element of Opg
(
P1
)
a g-oper. If ∇ belongs to opg

(
P1
)
, we denote by [∇] the equivalence

class of ∇ in the quotient Opg
(
P1
)
: ∇ is then a representative of [∇].

We de�ne the space of g-Miura opers as

mOpg
(
P1
)

=
{
∂z + p−1 +A(z), A ∈ h⊗M

}
, (7.3.20)

where h is the Cartan subalgebra of g. As h is included in the Borel algebra b+, mOpg
(
P1
)
is a

subspace of opg
(
P1
)
. Thus, for any Miura oper ∇ ∈ mOpg

(
P1
)
, one can de�ne the associated oper

[∇] ∈ Opg
(
P1
)
(note however that a Miura oper is not an oper, as it is not an equivalence class).

3The rest of this section will not depend on the choice of the group G. One can for example choose the adjoint group
Ad(g) or the unique connected simply-connected group with Lie algebra g.
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Back to sl(2,CCC). Let us come back to our �rst example g = sl(2,C), for which we de�ned opers
and Miura opers in Subsection 7.3.1. The negative principal element p−1 and the Borel subalgebra of
sl(2,C) are respectively

(
0 0
1 0

)
and

{(
a b
0 −a

)
, a, b ∈ C

}
.

Thus, the de�nition (7.3.4) of the space opsl(2,C)

(
P1
)
agrees with the general de�nition (7.3.17) for an

arbitrary Lie algebra g.
In subsection 7.3.1, we consider the group SL(2,C), which is a connected (and simply-connected)

Lie group with Lie algebra sl(2,C). The connected subgroup of SL(2,C) with Lie algebra the positive
nilpotent subalgebra of sl(2,C) reads matricially

{(
1 a
0 1

)
, a ∈ C

}
.

Thus, the group N+(M) de�ned in general by (7.3.18) coincides with the group N de�ned in (7.3.5)
for G = SL(2,C). As a consequence, the de�nition (7.3.7) of sl(2,C)-opers agrees with the general
de�nition (7.3.19).

Finally, the Cartan subalgebra of sl(2,C) is composed by traceless diagonal matrices. Thus the
general de�nition (7.3.20) of Miura oper reduces to the de�nition (7.3.9) for g = sl(2,C).

Canonical representatives of g-opers. Recall that, for sl(2,C)-opers, we de�ned a notion of
unique canonical representative. Such a notion exists also for opers associated with any semi-simple
Lie algebra g. It involves the centraliser a of p1 introduced in Subsection 7.3.3.

Theorem 7.3.4. Let [∇] ∈ Opg
(
P1
)
be a g-oper. There exists a unique representative of [∇] of the

form

∂z + p−1 +A(z), with A ∈ a⊗M. (7.3.21)

It is called the canonical representative of [∇] and is written [∇]can.

Proof. We will not detail the construction of this canonical representative here. As for the construction
of G(M) above, we refer to the article [P4] joined at the end of this thesis for a detailed proof. Let us
�rst note that the centraliser a of p1 is included in b+: thus, a connection of the form (7.3.21) indeed
belongs to the space opg

(
P1
)
.

The proof rests on a constructive algorithm, which, from any representative ∇ ∈ opg
(
P1
)
of the

oper, constructs g ∈ G(M) such that the gauge transformation g∇g−1 is of the form (7.3.21). The
proof of this algorithm works recursively on the degrees (in the principal gradation) of the elements of
∇. It is mostly based on the property (7.3.16) of the basis {pd}d∈E of a. One sees in the proof that
the constructed element g is uniquely determined by the initial representative ∇, hence proving the
uniqueness of the canonical representative.

An important point in the proof is the following. Although the gauge transformation g∇g−1

involves derivatives of g, �xing the components of g such that g∇g−1 is of the form (7.3.21) does not
require any integration with respect to z. The construction is purely algebraic, which ensures that the
element A(z) ∈ a obtained in the end is a meromorphic function. In the same way, it ensures that the
algorithm does not create new singularities: if the initial representative is regular at a point x ∈ C, so
is the canonical representative (the algorithm can however increase the order of existing poles of the
initial representative).

Using the basis {pd}d∈E of a, we can express the canonical representative (7.3.21) as

[∇]can = ∂z + p−1 +
∑

d∈E
cd(z)pd, with cd(z) ∈M.
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The canonical element of a g-oper is thus uniquely described by ` meromorphic functions cd(z)'s, la-
belled by exponents d ∈ E.

Let us end this paragraph by comparing this general notion of canonical element with the one for
g = sl(2,C), introduced in Subsection 7.3.1. The rank of sl(2,C) is one, so there is only one element
pd, which is p1. An explicit computation of p1 shows that it is matricially given by

p1 =
1

2

(
0 1
0 0

)
.

Thus, the notion of canonical representative of Theorem 7.3.4 coincides with the one (7.3.8) for sl(2,C).

Regularities and singularities of opers. Let x be a point of C. We say that a g-oper [∇] is
regular at x if it possesses a representative which is regular at x.

Lemma 7.3.5. Let [∇] be a g-oper. Then, [∇] is regular at x ∈ C if and only if its canonical
representative [∇]can is regular at x.

Proof. If [∇]can is regular at x, the oper [∇] admits a representative which is regular at x and is thus
by de�nition regular at x.

Conversely, let us suppose that [∇] possesses a representative ∇ ∈ opg
(
P1
)
regular at x. Apply

then the algorithm of Theorem 7.3.4 to �nd the canonical representative [∇]can. As explained in the
proof of the theorem, this algorithm does not create singularities, hence [∇]can is also regular at x.

Let ∇ be a connection in opg
(
P1
)
. Using the decomposition (7.3.15) of b+ in terms of the principal

gradation, one can write ∇ as

∇ = ∂z + p−1 +
h−1∑

d=0

Ad(z), with Ad ∈ gd ⊗M.

We say that ∇ has (at most) a regular singularity at x ∈ C if the functions Ad(z) have poles of order (at
most) d+1. An oper in Opg

(
P1
)
is said to have a regular singularity at x if it possesses a representative

with a regular singularity at x. Considering the algorithm constructing the canonical representative of
an oper one proves the following lemma [103], similar to the one above for regularity.

Lemma 7.3.6. Let [∇] be a g-oper. Then, [∇] has a regular singularity at x ∈ C if and only if its
canonical representative [∇]can has a regular singularity at x.

One easily checks that these notions of regularity and regular singularity coincide with the ones
de�ned in Paragraph 7.3.2 for g = sl(2,C).

7.3.5 The FFR isomorphism and the case of Bethe vectors

We now have almost all tools to express the FFR isomorphism Φz,g of Theorem 7.3.1. We will then
study how one can reformulate the Bethe ansatz in terms of the FFR approach and of opers.

The Langlands dual Lg. Let us consider the Cartan matrix A of the Lie algebra g. Its transpose tA
is also a Cartan matrix. The simple roots αi ∈ h∗ and coroots α̌i ∈ h associated with A are respectively
the simple coroots and roots associated with tA. We denote by Lg the semi-simple Lie algebra with
Cartan matrix tA. The algebra Lg is called the Langlands dual of g. For a simple Lie algebra g of
type A, D, E, F or G in Cartan's classi�cation, the Langlands dual is isomorphic to g itself (as A is
symmetric or a permutation of its transpose). The Langlands duality exchanges Lie algebras of types
B and C.

As the simple coroots of Lg are the simple roots of g, the Cartan subalgebra of Lg is naturally
identi�ed with the dual h∗ of the Cartan subalgebra of g. The algebras g and Lg then have the same
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rank `. One can de�ne the Cartan-Weyl decomposition and Chevalley generators of Lg as for g. One
then also constructs the principal sl(2,C) subalgebra of Lg, generated by ρ, p̌1 and p̌−1. In particular,
the Weyl coweight ρ of Lg is de�ned as for g and is thus an element of Lh = h∗. In fact, it coincides
with the Weyl weight of g [175], as de�ned in equation (7.2.2). One then de�nes the centraliser La of
p̌1 and its basis {p̌d}, with d running through the exponents of Lg. One can show [162] that the latter
are equal to the exponents of g, so we can label the p̌d's by d ∈ E. This allows to de�ne the space of
Lg-opers OpLg

(
P1
)
and their canonical representative, as for g in the previous Subsection.

The FFR isomorphism. Let us consider the Gaudin model on g with sites z = (z1, · · · , zN ). Recall
that the Gaudin Hamiltonian H d(z) associated with the exponent d ∈ E is a rational function of z,
with poles of order d+ 1 at all sites zi's. We will then write H d(z) as

H d(z) =

N∑

i=1

d∑

p=0

1

(p+ 1)!

Qdi,p
(z − zi)p+1

. (7.3.22)

In particular, we haveQ1
i,0 = Hi (residue at z = zi of the quadratic Hamiltonian H (z)) andQ1

i,1 = ∆(i)

(the quadratic Casimir). The Gaudin algebra Zz(g) is then generated by the operators Qdi,p, for
i ∈ {1, · · · , N}, d ∈ E and p ∈ {0, · · · , d}.

We de�ne the space OpRSLg,z
(
P1
)
as the space of Lg-opers with regular singularities at the zi's

and regular elsewhere. Following the results of Subsection 7.3.4, if [∇] is such an oper, its canonical
representative can be written as

[∇]can = ∂z + p̌−1 +
∑

d∈E
Ad c

d(z) p̌d, (7.3.23)

where the Ad's are some normalisation constants, independent of [∇], and

cd(z) =

N∑

i=1

d∑

p=0

1

(p+ 1)!

cdi,p
(z − zi)p+1

,

with cdi,p complex numbers. We then de�ne the following functions Γdi,p on OpRSLg,z
(
P1
)
, for i ∈

{1, · · · , N}, d ∈ E and p ∈ {0, · · · , d}:

Γdi,p : OpRSLg,z
(
P1
)
−→ C

[∇] 7−→ cdi,p
. (7.3.24)

These functions generate the algebra of functions on OpRSLg,z
(
P1
)
.

We now �nally have all the conventions necessary to express the FFR isomorphism Φz,g of Theorem
7.3.1. We characterize it by specifying its images on the generators Qdi,p of Zz(g) and extending it by
linearity and multiplication:

Φz,g : Zz(g) −→ Fun
(
OpRSLg,z

(
P1
))

Qdi,p 7−→ Γdi,p
. (7.3.25)

This expression coincides with the one (7.3.13) of Φz,sl(2,C) for the sl(2,C)-Gaudin model, recalling
that the Langlands dual of sl(2,C) is sl(2,C) itself.

The opers associated with Bethe vectors. Let us now consider the Gaudin model on the Hilbert
space Hλ, tensor product of highest-weight representations. One can then apply the Bethe ansatz.
If Ψon

c (w) is an on-shell Bethe vector and thus an eigenvector of Zz(g), Theorem 7.3.3 ensures the
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existence of an oper [∇cw] in OpRSLg,z
(
P1
)
which encodes the eigenvalues of Zz(g) on Ψon

c (w). In this
paragraph, we will show how one constructs this oper explicitly.

Let us start with an o�-shell Bethe vector Ψc(w), with colors c = (c(1), · · · , c(M)) and Bethe roots
w = (w1, · · · , wM ). Recall the weight λc(z,w) associated with the Bethe vector Ψc(w) by equation
(7.2.10). It belongs to the dual h∗ of the Cartan subalgebra of g. Recall from the �rst paragraph of
this subsection that h∗ is naturally identi�ed with the Cartan subalgebra of Lg. We then de�ne the
following Lg-Miura oper

∇cw = ∂z + p̌−1 − λc(z,w) ∈ mOpLg
(
P1
)

and the associated oper [∇cw]. The FFR reformulation of the Bethe ansatz can be summarised as
follows.

Theorem 7.3.7. The following points are equivalent.

(i) The oper [∇cw] belongs to OpRSLg,z
(
P1
)
(i.e. has regular singularities at the zi's and is regular

elsewhere).

(ii) The Bethe roots w satisfy the Bethe equations.

(iii) The Bethe vector Ψc(w) is on-shell and thus an eigenvector of Zz(g).

In this case, the canonical representative of [∇cw] can be written as

[∇cw]can = ∂z + p̌−1 +
∑

d∈E
Ad Cd(z,w) p̌d,

with Ad's the normalisation constant introduced in equation (7.3.23) and Cd(z,w)'s some meromorphic
functions. Then, the eigenvalue of H d(z) on the on-shell Bethe vector Ψon

c (w) is equal to Cd(z,w).

We will not prove this theorem here and refer to [103] for a demonstration. Let us analyse the
di�erent aspects and consequences of this theorem. The Miura oper ∇cw is a representative of the oper
[∇cw]. Its component λc(z,w) is valued in the Cartan subalgebra h∗ of Lg. In terms of the principal
gradation Lg =

⊕
d∈Z

Lgd, this Cartan subalgebra corresponds to the grade zero, i.e. h∗ = Lg0

(see Subsection 7.3.3). Yet, the component λc(z,w) ∈ Lg0 has simple poles at the zi's. Thus, the
representative ∇cw has regular singularities at the zi's and so has the corresponding oper [∇cw].

The oper [∇cw] then belongs to OpRSLg,z
(
P1
)
if and only if it is regular at points di�erent from the

zi's. Given the expression (7.2.10) of λc(z,w), the oper can have only singularities (other than at the
zi's) at the Bethe roots wj 's. The �rst main point of Theorem 7.3.7 is that the oper is regular at wj
if and only the Bethe root wj satis�es the Bethe equation. We already observed this phenomenon in
Subsections 7.3.1 and 7.3.2 for the case where g = sl(2,C). In particular, the oper is regular at all wj 's
if and only if all Bethe roots satisfy the Bethe equations, hence if and only if the Bethe vector Ψc(w)
is on-shell.

Let us now consider the second part of Theorem 7.3.7, stating that the eigenvalue of H d(z) on the
Ψon
c (w) is Cd(z, w). Here also we observed it explicitly for the case g = sl(2,C) in Subsections 7.3.1

and 7.3.2. Given the decomposition (7.3.22) of H d(z) and the de�nition (7.3.24) of the functions Γdi,p
on OpRSLg,z

(
P1
)
, this can be reinterpreted as the fact that

χc,w
(
Qdi,p

)
= Γdi,p

(
[∇cw]

)
,

where χc,w(Q) denotes the eigenvalue of Q ∈ Zz(g) on Ψon
c (w). Thus, according to the de�nition

(7.3.25) of the FFR isomorphism Φz,g, we have

χc,w(Q) =
(
Φz,g(Q)

)(
[∇cw]

)
.

This result illustrates the Theorem 7.3.3 for the eigenvector Ψon
c (w). In particular, it shows that

the oper associated with this eigenvector (whose existence is predicted by Theorem 7.3.3) can be
constructed explicitly via the Miura oper ∇cw.
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As a conclusion, we see that the FFR approach then contains the Bethe ansatz. As explained in
Subsection 7.3.2, one of the assets of this approach is that it also works when the Bethe ansatz fails (for
example on other types of Hilbert spaces). Another asset of the FFR approach that one can observe
in the present paragraph is that it gives a general formalism to describe the eigenvalues of both the
quadratic Hamiltonian and the higher-degree ones.

Reproduction procedure. Let us end this subsection by saying a few words about the so-called
reproduction procedure. This procedure was �rst introduced and studied in [184] outside of the FFR
formalism. Here, we present the reinterpretation of this procedure in the FFR approach, as understood
in [103, 104]. More details about this can be found in the article [P4] joined with this thesis (indeed,
part of the subject of this publication is the generalisation of this procedure to cyclotomic Gaudin
models, as explained in the following subsection).

Let us consider an on-shell Bethe vector Ψon
c (w) and the associated Lg-Miura oper ∇cw. The

corresponding oper [∇cw] is thus in OpRSLg,z
(
P1
)
, as the Bethe roots w satisfy the Bethe equations. Let

g be an element of the group N+(M) and let us consider the gauge transformation ∇̃cw = g∇cwg−1.
This is an other representative of the oper [∇cw]. Suppose that one can choose g such that ∇̃cw is also
a Lg-Miura oper, i.e. that

∇̃cw = ∂z + p̌−1 − µ̃(z),

with µ̃ a h∗-valued meromorphic function. This condition takes the form of a di�erential equation on
g(z). It can be made into the form of a Ricatti equation and can then be solved formally (under some
assumptions on the weights λi's de�ning the Hilbert space Hλ). The Miura oper ∇̃cw is then called a
reproduction of the initial one ∇cw.

For generic solutions of this reproduction procedure, we obtain a weight µ̃(z) of the same form as
the weight λc̃(z, w̃) associated with a Bethe vector Ψc̃(w̃), for other sets of Bethe roots w̃ and colors
c̃. By construction, the oper [∇̃cw] = [∇cw] belongs to OpRSLg,z

(
P1
)
. Thus, by Theorem 7.3.7, the Bethe

vector Ψc̃(w̃) is on-shell and is therefore an eigenvector of Zz(g). As the two Miura opers ∇cw and ∇̃cw
correspond to the same oper, they have the same canonical representative. Theorem 7.3.7 then implies
that the eigenvalues of Zz(g) on Ψon

c (w) and Ψon
c̃ (w̃) are identical.

The generic solutions of the reproduction procedure then start from an on-shell Bethe vector Ψon
c (w)

and generate other on-shell Bethe vectors Ψon
c̃ (w̃) with the same eigenvalues. These di�erent Bethe

vectors have an interpretation in terms of the diagonal action of g(∞). We discussed this action
in Paragraph 7.1.2: we shall use the notation of this paragraph here. Recall in particular that we
decomposed Hλ as a sum of Verma modules Ms of the diagonal action, on which elements of Zz(g)
have a unique eigenvalue. These Verma modules contain several g(∞)-singular vectors (including the
highest-weight ones Bs). The di�erent Bethe vectors obtained above correspond in fact to di�erent
singular vectors with the same eigenvalue, including non highest-weight ones.

Outside of these generic solutions, the obtained Miura opers describe eigenvectors which are not
Bethe vectors. We shall not enter into details about this here. An interesting result is that the set
of all possibles solutions of the reproduction procedure possesses a nice geometric structure. Indeed,
it is isomorphic to the �ag manifold G/B−, obtained as the quotient of the Lie group G by its Borel
subgroup B−.

7.3.6 Cyclotomic opers and a conjectural FFR approach for cyclotomic Gaudin

models

This subsection is based on the article [P4], that I wrote during my PhD with B. Vicedo. The complete
publication is joined at the end of this thesis. In this subsection, we will simply give a brief summary
of its content.

In Chapter 6, Subsection 6.1.5, we introduced a generalisation of classical Gaudin models that are
called cyclotomic models and which possess additional equivariance properties under an automorphism
σ of the underlying Lie algebra g. Quantum cyclotomic Gaudin models for �nite algebras can be seen
as a particular example of generalised quantum Gaudin model introduced by Skrypnyk in [111]. Vicedo
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and Young proved [113] that cyclotomic Gaudin models possess, similarly to non-cyclotomic ones, a
large family of conserved commuting Hamiltonians, whose degrees are labelled by the exponents of
the Lie algebra. These Hamiltonians generate a commutative algebra Zσz (g), which is the cyclotomic
equivalent of the Gaudin subalgebra Zz(g). The Bethe ansatz for cyclotomic Gaudin models has also
been developed in [113] (see also [114] for particular cases) and allows to diagonalise Zσz (g) on a tensor
product of highest-weight representations.

The goal of one of my PhD project with B. Vicedo, which resulted in the article [P4], was to lay
down the foundations for a generalisation of the FFR approach to cyclotomic models. We summarise
brie�y the main results of the article here and refer to the whole publication (at the end of this thesis)
for details.

Cyclotomic opers. We introduce a notion of cyclotomic g-opers as gauge equivalence classes of
particular g-connections. The main di�erence with non-cyclotomic opers is that these connections must
satisfy some equivariance condition with respect to a certain automorphism τ of g. We generalise most
de�nitions and results about non-cyclotomic opers to the cyclotomic setting (Miura opers, canonical
representatives, singularities, ...).

Cyclotomic reproduction procedure. We study cyclotomic reproduction procedure (see previous
Subsection for the non-cyclotomic case). More precisely we characterise the space of cyclotomic Miura
opers which correspond to the same cyclotomic oper. The main di�erence with the non-cylcotomic
case is that the possible reproduction transformations must satisfy some invariance condition under
an automorphism θ of g (which is related to the automorphism τ above but is not identical). In
particular, we show that this space is isomorphic to a subspace of the �ag variety G/B−, invariant
under the automorphism θ.

Conjectural cyclotomic FFR approach. We conjecture that the cyclotomic Gaudin algebra
Zσz (g) is isomorphic to the algebra of functions on a certain type of cyclotomic opers OpRS, σLg,z

(
P1
)

on the Langlands dual Lg (the automorphism τ of Lg which appears in the de�nition of these cyclo-
tomic Lg-opers is constructed from the automorphism σ characterising the cyclotomic Gaudin model).

We motivate this conjecture by several observations coming from the cyclotomic Bethe ansatz. As
in the non-cyclotomic case, we associate cyclotomic Bethe vectors with particular cyclotomic Miura
opers. We then prove that the cyclotomic Bethe equations can be seen as some regularity conditions
on the associated oper, as in the non-cyclotomic setting. We also prove that our conjecture gives the
correct eigenvalue of the quadratic cyclotomic Gaudin Hamiltonian.

Assuming that the conjecture is true, we use the results on cyclotomic reproduction mentionned
above to get some informations about reproduction of cyclotomic Bethe vectors. Via the constraints
on these reproduction imposed by the automorphism θ, we recover (and to some extent generalise)
some results already obtained in [185] using other techniques.
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Chapter 8

Quantum a�ne Gaudin models: towards
a quantum hierarchy

This chapter is based on the preprints [P5] and [P6], that I wrote during my PhD with B. Vicedo and
C.A.S. Young. These are joined at the end of this thesis. Here, we will summarise the main ideas
developed in them.

This chapter is devoted to quantum A�ne Gaudin models. In general, for any Kac-Moody algebra
g, one can de�ne a quantum Gaudin model (complex, non cyclotomic and with simple poles) on g.
The algebra of observables of this model is the tensor product U(g)⊗N , where N is the number of sites
of the model and U(g) is the universal enveloping algebra of g (more precisely the algebra of operators
is a completion of this tensor product). We already introduced the universal enveloping algebra U(g)
as a natural quantisation of the Kirillov-Kostant phase space g∗ for a �nite Lie algebra in Subsection
7.1.1: this discussion generalises straightforwardly to Kac-Moody algebras (modulo the treatment of
in�nite sums by appropriate completions), justifying this choice of algebra of operators.

One then de�nes [93] a quadratic Hamiltonian H (z) in U(g)⊗N using the non-degenerate invariant
bilinear form on the Kac-Moody algebra g (recall that in this thesis, we consider Kac-Moody algebras
to be associated with symmetrisable Cartan matrices, ensuring that these algebras possess such a
form). When the Gaudin model is considered on a tensor product of highest-weight representations of
g, this quadratic Hamiltonian has been diagonalised by Schechtman and Varchenko in [93], using the
Bethe ansatz.

In particular, this construction applies to a�ne Kac-Moody algebras and one can thus consider
quantum AGM. Classical AGM were discussed in Section 6.2 of this thesis. In particular, we explained
how an AGM can be realised as an integrable �eld theory with twist function, that we called the
local AGM. Using this fact, we constructed in Subsection 6.2.6 an in�nite hierarchy of local conserved
charges in involution for these models, which contains the quadratic Hamiltonian mentioned above. A
natural question is then whether this hierarchy can be quantised, i.e. whether one can �nd commuting
conserved operators in the quantum AGM which reduce to these local charges in the classical limit.
This is the main question addressed in this chapter.

An important property of the classical hierarchy is that the charges are labelled by the positive
exponents of the a�ne Kac-Moody algebra. This bears a striking resemblance with the �nite case.
Indeed, for �nite Gaudin models, one constructs a hierarchy of conserved charges of degrees labelled
by the exponents of the underlying �nite algebra (see Subsection 6.1.4). Moreover, as explained in
Chapter 7, this hierarchy can be quantised and its spectrum can be described by the Bethe ansatz and
the FFR approach. The latter relates the spectrum of the conserved charges with opers associated
with the �nite algebra, whose description also involves the exponents of the �nite algebra.

One can also de�ne a notion of oper associated with an a�ne algebra. Moreover, these opers are
described in terms of the positive exponents of the a�ne algebra. It is then natural to conjecture that
there exists a quantum hierarchy of AGM and that its spectrum is described in terms of a�ne op-
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8.1. A�ne algebras and quantum a�ne Gaudin models

ers. This was �rst proposed by Feigen and Frenkel in [116] for the study of the quantum KdV hierarchy.

As explained above, the �rst charge of the hierarchy of AGM, the quadratic Hamiltonian, has
already been constructed at the quantum level by Schechtman and Varchenko in [93]. This construction
was made possible by the existence of a quadratic Casimir of the a�ne algebra. In the same way, the
existence of higher-degree quantum hamiltonians for �nite Gaudin models was ensured by the existence
of Casimirs of the corresponding degrees for the �nite algebra. However, it is known [186] that a�ne
algebras do not possess Casimirs of order greater than two. The construction of higher-order quantum
Hamiltonians for AGM thus cannot be done in a similar way than the quadratic one.

This issue can already be seen at the classical level. As explained in Subsection 6.1.2, Hamiltonians
in involution for a classical Gaudin model on a Lie algebra g can be constructed by evaluating invariant
polynomials of g on the Lax matrix. One then obtains an Hamiltonian depending freely on the spectral
parameter of the theory. For instance, the quadratic Hamiltonian of the model is constructed from
an invariant polynomial of degree two, the invariant bilinear form. The classical analogue of the non-
existence of higher-order Casimirs of the a�ne algebra is the non-existence of higher order invariant
polynomials on this algebra.

In the article [P3] (see also Chapter 4 and Subsection 6.2.6 of this thesis), we overcame this di�-
culty and constructed higher-degree classical Hamiltonians by considering some observables depending
on the Lax matrix and evaluating the spectral parameter at particular points, the zeros of the twist
function. To �nd a quantisation of these charges, one then has to �nd an analogue of this procedure
at the quantum level.

In the preprint [P5], B. Vicedo, C.A.S. Young and myself propose a conjecture for such a construc-
tion, guided by the idea that the spectrum of these quantum charges should be described by a�ne
opers. We develop further the study of a�ne opers and construct functions on these opers which take
the form of hypergeometric integrals in the spectral parameter. Based on the idea that such functions
should describe the eigenvalues of quantum Hamiltonians of AGM, we conjecture that these Hamiltoni-
ans also take the form of such integrals. We support this conjecture by reasoning on the classical limit
of the AGM: indeed in this limit, these hypergometric integrals in the spectral parameter become, by
a saddle point approximation, evaluations of the spectral parameter at the zeros of the twist function.
Considering these integrals is thus a quantum analogue of the procedure used to construct the classical
hierarchy.

The plan of the chapter is the following. In Section 8.1, we recall some generalities about a�ne
Lie algebras and quantum a�ne Gaudin models. In the rest of this chapter, we will summarise the
main ideas developed in the preprint [P5] and state some of the important results without proving
them. We refer to the complete preprint, joined to this thesis, for more details and proofs. In Section
8.2, we discuss the theory of a�ne opers and more precisely how to de�ne functions on a�ne opers
by hypergeometric integrals. In Section 8.3, we conjecture the existence of a quantum hierarchy for
Gaudin models and the description of its spectrum by a�ne opers. The classical limit of this hierarchy
will also be discussed in this section. Some �rst results on the cubic quantum Hamiltonian supporting
these conjectures are the subject of our second preprint [P6] and are also mentioned in Section 8.3.

8.1 A�ne algebras and quantum a�ne Gaudin models

8.1.1 A�ne Kac-Moody algebras

Let us consider an a�ne algebra g. In Chapter 6, Subsection 6.2.2, we used a description of this algebra
in terms of loop algebras, as it was useful for the reinterpretation of classical AGM as �eld theories.
In this chapter, we will need the description of g as a Kac-Moody algebra. This can be found for
example in [162]. The structure theory of the a�ne algebra g is similar to the one of a semi-simple Lie
algebra: g possesses a Cartan subalgebra h, a root system ∆ ⊂ h∗ and some Chevalley generators Ei's
and Fi's associated with simple roots αi ∈ ∆ and coroots α̌i ∈ h (i = 0, · · · , `). A basis of h is given
by {α̌0, · · · , α̌`,D}, where D is a so-called derivation element of g. The algebra g is equipped with a
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8. Quantum a�ne Gaudin models: towards a quantum hierarchy

non-degenerate invariant bilinear form (·, ·). In particular, this form restricts to a non-degenerate form
on h, which induces a non-degenerate form on h∗, that we shall still write (·, ·).

Let ai and a∨i be the Kac labels and dual labels of g (these are coprime positive integers de�ned
from the Cartan matrix of g, see [162]). The Coxeter and dual Coxeter numbers of g are de�ned as

h =
∑̀

i=0

ai and h∨ =
∑̀

i=0

a∨i . (8.1.1)

We de�ne the elements δ of h∗ and K of h as

δ =
∑̀

i=0

aiαi and K =
∑̀

i=0

a∨i α̌i. (8.1.2)

They satisfy

〈α̌i, δ〉 = 〈K, αi〉 = 0, ∀ i ∈ {0, · · · , `}.

The element K is the central element of g (which commutes with every X ∈ g). Let ρ be the unique
element of h∗ such that (ρ, ρ) = 0 and

〈α̌i, ρ〉 = 1, ∀ i ∈ {0, · · · , `}. (8.1.3)

Then a basis of h∗ is given by {α0, · · · , α`, ρ}.
One constructs a quadratic Casimir ∆ of g using the invariant bilinear form (·, ·) [162]. This Casimir

is an element of the center Z(g) of the (completed) universal enveloping algebra U(g). Let λ ∈ h∗

be a weight of g and Vλ be the Verma module with highest-weight λ. Then all elements of Vλ are
eigenvectors of the Casimir ∆, with a unique eigenvalue:

∆.v =
(
λ, λ+ 2ρ

)
v, ∀ v ∈ Vλ.

8.1.2 Quantum a�ne Gaudin model

Generalities. Let us brie�y introduce the quantum a�ne Gaudin model on g with sites z =
(z1, · · · , zN ). Its algebra of operators Az is given by a completion of the tensor product U(g)⊗N

(this completion is constructed from the homogeneous gradation of g: cf. Paragraph 6.2.2 in the clas-
sical case). As for the �nite case, if X is an element of g, we will write X(k) the copy of X in the
kth-tensor factor of Az.

Let Ia be a basis of g, with dual basis Ia with respect to the bilinear form (·, ·). We de�ne the
Gaudin Hamiltonian at site k to be

Hk =
N∑

j=1
j 6=k

Ia(k)Ia (j)

zk − zj
∈ Az.

We de�ne the spectral parameter dependent quadratic Hamiltonian to be

H (z) =

N∑

k=1

(
1

2

∆(k)

(z − zk)2
+

Hk

z − zk

)
.

One then has the commutation relation

[
H (z),H (z′)

]
= 0, ∀ z, z′ ∈ C.
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Hilbert space and levels. As in the �nite case, the tensor product U(g)⊗N acts naturally on any
tensor product of N representations of g. However, as Az is a completion of U(g)⊗N , the extension of
this action to Az requires additional constraints on the considered representations. We will not enter
into more details about which representations can be considered or not. We shall just need the fact
that one can choose a tensor product of highest-weight representations of g. Let then λ = (λ1, · · · , λN )
be a collection of N weights of g. As in the �nite case, we de�ne the Hilbert space Hλ as the tensor
product of the Verma modules Vλi , which is then a representation of the algebra of operators Az.

Recall from Subsection 8.1.1 that a basis of h∗ is given by {α0, · · · , α`, ρ}. Let us then decompose
the weights λi's as

λi = λ̃i +
ki
h∨
ρ, with λ̃i ∈ Span(α0, · · · , α`) and ki ∈ C, (8.1.4)

where the dual Coxeter number h∨ has been introduced for later convenience.
The central element K(i) acts on the Hilbert space Hλ by the multiplication by 〈K, λi〉. Recall that

〈K, αj〉 = 0, for all j ∈ {0, · · · , `}. Thus, we have 〈K, λ̃i〉 = 0. From equations (8.1.1), (8.1.2) and
(8.1.3), we get

〈K, ρ〉 =
∑̀

i=0

a∨i = h∨.

Thus, we get that 〈K, λi〉 = ki. Therefore, the operator K(i) acts on the Hilbert space Hλ as a complex
number ki. This is the quantum equivalent of the fact that for classical AGM, we realised the abstract
observables K(i)'s as complex numbers (see Section 6.2). The numbers ki's are thus the levels of the
quantum AGM.

Bethe ansatz. The Bethe ansatz allows the diagonalisation of the quadratic Hamiltonian H (z) on
Hλ. It can be derived from the results [93] of Schechtman and Varchenko, for any Kac-Moody algebra.
In particular, it is quite similar to the Bethe ansatz for the �nite Gaudin model presented in Section
7.2, as it is based on the common structure shared by all Kac-Moody algebras. Hence, we will not
enter into more details about the Bethe ansatz here and just recall the result.

The o�-shell Bethe vector Ψc(w) is de�ned from Bethe roots w = (w1, · · · , wM ) ∈ CM and
associated colors c =

(
c(1), · · · , c(M)

)
∈ {0, · · · , `}M . It is on-shell (and thus an eigenvector of H (z))

if the Bethe roots satisfy the Bethe equations

N∑

i=1

(αc(k), λi)

wk − zi
−

M∑

j=1
j 6=k

(αc(k), αc(j))

wk − wj
= 0,

for k ∈ {1, · · · ,M}. The eigenvalue of H (z) on Ψon
c (w) is given by

E onc (z,w) =
1

2

(
λc(z,w), λc(z,w)

)
− ∂

∂z

(
λc(z,w), ρ

)
, (8.1.5)

where we de�ne λc(z,w) in h∗ by

λc(z,w) =

N∑

i=1

λi
z − zi

−
M∑

j=1

αc(j)

z − wj
. (8.1.6)

An important point for the rest of this section is the following. Recall the decomposition (8.1.4) of
the weights λi's. The weight (8.1.6) can then be written as

λc(z,w) = λ̃c(z,w) +
ϕ(z)

h∨
ρ, (8.1.7)
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where λ̃c(z,w) belongs to Span(α0, · · · , α`) and

ϕ(z) =
N∑

i=1

ki
z − zi

. (8.1.8)

As the ki's are the levels of the AGM, the function ϕ(z) is the twist function of the model (see
equation (6.2.21) in the classical case). The twist function then appears as the coe�cient of ρ in the
weight λc(z,w) (note in particular that, although this weight depends on the considered Bethe vector
Ψc(w), the coe�cient of ρ does not and is always given by the twist function).

8.1.3 Langlands dual and exponents

Langlands dual. Our goal in this chapter is the generalisation of the FFR approach to a�ne Gaudin
models. Recall from Section 7.3 that this approach for �nite models involves opers on the Langlands
dual of the underlying �nite algebra. Thus, we shall need the Langlands dual Lg of the a�ne algebra
g. As in the �nite case, it is the Kac-Moody algebra with Cartan matrix the transpose of the one of
g. Thus, it is also an a�ne algebra. Its Cartan subalgebra Lh is naturally identi�ed with the dual h∗

of the one of g. In particular, the coroots of Lg are the roots αi's and its central element is the root δ
de�ned in equation (8.1.2). As a Kac-Moody algebra, Lg possesses a Cartan-Weyl decomposition

Lg = Lh⊕ Ln+ ⊕ Ln− = h∗ ⊕ Ln+ ⊕ Ln−.

We de�ne the positive Borel subalgebra of Lg as Lb+ = h∗ ⊕ Ln+.

Heisenberg principal subalgebra and exponents. Let Ěi's and F̌i's (i = 0, · · · , `) be the positive
and negative Chevalley generators of Lg. We de�ne the positive and negative principal elements of Lg
as

p̌1 =
∑̀

i=0

aiĚi and p̌−1 =
∑̀

i=0

F̌i.

We will need the following theorem, which can be found for example in [162].

Theorem 8.1.1. There exist elements p̌d's in
Lg, labelled by the exponents d ∈ E of g, such that p̌1

and p̌−1 are given as above and
[
p̌d, p̌e

]
= d δd+e,0 δ (8.1.9)[

ρ, p̌d
]

= d p̌d. (8.1.10)

These elements are the a�ne equivalent of the p̌d's introduced in Subsection 7.3.3 for �nite algebras.
Together with the central element δ, they form the so-called principal Heisenberg subalgebra of Lg. In
the rest of this chapter, we will denote by E+ the set of positive exponents.

8.2 A�ne opers and hypergeometric integrals

In this section, we develop the theory of a�ne opers. As we have in mind the application to Gaudin
models, we will consider here Lg-opers instead of g-opers. A�ne opers were already studied by Drinfeld
and Sokolov in [181] (see also [116, 187]). In the preprint [P5], we develop further this theory and in
particular de�ne hypergeometric functions on a�ne opers.

8.2.1 Opers and Miura opers associated with Lg

Lg-opers. We will introduce Lg-opers in a way similar to the �nite case, discussed in Subsection
7.3.4. We consider the space ConnLg

(
P1
)
of Lg-connections on the Riemann sphere. As for a �nite

algebra, it is composed of di�erential operators of the form

a∂z +A(z), with a ∈ C and A ∈ Lg⊗M,
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whereM denotes the algebra of meromorphic functions on P1 (A(z) is thus a Lg-valued meromorphic
function of z).

Recall the positive Borel subalgebra Lb+ of Lg introduced in Subsection 8.1.3. We shall be interested
in the following particular subspace of ConnLg

(
P1
)
:

opLg
(
P1
)

=
{
∂z + p̌−1 +A(z), A ∈ Lb+ ⊗M

}
.

This is the equivalent of the space (7.3.17) de�ned for a �nite Lie algebra.
Recall also the positive subalgebra Ln+ of Lg. We de�ne a Lie group LN+ whose Lie algebra is

Ln+ by exponentiation and we consider the group LN+(M) of LN+-valued meromorphic functions1.
The group LN+(M) acts on the space opLg

(
P1
)
by gauge transformations. We then de�ne the space

of Lg-opers as the quotient
OpLg

(
P1
)

= opLg
(
P1
)
/LN+(M).

This de�nition is the equivalent for an a�ne algebra of the de�nition (7.3.19) of opers of a �nite
algebra.

Lg-Miura opers. We de�ne the space of Lg-Miura opers as

mOpLg
(
P1
)

=
{
∂z + p̌−1 +A(z), A ∈ h∗ ⊗M

}
.

As h∗ coincides with the Cartan subalgebra Lh of Lg, this is the equivalent for the a�ne algebra Lg of
the de�nition (7.3.20) of Miura opers associated with a �nite algebra.

The Miura opers considered originally by Drinfeld and Sokolov are connections of similar forms but
with A(z) valued in Span(α0, · · · , α`) instead of the whole Cartan subalgebra Lh = h∗. In particular,
this de�nition does not allow Miura opers for which the weight A(z) contains a term proportional to
ρ. As we will see, such a term will play a major role in our description of Lg-opers.

8.2.2 Quasi-canonical form and residual gauge transformation

Quasi-canonical form. Recall from Theorem 7.3.4 that �nite opers possess a unique canonical form,
expressed with the elements pd labelled by the exponents d of the �nite algebra. In Subsection 8.1.3,
we de�ned the equivalent of these elements for the a�ne algebra Lg: the p̌d's, labelled by the exponents
d ∈ E of Lg. In particular, the objects p̌d for positive exponents d ∈ E+ belong to the positive Borel
subalgebra Lb+. The a�ne equivalent of the existence of a canonical form is the following result:

Theorem 8.2.1. Let [∇] ∈ OpLg
(
P1
)
be a Lg-oper. Then [∇] possesses a representative of the form

∂z + p̌−1 + c0(z)ρ+
∑

d∈E+

cd(z)p̌d, (8.2.1)

where the cd(z)'s (d ∈ E+ ∪ {0}) are meromorphic functions of z.
We refer to the preprint [P5] for the proof of this theorem, which is based on an algorithm similar

to the one in the �nite case (see the proof of Theorem 7.3.4). Let us comment on a few aspects
related to this result. Note �rst that Theorem 8.2.1 does not state that the representative (8.2.1) is
unique (as we shall see later, it is indeed not unique). We shall not call (8.2.1) a canonical form but a
quasi-canonical form of [∇], to stress this non-unicity.

Note also that contrarily to the �nite case, the quasi-canonical form still possesses a component
valued in the Cartan subalgebra Lh, namely the term c0(z)ρ. This is due to the fact that ρ does
not belong to the derived subalgebra of Lg: it can never be obtained as a linear combination of Lie
brackets in Lg. Indeed, if ∇ is in opLg

(
P1
)
, because of that property, a gauge transformation of ∇

by any g ∈ LN+(M) does not change the coe�cient c0(z) of ρ in ∇. Thus, all representatives of the
oper [∇] share this same coe�cient c0(z). In particular, one cannot �nd a quasi-canonical form of [∇]
where this coe�cient vanishes.

1The rigorous de�nition of LN+(M) requires a treatment of in�nite sums by appropriate completions. More details
about this can be found in the preprint [P5] joined with this thesis.
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Residual gauge transformation. Let us prove that the quasi-canonical form ∇ given by (8.2.1) is
not unique. For future convenience, we will write the coe�cient c0 of ρ in ∇ as

c0(z) = −ϕ(z)

h∨
.

For this subsection, one can consider the function ϕ(z) to be any rational function ; for the applications
to quantum AGM, it will be the twist function (8.1.8) of the model.

For each positive exponent d ∈ E+, distinct from 1, let us consider a meromorphic function fd(z) ∈
M. The exponential

g(z) = exp


−

∑

d∈E+\{1}
fd(z)p̌d


 (8.2.2)

is an element of the group LN+(M). Using the property Adexp(m) = exp(adm) and the commutators
of the p̌d's and ρ given by Theorem 8.1.1, one can compute the gauge transformation of ∇ by g. One
then �nds

∇̃ = g∇g−1 = ∂z + p̌−1 −
ϕ(z)

h∨
ρ+

∑

d∈E+

c̃ d(z)p̌d,

where c̃ 1(z) = c1(z) and

c̃ d(z) = cd(z) + ∂zf
d(z)− dϕ(z)

h∨
fd(z).

We will call ∂zfd(z)−
dϕ(z)

h∨
fd(z) the d-twisted derivative of fd(z).

The connection ∇̃ is of the same form than the initial connection ∇. In particular, it is also a
quasi-canonical representative of the oper [∇]. We will call residual gauge transformations the
gauge transformations which preserve the form of a quasi-canonical representative (they encode the
remaining gauge freedom of the oper once we �nd its quasi-canonical form). The gauge transformations
by elements of the form (8.2.2) are thus residual gauge transformations. In the preprint [P5], we also
prove that these are the unique ones. Thus, the oper [∇] is entirely characterised by the functions ϕ(z)
and cd(z)'s, up to the transformation

cd(z) 7−→ cd(z) + ∂zf
d(z)− dϕ(z)

h∨
fd(z), for d ∈ E+ \ {1}. (8.2.3)

Note that the exponent 1 has a singular behaviour compared to all other positive exponents: there
is no residual gauge transformations modifying the coe�cient c1(z) of p̌1 in ∇. Indeed, if one considers
a gauge transformation of ∇ by g(z) = exp

(
−f(z)p̌1

)
, the coe�cient c1(z) is shifted by the 1-twisted

derivative of f but the fact that
[p̌1, p̌−1] = δ

creates a term f(z)δ in g∇g−1. Thus, the representative g∇g−1 of the oper is not in quasi-canonical
form. We will come back on this fact later.

8.2.3 Hypergometric functions on Lg-opers

Recall that the FFR approach for �nite g-Gaudin models involves functions on Lg-opers. To generalise
this approach to quantum AGM, we will need to understand what are the functions on Lg-opers, for
g a�ne. As explained above, the coe�cients cd(z) of a quasi-canonical form (8.2.1) are not gauge-
invariant. Thus, they do not de�ne a function on the space of opers. To �nd such functions, one needs
to extract from cd(z) a quantity invariant under the residual gauge transformations (8.2.3).

As these residual gauge transformations involve the function ϕ(z) appearing in the coe�cient of ρ
(which then depends on the considered oper), one expects gauge-invariant quantities to be de�ned in
a way depending on ϕ(z). Thus, such a gauge-invariant quantity would only de�ne a function on the
space OpϕLg

(
P1
)
of Lg-opers sharing the same function ϕ(z) (as this function appears in the coe�cient

of ρ, which is independent of the choice of representative, the de�nition of this space makes sense).
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The case ϕ = 0. To gain some intuition, let us �rst consider the case where ϕ(z) = 0 (as explained
in Subsection 8.2.1, this is the case considered initially by Drinfeld and Sokolov in [181]). The residual
gauge transformation (8.2.3) simply reduces to

cd(z) 7−→ cd(z) + ∂zf
d(z).

It is then clear that one can construct gauge-invariant quantities by considering integrals
∮

γ
cd(z) dz

of cd(z) over any closed contour γ (on which cd(z) is regular).

The case ϕ 6= 0. Let us come back to the general case ϕ 6= 0. We introduce the function

P(z) = exp

(∫
ϕ(z) dz

)
,

where
∫
ϕ(z) dz denotes any primitive of ϕ. The function P satis�es

∂z log
(
P(z)

)
= ϕ(z).

The residual gauge transformation (8.2.3) can then be rewritten

P(z)−d/h
∨
cd(z) 7−→P(z)−d/h

∨
cd(z) + ∂z

(
P(z)−d/h

∨
fd(z)

)
.

Thus, one can construct gauge-invariant quantities as integrals
∮

γ
P(z)−d/h

∨
cd(z) dz (8.2.4)

over closed contours γ on which P(z)−d/h
∨
cd(z) is regular. The gauge-invariance of these quantities

can be seen as the fact that for any function f(z), one has

∮

γ
P(z)−d/h

∨
(
∂zf(z)− dϕ(z)

h∨
f(z))

)
dz = 0, (8.2.5)

i.e. the integral of a d-twisted derivative pondered by the function P(z)−d/h
∨
vanishes.

ϕ with simple poles and hypergeometric integrals. So far, we left an issue undiscussed. Indeed,
as ϕ(z) is a rational function of z, the function P(z) is in general multi-valued and should be more
rigorously de�ned on a multi-sheeted covering of P1. We thus should restrict equation (8.2.4) to
contours γ on which there exists a single-valued branch of the function P(z).

We will now restrict to the case where ϕ(z) possesses simple poles at points z = (z1, · · · , zN ) ∈ CN
(it is thus of the form (8.1.8), as the twist function of an AGM with simple poles at z). We then
consider the space

OpϕLg,z
(
P1
)
⊂ OpϕLg

(
P1
)

of Lg-opers which are regular everywhere except at the zi's. For a function ϕ of the form (8.1.8), the
function P is given formally by

P(z) =

N∏

i=1

(z − zi)ki .

In this case, examples of contours γ on which there exists a single-valued branch of this function are
known. They are called the Pochhammer contours, which are closed contours winding in a partic-
ular way around the zi's. We will not enter into more details about these contours here and refer to
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the preprint [P5] at the end of this thesis.

Let us summarise and combine the observations made in this subsection. Let [∇] be an oper in
OpϕLg,z

(
P1
)
. We consider a quasi-canonical form of [∇]:

∂z + p̌−1 −
ϕ(z)

h∨
ρ+

∑

d∈E+

cd(z)p̌d.

As [∇] is regular on C \ {z1, · · · , zN}, the coe�cients cd(z) can be chosen to be regular everywhere
expect at the zi's. Let γ be a Pochhammer contour and d a positive exponent greater than one. The
quantity

Idγ
(
[∇]
)

=

∮

γ
P(z)−d/h

∨
cd(z) dz (8.2.6)

is well-de�ned, as P has a single-valued branch along γ and cd is regular on γ. It is called an
hypergeometric integral. Moreover, it is gauge-invariant and thus depends only on the oper [∇].
We thus constructed a function

Idγ : OpϕLg,z
(
P1
)
−→ C

on the space of opers OpϕLg,z
(
P1
)
via an hypergeometric integral.

As the residual gauge transformation does not a�ect the coe�cient c1(z), any quantity extracted
from this coe�cient (residue, integral, ...) also de�nes a function on OpϕLg,z

(
P1
)
.

8.3 Hierarchies of quantum AGM: some conjectures and a �rst result

Based on the description of functions on Lg-opers presented in the previous subsection, we present
conjectures about hierarchies of quantum AGM and their spectrum. We support these conjectures by
di�erent observations and by presenting a �rst step towards their proofs, based on a second preprint [P6]
of B. Vicedo, C.A.S. Young and myself. In this section, we then consider a quantum AGM with twist
function (8.1.8).

8.3.1 Higher-degrees Hamiltonians

Conjecture 8.3.1. There exist operators Sd(z) of the Gaudin model, labelled by positive exponents
d ∈ E+ greater than one, which satisfy the following properties.

(i) Sd(z) is of degree d+ 1 ;

(ii) For any p, q ∈ E+ \ {1}, we have
[
Sp(z), Sq(w)

]
=
(
h∨∂z − pϕ(z)

)
Apq(z, w) +

(
h∨∂w − qϕ(w)

)
Bpq(z, w)

for some operators Apq(z, w) and Bpq(z, w).

(iii) For any p ∈ E+ \ {1}, we have
[
Sp(z),H (w)

]
=
(
h∨∂z − pϕ(z)

)
Ap1(z, w)

for some operators Ap1(z, w).

If this conjecture holds, then for any Pochhammer contour γ, we de�ne

H d
γ =

∮

γ
P(z)−d/h

∨
Sd(z) dz. (8.3.1)

Using the property (8.2.5) that the integral of a d-twisted derivative pondered by P(z)−d/h
∨
vanishes,

we would then prove that for any p, q ∈ E+ \ {1} and any Pochhammer contours γ and γ′,
[
H p
γ ,H

q
γ′
]

= 0.
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Similarly, we would get [
H p
γ ,H (z)

]
= 0

for all z ∈ C. This way, we would have constructed an in�nite number of commuting higher-degrees
Hamiltonians, labelled by the positive exponents of g (which are the same as the ones of Lg) and by
Pochhammer contours. This would de�ne a quantum hierarchy of the model.

In a second preprint [P6] with B. Vicedo and C.A.S. Young, we obtained a �rst step in the proof
of Conjecture 8.3.1. Indeed, we constructed for untwisted a�ne algebras of type A, which possess
2 as an exponent, the cubic operator S2(z). This operator satis�es the properties (ii) and (iii) of
Conjecture 8.3.1, ensuring the existence of cubic Hamiltonians H 2

γ , which commute between themselves
and with the quadratic Hamiltonian H (z). The construction of the operator S2(z) and the proof of
the properties (ii) and (iii) are based on vertex algebras techniques. We will not discuss this further
here and refer to the preprint [P6], joined at the end of this thesis.

8.3.2 Spectrum of the a�ne Gaudin Hamiltonians

We now consider the Hilbert space Hλ, as in Subsection 8.1.2. As the Hamiltonians H (z) and H d
γ

commute (assuming Conjecture 8.3.1), they can be diagonalised simultaneously on Hλ. We already
know how to diagonalise the quadratic Hamiltonian H (z), using the Bethe ansatz.

The eigenvalue of H (z) on an on-shell Bethe vector Ψon
c (w) is given by equation (8.1.5) in terms

of the weight (8.1.6) associated with Ψon
c (w). From this weight, we de�ne the Lg-Miura oper:

∇cw = ∂z + p̌−1 − λc(z,w),

in a similar way to the �nite case (see Section 7.3). According to equation (8.1.7), the coe�cient of ρ
in ∇cw is

c0(z) = −ϕ(z)

h∨
.

Thus the oper [∇cw] belongs to the space OpϕLg
(
P1
)
. Moreover, one shows (see [P5]) that the Bethe

equations for Ψon
c (w) implies that [∇cw] is regular at all Bethe roots wj 's (as in the �nite case). The

oper [∇cw] then belongs to the space OpϕLg,z
(
P1
)
. We consider a quasi-canonical form of this oper:

[∇cw]qc = ∂z + p̌−1 −
ϕ(z)

h∨
+
∑

d∈E+

Cdc(z,w). (8.3.2)

One then shows (see also [P5]) that the eigenvalue of H (z) on Ψon
c (w) coincides with C1

c(z,w), up to
a (model-independent) global factor. Thus, this eigenvalue can be read from the oper [∇cw].

We now formulate another conjecture about the Bethe ansatz for higher-degree Hamiltonians and
the description of their eigenvalues in terms of the oper [∇cw].

Conjecture 8.3.2. Let d be a positive exponent greater than 1 and γ be a Pochhammer contour. The
on-shell Bethe state Ψon

c (w) in Hλ is an eigenvector of H d
γ and its eigenvalue is given by

Idγ
(
[∇cw]

)
=

∮

γ
P(z)−d/h

∨Cdc(z,w) dz. (8.3.3)

This conjecture is an a�ne version of the FRR approach developed in Section 7.3 for �nite Gaudin
models (or at least of the FFR reformulation of the Bethe ansatz). In our second preprint [P6], we
have checked this conjecture for the cubic Hamiltonians H 2

γ (see discussion at the end of previous sub-
section) and for a Bethe vector Ψon

c (w) with one excitation. We will not present this computation here.

As explained in Subsection 8.2, the exponent 1 has a di�erent behaviour than other positive expo-
nents in the quasi-canonical form. We recover this fact in Conjectures 8.3.1 and 8.3.2. Indeed, there
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exists a quadratic Hamiltonian H (z) depending on the spectral parameter z whereas the construction
of the higher-degree Hamiltonians H d

γ necessitates an integral (8.3.1) on the spectral parameter. The
analogue of this fact in terms of opers is that the coe�cient C1

c(z,w) of the quasi-canonical form (8.3.2)
is gauge-invariant whereas the coe�cients Cdc(z,w) (d > 1) are not and give gauge-invariant quantities
only after taking integrals (8.3.3).

8.3.3 Classical limit

We close this section by a brief discussion about the classical limit of this conjectured quantum hier-
archy. To take this classical limit, one has to reintroduce the Planck constant ~ in the computation.

One of the e�ect of this is to rescale the levels ki's of the model to
ki
~
. The expression (8.3.1) then

becomes

H d
γ =

∮

γ
exp

(
−dχ(z)

~

)
Sd(z) dz, (8.3.4)

where χ(z) is a primitive of ϕ(z)/h∨. The classical limit ~ → 0 of this integral is given by a saddle-
point approximation (we refer to [94] for the saddle-point approximation method for integrals over
Pochhammer contours). In particular, the e�ect of this saddle point approximation is to localise the
spectral parameter z to extrema of χ(z). By de�nition, these extrema are exactly the zeros of the
twist function ϕ. Moreover, for generic values of the sites zi's and the levels ki's there are as many
zeros of ϕ as there are independent Pochhammer contours γ. One then expects that for any zero x
of ϕ, there exists a Pochhammer contour γ such that the classical limit of the operator (8.3.4) is the
evaluation Sd(x).

The evaluation of the spectral parameter at zeros of the twist function is the method we used in [P3]
(and Subsection 6.2.6 of this thesis) to construct an in�nite hierarchy for classical AGM. We thus
conjecture that the evaluation Sd(x) obtained above as a classical limit of the quantum Hamiltonian
H d
γ corresponds to the charge of degree d + 1 in the classical hierarchy constructed by evaluation at

the zero x.
As explained in the introduction of this chapter, the construction of the classical hierarchy is faced

with the non-existence of invariant polynomials on g of degrees greater than 2: this di�culty is then
overcome by the evaluation at zeros of the twist function. According to the discussion above, the
quantum analogue of this procedure consists in taking integrals over Pochhammer contours pondered
by powers of the function P(z). As there exists an invariant polynomial of degree two (the quadratic
form (·, ·)) and a corresponding quantum Casimir, one can construct a quadratic Hamiltonian H (z)
depending on the spectral parameter, without needing to take such an integral. We recover here the
di�erence between the exponent 1 and other positive exponents.
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Chapter 9

Conclusion and perspectives

9.1 The key role of the twist function

The �rst part of this thesis concerned integrable �eld theories with twist function. It aimed to
point out the fundamental role played by this function in the integrable structure of these theories. In
particular, it exhibited how the general formalism based on this twist function allows the development
of model-independent methods to study these �eld theories.

A key result in this direction is the content of Chapter 4, which shows the importance of the zeros
of the twist function. Indeed, under some regularity condition, one can associate with any of these
zeros an in�nity of conserved local charges in involution. Moreover, these charges form an integrable
hierarchy, in the sense that their Hamiltonian �ows generate compatible integrable systems on the
same phase space.

Chapter 5 focused on Yang-Baxter type deformations and revealed the role played by the poles
of the twist function. Indeed, these deformations are characterised by the splitting of a double pole of
the twist function into two simple poles. Studying the monodromy of the Lax matrix at these simple
poles, we proved that, for all these models, one can extract conserved non-local charges forming a q-
deformed Poisson-Hopf algebra. Moreover, we showed that these charges are associated with non-local
Poisson-Lie deformed symmetries of these models.

Important examples of �eld theories with twist function are the integrable σ-models and their
deformations. In particular, we were able to apply the results of Chapter 5 to all Yang-Baxter type
deformations of σ-models and even more generally, the results of Chapter 4 to all integrable σ-models,
deformed or not. Doing so, we recovered some already know results for particular models and exhibited
that these are actually part of more general, model-independent, constructions, which rely on the twist
function and apply to a larger class of models.

Note also that in Chapter 3, we showed that the Bi-Yang-Baxter model is a model with twist
function and that it can be seen as the combination of two Yang-Baxter type deformations. Thus, this
model enters in the framework of Chapters 4 and 5, showing that it admits an in�nite local hierarchy
and two deformed Poisson-Lie symmetries.

9.2 A�ne Gaudin models

The second part of this thesis focused on Gaudin models and in particular a�ne Gaudin models.
Indeed, the latter can classically be realised as integrable �eld theories with twist function. In this
construction, the poles of the twist function are the sites of the Gaudin models. Moreover, as explained
in Chapter 6, all zeros of the twist function naturally satisfy the regularity condition necessary to apply
the construction of local charges in involution of Chapter 4. Thus, classical a�ne Gaudin models possess
in�nite integrable hierarchies.

One of the main subject addressed in this thesis is the quantisation of this hierarchy. More pre-
cisely, in Chapter 8, we conjectured that the quantum Hamiltonians in this hierarchy take the form of
hypergeometric integrals (over contours determined by the poles of the twist function) and that their
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spectrum is described by hypergeometric functions on a�ne opers. Moreover, we constructed the �rst
higher-degree Hamiltonian in this hierarchy (the cubic one for algebras of type A) and veri�ed that it
agrees with the conjectures mentioned above.

These conjectures on quantum a�ne Gaudin models and their spectrum are motivated by an
analogy with the situation for �nite Gaudin models. Indeed, for these models, the higher-degrees
Hamiltonians and their spectrum can be described in terms of �nite opers by the Feigin-Frenkel-
Reshetikhin approach. The above conjecture for a�ne Gaudin model is thus a conjecture about an
a�ne version of this approach. In Chapter 7, we also lay the foundations for another generalisation of
this approach, related to cyclotomic �nite Gaudin models.

9.3 Perspectives

The work presented in this thesis can be pursued in various directions.

Integrable σ-models and their deformations. Although the Hamiltonian analysis of most de-
formed integrable σ-models has been carried out, it is still lacking for the multi-parameter deformation
of the PCM introduced recently in [47]. It would be interesting to prove the Hamiltonian integrability
of this model and determine its twist function. Another interesting question is the construction of
deformations of ZT -coset σ-models for T > 2, which are believed to exist but which have never been
explicitly constructed.

FFR approach beyond the Bethe ansatz. As explained in Section 7.3, the FFR approach gives a
theoretical description of the entire spectrum of �nite Gaudin models in terms of opers. In particular,
it ensures the existence of such an oper for any eigenvector, including the ones which are not described
by the Bethe ansatz (either because the Hilbert space is not a tensor product of highest-weight vectors
or because the Bethe ansatz is not complete). It would be interesting to �nd explicit constructions of
these opers, at least in particular examples.

Quantum hierarchy of a�ne Gaudin models. A natural project in the continuity of this PhD
is to prove the conjectures made in the preprint [P5] (see Chapter 8) about the quantisation of the
hierarchy of a�ne Gaudin models. More precisely, it would be interesting to construct all higher-
degrees Hamiltonians of a�ne Gaudin models, for example using vertex algebra techniques, as done
for the cubic charge in [P6] (see also Chapter 8). The next natural step would then be to describe the
spectrum of this hierarchy, either through the Bethe ansatz or by proving the conjectured generalisation
of the FFR approach for a�ne models.

The quantum hierarchy conjectured in Chapter 8 concerns the simplest a�ne Gaudin models:
complex, without cyclotomy and with only simple poles. If this hierarchy exists, it is also natural to
search for its generalisation when removing these constraints, aiming for the construction of a quantum
hierarchy for the most general dihedral a�ne Gaudin model with arbitrary multiplicities.

ODE/IM correspondence. An a�ne FFR approach, as mentioned in the previous paragraph,
would describe the spectrum of a�ne Gaudin models in terms of a�ne opers. There exists another
result in the literature which relates the spectrum of some integrable �eld theories with a�ne opers,
the so-called ODE/IM correspondence (initially proposed in [119] and [117], see also the review [188]).
More precisely, this correspondence relates the value of quantum Integrals of Motion (IM) with some
Ordinary Di�erential Equations (ODE), encoded in the form of a�ne opers [116]. Examples of models
for which an ODE/IM correspondence has been proposed are the quantum KdV theory [117,118], the
quantum Boussinesq theory [189], a�ne Toda �eld theories [190�195] and the Fateev model [196,187]
(which can be seen as a deformed integrable σ-model [25], more precisely the Bi-Yang-Baxter model
on SU(2) [30]).
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These models were realised as a�ne Gaudin models in [116] and [78]. It was proposed in these
same articles that the ODE/IM correspondence for these models originates from an a�ne generalisa-
tion of the FFR approach, as the latter would also involve a�ne opers. However, the usual approach
of ODE/IM uses a�ne opers in a di�erent way than the FFR approach. More precisely, it relates
spectral determinants of the ODE (encoded in a�ne opers) with the eigenvalues of particular oper-
ators associated with integrable systems (as for example Q-operators). This relation is based on the
observation that these spectral determinants and these eigenvalues satisfy the same functional rela-
tions, which encode the Bethe equations of the underlying quantum integrable model (see the above
references and [197�201]).

It would be interesting to understand how these results, which use spectral determinants of a�ne
opers, can be related with the FFR approach, which involves functions on a�ne opers. In the long-
term, this could provide a proof of an ODE/IM correspondence for a�ne Gaudin models through the
FFR theory. A particularly interesting observation concerning this is the fact [187] that the ODE/IM
correspondence for the Fateev model involves hypergometric integrals over Pochhammer contours. This
is in striking resemblance with the description of functions on a�ne opers that we presented in [P5]
(see Chapter 8).

It can be also interesting to note that functional relations like the ones appearing in the ODE/IM
correspondence can be reinterpreted in a more abstract way as relations between representations of
some algebraic objects. For example, the functional relations proved in [200, 201] have been recently
related to representations of quantum a�ne Borel algebras in [202].
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Appendix A

Lie algebras

A.1 Generalities

In this section, we introduce a few basic facts and notations about Lie algebras. We will consider Lie
algebras over a �eld K, which we restrict to be the real numbers R or the complex numbers C. A Lie
algebra is then a K-vector space g, equipped with a skew-symmetric bilinear map:

[·, ·] : g× g −→ g,

which satis�es the Jacobi identity

∀ X,Y, Z ∈ g,
[
X, [Y,Z]

]
+
[
Y, [Z,X]

]
+
[
Z, [X,Y ]

]
= 0.

We will assume that g is of �nite dimension. Let us �x a basis {Ia} (a = 1, · · · , n) of g. The structure
constants of g are de�ned by

[Ia, Ib] = fabab c I
c,

where a summation is implied on the repeated index c. The Jacobi identity is then equivalent to

faeae d f
bc
bc e + f bebe d f

ca
ca e + f cece d f

ab
ab e = 0.

For X in g, we de�ne its adjoint action as the following endomorphism of g

adX : g −→ g
Y 7−→ [X,Y ]

.

By the Jacobi identity, the application ad : X 7→ adX is then a Lie algebra morphism from g to End(g)
(the algebra of endomorphisms of g):

ad[X,Y ] =
[
adX , adY

]
= adX ◦ adY − adY ◦ adX .

We de�ne the Killing form on g as the bilinear form

κ : g× g −→ K
(X,Y ) 7−→ Tr

(
adX ◦ adY

) .

By cyclicity of the trace, it is clear that κ is symmetric. The main property of κ is its ad-invariance:

κ
(
[X,Y ], Z

)
= κ

(
X, [Y,Z]

)
.

Writing the Killing form in the basis {Ia} as
κab = κ

(
Ia, Ib

)
,

we then have
κab = facac d f

bd
bd c.

The ad-invariance equation then becomes

κad f bcbc d + κdb facac d = 0. (A.1.1)
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A.2 Semi-simple �nite-dimensional complex Lie algebras

A Lie algebra g is said to be simple if it does not admit non trivial ideals and semi-simple if it is a
direct sum of simple algebras. Semi-simple algebras are characterised by the Cartan criteria:

Theorem A.2.1. g is semi-simple if and only if its Killing form κ is non-degenerate.

The semi-simple complex Lie algebras of �nite dimension have been classi�ed by Cartan using the
notions of Cartan subalgebra and root system. Although it will be an important formalism for this
thesis, we will not derive this classi�cation here as it is a classical result (see for example [175]). We
will simply summarise its main results and introduce the notations and conventions we use in this
thesis.

A.2.1 Cartan-Weyl basis

Cartan-Weyl basis. The fundamental objects describing a semi-simple complex Lie algebra g are
the following:

• h a Cartan subalgebra of g, of dimension ` the rank of g,

• ∆ ⊂ h∗ and ∆∨ ⊂ h the associated sets of roots and coroots,

• g = h⊕ n+ ⊕ n− the Cartan-Weyl decomposition,

• {Eα, α > 0} and {E−α, α > 0} the associated bases of the nilpotent subalgebras n±,

• α1, · · · , α` ∈ ∆ the simple roots and α̌1, · · · , α̌` ∈ ∆∨ the associated coroots.

We consider the normalisation of the Eα's such that

κ (Eα, Eβ) = δα,−β, (A.2.1)

For α ∈ ∆, we de�ne Hα ∈ h via the Killing form isomorphism between h and h∗:

∀X ∈ h, κ(Hα, X) = α(X).

In particular, for simple roots, let us denote Hi = Hαi . Then, {Hi, i = 1, · · · , `} is a basis of h. The
element Hα is related to the coroot α̌ associated with α by the relation:

α̌ =
2Hα

κ(Hα, Hα)
.

We will denote by ∆± the set of positive and negative roots. For α ∈ ∆+, we will sometimes use the
notation

Fα = E−α.

Commutation relations. The element Eα is characterised by the commutation relation

∀X ∈ h, [X,Eα] = α(X)Eα.

Moreover, we have
[Eα, E−α] = Hα and

[
Eαi , E−αj

]
= δijHi. (A.2.2)

Finally, the structure of n± is given by:

[Eα, Eβ] = Nα,βEα+β, (A.2.3)

with Nα,β a real skew-symmetric normalisation constant. Moreover, one has N−α,−β = −Nα,β . For
i ∈ {1, · · · , `}, we de�ne the so-called Chevalley generators

Ei = Eαi and Fi = Fαi = E−αi .

Then, the Ei's and Fi's generate the whole algebra g.
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A.2.2 Simple roots, coroots, weights and coweights.

In this appendix, we recall the main properties of some bases of the Cartan subalgebra h. As it is
equipped with the non-degenerate Killing form κ(·, ·), there exists a natural isomorphism

ζ : h∗ → h,

between h and its dual h∗. It is characterised by the relation

∀λ ∈ h∗, ∀X ∈ h, κ
(
ζ(λ), X

)
= λ(X).

By this isomorphism, one induces a bilinear form (·, ·) on h∗:

∀λ, µ ∈ h∗, (λ, µ) = κ
(
ζ(λ), ζ(µ)

)
.

Roots and co-roots. A basis of h∗ is given by the simple roots α1, · · · , α`. Using the notations of
Subsection A.2.1, the corresponding basis {ζ(αi)} of h is {H1, · · · , H`}. We will often use

di =
(αi, αi)

2
=
κ(Hi, Hi)

2
.

The simple co-roots are given by

α̌i =
2Hi

(αi, αi)
= d−1

i Hi,

which form another basis of h. The Cartan matrix A =
(
aij
)
i,j=1,··· ,` is then given by

aij = αj(α̌i) =
2(αi, αj)

(αi, αi)
. (A.2.4)

Let us introduce the diagonal matrix D = diag(d1, · · · , d`). Then one has A = DB with B =(
bij
)
i,j=1,··· ,` the symmetric matrix de�ned by

bij = (αi, αj) = κ(Hi, Hj).

Fundamental weights and co-weights. We de�ne the fundamental weights ωi ∈ h∗ as the dual
basis of the co-roots α̌i:

ωi(α̌i) = δij .

By the Killing form duality, the
Pi = ζ(ωi)

form a basis of h. Moreover, we have the relation

αi(Pj) = diδij . (A.2.5)

In the same way, one de�nes the fundamental co-weights ω̌i ∈ h as the dual basis of the simple roots:

αj(ω̌i) = δij ,

which simply relates them to the weights by

ω̌i = d−1
i Pi.

The scalar products between coweights are given by

κ(ω̌i, ω̌j) = mij , where M =
(
mij

)
i,j=1,··· ,` = B−1,

with the matrix B as de�ned in the previous paragraph.
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A.2.3 Classi�cation

A complex semi-simple Lie algebra is uniquely determined, up to isomorphisms, by its Cartan matrix
(A.2.4). One can show that this matrix satis�es the following conditions

(a) aii = 2 for all i ∈ {1, · · · , `} ;
(b) aij ∈ −N for i 6= j ;

(c) if aij = 0, then aji = 0 ;

(d) A = DB with D diagonal and B symmetric de�nite positive.

Conversely, given any matrix A satisfying these conditions, there exists a semi-simple complex Lie
algebra with Cartan matrix A. The classi�cation of semi-simple complex Lie algebras is then reduced
to the classi�cation of such matrices.

This classi�cation is a classic result (see for example [175]), that we shall not describe in detail
here. Semi-simple complex Lie algebras are divided in seven di�erent types, from A to G. Elements of
type X are denoted X`, where ` is the size of the corresponding Cartan matrix (or equivalently the
rank of the corresponding Lie algebra). The types A, B, C and D are in�nite families corresponding
to classical Lie algebras:

• A` is the special linear algebra sl(`+ 1,C) =
{
M ∈M`+1(C) | Tr(M) = 0

}
,

• B` is the orthogonal algebra so(2`+ 1,C) =
{
M ∈M2`+1(C) | tM +M = 0

}
,

• C` is the symplectic algebra sp(2`,C) =
{
M ∈M2`(C) | tMJ + JM = 0

}
with J =

(
0 In
−In 0

)
,

• D` is the orthogonal algebra so(2`,C) =
{
M ∈M2`(C) | tM +M = 0

}
.

At the contrary, the so-called exceptional types E, F and G are �nite families. More precisely, there
are �ve exceptional Lie algebras: E6, E7, E8, F4 and G2.

A.2.4 Split quadratic Casimir

Let us �x a basis {Ia} of g. Recall the Killing form κab expressed in this basis. As g is semi-simple, it is
non-degenerate (see Theorem A.2.1). We can then de�ne the inverse κab of the Killing form, satisfying
κacκcb = δab. In this paragraph, we use the tensorial notations i de�ned in Section 2.2. We de�ne the
split quadratic Casimir of g as

C12 = κab I
a ⊗ Ib.

One checks that it does not depend on the choice of basis. The ad-invariance equation (A.1.1) translates
to [

C12, X1 +X2

]
= 0, ∀ X ∈ g. (A.2.6)

Moreover, using the fact that κab is the inverse of κab, we get the following completeness relation:

κ2
(
C12, X2

)
= X, ∀ X ∈ g. (A.2.7)

In the Cartan-Weyl basis described in Subsection A.2.1, we get

C12 = H12 +
∑

α∈∆

Eα ⊗ E−α = H12 +
∑

α∈∆+

(
Eα ⊗ Fα + Fα ⊗ Eα

)
,

where H12 belongs to h⊗h. More precisely, H12 can be expressed in various way in terms of the bases
of h described in Subsection A.2.2. In particular, we have

H12 =
∑̀

i,j=1

mijHi ⊗Hj =
∑̀

i=1

Pi ⊗ α̌i.
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A.3 Real forms

A.3.1 Generalities

Let us consider a complex Lie algebra g of dimension n, with basis {Ia, a = 1, · · · , n}. It can be seen
as a real Lie algebra of dimension 2n, with basis {Ia, a = 1, · · · , n} t {i Ia, a = 1, · · · , n}. We will
call this real algebra the reali�cation gR of g. A real form of g is then a (real) subalgebra of gR of
dimension n.

In other words, a real form amounts to the choice of a basis {Ia, a = 1, · · · , n} of g whose structure
constants are real. The real form is then g0 = SpanR

(
Ia, a = 1, · · · , `

)
. In this case, we recover g as

the complexi�cation of g0:

g = gC0 = g0 ⊗R C = g0 ⊕ i g0.

Let us then de�ne
τ : g = g0 ⊗R C −→ g = g0 ⊗R C

X ⊗ z 7−→ X ⊗ z̄ .

One easily checks the following properties of τ :

(a) τ is antilinear, i.e. τ(λX + µY ) = λ̄ τ(X) + µ̄ τ(Y ) for all X,Y ∈ g and λ, µ ∈ C ;

(b) τ is an involution, i.e. τ2 = Id ;

(c) τ is a Lie algebra automorphism, i.e. τ
(
[X,Y ]

)
=
[
τ(X), τ(Y )

]
;

(d) the subalgebra of �xed points of τ is the real form g0 = gτ .

Conversely, such a antilinear involutive automorphism of g de�nes a real form of g:

Theorem A.3.1. The real forms of g are in one-to-one correspondence with the antilinear involutive
automorphisms of g (as their subalgebra of �xed points).

A natural question at this point is whether two real forms of g can be isomorphic and whether we
can classify the isomorphism equivalence classes of real forms of g. The answer is yes:

Proposition A.3.2. Let τ and θ be two antilinear involutive automorphisms of g. Then the two real
forms gτ and gθ are isomorphic if and only if there exists an automorphism σ ∈ Aut(g) of g such that
τ = σ ◦ θ ◦ σ−1.

A.3.2 Real semi-simple algebras

Proposition A.3.3. A real Lie algebra is semi-simple if and only if it is the real form of a semi-simple
complex Lie algebra.

Combining this proposition with Theorem A.3.1 and Proposition A.3.2, we see that the classi�cation
of real semi-simple Lie algebras reduces to the classi�cation of complex ones g and of their antilinear
involutive automorphisms, up to conjugacy in Aut(g). The classi�cation of complex semi-simple Lie
algebras was described in Appendix A.2, using the notions of root system and Cartan-Weyl basis. Their
antilinear involutive automorphisms, up to conjugacy in Aut(g), have also been entirely classi�ed [203].

We will not describe here this whole classi�cation. More precisely, we will restrict ourselves to
the so-called split and non-split real forms, which exist for all complex Lie algebra g. We consider
the Cartan-Weyl basis {Hi, Eα} of g (cf. appendix A.2). As the E±αi 's form generators of g, an
automorphism τ of g is completely described by its action on it.
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Split real form. Let us consider the semi-linear involutive automorphism τ given by:

τ (E±αi) = E±αi .

As the normalisation constants Nα,β in equation (A.2.3) are real, one gets for any root α:

τ (Eα) = Eα. (A.3.1)

Hence, one also has:
τ (Hα) = Hα. (A.3.2)

As a consequence, a basis of the real subalgebra �xed by τ is given by the Cartan-Weyl basis {Hi, Eα}
of g itself. This way, we obtain the so-called split real form:

g0 =

(⊕̀

i=1

RHi

)
⊕
(⊕

α∈∆

REα

)
. (A.3.3)

For example, for the simple algebra of type A, g = sl(n,C), the split real form is simply g0 = sl(n,R).

Non-split real forms. Another possibility for de�ning τ is:

τ (E±αi) = −λiE∓αi ,

where λi = ±1. Using equation (A.2.3), one obtains for any positive root α = p1α1 + · · ·+ p`α`:

τ (Eα) = −λαE−α, (A.3.4)

with λα = λp11 · · ·λp`` ∈ {+1,−1}. In the same way, using (A.2.2), one has:

τ(Hα) = −Hα. (A.3.5)

The real subalgebra g0 of elements �xed by τ is called a non-split real form of g. A basis of g0 is given
by:

Ti = iHi, Bα =
i√
2

(Eα + λαE−α) , Cα =
1√
2

(Eα − λαE−α) . (A.3.6)

If one chooses λ1 = · · · = λ` = 1, then λα = 1 for any root α and we get the so-called compact real
form of g.

Let us discuss a few examples of non-split real forms. For a simple algebra of type A, g = sl(n,C),
the non-split real forms are the su(p, q,R) (unitary algebra for a metric of signature (p, q), with n =
p+q). In particular, the compact real form is the unitary algebra su(n,R). In the same way, for simple
algebras of type B and D, g = so(n,C), the non-split real forms are the so(p, q,R) (orthogonal algebra
for a metric of signature (p, q), with n = p+ q). The compact real form is then so(n,R).

A.4 Finite order automorphisms of Lie algebras

Generalities. Let us consider a complex Lie algebra g and σ an automorphism of g of �nite order
T ∈ Z≥1. We de�ne

ω = exp

(
2iπ

T

)
.

We de�ne the eigenspaces of σ:

g(p) = {x ∈ g | σ(x) = ωpx} , p = 0, · · · , T − 1.

These eigenspaces form a ZT -gradation of g (where ZT = Z/TZ is the cyclic group of order T ):

g =
T−1⊕

p=0

g(p), with [g(p), g(q)] = g(p+q mod T ). (A.4.1)
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Conversely, a ZT -gradation (A.4.1) de�nes a unique automorphism σ of order T (we de�ne σ as acting as
the multiplication by ωp on g(p)). In particular, g(0) is a subalgebra of g and, for any p ∈ {0, · · · , T−1},
g(p) is a g(0)-module.

We de�ne π(p) to be the projection on g(p) in the decomposition (A.4.1). These projectors then
satisfy π(p)π(q) = δp,qπ

(p). They can be expressed in terms of σ as

π(p) =
1

T

T−1∑

k=0

ω−kpσk. (A.4.2)

Inner automorphisms. Let G be a connected Lie group with Lie algebra g. Any element g ∈ G
acts on g by the adjoint (conjugacy) action:

Adg : g −→ g
X 7−→ gXg−1 .

This is an automorphism of the Lie algebra g, called an inner automorphism. We will denote by Inn(g)
the set of such automorphism: it is a subgroup of Aut(g) and moreover, the map

Ad : G −→ Inn(g)
g 7−→ Adg

is a Lie group morphism. It induces an automorphism of Lie algebras

ad : g −→ ad(g)
X 7−→ adX

,

where
adX : g −→ g

Y 7−→ [X,Y ]
.

We recall in particular that for all X ∈ g, we have

Adexp(X) = exp (adX) .

Let us now suppose that g is semi-simple. We will use the notations of Appendix A.2.1. If X is an
element of h and z is a complex number, we de�ne the group element

zX = exp (log(z)X) ,

where log is a determination of the logarithm on C. We can then de�ne AdzX ∈ Inn(g), which acts on
the basis {Hi, Eα} of g as

AdzX (Hi) = Hi and AdzX (Eα) = zα(X)Eα.

We will be particularly interested in the case where z = ω = exp
(

2iπ
T

)
and X is such that α(X) ∈ Z

for all α ∈ ∆, as the automorphism AdωX is then of order T . Recall the coweights {ω̌i, i = 1, · · · , `}
de�ned in Subsection A.2.2. The space of X ∈ h such as above is then the lattice of these coweights:

Λ(h) =
{
X ∈ h

∣∣ α(X) ∈ Z, ∀α ∈ ∆
}

=

{∑̀

i=1

miω̌i, mi ∈ Z

}
. (A.4.3)
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Diagram automorphisms of semi-simple Lie algebras. We still suppose that g is a �nite di-
mensional semi-simple Lie algebra. Recall the Cartan matrix A of g, de�ned in (A.2.4). We say that
a permutation µ of {1, · · · , `} is a diagram automorphism of A if

aµ(i)µ(j) = aij , ∀ i, j ∈ {1, · · · , `}.

Recall also the Chevalley generators C = (Ei, Fi)i=1,··· ,` of g. As they generate the algebra g, an
automorphism of g is entirely de�ned by its action on the Ei's and Fi's. One can show that there
exists a unique automorphism µC of g such that

µC(Ei) = Eµ(i) and µC(Fi) = Fµ(i).

µC is then called an outer automorphism of g. It has the same order than the permutation µ of
{1, · · · , `}: in particular, it is of �nite order. Note here that the de�nition of µC from the permutation
µ depends on the choice of the Chevalley generators Ei's and Fi's. Two choices C = (Ei, Fi)i=1,··· ,` and
C ′ = (E′i, F

′
i )i=1,··· ,` of such generators are always related by an inner automorphism γ ∈ Inn(g). The

corresponding automorphisms µC and µC′ of g are then related by conjugacy by γ, i.e. µ′ = γ ◦µ◦γ−1.
A choice of Chevalley generators C = (Ei, Fi)i=1,··· ,` also determines a Cartan subalgebra h by

specifying the element Hi's (see Appendix A.2.1), as one have [Ei, Fi] = Hi. The action of µC on the
Hi's is simply

µC(Hi) = Hµ(i).

Classi�cation of �nite order automorphisms of semi-simple Lie algebras. The automor-
phisms of �nite order of g are classi�ed by the following theorem [162].

Theorem A.4.1. Let σ be an automorphism of order T of g. Then there exist a diagram automorphism
µ, a choice of Chevalley generators C = (Ei, Fi)i=1,··· ,` (hence also a choice of Cartan subalgebra h)
and an element X ∈ Λ(h) (see previous paragraph), such that

σ = µC ◦ AdωX = AdωX ◦ µC .

Moreover, one has µC(X) = X. If we write X =
∑`

i=1miω̌i (see equation (A.4.3)), this is equivalent
to mi = mµ(i) for all i ∈ {1, · · · , `}. The action of σ on the Chevalley generators is then given by

σ(Ei) = ωmiEµ(i) and σ(Fi) = ω−miFµ(i).

ZT -gradings of real Lie algebras. In the �rst paragraph of this section, we have seen that for
a complex Lie algebra g, there is a one-to-one correspondence between ZT -gradings of g and auto-
morphisms of g of �nite order T . We will now discuss the ZT -gradings of real Lie algebras. The
following lemma, whose demonstration is straightforward, relates them to the ZT -gradings of complex
Lie algebras (recall the complexi�cation of an algebra de�ned in Appendix A.3).

Lemma A.4.2. Let g0 be a real Lie algebra and g = g0 ⊗ C be its complexi�cation. If g0 is equipped

with a ZT -grading g0 =
⊕T−1

p=0 g
(p)
0 , then

g =
T−1⊕

p=0

g(p), g(p) = g
(p)
0 ⊗ C

is a ZT -grading of g and g
(p)
0 = g(p)∩g0. Conversely, if g is equipped with a ZT -grading g =

⊕T−1
p=0 g(p)

such that g0 is a graded subalgebra of g, i.e.

g0 =
T−1⊕

p=0

g(p) ∩ g0,

then the g
(p)
0 = g(p) ∩ g0's de�ne a ZT -grading of g.
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According to the lemma, classifying all ZT gradings of g0 is equivalent to classifying the ZT -gradings
of the complexi�cation g such that g0 is a graded subalgebra of g. Recall that g0 can be seen as the
subalgbera gτ of �xed point of an antilinear involutive automorphism τ of g and that the ZT -gradings
of g are in one-to-one correspondence with automorphisms of order T of g (see �rst paragraph of this
section).

Theorem A.4.3. Let g be a complex Lie algebra. We suppose that it possesses an antilinear involutive
automorphism τ and a ZT -grading g =

⊕T−1
p=0 g(p), associated with an automorphism σ. Then the

following points are equivalent:

(i) gτ is a graded subalgebra of g,

(ii) τ ◦ σ = σ−1 ◦ τ (dihedrality condition),

(iii) τ stabilises the eigenspaces g(p) of σ,

(iv) τ commutes with the projections π(p) on g(p),

(v) there exists a common basis of eigenvectors of σ and τ .

Corollary A.4.4. Let g0 be a real Lie algebra. We denote by g its complexi�caton and by τ the
antilinear involutive automorphism of g such that g0 = gτ . Then the ZT -gradings of g0 are in one-to-one
correspondence with the automorphisms σ of order T satisfying the dihedrality condition τ ◦σ = σ−1◦τ .
Proof. The corollary is straightforward from the theorem and lemma A.4.2. Let us then prove the
theorem. We will show the following cyclic sequence of implications: (i)⇒(v)⇒(ii)⇒(iv)⇒(iii)⇒(i).

(i)⇒(v): Let us suppose that gτ is graded, i.e. that

gτ =
T−1⊕

p=0

gτ ∩ g(p).

For p ∈ {0, · · · , T − 1}, let X(p)
1 , · · · , X(p)

mp be a basis of gτ ∩ g(p), with mp = dim
(
gτ ∩ g(p)

)
. As

the X(p)
k 's are in g(p), they are eigenvectors of σ (of eigenvalue ωp) and as they are in gτ , they are

eigenvectors of τ (of eigenvalue 1). In the same way, iX(p)
k is also an eigenvector of σ (of eigenvalue

ωp) and of τ (of eigenvalue −1). the family B =
⊔T−1
p=0 {X

(p)
k , k = 1, · · · ,mp} is a basis of gτ and

B′ =
⊔T−1
p=0 {iX

(p)
k , k = 1, · · · ,mp} is a basis of igτ . Thus, B tB′ is a basis of g composed of eigenvec-

tors of σ and τ .

(v)⇒(ii): Let us suppose that there exists a common basis of eigenvectors of σ and τ . To prove the
identity τ ◦ σ = σ−1 ◦ τ , it is enough to prove it on each element of this basis. Let then X be in this
basis: there exist ε ∈ {+1,−1} and p ∈ {0, · · · , T − 1} such that τ(X) = εX and σ(X) = ωpX (and
thus σ−1(X) = ω−pX). As σ is linear and τ is antilinear, we have

τ ◦ σ(X) = τ
(
ωpX

)
= ω−pτ(X) = ω−pεX = εσ−1(X) = σ−1(εX) = σ−1 ◦ τ(X).

This then proves (ii).

(ii)⇒(iv): We suppose that τ ◦ σ = σ−1 ◦ τ . By recursion on k ∈ Z, it implies τ ◦ σk = σ−k ◦ τ . Recall
the expression (A.4.2) of the projector π(p). For any X ∈ g, we then have

τ ◦ π(p)(X) = τ

(
1

T

T−1∑

k=0

ω−kp σk(X)

)
=

1

T

T−1∑

k=0

ωkp τ ◦ σk(X)

=
1

T

T−1∑

k=0

ωkp σ−k ◦ τ(X) =
1

T

T∑

j=1

ωTp−jp σj−T ◦ τ(X)

=
1

T

T−1∑

j=0

ω−jp σj ◦ τ(X) = π(p) ◦ τ(X),
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where we used the antilinearity of τ for the second equality, the identity τ ◦σk = σ−k ◦ τ for the third,
the map k 7→ j = T − k for the fourth and the facts that ωT = 1 and σT = Id for the �fth. This then
proves (iv).

(iv)⇒(iii): Let us suppose that τ commutes with the projectors π(p)'s. Let then X be in g(p). As

X = π(p)(X), we have
τ(X) = τ ◦ π(p)(X) = π(p) ◦ τ(X),

hence τ(X) belongs to the image of π(p), i.e. to g(p). This proves (iii).

(iii)⇒(i): As the g(p)'s form a direct sum of g, it is clear that the subspaces g(p)∩gτ of gτ have a trivial
intersection. Let us now suppose that τ stabilises the g(p)'s. Let X be in gτ . As an element of g, it
can be decomposed as

X =
T−1∑

p=0

X(p), with X(p) = π(p)(X) ∈ g(p).

Moreover, as X ∈ gτ , we also have

X = τ(X) =
T−1∑

p=0

τ
(
X(p)

)
.

Yet, by hypothesis, τ
(
X(p)

)
belongs to g(p). By unicity of the decomposition along the direct sum of

g(p)'s, we then have τ
(
X(p)

)
= X(p), i.e. X(p) ∈ gτ . Thus, we have

gτ =
T−1⊕

p=0

g(p) ∩ gτ .

This proves (i).

A.5 Path-ordered exponentials

In this section, we recall some properties of path-ordered exponentials. Let g be a Lie algebra and
G be a connected Lie group with Lie algebra g. Consider a g-valued �eld L(x) and the path-ordered
exponential

T (x, y) = P←−exp
(
−
∫ x

y
dz L(z)

)
.

T (x, y) is a G-valued �eld verifying the di�erential equations
(
∂xT (x, y)

)
T (x, y)−1 = −L(x), (A.5.1a)

T (x, y)−1
(
∂yT (x, y)

)
= L(y), (A.5.1b)

and the initial condition T (x, x) = Id. Under an in�nitesimal transformation δL of L, the path-ordered
exponential is transformed by

δT (x, y) = −
∫ x

y
dz T (x, z)δL(z)T (z, y). (A.5.2)

This formula allows one to compute the variations of T (x, y) or Poisson brackets of T (x, y) with other
observables.

In particular, if L is the spatial component of a zero curvature equation

∂tL − ∂xM+ [M,L] = 0,
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one �nds from equation (A.5.2) that

∂tT (x, y) = T (x, y)M(y)−M(x)T (x, y).

Suppose now that we are given a Lie homomorphism σ : G→ F , from G to another Lie group F .
It induces a Lie algebra homomorphism σg : g → f. The image of the path-ordered exponential T by
the homomorphism σ is simply

σ
(
T (x, y)

)
= P←−expF

(
−
∫ x

y
dz σg

(
L(z)

))
, (A.5.3)

where P←−expF designates the path-ordered exponential in the group F .
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Appendix B

Poisson and symplectic geometries

In this appendix, we describe the basic notions of Poisson geometry and symplectic geometry. We will
restrict by simplicity to the case of manifolds of �nite dimension. The notation F [M ] then stands for
the smooth functions on M , valued in R. The notions described here generalise to in�nite dimensional
manifolds, when taking appropriate care of the good de�nition(s) of in�nite dimensional di�erential
manifolds and of the subtleties which come with it. This is useful for �eld theories (where M is then
the manifold of the �elds con�gurations and F [M ] the space of �smooth� functionals on it). However,
we shall not enter into these technical considerations here to keep the appendix to a minimum and
refer to [204] for a more complete presentation.

B.1 Poisson and symplectic manifolds

De�nition B.1.1. A Poisson manifold M is a di�erential manifold such that the space of functions
F [M ] on M is equipped with a Poisson bracket

{·, ·} : F [M ]×F [M ] −→ F [M ]
(f, g) → {f, g} ,

which is a skew-symmetric bilinear derivation satisfying the Jacobi identity:

∀f, g, h ∈ F [M ], {f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0. (B.1.1)

Let {xi} be (local) coordinates on M . Then, as the Poisson bracket is a derivation (on the left and
on the right), one can rewrite it in these coordinates as

{f, g} =
∑

i,j

P ij
∂f

∂xi
∂g

∂xj
, (B.1.2)

where P ij = −P ji are functions in F [M ]. The Jacobi identity is then equivalent to

P il
∂P jk

∂xl
+ P jl

∂P ki

∂xl
+ P kl

∂P ij

∂xl
= 0, (B.1.3)

where a summation on the repeated index l is implied. The Poisson bracket is said to be non-degenerate
if the matrix P ij is invertible (in any coordinate chart).

De�nition B.1.2. A symplectic manifold is a di�erential manifold M which possesses a closed non-
degenerate 2-form ω.

Proposition B.1.3. The symplectic manifolds are exactly the Poisson manifolds with non-degenerate
Poisson brackets.

219



B.2. The Kirillov-Kostant bracket

Proof. Suppose that we have a non-degenerate Poisson bracket {·, ·}, given locally by some functional
P ij 's. The matrix P ij admits an inverse Pij , satisfying P ikPkj = δij . Let us then de�ne the 2-form:

ω = Pij dx
i ∧ dxj . (B.1.4)

It is non-degenerate, as Pij is invertible. Moreover, one checks that the Jacoby identity (B.1.3) trans-
lates in the closeness of the 2-form ω. Conversely, if one as a symplectic form ω on M , writing it in
a local coordinates as (B.1.4) and inverting the matrix Pij , one gets a non-degenerate Poisson bracket
on M .

B.2 The Kirillov-Kostant bracket

Let g be a real Lie algebra (see Appendix A for de�nitions and basics results on Lie algebras). We
consider the dual g∗ of g, de�ned as the vector space of linear forms on g. As g∗ is a vector space, its
tangent space at a point ξ ∈ g∗ is identi�ed with g∗ itself. If f is a real-valued smooth function on
g∗ (i.e. an element of F [g∗]), the di�erential dξf of f at a point ξ ∈ g∗ is then a linear map from g∗

to R, hence an element of (g∗)∗ = g. We then de�ne the bracket of two functions f, g in F [g∗] as the
function

{f, g}∗ (ξ) = ξ
(
[dξf, dξg]

)
. (B.2.1)

As the Lie bracket [·, ·] is linear and skew-symmetric, it is clear that the bracket {·, ·}∗ is linear and
skew-symmetric. Moreover, by the Leibniz rule d(fg) = fdg + gdf for the di�erential, the bracket
{·, ·}∗ is a derivation. Finally, the Jacobi identity on the Lie bracket [·, ·] implies the one for the
bracket {·, ·}∗. The dual space g∗ is thus naturally equipped with a Poisson bracket {·, ·}∗, called the
Kirillov-Kostant bracket.

The de�nition (B.2.1) is an abstract de�nition of {·, ·}∗ for all functions f and g in F [g∗]. Let
us now give a more explicit formula for the bracket {·, ·}∗. As g∗ is a vector space, it is easy to �nd
smooth functions on it: the linear forms in (g∗)∗. These can be canonically identi�ed with elements of
g: for any X ∈ g, the map

X◦ : g∗ −→ R
ξ 7−→ ξ(X)

is a (linear) function on g∗ and thus an element of F [g∗]. On these linear functions, the Kirillov-Kostant
bracket then coincides with the Lie bracket:

∀ X,Y ∈ g, {X◦, Y◦}∗ = [X,Y ]◦. (B.2.2)

In particular, a choice of basis {Ia} of g de�nes a choice of coordinate functions Xa = Ia◦ on g∗. The
�fundamental� brackets of these coordinate functions is then

{Xa, Xb}∗ = fabab c X
c,

where the fabab c are the structure constants of the Lie algebra g (see Appendix A.1).

Suppose that g is semi-simple. Then its Killing form κab is non-degenerate and possesses an inverse
κab. One can encode all coordinates functions Xa in the g-valued function

X = κabX
aIb ∈ F [g∗]⊗ g.

As X is a g-valued function, we can describe the Poisson bracket of its components using the tensorial
notations i introduced in Subsection 2.2. We then �nd that the Kirillov-Kostant bracket can be written
in a compact way as

{X1, X2}∗ =
[
C12, X1

]
= −

[
C12, X2

]
,

where C12 is the split quadratic Casimir of g (see Appendix A.2.4).
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B.3 Poisson maps and canonical transformations

De�nition B.3.1. Let M and N be two Poisson manifolds, with brackets {·, ·}M and {·, ·}N . A
di�erentiable map ϕ : M → N is said to be a Poisson map if it preserves the Poisson bracket:

∀ f, g ∈ F [N ], {f ◦ ϕ, g ◦ ϕ}M = {f, g}N ◦ ϕ.

De�nition B.3.2. Let M be a symplectic manifold with symplectic form ω. A di�eomorphism ϕ :
M 7→M is said to be a canonical transformation if it preserves the symplectic form:

ϕ∗ω = ω,

where ϕ∗ω is the pullback of ω by the di�eomorphism ϕ.

Proposition B.3.3. Let M be a symplectic manifold and thus a Poisson manifold (proposition B.1.3).
Then the canonical transformations of M are exactly the Poisson di�eomorphisms from M to itself.

Let us consider a one-parameter Lie group of di�eomorphisms {ϕα, α ∈ R} of M (i.e. satisfying
ϕα ◦ ϕβ = ϕα+β and ϕ0 = IdM ). Then the in�nitesimal transformation around α = 0 de�nes a vector
�eld X on M :

∀ p ∈M, X(p) =
∂ϕα(p)

∂α

∣∣∣∣
α=0

∈ TpM.

Reciprocally, given a vector �eldX onM , its �ow de�nes a one-parameter Lie group of di�eomorphisms
of M . Recall that vector �elds X [M ] act on the space of smooth functions F [M ] as derivations: we
will denote this action by a dot.

Proposition B.3.4. If the di�eomorphisms {ϕα, α ∈ R} are Poisson maps, the vector �eld X satis�es:

∀ f, g ∈ F [M ], {X.f, g}+ {f,X.g} = X.{f, g}. (B.3.1)

A vector �eld X satisfying (B.3.1) is said to be Poisson. We will denote by P[M ] the Poisson vector
�elds of M . If M is a symplectic manifold, it is also a Poisson manifold by Proposition B.1.3. Then,
the Poisson vector �elds are the ones preserving the symplectic form:

Proposition B.3.5. Let M be a symplectic manifold with symplectic form ω and X ∈ X [M ] be a
vector �eld on M . Then X is Poisson if and only if LXω = 0, where LX denotes the Lie derivative
along X.

Important examples of Poisson vector �elds are given by the so-called Hamiltonian vector �elds,
which are associated with functions on the Poisson manifold.

De�nition B.3.6. Let M be a Poisson manifold and f ∈ F [M ] be a function from M to R. Then,
the Hamiltonian vector �eld associated with f is the unique Vf ∈ X [M ] such that Vf .g = {f, g} for all
g ∈ F [M ] (this vector �eld exists as {f, ·} acts as a derivation on F [M ]).

Proposition B.3.7. Let M be a Poisson manifold. The map

V : F [M ] −→ X [M ]
f 7−→ Vf

is a derivation from the algebra F [M ] to the F [M ]-module X [M ]. Moreover, it is a Lie homomorphism
if F [M ] is equipped with the Poisson bracket {·, ·} and X [M ] is equipped with the Lie bracket [·, ·] of
vector �elds, i.e.

∀ f, g ∈ F [M ], V{f,g} = [Vf , Vg] . (B.3.2)

Finally, for all f ∈ F [M ], the Hamiltonian vector �eld Vf is Poisson. Thus V is P[M ]-valued.
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Proof. It is clear that V is a derivation as {·, ·} is a derivation on the left. Moreover, for all f, g, h ∈
F [M ], we have

[Vf , Vg] .h = Vf .
(
Vg.h

)
− Vg.

(
Vf .h

)

=
{
f, {g, h}

}
−
{
g, {f, h}

}

=
{
{f, g}, h

}
by the Jacobi identity (B.1.1)

= V{f,g}.h,

hence equation (B.3.2). In the same way, using the Jacoby identity, we have

{Vf .g, h}+ {g, Vf .h} =
{
{f, g}, h

}
+
{
g, {f, h}

}
=
{
f, {g, h}

}
= Vf .{g, h}.

This proves that Vf is a Poisson vector �eld.

It is natural to ask whether every Poisson vector �eld can be written as a Hamiltonian vector �eld.
The answer is yes when M is symplectic and simply connected.

Theorem B.3.8. Let M be a symplectic manifold with symplectic form ω. Then, the Hamiltonian
vector �eld associated with f ∈ F [M ] is the unique vector �eld Vf such that

df = ιVfω,

where ιVf denotes the interior derivative with respect to Vf . Moreover, if M is simply connected, the
map V : F [M ] 7→ P[M ] is surjective.

Proof. Let us consider local coordinates xi on M and the associated expressions (B.1.2) and (B.1.4) of
the Poisson bracket and the symplectic form on M . For f ∈ F [M ], we have Vf .xi = {f, xi} = P ki ∂f

∂xk
.

Thus

ιVfω = ω(Vf , ·) = Pij dx
i(VF ) dxj = Pij

(
Vf .x

i
)
dxj = PijP

ki

︸ ︷︷ ︸
δkj

∂f

∂xk
dxj =

∂f

∂xk
dxk = df,

which proves the �rst part of the theorem (the uniqueness of Vf de�ned this way comes from the
non-degeneracy of ω).

Let us now consider a Poisson vector �eld X and let us de�ne the 1-form α = ιXω. By the Cartan
identity, we have

dα = d
(
ιXω

)
= −ιX

(
dω
)

+ LXω = 0,

as dω = 0 (ω is closed) and LXω = 0 (X is a Poisson vector �eld, see Proposition B.3.5). Thus, the
1-form α is closed. If M is simply-connected, X is also exact by the Poincaré lemma, i.e. α = df for
some f in F [M ]. We then conclude that X = Vf by the �rst part of the theorem.

B.4 Hamiltonian action of Lie groups

Let G be a Lie group, with Lie algebra g. We suppose that it acts smoothly on a di�erentiable manifold
M , through the action

G×M −→ M
(g, p) 7−→ ρ(g, p)

.

This action can be seen as a group homomorphism ρ : g 7→ ρ(g, ·) from G to the group Di�(M) of
di�eomorphisms of M . Taking the di�erential of this homomorphism at the identity, we get a linear
map

δ : g −→ X [M ]
ε 7−→ δε
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from the Lie algebra g = TeG to the space of vector �elds X [M ] = TIdDi�(M). As ρ is a group
homomorphism, the map δ is an homomorphism of Lie algebra from g to X [M ], equipped with the Lie
bracket of vector �elds. In other words, we have for any ε, ε′ ∈ g:

δ[ε,ε′] = [δε, δε′ ] . (B.4.1)

Let us now suppose that the action of G conserves the Poisson bracket, i.e. that for any �xed
g ∈ G, the map ρ(g, ·) : M → M is Poisson. Then, the map δ is valued in P[M ]. We shall further
suppose that the in�nitesimal actions δε are Hamiltonian for any ε ∈ g (this is directly the case if M
is symplectic and simply connected, by Theorem B.3.8). Then there exists a linear map

µ : g −→ F [M ]

such that for any ε ∈ g,
δε = Vµ(ε) = {µ(ε), ·}.

We call µ the moment map. It is easy to see that

δ = V ◦ µ, (B.4.2)

as for any ε ∈ g, V ◦ µ(ε) = V
(
µ(ε)

)
= Vµ(ε) = δε. As a linear map from g to F [M ], it can be seen as

an element of g∗ ⊗F [M ], i.e. as a g∗-valued function on M :

Q : M −→ g∗.

In terms of this function, we have, for all ε ∈ g and f ∈ F [M ],

δεf = 〈ε, {Q, f}〉, (B.4.3)

where 〈·, ·〉 represents the pairing on g× g∗.

Let us now suppose that g is semi-simple. Then there is a natural isomorphism between g∗ and g
via the Killing form κ on g, which is non-degenerate (see Appendix A.2). We can then consider the
image m of Q under this isomorphism, which is a g-valued function on M . The in�nitesimal action δε
of ε ∈ g can then be written

δε = Vκ(m,X) = κ
(
ε, {m, ·}

)
. (B.4.4)

If f is a g-valued function on M whose Poisson bracket vanishes with all other functions in F [M ]
(such a function is called a Casimir of

(
F [M ], {·, ·}

)
), then note that one can replace m by m + f in

the equation (B.4.4). It is a classical result [204] that using this freedom, one can always choose m to
satisfy the Kirillov-Kostant bracket de�ned in subsection B.2:

{
m1,m2

}
=
[
C12,m1

]
. (B.4.5)

This is due to the fact that δ is a Lie algebra homomorphism (and that a semi-simple Lie algebra has no
non trivial central extension). Conversely, if one has a g-valued map m satisfying the Kostant-Kirillov
bracket (B.4.5), one can de�ne a Lie algebra homomorphism δ from g to X [M ] by equation (B.4.4),
i.e. an in�nitesimal action of g on M .

The present subsection concerned left actions of the group G and thus of the Lie algebra g. One
can also develop a similar formalism for right actions. In this case, there is still a moment map m such
that equation (B.4.4) holds. However, the Poisson bracket (B.4.5) changes into minus itself.
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Appendix C

R-matrices and classical Yang-Baxter
equations

C.1 Classical Yang-Baxter Equations

Let g be a real Lie algebra, with Lie bracket [·, ·] (see Appendix A). In this appendix, we describe
the (modi�ed) Classical Yang-Baxter Equation, denoted (m)CYBE, on g. We will present both the
�operator� form and the �matricial� form of this equation and explain the link between these two forms.
We refer to [120,15,123,148] for more details.

mCYBE in �operator� form. Let R : g→ g be a linear operator on g. We say that R is a solution
of the operator mCYBE on g if it satis�es

∀X,Y ∈ g, [RX,RY ]−R
(
[RX,Y ] + [X,RY ]

)
= −α[X,Y ],

where α is a real number. We note that rescaling the operator R into λR sends solutions of the mCYBE
for α to solutions for λ2α. Thus, by an appropriate rescaling, we reduce the study of the mCYBE to
three cases: α = 0, α = 1 and α = −1. We will then consider the equation

∀X,Y ∈ g, [RX,RY ]−R
(
[RX,Y ] + [X,RY ]

)
= −c2[X,Y ], (C.1.1)

with c = 0 (homogeneous case), c = 1 (split case) and c = i (non-split case). When in the homogeneous
case c = 0, we then talk of the CYBE instead of the modi�ed CYBE. Note that R = ±c Id is a solution
of the mCYBE. Solutions of the (resp. homogeneous, split, non-split) mCYBE (C.1.1) are called (resp.
homogeneous, split, non-split) R-matrices. For R such a matrix, we de�ne the R-bracket on g as

[X,Y ]R = [RX,Y ] + [X,RY ], ∀X,Y ∈ g.

This bracket possesses many interesting properties, including being a Lie bracket. As it is one of the
main tool for the Chapter 5 of this thesis, it is described in detail in this chapter and we will not
study it further in this appendix. We will just rewrite the mCYBE in a more compact way using the
R-bracket:

∀X,Y ∈ g, [RX,RY ] + c2[X,Y ] = R
(
[X,Y ]R

)
. (C.1.2)

mCYBE in �matricial� form. In this section, we will use the tensorial notation i introduced in
Section 2.2. Let us suppose that g admits a non-degenerate invariant form κ, as for example the Killing
form for semi-simple Lie algebras. Then, one can de�ne the split quadratic Casimir C12 in g⊗ g (see
Appendix A.2.4).

Let R12 be a matrix in g ⊗ g. We say that R is a solution of the matricial mCYBE on g if it
satis�es [

R12, R13

]
+
[
R12, R23

]
+
[
R32, R13

]
= −c2

[
C12, C13

]
. (C.1.3)
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As for the operator case, a rescaling of R allows to consider c ∈ {0, 1, i}. Using equation (2.3.4), one
checks that ±cC12 is a solution of the mCYBE.

It is often useful to restrict to skew-symmetric matrices R12 = −R21. In this case, one can rewrite
the mCYBE on R in (the more often used) form

R12 = −R21 and
[
R12, R13

]
+
[
R12, R23

]
+
[
R13, R23

]
= −c2

[
C12, C13

]
.

We end this subsection by a remark on the right-hand side of the mCYBE (C.1.3). Using the
Jacoby identity and the fundamental property (A.2.6) of the split Casimir, one �nds that

[[
C12, C13

]
, X1 +X2 +X3

]
= 0, ∀X ∈ g.

Kernels of operators. Let us consider a matrix R12 ∈ g⊗g. We associate with this matrix a linear
operator R on g by

R(X) = κ2
(
R12, X2

)
, ∀ X ∈ g.

We then say that R12 is the kernel of R. The following lemma collects some basic facts about kernels.

Lemma C.1.1. We denote by t the transpose with respect to the bilinear form κ.

(i) The kernel of a linear operator R on g always exists and is unique.

(ii) The kernel of the identity is C12. More generally the kernel of R is R1C12.

(iii) The kernel of tR is R21. In particular R is skew-symmetric with respect to κ, i.e. R = −tR, if
and only if R12 = −R21.

Proof. The point (i) is a consequence of the non-degeneracy of κ. The point (ii) is a rewriting of the
completeness equation (A.2.7). Finally, let X,Y be any elements of g. We then have

κ
(
tR(X), Y ) = κ

(
X,R(Y )

)
= κ1

(
X,κ2

(
R12, Y2

))
= κ2

(
κ1
(
X1, R12

)
, Y2
)

= κ1
(
κ2
(
R21, X2

)
, Y1
)
.

As this is true for all Y ∈ g, we get, by non-degeneracy of κ,

tR(X) = κ2
(
R21, X2

)
,

which proves point (iii).

The following proposition relates the operator and matricial forms of the mCYBE:

Proposition C.1.2. Let R be a linear operator on g, with kernel R12. Then R is solution of the
operator mCYBE (C.1.1) if and only if R12 is a solution of (C.1.3).

Proof. We denote
Y123 =

[
R12, R13

]
+
[
R12, R23

]
+
[
R32, R13

]

the left-hand side of (C.1.3). For X,Y in g, we have

κ23
(
Y123, X2Y3

)
=

[
κ2
(
R12, X2

)
, κ3
(
R13, Y3

)]
+ κ2

([
R12, κ3

(
R23, Y3

)]
, X2

)

+κ3
([
κ2
(
R32, X2

)
, R13

]
, Y3
)

= [RX,RY ] + κ2
([
R12, RY2

]
, X2

)
+ κ3

([
RX3, R13

]
, Y3
)

= [RX,RY ]− κ2
(
R12, [R,RY ]2)− κ3

(
R13, [RX,Y ]3

)

= [RX,RY ]−R
(
[RX,Y ] + [X,RY ]

)
.

In the same way, we have

κ23
([
C12, C13

]
, X2Y3

)
=
[
κ2
(
C12, X2

)
, κ3
(
C13, Y3

)]
= [X,Y ].

Thus, one has

κ23
(
Y123 + c2

[
C12, C13

]
, X2Y3

)
= [RX,RY ]−R

(
[RX,Y ] + [X,RY ]

)
+ c2[X,Y ],

hence the proposition.
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C.2 Adler-Kostant-Symes scheme

AKS construction. In this appendix, we present a general scheme to construct R-matrices on a
Lie algebra g, called the Adler-Kostant-Symes (AKS) scheme [205�207]. At least for the beginning of
this section, we shall consider g to be a complex Lie algebra (we will explain later how to apply this
construction to real Lie algberas). We suppose that g can be decomposed as

g = A⊕B ⊕ C, (C.2.1)

where A, B and C are three subalgebras of g and ⊕ denotes a direct sum as a vector space. Note that
we do not require A, B and C to be in direct sum as Lie algebras, i.e. to satisfy [A,B] = [A,C] =
[B,C] = 0. However, we will impose the following conditions on C:

[C,C] = 0, [C,A] ⊂ A and [C,B] ⊂ B. (C.2.2)

In particular, C must be an abelian subalgebra of g. Note that if g = A⊕B with A and B subalgebras,
we are in the situation described above by de�ning C = {0} (without any assumptions on A and B).

We will denote by πS (S = A,B,C) the projectors along the decomposition (C.2.1). Moreover, for
X in g, we will denote by simplicity XS = πSX. Let φC be a linear operator from C to itself: we
extend it to an operator of the whole algebra g by letting φC(A) = φC(B) = 0. Let us then de�ne the
AKS operator R on g as:

R = c
(
πA − πB) + φC . (C.2.3)

Theorem C.2.1. R is a solution of the operator mCYBE (C.1.1).

Proof. Let us �rst compute the R-bracket associated with the operator R. As g = A⊕B⊕C, we have
X = XA +XB +XC for all X ∈ g. One then �nds

[X,Y ]R = [RX,Y ] + [X,RY ]

= [c(XA −XB) + φCX,YA + YB + YC ] + [XA +XB +XC , c(YA − YB) + φCY ]

= c ([XA, YA] +�����[XA, YB]−�����[XB, YA]− [XB, YB])

+c[XA, YC ]− c[XB, YC ] + [φCX,YA] + [φCX,YB]

+c ([XA, YA]−�����[XA, YB] +�����[XB, YA]− [XB, YB])

+c[XC , YA]− c[XC , YB] + [XA, φCY ] + [XB, φCY ],

where we used the fact that [C,C] = 0. Thus, one has

[X,Y ]R = 2c[XA, YA] + c[XA, YC ] + c[XC , YA] + [φCX,YA] + [XA, φCX]︸ ︷︷ ︸
∈A

(C.2.4)

−
(

2c[XB, YB] + c[XB, YC ] + c[XC , YB]− [φCX,YB]− [XB, φCX]
)

︸ ︷︷ ︸
∈B

,

using the fact that [A,C] ⊂ A and [B,C] ⊂ C. As [X,Y ]R does not contain any element of C, one has

R
(
[X,Y ]R

)
= c(πA − πB)[X,Y ]R.

We then �nd

R
(
[X,Y ]R

)
= c2

(
2[XA, YA] + 2[XB, YB] + [XA, YC ] + [XC , YA] + c[XB, YC ] + c[XC , YB]

)

+c
(

[φCX,YA − YB] + [XA −XB, φCX]
)
.

In the same way, we have

[RX,RY ] + c2[X,Y ] = [c(XA −XB) + φCX, c(YA − YB) + φCY ] + c2[XA +XB +XC , YA + YB + YC ].

Developping this expression and using [C,C] = 0, one �nds that

R
(
[X,Y ]R

)
= [RX,RY ] + c2[X,Y ],

i.e. R satis�es the operator mCYBE (C.1.1).
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Standard AKS operator. Let us consider the R-matrix (C.2.3) constructed from the AKS con-
struction. We will say that R is standard if we chose φC = 0 and c 6= 0, so that

R = c(πA − πB) (C.2.5)

is either a split or a non-split R-matrix (not a homogeneous one).

Proposition C.2.2. Let R be a solution of the operator mCYBE (C.1.1). Then R is a standard AKS
operator if and only if R3 = c2R.

Proof. It is clear that R = c(πA − πB) satis�es R3 = c2R. Conversely let us suppose that we have a
solution R of (C.1.1) satisfying R3 = c2R. Then R is diagonalisable and have eigenvalues in {0, c,−c}.
We then de�ne A = Ker(R − c), B = Ker(R + c) and C = Ker(R). As R is diagonalisable, one has
the vector space decomposition g = A⊕B ⊕ C and R can be re-expressed as R = c(πA − πB).

To prove that R is an AKS operator, we now need to show that A, B and C are subalgebras of
g and that C satis�es the condition (C.2.2). Recall the expression (C.1.2) of the mCYBE. We will
distinguish several cases.

For example let us suppose that X and Y are in A. We then have RX = cX and RY = cY . Thus,
one has

[X,Y ]R = [RX,Y ] + [X,RY ] = 2c[X,Y ] and [RX,RY ] + c2[X,Y ] = 2c2[X,Y ].

We then get by (C.1.2) that
(R− c)

(
[X,Y ]

)
= 0.

Thus, [X,Y ] ∈ A = Ker(R− c). We then deduce that A is a subalgebra of g.
In the same way, choosing appropriately X and Y either in A, B or C, one shows from (C.1.2) that

B is also a subalgebra of g, that C is abelian and that C satis�es (C.2.2). This ends the demonstration
of the proposition.

One can note that a standard AKS operator R satis�es R2 = c2Id if and only if C = 0.

Let us now suppose that g is equipped with an invariant non-degenerate bilinear form κ (for example
the Killing form if g is semi-simple). We can then associate a kernel R12 ∈ g ⊗ g with the standard
AKS operator R, which satis�es the matricial mCYBE (C.1.3) (see Section C.1). Recall from Lemma
C.1.1 that R12 is skew-symmetric if and only if R is skew-symmetric with respect to κ. The following
proposition gives a necessary and su�cient condition to happen.

Proposition C.2.3. The standard AKS operator R is skew-symmetric if and only if A and B are
κ-isotropic and C is κ-orthogonal to A and B.

In this case, κ pairs non-degenerately A and B and restricts to a non-degenerate form on C. If {Ia}
is a basis of A, there exists a corresponding dual basis {Ia} in B. Then, the kernel R12 of R is

R12 = c
(
Ia ⊗ Ia − Ia ⊗ Ia

)
. (C.2.6)

Proof. For E a subspace of g, we denote by E⊥ the orthogonal of E with respect to κ:

E⊥ = {X ∈ g | κ(X,Y ) = 0, ∀Y ∈ E}.

It is a standard result on quadratic forms that

tπA = πA′ ,
tπB = πB′ and tπC = πC′ ,

with πA′ , πB′ and πC′ the projections along the decomposition

g = A′ ⊕B′ ⊕ C ′, with A′ = (B ⊕ C)⊥, B′ = (A⊕ C)⊥, C ′ = (A⊕B)⊥.
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Thus, one has
tR = c(πA′ − πB′),

hence R = −tR if and only if A = B′ = (A⊕ C)⊥ and B = A′ = (B ⊕ C)⊥.
If this the case, then one has κ(A,A) = κ(B,B) = κ(A,C) = κ(B,C) = 0, i.e. A and B

are κ-isotropic and C is κ-orthogonal to A and B. Conversely, if we suppose the latter, we have
A ⊆ (A ⊕ C)⊥ = B′ and B ⊆ (B ⊕ C)⊥ = A′: we then conclude that these inclusions are equalities
from dimension considerations. This proves the �rst part of the proposition.

Let us now suppose that we are in the case described above. As κ is non-degenerate and A does
not pair with A⊕C, κ should pair non-degenerately A and B. In the same way, C does not pair with
A⊕B so it should pair non-degenerately with itself. The expression (C.2.6) then follows from the fact
that the kernel of πA and πB are respectively Ia⊗Ia and Ia⊗Ia, which is straightforward to prove.

Let us suppose that we are in the case described by Proposition C.2.3. Let us also consider a basis
{Jb} of C and the corresponding dual basis {Jb}, which is then also in C. The Casimir can then be
written as

C12 = Ia ⊗ Ia + Ia ⊗ Ia + Jb ⊗ Jb.
We will use the two matrices

R+
12 = R12 + cC12 = c

(
2 Ia ⊗ Ia︸ ︷︷ ︸
∈A⊗B

+ Jb ⊗ Jb︸ ︷︷ ︸
∈C⊗C

)
, (C.2.7a)

R−12 = R12 − cC12 = −c
(
2 Ia ⊗ Ia︸ ︷︷ ︸
∈B⊗A

+ Jb ⊗ Jb︸ ︷︷ ︸
∈C⊗C

)
, (C.2.7b)

which are the kernels of R± = R± c Id.

AKS matrices for real algebras. Let us consider a real Lie algebra g0. We denote by g its
complexi�cation and by τ the antilinear involutive automorphism of g such that g0 is the real form
g0 = gτ of g (see Appendix A.3). Let us suppose that g admits a R-matrix R.

Proposition C.2.4. The operator R induces a R-matrix of g0 if and only if R ◦ τ = τ ◦R.

Proof. If R stabilises g0, the induced operator of g0 also satis�es the mCYBE. Thus one needs to
�nd a sine qua non condition for R to stabilise g0 = gτ = {X ∈ g | τ(X) = X}. It is a classical fact
from linear algebra that R and τ commute if and only if R stabilises all eigenspaces of τ (as τ is
diagonalisable). Thus R ◦ τ = τ ◦R implies that R stabilises g0. Conversely, if R stabilises g0, it also
stabilises the other eigenspace ig0 of τ , as R is C-linear: then R and τ commute.

Conversely, if one has a R-matrix on g0, it can be extended to a matrix R on g, also satisfying the
mCYBE equation. In this case, this matrix R commutes with τ .

Let us now suppose that g admits an AKS decomposition (C.2.1), as described in the �rst paragraph
of this section. We can then apply the AKS scheme to �nd R matrices on g.

Proposition C.2.5. Let R be the standard AKS operator (C.2.5) on g. Then R induces a R-matrix
on g0 if and only if:

• τ(A) = A, τ(B) = B and τ(C) = C, in the split case c = 1,

• τ(A) = B (hence also τ(B) = A) and τ(C) = C, in the non-split case c = i.

Proof. For S = A,B,C, we de�ne S = τ(S) and πS = τ ◦ πS ◦ τ−1. We have

πS ◦ πS′ = τ ◦
(
πS ◦ πS′

)
◦ τ−1 = δSS′ τ ◦ πS ◦ τ−1 = δSS′ πS

and
πA + πB + πC = τ ◦

(
πA + πB + πC

)
◦ τ−1 = τ ◦ Id ◦ τ−1 = Id.
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Thus, the πS 's form a complete set of projectors. As Im(πS) = τ
(
Im(πS)

)
= S, they are the projectors

associated with the decomposition g = A⊕B ⊕ C. We thus have

τ ◦ πS ◦ τ−1 = πS .

In particular, we have
τ ◦R ◦ τ−1 = c

(
πA − πB

)
.

We will then distinguish the split and non split cases.
If c = 1 (split case), we see that τ commutes with R if and only if πA−πB = πA−πB. As these two

operators are diagonalisable with eigenvalues {0, 1,−1}, they coincide if and only if their eigenspaces
are the same, thus if and only if A = A, B = B and C = C.

If c = i (non-split case), we then have that τ commutes with R if and only if πA − πB = πB − πA.
Using similar arguments as above, this is equivalent to A = B and B = A and C = C.

Note that in the split case, the subalgebras S = A,B,C are stabilised under the action of τ . Thus
one can de�ne S0 = Sτ , which are subalgebras of g0. We then get a decomposition g0 = A0⊕B0⊕C0,
which satis�es the conditions of the AKS construction. The standard R-matrix on g0 that one would
obtain from this construction then coincides with the restriction of R on g0.

At the contrary, in the non-split case, the subalgebras S = A,B,C are not stabilised by τ . Thus,
they do not possess real forms in g0 and we cannot interpret the R-matrix on g0 as an AKS operator
constructed from real subalgebras of g0.

C.3 Standard R-matrices on �nite semi-simple Lie algebras.

Let us consider a �nite dimensional complex semi-simple Lie algebra g. It is then described by the
formalism developed in Section A.2. In particular, it possesses a Cartan-Weyl decomposition:

g = n+ ⊕ n− ⊕ h.

The subalgebras A = n+, B = n− and C = h satisfy the conditions required for the AKS scheme
described in Subsection C.2. Let us then consider the corresponding standard AKS operator

R = c(π+ − π−), (C.3.1)

where we abbreviated the projections on n± as π±.

The algebra g is equipped with a non-degenerate invariant form, the Killing form κ. The nilpotent
subalgebras n± are isotropic with respect to κ and are orthogonal to the Cartan subalgbera h (see
Subsection A.2.1). According to Proposition C.2.3, the matrix R is thus skew-symmetric.

A basis of n± is given by the Eα's with α in the positive root system ∆+. According to equation
(A.2.1), the corresponding dual basis in n− is {Fα = E−α}α∈∆+ . The kernel of R is then given by
Proposition C.2.3 as

R12 = c
∑

α∈∆+

(
Eα ⊗ Fα − Fα ⊗ Eα

)
. (C.3.2)

The matrices R±12 introduced in equation (C.2.7) are then given by

R+
12 = 2c

∑

α∈∆+

Eα ⊗ Fα + cH12 and R−12 = −2c
∑

α∈∆+

Fα ⊗ Eα − cH12,

with H12 ∈ h⊗ h as introduced in Subsection A.2.4.

So far, we constructed a standard AKS operator R on the complex Lie algebra g. In Subsection
A.3.2, we discussed real forms of g and in particularly the split and non-split real forms.
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Let us consider the split real form. By equations (A.3.1) and (A.3.2), we see that in this case, the
subalgebras n+, n− and h are stabilised by τ . According to Proposition C.2.5, the split AKS matrix
(C.3.1) for c = 1 then induces a R-matrix on the split real form of g.

Let us consider now the non-split real form. By equations (A.3.4) and (A.3.5), we see that τ
stabilises h and exchange n+ and n−. By Proposition C.2.5, the non-split AKS matrix (C.3.1) for c = i
then restricts to the non-split real form of g.

C.4 Standard R-matrices on loop algebras.

Loop algebras. Let us consider a complex Lie algebra g, equipped with an invariant non-degenerate
bilinear form κ. We introduce the loop algebra

L(g) = g((λ)) = g⊗ C((λ)),

where C((λ)) denotes the complex Laurent series in a formal variable λ (formal power series in λ with
a �nite number of negative powers). We de�ne a Lie bracket on L(g) by extending the one on g:

[X ⊗ f, Y ⊗ g] = [X,Y ]⊗ fg, ∀ X,Y ∈ g and ∀ f, g ∈ C((λ)).

Moreover, we extend the bilinear form κ on L(g) as

〈X ⊗ f, Y ⊗ g〉 = κ(X,Y ) res
λ=0

f(λ)g(λ)dλ, ∀ X,Y ∈ g and ∀ f, g ∈ C((λ)).

One can see elements of L(g) as g-valued Laurent series in the variable λ. In this case, the bracket
de�ned above is the point-wise bracket

∀M,N ∈ L(g), [M,N ](λ) =
[
M(λ), N(λ)

]
.

In the same way, the bilinear form above is

∀M,N ∈ L(g), 〈M,N〉 = res
λ=0

κ
(
M(λ), N(λ)

)
dλ =

∮
κ
(
M(λ), N(λ)

)
dλ, (C.4.1)

where the integral is taken on a closed contour around 0. This bilinear form on L(g) is invariant and
non-degenerate, as κ is invariant and non-degenerate.

Standard AKS operator on L(g). The loop algebra L(g) admits a natural vector space decom-
position

L(g) = g((λ)) = g[[λ]]⊕ λ−1g[λ−1] (C.4.2)

into series of positive and strictly negative powers of the loop parameter λ, respectively. The subspaces
g[[λ]] and λ−1g[λ−1] are subalgebras of L(g). Thus, the decomposition (C.4.2) satis�es the condition
of the AKS scheme described in Section C.2, with A = g[[λ]], B = λ−1g[λ−1] and C = {0}. We denote
by π+ and π− the projectors along this decomposition. The standard AKS operator

R = π+ − π− (C.4.3)

is thus a solution of the (split) operator mCYBE (C.1.1) on L(g).

The algebra L(g) is equipped with the invariant non-degenerate bilinear form (C.4.1). If M,N
belong to g[[λ]], the power series κ

(
M(λ), N(λ)

)
is composed of positive powers of λ and thus has no

residue, hence 〈M,N〉 = 0. Thus, the subalgebra g[[λ]] is isotropic with respect to 〈·, ·〉. In the same
way, if M,N belong to λ−1g[λ−1], the power series κ

(
M(λ), N(λ)

)
is composed of powers of λ stritcly

inferior to one and thus has no residue. Thus, the subalgebra λ−1g[λ−1] is also isotropic. According
to Proposition C.2.3, the operator R is thus skew-symmetric.
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Kernels and standard R-matrix on L(g). As L(g) is equipped with a non-degenerate bilinear
form, one should be able to consider kernels of operators on L(g), as described in section C.1. However,
due to the in�nite dimensional nature of L(g), the de�nition and manipulation of these kernels are
quite subtle. Indeed, the kernel of an operator of L(g) is not technically an element of the tensor
product L(g)⊗ L(g) but an element of a completion of this space. We will not enter into details here
as this is a technical and subtle matter: we will only present the main ideas needed for this thesis and
refer to [123] for details and rigorous proofs.

The completion of L(g) ⊗ L(g) mentioned above is composed of in�nite series in two variables λ
and µ, valued in g ⊗ g (where the variables λ and µ to be the loop variables of respectively the left
and right tensor factor in L(g)⊗L(g)). These can be seen as distributions in the two variables λ and
µ. For example, the quadratic Casimir C̃12 of L(g) is related to the Casimir C12 of g by

C̃12(λ, µ) = C12 δ(λ− µ), (C.4.4)

where δ is the Dirac δ-distribution. Without developping the rigorous mathematical formalism behind
this, let us motivate this expression for C̃. LetM ∈ L(g), which can then be seen as a g-valued Laurent
series in λ. By the second equality in (C.4.1), we then have

〈C̃12,M2〉2(λ) =

∮
κ2
(
C̃12(λ, µ),M2(µ)

)
dµ,

where the integral is taken on µ as it is the loop variable associated with the second tensor factor L(g).
Using the expression (C.4.4) of C̃, one then gets

〈C̃12,M2〉2(λ) =

∮
κ2
(
C12,M2(µ)

)
δ(λ− µ)dµ = κ2

(
C12,M2(λ)

)
= M(λ),

where we used the de�nition of the δ-distribution for the second equality and the completeness relation
for the �nite Casimir C12 for the last one. Thus, we get

〈C̃12,M2〉2 = M,

as expected for the Casimir of L(g), as it is the kernel of the identity operator.

Let R̃12 denote the kernel of the AKS operator R de�ned in (C.4.3). It is valued in the completion
of L(g) ⊗ L(g) mentioned above and thus is a g ⊗ g-valued distribution in the two variables λ and
µ. Moreover, it is a solution of the matricial mCYBE (C.1.3) on L(g). According to the expression
(C.4.4) of the Casimir of L(g), this equation then reads:

[
R̃12(λ1, λ2), R̃13(λ1, λ3)

]
+
[
R̃12(λ1, λ2), R̃23(λ2, λ3)

]
+
[
R̃32(λ3, λ2), R̃13(λ1, λ3)

]
(C.4.5)

=
[
C12, C13

]
δ(λ1 − λ2)δ(λ1 − λ3).

The right-hand side of this equation is called a contact term. It is non-zero only if the loop variables
λi's coincide. Computing the kernel R̃12, one �nds

R̃12(λ, µ) = p.v.
C12

µ− λ,

where p.v. denotes the principal value (see [123] for the precise de�nition). R̃12(λ, µ) is thus a distri-
bution on the two variables λ and µ, satisfying the mCYBE (C.4.5). Let us consider the same kernel
but without the principal value: we then get the standard R-matrix on L(g),

R0
12(λ, µ) =

C12

µ− λ

as introduced in (2.3.6). Contrarily to R̃12(λ, µ), it is a meromorphic function of λ and µ, valued in
g⊗ g, and not a distribution. For di�erent values of the loop variables λ and µ, the fraction (µ− λ)−1
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coincide with its principal value, hence the kernels R0
12 and R̃12 coincide for λ 6= µ. Computing the

left-hand side of (C.4.5) for R0 instead of R̃, one can show that considering the meromorphic function
instead of its principal value as for e�ect to discard the distribution-valued contact term, which is
not zero only when the three loop variables are equal. Thus, one �nds that R0 is a solution of the
non-modi�ed CYBE on L(g)

[
R0

12(λ1, λ2),R0
13(λ1, λ3)

]
+
[
R0

12(λ1, λ2),R0
23(λ2, λ3)

]
+
[
R0

32(λ3, λ2),R0
13(λ1, λ3)

]
= 0.

Twist function and kernel. In the previous paragraph, we constructed the standard R-matrix on
L(g) by considering the kernel of the operator (C.4.3) with respect to the bilinear form (C.4.1). Let
us slightly modify the bilinear form:

∀M,N ∈ L(g), 〈M,N〉ϕ = res
λ=0

κ
(
M(λ), N(λ)

)
ϕ(λ)dλ =

∮
κ
(
M(λ), N(λ)

)
ϕ(λ)dλ, (C.4.6)

where ϕ is a rational functional of λ.
This bilinear form is also invariant and non-degenerate on L(g). One can then de�ne the corre-

sponding kernel of the operator R, which will then be a solution of the mCYBE (C.4.5). As in the
previous paragraph, considering a meromorphic function instead of its principal value, one obtains a
matrix R12(λ, µ) solution of the non-modi�ed CYBE. This matrix reads

R12(λ, µ) =
C12

µ− λϕ(µ)−1 = R0
12(λ, µ)ϕ(µ)−1. (C.4.7)

We recognize here the R-matrix (2.4.1) introduced in Chapter 2. The function ϕ is then what we
called the twist function in this chapter.

Note that for ϕ di�erent from a constant function, the subalgebras g[[λ]] and λ−1g[λ−1] of L(g)
are not isotropic with respect to the bilinear form 〈·, ·〉ϕ. Thus, we get a non skew-symmetric kernel
R12(λ, µ), as we can directly observe on equation (C.4.7).

Twisted R-matrices. We end this section by discussing the loop interpretation of the twisted
standard R-matrices (2.3.8) on L(g). Suppose that we are given an automorphism σ of g, of �nite
order T . Let ω be a T th-root of unity. We de�ne an endomorphism σ̂ on L(g) by

∀M ∈ L(g), σ̂(M)(λ) = σ
(
M(ω−1λ)

)
.

This is an automorphism of L(g), also of order T . We de�ne the twisted loop algebra by σ as the
subalgebra of �xed points of σ̂:

L(g, σ) = L(g)σ̂.

The elements of L(g, σ) are then equivariant g-valued Laurent series, in the sense that:

∀M ∈ L(g), M ∈ L(g, σ)⇐⇒ σ
(
M(λ)

)
= M(ωλ).

The subalgebras g[[λ]] and λ−1g[λ−1] of L(g) are stabilised by σ̂. Thus, the decomposition (C.4.2) of
L(g) induces the following decomposition of L(g, σ);

L(g, σ) = g[[λ]]σ̂ ⊕ λ−1g[λ−1]σ̂.

This de�nes an AKS decomposition on L(g, σ). We denote by πσ+ and πσ− the projectors along this
decomposition. Applying the AKS scheme, we get an operator

Rσ = πσ+ − πσ−

of L(g, σ), solution of the operator mCYBE.
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Recall the invariant non-degenerate bilinear form (C.4.6) on L(g), twisted by the function ϕ(λ).
This form reduces to an invariant non-degenerate form on L(g, σ) = L(g)σ̂ if it is invariant under the
action of σ̂, i.e. if

〈σ̂(M), σ̂(N)〉ϕ = 〈M,N〉ϕ, ∀M,N ∈ L(g).

This is true if and only if the twist function ϕ satis�es the equivariance condition

ϕ(ωλ) = ω−1ϕ(λ).

We recognize here the equivariance condition (2.4.5) discussed in Chapter 2. We will now suppose that
this condition is veri�ed, so that 〈·, ·〉ϕ de�nes an invariant non-degenerate bilinear form on L(g, σ).
We can then construct the kernel of the operator Rσ. As in the previous subsections, considering
meromorphic functions instead of principal values, we get from this kernel a matrix solution of the
non-modi�ed CYBE:

R12(λ, µ) = R0
12(λ, µ)ϕ(µ)−1,

where

R0
12(λ, µ) =

1

T

T−1∑

k=0

σk1C12

µ− ω−kλ.

We recognize here the standard R-matrix twisted by σ, as introduced in (2.3.8).
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Abstract: The bi-Yang-Baxter σ-model is a certain two-parameter deformation of the

principal chiral model on a real Lie group G for which the left and right G-symmetries of the

latter are both replaced by Poisson-Lie symmetries. It was introduced by C. Klimč́ık who

also recently showed it admits a Lax pair, thereby proving it is integrable at the Lagrangian

level. By working in the Hamiltonian formalism and starting from an equivalent description

of the model as a two-parameter deformation of the coset σ-model on G × G/Gdiag, we

show that it also admits a Lax matrix whose Poisson bracket is of the standard r/s-form

characterised by a twist function which we determine. A number of results immediately

follow from this, including the identification of certain complex Poisson commuting Kac-

Moody currents as well as an explicit description of the q-deformed symmetries of the

model. Moreover, the model is also shown to fit naturally in the general scheme recently

developed for constructing integrable deformations of σ-models. Finally, we show that

although the Poisson bracket of the Lax matrix still takes the r/s-form after fixing the

Gdiag gauge symmetry, it is no longer characterised by a twist function.

Keywords: Integrable Field Theories, Sigma Models

ArXiv ePrint: 1512.02462

Open Access, c© The Authors.

Article funded by SCOAP3.
doi:10.1007/JHEP03(2016)104

251



J
H
E
P
0
3
(
2
0
1
6
)
1
0
4

Contents

1 Introduction 2

2 The bi-Yang-Baxter σ-model 4

2.1 Lagrangian analysis 4

2.1.1 Action 4

2.1.2 Equations of motion 5

2.1.3 Lax pair 5

2.2 Hamiltonian analysis 7

2.2.1 Conjugate momentum 7

2.2.2 Poisson brackets and Hamiltonian density 7

2.2.3 Hamiltonian Lax matrix 8

2.3 One-parameter deformation limit 9

3 Hamiltonian integrability 10

3.1 r/s-form and twist functions 10

3.2 Expected form of the Poisson bracket 11

3.3 Poisson bracket of the Lax matrix 12

3.4 Twist function of the model 12

4 Formulation in the double Lie algebra 13

4.1 Lax pair in the double Lie algebra 13

4.2 Poisson bracket of the Lax matrix with itself 14

4.2.1 R-matrix and inner product 14

4.2.2 Inner product for the bi-Yang-Baxter σ-model 15

5 Analysis of the twist function and symmetries 16

5.1 Lax matrix at the poles of the twist function 16

5.2 Lift to the cotangent bundle T ∗L(G×G) 17

5.3 q-deformed symmetry algebra 17

5.4 Reconstruction of the Hamiltonian 18

6 Gauge fixing and Lax matrix 18

7 Conclusion 20

A Coefficients AQ and JQ 21

– 1 –

252



J
H
E
P
0
3
(
2
0
1
6
)
1
0
4

1 Introduction

The Yang-Baxter σ-model is a one-parameter deformation of the principal chiral model,

first introduced by C. Klimč́ık more than twenty years ago [1]. Its name stems from the

presence of a solution of the modified classical Yang-Baxter equation in its action. The

classical integrability of this model at the Lagrangian level was later proved in [2] by ex-

hibiting a Lax pair, the flatness of which reproduces the equations of motion. Recently, the

Yang-Baxter σ-model was recovered as the simplest case of a general procedure developed

to deform a broad class of integrable σ-models while preserving their integrability [3, 4].

The whole construction is deeply rooted in the Hamiltonian formalism. In particular, one

of its salient features is that the integrability at the Hamiltonian level of the resulting

deformed σ-models is ensured from the very outset.

Recall that proving Hamiltonian integrability requires more than determining a Lax

pair. Indeed, the existence of a Lax pair only implies that there is an infinite number of

conserved quantities. However, the Hamiltonian definition of integrability requires showing

instead that there is an infinite number of quantities Poisson commuting with one another,

not just with the Hamiltonian. Such a property is guaranteed if the Poisson bracket of the

Lax matrix, defined as the spatial component of the Lax pair, can be put in the general

r/s-form [5, 6]. Furthermore, it was shown in [7] for the principal chiral model, and in [8]

for symmetric space σ-models and the AdS5 × S5 superstring theory, that the algebraic

structure behind the r/s-form of these σ-models is encoded in a so called twist function.

The twist function of a given integrable σ-model plays a key role in the study of its in-

tegrable deformations. Indeed, the one-parameter integrable deformations of the principal

chiral model and (semi-)symmetric σ-models constructed in [3, 9] were obtained by deform-

ing their twist functions. More precisely, the focus of [3, 9] was on the so called Yang-Baxter

class of deformations, of which the Yang-Baxter σ-model is the prototype. There exists an-

other way of deforming the σ-models in question, with a completely different Lagrangian de-

scription [10–19]. Nevertheless, in the Hamiltonian framework, the procedure for obtaining

these alternative deformations may also be interpreted as deforming the corresponding twist

functions [11, 20]. For completeness, let us also mention that within the Yang-Baxter class

of integrable deformations there is also a way to deform a given σ-model by using a solution

of the classical Yang-Baxter equation [21–31], but without changing its twist function [20].

The bi-Yang-Baxter σ-model was also proposed in [2] as a two-parameter deformation

of the principal chiral model. Its Lagrangian integrability was only proved relatively re-

cently in [32]. An interesting feature of this model is the following. Whereas the principal

chiral model on a real Lie group G admits an invariance under G × G by left and right

multiplications of the G-valued field, in the Yang-Baxter σ-model one of these two global

symmetries gets deformed to UP
q (g), the Poisson algebra analogue of a quantum group.

Here q is a function of the single deformation parameter. The bi-Yang-Baxter σ-model can

be seen as a further deformation of the Yang-Baxter σ-model in which both left and right

global G-symmetries get deformed [2].

In this article we will focus on the Hamiltonian analysis of the bi-Yang-Baxter σ-model.

In section 2, we begin by recalling the action of the bi-Yang-Baxter σ-model. We start from
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its formulation as a two-parameter deformation of the coset σ-model on G×G/Gdiag, where

Gdiag is the diagonal subgroup of G×G. That is, when both deformation parameters are

turned off we obtain the coset σ-model on G×G/Gdiag. The principal chiral model on G

is then recovered in a particular gauge. This point of view on the bi-Yang-Baxter σ-model

was recently adopted in [33] where the corresponding Lax pair was introduced. Since the

deformation preserves the gauge invariance under Gdiag, a first-class constraint appears in

the canonical analysis. In the presence of such constraints, the Hamiltonian Lax matrix

L(z), with z the spectral parameter, is not fully determined by its Lagrangian counterpart.

Indeed, one has the freedom to add to the latter a term consisting of an arbitrary function

f(z) times the constraint. This freedom was first shown to play an important role in [34, 35]

for the AdS5 × S5 superstring theory.

In section 3 we show that the Poisson bracket of L(z) and L(z′) takes the desired r/s-

form ensuring Hamiltonian integrability for a specific choice of the function f(z). More

precisely, since we are considering a deformation of the coset σ-model on G×G/Gdiag, the

Lax matrix naturally takes values in the twisted loop algebra of the real doubleDg = g⊕g of

the Lie algebra g of G. However, in this particular case it is possible to work instead with a

Lax matrix taking values in the loop algebra of a single copy of g. The corresponding r- and

s-matrices are the skew-symmetric and symmetric parts, respectively, of an R-matrix of the

standard form depending on a two-parameter twist function ϕbYB(z) which we determine.

To complete the analysis, in section 4 we indicate how the result obtained may be

understood when working with a Lax matrix valued in the twisted loop algebra of Dg. In

this formalism, the Poisson bracket of the Lax matrix with itself is still of the r/s-form but

where the R-matrix takes on a novel form depending on both the twist function ϕbYB(z)

and its “mirror” image ϕbYB(−z). This R-matrix is shown to correspond to the kernel of

the standard solution of the modified classical Yang-Baxter equation on the twisted loop

algebra of Dg but with respect to an non-standard inner product on the latter. All these

results show that the bi-Yang-Baxter σ-model belongs to the same class of deformations

as those constructed in [3]. Indeed, it corresponds to a deformation of the twist function

of the G×G/Gdiag coset σ-model.

In section 5, we recall the importance of studying the poles of the twist function.

Specifically, we show that the Lax matrix L(z) evaluated at the poles of the twist function

ϕbYB(z) yields a pair of Poisson commuting Kac-Moody currents valued in the complexi-

fication gC = g ⊗ C of the real Lie algebra g. We go on to show how the canonical fields

of the bi-Yang-Baxter σ-model may be recovered from the Lax matrix at the poles of the

twist function. The upshot of this analysis is that the bi-Yang-Baxter σ-model also fits

the general scheme described in [20]. As another important output of studying the (gauge

transformed) monodromy matrix at the poles of ϕbYB(z), it immediately follows that the

global G × G symmetry of the principal chiral model gets deformed to UP
q (g) × UP

q̃ (g).

We indicate how we recover the values of q and q̃ first given in [33]. This generalises the

situation in [3] recalled above, and which first appeared in the context of the Yang-Baxter

σ-model on SU(2), also known as the squashed S3 σ-model [36, 37].

Finally, in section 6 we study the fate of the r/s-form of the Lax matrix algebra

when gauge fixing the local Gdiag-symmetry of the bi-Yang-Baxter σ-model. We do this
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by regarding the gauge fixing as a gauge transformation on the Lax matrix. This enables

one to determine how the r/s-form behaves under this gauge fixing. We show that the r-

and s-matrices are no longer fully determined by a twist function but depend also on the

R-matrices characterising the Yang-Baxter type deformation.

2 The bi-Yang-Baxter σ-model

2.1 Lagrangian analysis

2.1.1 Action

Let G be a semi-simple real Lie group with Lie algebra g. Let R and R̃ be two skew-

symmetric solutions of the modified classical Yang-Baxter equation (mCYBE) on g, i.e.

endomorphisms of g such that for every x, y ∈ g, we have

κ(x,Ry) = −κ(Rx, y), (2.1a)

[Rx,Ry] = R
(
[Rx, y] + [x,Ry]

)
+ [x, y], (2.1b)

and similarly for R̃. Here κ denotes the Killing form on g defined as κ(x, y) = −Tr
(
adxady

)

for any x, y ∈ g.

We then consider the bi-Yang-Baxter σ-model associated with R and R̃, defined by

the following action for a field (g, g̃) valued in the double group G×G [33]

S[g, g̃] = K

∫
dτdσ κ

(
j+ − j̃+,

(
1−

η

2
Rg −

η̃

2
R̃g̃

)−1

(j− − j̃−)

)
. (2.2)

K, η and η̃ are real parameters, ∂± = ∂τ ± ∂σ, and we have introduced the following

notations

j± = g−1∂±g, j̃± = g̃−1∂±g̃,

Rg = Ad−1
g ◦R ◦Adg, R̃g̃ = Ad−1

g̃ ◦ R̃ ◦Adg̃,

Adg(M) = gMg−1.

Let us notice here that Rg and R̃g̃ are also skew-symmetric solutions of the mCYBE.

When η = η̃ = 0 we recover the coset σ-model on the quotient G × G/Gdiag by the

diagonal subgroup Gdiag of G × G. It is direct to check that, like the coset σ-model,

the bi-Yang-Baxter σ-model is invariant under gauge transformations taking values in the

subgroup Gdiag, namely

g 7→ gh−1 and g̃ 7→ g̃h−1, (2.3)

with h a field valued in the group G. We may impose the gauge fixing condition g̃ = Id,

which is attained by performing the gauge transformation (2.3) with h = g̃. This leads

to a model for the G-valued field g′ = gg̃−1, which coincides with the two-parameter

deformation of the principal chiral model first introduced in [2].
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2.1.2 Equations of motion

The equation of motion for the field g derived from the action (2.2) can be written as

EOM = ∂+J− + [a+, J−] + ∂−J+ + [a−, J+] = 0, (2.4)

where we introduced

J± =

(
1±

η

2
Rg ±

η̃

2
R̃g̃

)−1

(j± − j̃±) (2.5)

and a “gauge field”

a± = j± ∓
η

2
RgJ± =

(
1±

η̃

2
R̃g̃

)
J± + j̃±. (2.6)

Notice that a transformation

a± 7→ a± + αJ± (2.7)

of the gauge field does not change the equation of motion (2.4).

The action (2.2) is not changed when one exchanges η, R and g with η̃, R̃ and g̃. Thus

the equation of motion for g̃ takes the same form:

ẼOM = ∂+J̃− + [ã+, J̃−] + ∂−J̃+ + [ã−, J̃+] = 0,

with

J̃± =

(
1±

η

2
Rg ±

η̃

2
R̃g̃

)−1

(j̃± − j±),

ã± = j̃± ∓
η̃

2
R̃g̃J̃± =

(
1±

η

2
Rg

)
J̃± + j±.

It is then easy to check that

J̃± = −J± and ã± = a± − J±. (2.8)

Thus, using the freedom (2.7) on a±, we see that ẼOM = −EOM . Therefore, the equation

of motion for g̃ is equivalent to the one for g.

2.1.3 Lax pair

In this subsection, we recall that the equation of motion (2.4) can be cast in the form of a

zero curvature equation

∂+L−(z)− ∂−L+(z)− [L+(z),L−(z)] = 0 (2.9)

for a Lax pair L±(z) depending on a spectral parameter z [33]. Starting from the Maurer-

Cartan equation on j±,

∂+j− − ∂−j+ + [j+, j−] = 0,

we re-express it in terms of J± and a± using (2.6), giving

∂+a− − ∂−a+ + [a+, a−] +
η2

4
[J+, J−]−

η

2
Rg(EOM) = 0, (2.10)
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where we used the mCYBE on Rg. In the same way, the Maurer-Cartan equation on j̃±
reads

∂+ã− − ∂−ã+ + [ã+, ã−] +
η̃2

4
[J+, J−] +

η̃

2
R̃g̃(EOM) = 0, (2.11)

where we have used J̃± = −J± and ẼOM = −EOM . Taking the difference between (2.10)

and (2.11) and using (2.8), we obtain

∂+J− + [a+, J−]− ∂−J+ − [a−, J+]−

(
1−

η2 − η̃2

4

)
[J+, J−]−

1

2
(ηRg + η̃R̃g̃)(EOM) = 0.

(2.12)

We introduce new gauge fields

A± = a± −
1

2

(
1−

η2 − η̃2

4

)
J±. (2.13)

In terms of these, the equation of motion (2.4) keeps the same form

EOM = ∂+J− + [A+, J−] + ∂−J+ + [A−, J+] (2.14)

and the equation (2.12) becomes

∂+J− + [A+, J−]− ∂−J+ − [A−, J+]−
1

2
(ηRg + η̃R̃g̃)(EOM) = 0. (2.15)

Coming back to the expression (2.10) and using the definition (2.13) of A±, we find

0 = ∂+A− − ∂−A+ + [A+, A−] +
ζ2

4
[J+, J−]

+
1

4

(
1−

η2 − η̃2

4

)(
ηRg + η̃R̃g̃

)
(EOM)− ηRg(EOM) (2.16)

where

ζ =

√(
1 +

1

4
(η + η̃)2

)(
1 +

1

4
(η − η̃)2

)
. (2.17)

Finally, taking the equation (2.16) on shell (EOM = 0) and the sum and the difference of

equations (2.14) and (2.15) also on shell, we arrive at

∂+A− − ∂−A+ + [A+, A−] +
ζ2

4
[J+, J−] = 0,

∂+J− + [A+, J−] = 0 and ∂−J+ + [A−, J+] = 0.

It is easy to see that these three equations are equivalent to the zero curvature equation (2.9)

for the Lax pair:

L±(z) = −A± −
ζ

2
z±1J±. (2.18)
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2.2 Hamiltonian analysis

2.2.1 Conjugate momentum

Let us introduce a basis Ta of the Lie algebra g and coordinates φi on the group G. We de-

note ∂i the derivation with respect to the coordinate φi. We can then introduce La
i such that

g−1∂ig = La
i Ta.

From the action (2.2), we compute the conjugate momenta πi of the coordinates φi to be

πi = KLa
i

[
κ

(
Ta,

(
1−

η

2
Rg −

η̃

2
R̃g̃

)−1

(j− − j̃−)

)

+ κ

(
j+ − j̃+,

(
1−

η

2
Rg −

η̃

2
R̃g̃

)−1

Ta

)]
.

Using the skew-symmetry of R and (2.5), we have

πi = KLa
i κ(Ta, J− + J+). (2.19)

with the metric κab = κ(Ta, Tb). It is more convenient to introduce the following g-valued

field

X = Li
aπiκ

abTb, (2.20)

where Li
a is the inverse of La

i and κab is the inverse of the metric κab. In particular, one

can check that these fields are independent of the choice of coordinates φi and of basis Ta.

It is then easy to deduce the expression of X from (2.19) to be

X = K(J+ + J−). (2.21)

In the same way, one would find X̃ = K(J̃+ + J̃−) = −K(J+ + J−). Thus, we have the

constraint

X + X̃ = 0. (2.22)

This is a consequence of the gauge symmetry (2.3) of the model.

2.2.2 Poisson brackets and Hamiltonian density

We start with the canonical Poisson brackets

{πi(σ), φ
j(σ′)} = δji δσσ′ . (2.23)

where δσσ′ is the Dirac δ-distribution. From those canonical Poisson brackets and the

definition (2.20) of X, we deduce the classical brackets on the fields g and X parametrising

the cotangent bundle T ∗LG, with LG the loop group associated with G, to be

{
g1(σ), g2(σ

′)
}
= 0, (2.24a)

{
g1(σ), X2(σ

′)
}
= −g1(σ)C12δσσ′ , (2.24b)

{
X1(σ), X2(σ

′)
}
= −

[
C12, X2(σ)

]
δσσ′ . (2.24c)
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We used standard tensorial notations with subscripts 1 and 2 and C12 = κabTa ⊗ Tb is

the split Casimir. The fields g̃ and X̃ parametrising another copy of T ∗LG verify the

same Poisson brackets. All other brackets vanish. Moreover, as long as we are calculating

Poisson brackets, we must consider X and X̃ as independent variables in the phase space,

without imposing the constraint (2.22).

The Legendre transform of the Lagrangian in (2.2) is the “naive” Hamiltonian density

H0 =
K

2

(
κ (J+, J+) + κ (J−, J−)

)
. (2.25)

As we are considering a constrained system, we have to follow the Dirac procedure and

add a term proportional to the constraint to define the Hamiltonian density of the system

H = H0 + κ
(
Λ, X + X̃

)
, (2.26)

where Λ is a g-valued field playing the role of a Lagrange multiplier. There is no secondary

constraint.

2.2.3 Hamiltonian Lax matrix

Let us now determine the form of the Hamiltonian Lax matrix of the model. At the

Lagrangian level, the Lax matrix is given by the spatial component of the Lax pair, i.e.

by 1
2(L+ − L−). As we are considering a constrained Hamiltonian system, we have the

freedom of adding a term proportional to the constraint, thus getting

L(z) =
1

2

(
L+(z)− L−(z)

)
+ f(z)(X + X̃),

where f is some function of z, which will be fixed later to ensure the Hamiltonian integra-

bility of the model. One could potentially add other extra terms, for instance proportional

to Rg(X + X̃) and R̃g̃(X + X̃), but as we will see in the next section, they turn out not to

be necessary.

Using equations (2.18) and (2.13), we get

L(z) = −
1

2
(a+ − a−) +

1

4

(
1−

η2 − η̃2

4

)
(J+ − J−)−

ζ

4

(
zJ+ −

1

z
J−

)
+ f(z)(X + X̃).

The definition (2.6) of a± can be re-written in a more symmetric way as

a± =
1

2

(
j± + j̃± + J± ∓

η

2
RgJ± ±

η̃

2
R̃g̃J±

)
,

thus giving

a+ − a− =
1

2

(
j+ − j− + j̃+ − j̃− + J+ − J− −

(
η

2
Rg −

η̃

2
R̃g̃

)
(J+ + J−)

)
.

Denoting j = 1
2(j+ − j−) and j̃ = 1

2(j̃+ − j̃−), we obtain

L(z) = −
1

2
(j + j̃)−

(
η2 − η̃2

16
+

ζ

8

(
z +

1

z

))
(J+ − J−)−

ζ

8

(
z −

1

z

)
(J+ + J−)
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+

(
η

8
Rg −

η̃

8
R̃g̃

)
(J+ + J−) + f(z)(X + X̃).

Using (2.5), we have

J+ − J− = 2j − 2j̃ −

(
η

2
Rg +

η̃

2
R̃g̃

)
(J+ + J−),

which gives

L(z) = −
1

2

(
1 +

η2 − η̃2

4
+

ζ

2

(
z +

1

z

))
j −

1

2

(
1 +

η̃2 − η2

4
−

ζ

2

(
z +

1

z

))
j̃

+
η

8

(
1 +

η2 − η̃2

4
+

ζ

2

(
z +

1

z

))
Rg(J+ + J−)

−
η̃

8

(
1 +

η̃2 − η2

4
−

ζ

2

(
z +

1

z

))
R̃g̃(J+ + J−)

−
ζ

8

(
z −

1

z

)
(J+ + J−) + f(z)(X + X̃). (2.27)

In order to finish re-expressing (2.27) in terms of the Hamiltonian fields alone, we make

use of equations (2.21) and (2.22) namely J+ + J− = X/K = −X̃/K. For reasons of

symmetry and simplicity, we will use X (respectively X̃) when Rg (respectively R̃g̃) is

applied to J++J−, and we will use the linear combination 1
2(X− X̃) when J++J− stands

alone. This last “prescription” does not change the expression of the Lax matrix, as any

other choice can be re-absorbed in the function f(z) which is so far arbitrary. Beyond the

arguments of symmetry, the resulting form of the Hamiltonian Lax matrix will be justified

in the following section to prove the Hamiltonian integrability of the model.

The final result can be written in terms of the set of fields O = {j,X,RgX, j̃, X̃, R̃g̃X̃}

as

L(z) =
∑

Q∈O

AQ(z)Q, (2.28)

with coefficients AQ whose expressions are given in appendix A.

2.3 One-parameter deformation limit

By fixing η = η̃ we obtain a one-parameter deformation of the coset model on G×G/Gdiag.

It is given by the action

S[g, g̃] = K

∫
dσdτ κ

(
j+ − j̃+,

(
1−

η

2
Rg −

η

2
R̃g̃

)−1
(j− − j̃−)

)
. (2.29)

Let us consider the double Lie group DG = G×G and the corresponding double Lie

algebra Dg = g⊕g. The latter comes naturally equipped with the exchange automorphism

δ : Dg −→ Dg

(x, y) 7−→ (y, x)
. (2.30)

We may decompose Dg into eigenspaces of this involution as Dg = Dg(0) ⊕ Dg(1), with

Dg(0) = ker(δ − Id) and Dg(1) = ker(δ + Id). We can notice here that Dg(0) = gdiag, the
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Lie algebra of the diagonal subgroup Gdiag, so that the quotient G×G/Gdiag is indeed the

coset DG/DG(0).

We will denote P0 and P1 the projectors associated with this decomposition, defined by

P0 : Dg −→ Dg and P1 : Dg −→ Dg

(x, y) 7−→ 1
2(x+ y, x+ y) (x, y) 7−→ 1

2(x− y, y − x)
(2.31)

In this formulation on the double Lie group and Lie algebra, it is natural to introduce the

field h = (g, g̃) ∈ DG and the solution R = (R, R̃) ∈ End(Dg) of the mCYBE on Dg. The

action (2.29) can then be re-expressed as

S[g, g̃] = 2K

∫
dσdτ κ

(
(h−1∂+h)

(1), (1− ηRh ◦ P1)
−1 (h−1∂−h)

(1)
)
. (2.32)

This is nothing but the one-parameter deformation of the coset σ-model introduced in [3]

when the quotient considered is G×G/Gdiag and with K = 1
4(1 + η2).

3 Hamiltonian integrability

In this section, we will compute the Poisson bracket of the Lax matrix (2.28) with itself

and show that it can be cast in the r/s-form (more precisely an r/s-system involving twist

function), thus proving the Hamiltonian integrability of the bi-Yang-Baxter σ-model.

3.1 r/s-form and twist functions

Let R12(z, z
′) be a rational function of z and z′ valued in gC ⊗ gC, where gC is the com-

plexification of g, and satisfying the classical Yang-Baxter equation with spectral param-

eters. We do not assume that R12(z, z
′) is skew-symmetric, i.e. that it has the property

R12(z, z
′) = −R21(z

′, z). We introduce its skew-symmetric and symmetric parts as

r12(z, z
′) =

1

2

(
R12(z, z

′)−R21(z
′, z)

)
and s12(z, z

′) =
1

2

(
R12(z, z

′) +R21(z
′, z)

)
.

(3.1a)

The Poisson bracket of the Lax matrix with itself is said to be of the r/s-form, associated

with this matrix R, if it can be written as [5, 6]

{
L1(z, σ),L2(z

′, σ′)
}
=
[
r12(z, z

′),L1(z, σ) + L2(z
′, σ′)

]
δσσ′

+
[
s12(z, z

′),L1(z, σ)− L2(z
′, σ′)

]
δσσ′ + 2s12(z, z

′)δ′σσ′ , (3.1b)

where δ′σσ′ = ∂σδσσ′ .

The non-ultralocality of this Poisson bracket, namely the presence of δ′-terms, is com-

pletely characterised by the symmetric part of the R-matrix being non-zero. For a very

broad class of integrable σ-models, the R-matrix R12(z, z
′) is given by the kernel of an

abstract solution of the mCYBE on the loop algebra g((z)), with respect to the standard

inner product on g((z)) modified by a rational function ϕ(z), called the twist function (see

for instance [8] or section 4.2.1 for the case when g is replaced by the double Dg). In this
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situation the failure of R to be skew-symmetric is encoded in the twist function. In the

simplest of cases, the kernel R12(z, z
′) takes the form

R12(z, z
′) =

C12

z − z′
ϕ(z′)−1, (3.1c)

and is therefore skew-symmetric if and only if ϕ is constant.

The simplest example of a model with such an R-matrix is the principal chiral

model [7]. Moreover, one can show from the results of [3] that the coset σ-model on

G×G/Gdiag and its one-parameter deformation also admit R-matrices of this form.1 The

twist function of the coset σ-model on G × G/Gdiag (which is, in the setting considered

here, the limit η = η̃ = 0 of the bi-Yang-Baxter σ-model) is

ϕcoset(z) =
16Kz

(1− z2)2
(3.2)

and the one of the Yang-Baxter deformation of this coset σ-model (which corresponds to

η = η̃) is

ϕYB(z) =
16Kz

(1− z2)2 + η2(1 + z2)2
. (3.3)

We will now show that the bi-Yang-Baxter σ-model also admits an R-matrix of the

form (3.1c) and will give the associated twist function.

3.2 Expected form of the Poisson bracket

We are seeking to put the Poisson bracket of the Lax matrix (2.28) in the r/s-form (3.1),

with a twist function ϕ as in (3.1c). We will distinguish between two terms in this Poisson

bracket: the ultralocal one, proportional to δσσ′ , and the non-ultralocal one, proportional

to δ′σσ′ . Let us write these as

{
L1(z, σ),L2(z

′, σ′)
}
= PUL

12
(z, z′, σ)δσσ′ + PNUL

12
(z, z′, σ)δ′σσ′ .

According to (3.1b), the non-ultralocal term is directly proportional to the s-matrix.

For a system with a twist function entering as in (3.1c), this term is thus given by

PNUL
12

(z, z′, σ) = −
ϕ(z)−1 − ϕ(z′)−1

z − z′
C12. (3.4)

The ultralocal term is slightly more complicated. Considering the expressions (3.1c)

of R and (2.28) of L and using the invariance property of the split Casimir, namely that

for every x ∈ g we have [C12, x1 + x2] = 0, one can reduce the ultralocal term to the form

PUL
12

(z, z′, σ) =
∑

Q∈O

JQ(z, z
′)[C12, Q2(σ)], (3.5)

with the coefficients JQ given by

JQ(z, z
′) =

ϕ(z)−1AQ(z
′)− ϕ(z′)−1AQ(z)

z − z′
. (3.6)

1More precisely, [3] deals with a general coset σ-model F/G. In the case of the coset G × G/Gdiag, we

get a Lax matrix in the double algebra Dg = g ⊕ g. We recover an r/s-system with an R-matrix of the

form (3.1c) by taking the projector of this Lax matrix on the left part of Dg. This will be discussed in

more details in section 4 of the present article.
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3.3 Poisson bracket of the Lax matrix

We will now compute the Poisson bracket of the Lax matrix explicitly and compare the

result to the expected form discussed in the previous subsection. Using equation (2.28),

this bracket is simply

{
L1(z, σ),L2(z

′, σ′)
}
=

∑

Q,Q′∈O

AQ(z)AQ′(z′){Q1(σ), Q
′
2
(σ′)}.

The Poisson brackets between the different fields Q ∈ O = {j,X,RgX, j̃, X̃, R̃g̃X̃} can

be derived from the basic Poisson brackets (2.24). In particular, let us mention that we have

{
(RgX)1(σ), (RgX)2(σ

′)
}
=
[
C12, X2(σ)

]
δσσ′ .

This follows from the fact that Rg is solution of the mCYBE. Any two fields from different

copies of g Poisson commute.

Non-ultralocal term. The non-ultralocal term is generated by the brackets of j and j̃

with the other fields. It reads

PNUL
12

(z, z′, σ, σ′) = −
(
Aj(z)AX(z′) +Aj(z

′)AX(z) +Aj̃(z)AX̃(z′) +Aj̃(z
′)AX̃(z)

)
C12

+
(
Aj(z)ARgX(z′)−Aj(z

′)ARgX(z)
)
Rg(σ)12

+
(
Aj̃(z)AR̃g̃X̃

(z′)−Aj̃(z
′)AR̃g̃X̃

(z)
)
R̃g̃(σ)12,

where we defined Rg(σ)12 = Rg(σ)1C12 and R̃g̃(σ)12 = R̃g̃(σ)1C12. One easily checks

from (A.1) that the coefficients of Rg(σ)12 and R̃g̃(σ)12 in this expression vanish. As ex-

pected in (3.4), we find a non-ultralocal term proportional to the split Casimir C12, namely

PNUL
12

(z, z′, σ, σ′) = −
(
Aj(z)AX(z′) +Aj(z

′)AX(z) +Aj̃(z)AX̃(z′) +Aj̃(z
′)AX̃(z)

)
C12.

(3.7)

Ultralocal term. We have in the ultralocal part three kinds of terms:

• Terms proportional to [C12, Q2(σ)] with Q ∈ O, as expected in (3.5).

• A term proportional to [Rg(σ)12, j2(σ)].

• A term proportional to [R̃g̃(σ)12, j̃2(σ)].

The coefficients of the last two terms are the same as the coefficients of Rg(σ)12 and R̃g̃(σ)12
in the non-ultralocal term. Thus, they also vanish. We are then left with an ultralocal term

of the form (3.5). The expressions for the coefficients JQ(z, z
′) are given in appendix A.

3.4 Twist function of the model

To prove that the system admits a twist function, it remains to compare (3.4) with (3.7)

and (3.6) with (A.2) and show that the different expressions match. We have shown that

this is the case if we choose the function f to be

f(z) = −
ζ2

16K
(1 + z2) +

1

8K

(
1−

(η2 − η̃2)2

16

)
−

ζ(η2 − η̃2)

64K

(
3z +

1

z

)
,

– 12 –

263



J
H
E
P
0
3
(
2
0
1
6
)
1
0
4

where ζ is defined by equation (2.17). The twist function is then

ϕbYB(z) =
1

ζ2
16Kz

z4 +
η2 − η̃2

ζ
z3 +

(
2 +

(η2 − η̃2)2 − 16

4ζ2

)
z2 +

η2 − η̃2

ζ
z + 1

. (3.8)

We will analyse the structure of this twist function in section 5.

4 Formulation in the double Lie algebra

Since we are considering a deformation of the coset σ-model on G × G/Gdiag, we would

expect the Lax matrix to be valued in the twisted loop algebra of the real doubleDg = g⊕g,

just as in the undeformed model [38]. However, the Lax matrix discussed so far only

takes values in the loop algebra of g. We shall show in this section how the Hamiltonian

integrability of the bi-Yang-Baxter σ-model can also be expressed using a formulation based

on the double Dg.

4.1 Lax pair in the double Lie algebra

We will use the formalism of the double Lie algebra Dg introduced in the subsection 2.3.

Let us consider the loop algebra associated with Dg, i.e. the space Dg((z)) = Dg ⊗ C((z))

of Laurent series in a complex parameter z valued in the complexification of Dg and

equipped with the natural Lie bracket. The exchange automorphism (2.30) on Dg induces

an automorphism δ̂ on Dg((z)) defined for all X ∈ Dg((z)) by

δ̂(X)(z) = δ
(
X(−z)

)
.

Denote by Dg((z))δ̂ the twisted loop algebra, i.e. the subalgebra of Dg((z)) formed by the

fixed points of δ̂.

Recall that the Lax matrices of the coset σ-model (corresponding here to η = η̃ = 0)

and of its one-parameter deformation (corresponding here to η = η̃) belong to the twisted

algebra Dg((z))δ̂. It is natural to expect such a Lax matrix to exist also for the bi-Yang-

Baxter σ-model. The corresponding Lax pair can be constructed from the Lax pair L±(z)

valued in the loop algebra g((z)) of a single copy of g in equation (2.18). Indeed, defining

L±(z) =
(
L±(z),L±(−z)

)
∈ Dg((z)),

we have automatically L±(z) ∈ Dg((z))δ̂ and the Lax equation

∂+L−(z)− ∂−L−(z)− [L+(z), L−(z)] = 0

follows immediately from the one for L±(z) in (2.9). The associated Hamiltonian Lax

matrix is

L(z) =
(
L(z),L(−z)

)
(4.1)

where L(z) is given by (2.28).

In the remainder of this section we will study the Hamiltonian properties of this Lax

matrix, showing that its Poisson bracket is also of the r/s-form.
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4.2 Poisson bracket of the Lax matrix with itself

The Lax matrices of the coset σ-model on G×G/Gdiag and of its one-parameter deformation

have a Poisson bracket of the r/s-form in the double algebra Dg. We will show that this

is also the case for the bi-Yang-Baxter σ-model. As it turns out, however, the R-matrix of

the latter (which is a rational function of two spectral parameters z and z′ valued in the

complexification of Dg⊗Dg) takes on a slightly non-standard form depending on both the

twist function ϕbYB(z) and on its mirror image ϕbYB(−z). We will discuss the algebraic

origin of this structure coming from the twisted loop algebra Dg((z))δ̂ by generalising the

construction of [8].

4.2.1 R-matrix and inner product

We begin by recalling the construction of [8] adapted to the present setting. The twisted

loop algebra Dg((z)) admits a natural decomposition

Dg((z))δ̂ = Dg[[z]]δ̂ ⊕
(
z−1Dg[z−1]

)δ̂
(4.2)

into subalgebras of positive and strictly negative powers of the loop parameter z, respec-

tively. Let π+ and π− denote the projection operators relative to this decomposition. The

operator

RD = π+ − π− (4.3)

defines a solution of the mCYBE on Dg((z))δ̂.

Suppose now that we are given an invariant inner product 〈·, ·〉 on the twisted loop

algebra Dg((z))δ̂. We define the kernel RD
12
(z, z′) of the operator RD in (4.3), with respect

to 〈·, ·〉, as the rational function RD
12
(z, z′) of two complex variables and valued in the

complexification of Dg⊗Dg, such that for all M ∈ Dg((z))δ̂ we have

〈RD
12
(z, z′),M2(z

′)〉2 = (RDM)(z). (4.4)

This matrix is then a solution of the classical Yang-Baxter equation2

[
RD

12
(z1, z2),R

D
13
(z1, z3)

]
+
[
RD

12
(z1, z2),R

D
23
(z2, z3)

]
+
[
RD

32
(z3, z2),R

D
13
(z1, z3)

]
= 0.

(4.5)

The standard inner product on Dg((z)) is defined for all M,N ∈ Dg((z)) by

〈M,N〉 = resz=0 κ
D
(
M(z), N(z)

)
dz, (4.6)

where κD is the Killing form on the double Dg. Given any function ϕ(z), one can also

define a more general invariant inner product on Dg((z)) as a “twist” of the standard one

by ϕ, namely

〈M,N〉ϕ = resz=0 κ
D
(
M(z), N(z)

)
ϕ(z)dz, (4.7)

for any M,N ∈ Dg((z)). It is easy to check that this inner product is invariant under δ̂,

i.e. 〈δ̂M, δ̂N〉ϕ = 〈M,N〉ϕ, and thus induces an inner product on the twisted loop algebra

2More precisely, it is a solution of the classical Yang-Baxter equation if we ignore contact terms by

treating RD
12(z, z

′) as a rational function. See, for instance, [8] for more details.
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Dg((z))δ̂, if and only if ϕ is an odd function. The kernel of the operator RD defined in

equation (4.3), with respect to this inner-product, is

RD
12
(z, z′) = 2

z′C
(00)
12

+ zC
(11)
12

z′2 − z2
ϕ(z′)−1, (4.8)

with the graded components of the split Casimir

C
(00)
12

=
1

2
κab
(
(Ta, 0) + (0, Ta)

)
⊗
(
(Tb, 0) + (0, Tb)

)
, (4.9a)

C
(11)
12

=
1

2
κab
(
(Ta, 0)− (0, Ta)

)
⊗
(
(Tb, 0)− (0, Tb)

)
. (4.9b)

Expression (4.8) is the R-matrix entering the r/s-form of the Poisson bracket of Lax

matrices for the coset σ-model on G × G/Gdiag as well as its one-parameter deformation,

with the twist function ϕ given respectively by (3.2) and (3.3).

4.2.2 Inner product for the bi-Yang-Baxter σ-model

Let us now generalise the ideas presented in the previous subsections, to have a formalism

that also describes the bi-Yang-Baxter σ-model. As we are considering the double Lie

algebra Dg, one can define an even more general inner product invariant under δ̂, by

separating explicitly the left and right part of Dg. That is, for any M = (m, m̃) and

N = (n, ñ) in Dg we define

〈M,N〉ϕ = resz=0 κ
(
m(z), n(z)

)
ϕ(z)dz − resz=0 κ

(
m̃(z), ñ(z)

)
ϕ(−z)dz, (4.10)

where κ is the Killing form on g. When ϕ is odd, we recover the twisted inner product (4.7).

This construction allows to consider twist functions of any parity.

The kernel of RD with respect to the inner product (4.10) is given by

RD
12
(z, z′) =

(
CLL
12

z′ − z
+

CRL
12

z + z′

)
ϕ(z′)−1 −

(
CRR
12

z′ − z
+

CLR
12

z + z′

)
ϕ(−z′)−1, (4.11)

where we defined the partial split Casimirs

CLL
12

= κab(Ta, 0)⊗ (Tb, 0), CRR
12

= κab(0, Ta)⊗ (0, Tb),

CLR
12

= κab(Ta, 0)⊗ (0, Tb), CRL
12

= κab(0, Ta)⊗ (Tb, 0).

The r/s form of the Poisson bracket of L(z) implies that the Lax matrix (4.1) in the double

Lie algebra also has a Poisson bracket of the r/s-form. Furthermore, it is associated with

the R-matrix (4.11) for the twist function ϕ given by (3.8). The projection of this Poisson

bracket onto the left part of the double Lie algebra gives back the Poisson bracket for L(z)

of the r/s-form discussed in section 3.
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1−1

z+

θ

z−

z̃−

z̃+

θ̃

Figure 1. Poles of the twist function ϕbYB given by (3.8).

5 Analysis of the twist function and symmetries

As we will see later, the poles of the twist function characterises the model [20]. In the case

of the bi-Yang-Baxter σ-model, the twist function (3.8) has four simple poles, disposed on

the unit circle of the complex plane (cf figure 1):

z± =
1− 1

4(η
2 − η̃2)± iη

ζ
= z∗∓ and z̃± = −

1 + 1
4(η

2 − η̃2)± iη̃

ζ
= z̃∗∓.

Let us recall that

ζ =

√(
1 +

1

4
(η + η̃)2

)(
1 +

1

4
(η − η̃)2

)
.

These poles can be re-expressed in a trigonometric form as z± = e±iθ and z̃± = −e±iθ̃,

with sin θ = η/ζ and sin θ̃ = η̃/ζ.

5.1 Lax matrix at the poles of the twist function

Evaluating the Lax matrix (2.28) at the poles of the twist function, one obtains:

J± ≡ ±
2iK

η
L(z±) = ±

2iK

η

(
−j +

η

4K
(Rg ∓ i)X

)
, (5.1a)

J̃± ≡ ±
2iK

η̃
L(z̃±) = ±

2iK

η̃

(
−j̃ +

η̃

4K
(R̃g̃ ∓ i)X

)
. (5.1b)

One can verify that J± and J̃± are Poisson commuting Kac-Moody currents valued in

gC and with imaginary central charges

{J±(σ)1,J±(σ
′)2} = −

[
C12,J±(σ)2

]
δσσ′ ±

2iK

η
C12δ

′
σσ′ ,

{J̃±(σ)1, J̃±(σ
′)2} = −[C12, J̃±(σ)2]δσσ′ ±

2iK

η̃
C12δ

′
σσ′ .

All the other Poisson brackets vanish. These brackets can also be seen more simply as a

direct consequence of the r/s-system (3.1). Indeed, the form (3.1c) of theR-matrix imposes
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that the values of the Lax matrix at each pole of the twist function define mutually Poisson

commuting Kac-Moody currents, as already shown in [20].

Denote the gauge transformation of the Lax matrix by a G-valued field h as

Lh(z) = hL(z)h−1 − h∂σh
−1.

One can eliminate the currents j and j̃ in (5.1) by performing a gauge transformation by

the fields g and g̃, respectively,

Lg(z±) =
η

4K
(R∓ i)(gXg−1), (5.2a)

Lg̃(z̃±) =
η̃

4K
(R̃∓ i)(g̃X̃g̃−1). (5.2b)

5.2 Lift to the cotangent bundle T ∗L(G × G)

According to (5.2), Lg(z±) belongs to the subalgebra g∓ = (R ∓ i)g of gC. Denote by G∓

the corresponding subgroup of GC. Let Ψg
±(σ) be a solution belonging to G∓ of

∂σΨ
g
±(σ)Ψ

g
±(σ)

−1 = Lg(σ, z±).

Then Ψ±(σ) = g(σ)−1Ψg
±(σ) is a solution of

∂σΨ±(σ)Ψ±(σ)
−1 = L(σ, z±).

We recover the result that g(σ)−1 corresponds to the first factor in the Iwasawa decom-

position GC = GG∓ of the extended solution Ψ±(σ) [2, 3, 20]. The same analysis can be

carried out for z̃± and g̃.

Suppose we had started the construction of the 2-parameter deformation as in [3, 9, 20].

This means that we would have a twist function and an abstract Lax matrix, without having

the expression of this matrix in terms of canonical fields. The analysis above proves that

one could have derived the canonical fields g, g̃, X and X̃ from the values of the Lax

matrix at the poles of the twist function. We shall address the problem of constructing the

corresponding Hamiltonian defining the dynamics on phase space later, in subsection 5.4.

5.3 q-deformed symmetry algebra

We shall now discuss the symmetries of the bi-Yang-Baxter σ-model. For this we consider

the case where the fields are defined on the real line i.e. σ ∈ R. Let us consider the

monodromy matrices of the Lax matrix and its gauge transformation, at the poles z± of

the twist function

T± = P←−exp

(∫ +∞

−∞

dσL(z±, σ)

)
, T g

± = P←−exp

(∫ +∞

−∞

dσLg(z±, σ)

)
,

and define similarly T̃± and T̃ g̃
±, at the poles z̃±. As usual, the zero curvature equation (2.9)

for the Lax pair implies the conservation of T± and T̃±. Moreover, we have

T± = g(+∞)−1T g
±g(−∞) and T̃± = g̃(+∞)−1T̃ g̃

±g̃(−∞). (5.3)
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Thus, if we suppose that the boundary conditions g(±∞) and g̃(±∞) are independent of

τ , then T g
± and T̃ g̃

± are also conserved charges.

These charges are constructed as the path-ordered exponential of the currents Lg(z±)

and Lg̃(z̃±), given by (5.2). This particular structure of the currents and the Poisson

brackets (2.24) enable one to show [3] that the corresponding algebra of conserved charges

forms the classical analogue of a quantum group. More precisely, applying the results

of [3], one can extract from T g
± and T̃ g̃

± a set of non-local charges which generate the

Poisson algebra UP
q (g)× UP

q̃ (g), analogue of a quantum group and where

q = exp
(
−

η

4K

)
and q̃ = exp

(
−

η̃

4K

)
.

One recovers the values already indicated in [33] and that in the one-paraneter deformation

limit η = η̃ [3].

5.4 Reconstruction of the Hamiltonian

We will now show how to recover the Hamiltonian of the model from the Lax matrix and

the twist function. Following [20], which treats the case of the one-parameter deformation

η = η̃, we introduce the following Hamiltonian density3

Hϕ(σ) =
1

2
(Resz=0−Resz=∞)κ (L(z, σ),L(z, σ))ϕ(z)dz.

One can show that this Hamiltonian density can be expressed in terms of the naive Hamil-

tonian density (2.25) and the constraint X + X̃ as

Hϕ = H0 + κ
(
Λϕ, X + X̃

)
,

where Λϕ is a g-valued field, depending linearly on the fields j, j̃, X, X̃, RgX and R̃g̃X̃.

This Hamiltonian is indeed of the form (2.26), with a fixed Lagrange multiplier Λϕ. Thus,

it gives back the correct dynamics for all the fields.

6 Gauge fixing and Lax matrix

To analyse what happens when the bi-Yang-Baxter σ-model is formulated as in [2], one

needs to gauge fix the Gdiag gauge invariance. We do this by taking g̃ = Id. As already

discussed in section 2, this gauge may be reached by the field-dependent gauge transfor-

mation (2.3) with h = g̃. As we shall see, this induces a gauge transformation on the Lax

matrix. Let us first recall a general result [39] about the change in the Poisson bracket of

the Lax matrix under a gauge transformation.

3In [20], the expression (3.23) for Hϕ contains a factor 1
4
. Yet this expression is for the Lax matrix in

the double Lie algebra. Here, for the Lax matrix in a simple copy of g, it translates to a factor 1

2
.
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A general result. Consider a Lax matrix taking values in gC and whose Poisson bracket

takes the r/s form (3.1b). Let us apply a gauge transformation

L → Lh = hLh−1 − h∂σh
−1

by some G-valued field h constructed from the phase space fields. We suppose that the

Poisson brackets of h with itself and with the Lax matrix take the form

{h1(σ), h2(σ
′)} = 0, {L1(z, σ), h2(σ

′)}h2(σ
′)−1 = ω12(z, σ)δσσ′ ,

for some gC⊗gC-valued (potentially field dependent) tensor ω12(z, σ). A direct computation

shows that the Poisson bracket of the gauge transformed Lax matrix Lh(z) with itself is

also of the r/s-form. More precisely, one has

{Lh
1
(z, σ),Lh

2
(z′, σ′)} = [Rh

12
(z, z′, σ),Lh

1
(z, σ)]δσσ′ − [Rh

21
(z′, z, σ),Lh

2
(z′, σ)]δσσ′ (6.1a)

+
(
Rh

12
(z, z′, σ) +Rh

21
(z′, z, σ)

)
δ′σσ′ , (6.1b)

where the R-matrix Rh is given by:

Rh
12
(z, z′, σ) = h1(σ)h2(σ)R12(z, z

′)h1(σ)
−1h2(σ)

−1 − h2(σ)ω21(z
′, σ)h2(σ)

−1. (6.1c)

This R-matrix may be dynamical i.e. field dependent.

Gauge fixing as a suitable gauge transformation. Consider now the following gauge

transformation of the Lax matrix (2.28) of the bi-Yang-Baxter σ-model,

Lg̃(z) = g̃L(z)g̃−1 − g̃∂σg̃
−1.

Define then the gauge-invariant fields

g′ = gg̃−1, j′ = g′−1∂σg
′ = g̃(j − j̃)g̃−1, X ′ = g̃Xg̃−1, X̃ ′ = g̃X̃g̃−1.

Using the relation Aj̃(z) = −Aj(z)− 1, one finds

Lg̃(z) = Aj(z)j
′ +AX(z)X ′ +ARgX(z)Rg′X

′ +AX̃(z)X̃ ′ +AR̃g̃X̃
(z)R̃X̃ ′,

with the AQ listed in appendix A. The Poisson brackets of g′ and X ′ are the same as those

of g and X, but the gauge transformed constraint X ′ + X̃ ′ Poisson commute with g′ and

X ′. We may therefore impose the constraint X ′+X̃ ′ = 0 strongly in the Lax matrix, which

becomes

Lg̃(z) = Aj(z)j
′ +
(
AX(z)−AX̃(z)

)
X ′ +ARgX(z)Rg′X

′ −AR̃g̃X̃
(z)R̃X ′.

The key property is that performing such a gauge transformation is equivalent to fixing the

gauge by taking g̃ = Id and replacing the canonical bracket by the Dirac bracket. Indeed,

the Dirac bracket of g and X is the same as the canonical one, but the constraint X + X̃

has vanishing Dirac bracket with g and X, and may thus be set strongly to zero. The

gauge fixed Lax matrix is just Lg̃.
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Consequence. Viewing the gauge fixed Lax matrix as a suitable gauge transformation of

the original Lax matrix allows us to use the result (6.1). It leads to an easy determination

of its Poisson bracket. Applying (6.1) to the case at hand where h = g̃, we find that

ω12(z, σ) = g̃2(σ)
(
AX̃(z)C12 +AR̃g̃X̃

(z)R̃g̃(σ)12
)
g̃2(σ)

−1.

As a consequence, the new R-matrix is still non-dynamical and reads

Rg̃
12
(z, z′) =

C12

z − z′
ϕbYB(z

′)−1 −AX̃(z′)C12 +AR̃g̃X̃
(z′)R̃12.

The new R-matrix is not determined solely by the twist function and depends on the

matrix R̃ appearing in the Lagrangian.

7 Conclusion

Let us end with a few comments on possible generalisations of this work.

It was shown in [17] that it is possible to apply a λ-deformation4 to the Yang-Baxter σ-

model. Just as the λ-deformation itself is known to coincide with the σ-model obtained by

combining the effects of a Poisson-Lie T -duality and an analytic continuation on the Yang-

Baxter σ-model [20, 40, 41], the λ-deformation of the Yang-Baxter σ-model itself should

also be related in a similar fashion to the bi-Yang-Baxter σ-model. This relation has been

shown for a specific example in [17]. It would be interesting to prove this in general.

We defined in [42] a two-parameter family of integrable deformations of the principal

chiral model on an arbitrary compact Lie group, of a different nature to the bi-Yang-Baxter

σ-model discussed here. The two limits of the model defined in [42], where one of the two

parameters is taken to zero, correspond to the Yang-Baxter σ-model and the principal

chiral model with a Wess-Zumino term. As already mentioned in [33], one expects to be

able to combine this type of deformation with a bi-Yang-Baxter type deformation to obtain

a three-parameter deformation of the principal chiral model on an arbitrary Lie group. In

fact, a four-parameter deformation of the SU(2) principal chiral model has already been

constructed in [43]. Yet from the point of view of the twist function we only expect to be

able to construct a three-parameter deformation in the case of an arbitrary Lie group G.

However, recall that it has also been suggested in [44] that the fourth parameter of the

deformation in [43] is related to a TsT-transformation, and therefore shall correspond to a

deformation where the twist function is not modified [20, 23, 25, 30].
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A Coefficients AQ and JQ

The coefficients AQ(z) in the Lax matrix (2.28) read

Aj(z) = −
1

2

(
1 +

η2 − η̃2

4
+

ζ

2

(
z +

1

z

))
(A.1a)

AX(z) = −
ζ

16K

(
z −

1

z

)
+ f(z) (A.1b)

ARgX(z) =
η

8K

(
1 +

η2 − η̃2

4
+

ζ

2

(
z +

1

z

))
(A.1c)

Aj̃(z) = −
1

2

(
1 +

η̃2 − η2

4
−

ζ

2

(
z +

1

z

))
(A.1d)

AX̃(z) =
ζ

16K

(
z −

1

z

)
+ f(z) (A.1e)

AR̃g̃X̃
(z) =

η̃

8K

(
1 +

η̃2 − η2

4
−

ζ

2

(
z +

1

z

))
(A.1f)

The coefficients JQ(z, z
′) in the ultralocal term (3.5) are given by

Jj(z, z
′) = −Aj(z)AX(z′)−Aj(z

′)AX(z) (A.2a)

JX(z, z′) = −AX(z)AX(z′) +ARgX(z)ARgX(z′) (A.2b)

JRgX(z, z′) = −AX(z)ARgX(z′)−AX(z′)ARgX(z) (A.2c)

Jj̃(z, z
′) = −Aj̃(z)AX̃(z′)−Aj̃(z

′)AX̃(z) (A.2d)

JX̃(z, z′) = −AX̃(z)AX̃(z′) +AR̃g̃X̃
(z)AR̃g̃X̃

(z′) (A.2e)

JR̃g̃X̃
(z, z′) = −AX̃(z)AR̃g̃X̃

(z′)−AX̃(z′)AR̃g̃X̃
(z) (A.2f)
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and Flag Varieties
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Abstract. Let g be a semisimple Lie algebra over C. Let ν ∈ Aut g be a
diagram automorphism whose order divides T ∈ Z≥1. We define cyclo-
tomic g-opers over the Riemann sphere P1 as gauge equivalence classes of
g-valued connections of a certain form, equivariant under actions of the
cyclic group Z/TZ on g and P1. It reduces to the usual notion of g-opers
when T = 1. We also extend the notion of Miura g-opers to the cyclotomic
setting. To any cyclotomic Miura g-oper ∇, we associate a corresponding
cyclotomic g-oper. Let ∇ have residue at the origin given by a ν-invariant
rational dominant coweight λ̌0 and be monodromy-free on a cover of P1.
We prove that the subset of all cyclotomic Miura g-opers associated with
the same cyclotomic g-oper as ∇ is isomorphic to the ϑ-invariant subset
of the full flag variety of the adjoint group G of g, where the automor-
phism ϑ depends on ν, T and λ̌0. The big cell of the latter is isomorphic to
Nϑ, the ϑ-invariant subgroup of the unipotent subgroup N ⊂ G, which
we identify with those cyclotomic Miura g-opers whose residue at the
origin is the same as that of ∇. In particular, the cyclotomic generation
procedure recently introduced in Varchenko and Young (Sigma 11(091),
2015) is interpreted as taking ∇ to other cyclotomic Miura g-opers cor-
responding to elements of Nϑ associated with simple root generators. We
motivate the introduction of cyclotomic g-opers by formulating two con-
jectures which relate them to the cyclotomic Gaudin model of Vicedo and
Young (Commun Math Phys 343(3):971–1024, 2016).
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1. Introduction and Motivation

The Gaudin model [12] is a quantum integrable long-range spin chain of any
length N ∈ Z≥1 which can be associated with any semisimple Lie algebra
g over C. Among its many different possible generalisations, we shall be in-
terested in the so-called cyclotomic Gaudin model. It can be regarded as a
particular example of a general family of Gaudin models associated with non-
skew-symmetric solutions of the classical Yang–Baxter equation, introduced in
[21].

The algebra of observables of the cyclotomic Gaudin model, as introduced
by C. Young and one of the present authors in [26], is the N -fold tensor product
U(g)⊗N of the universal enveloping algebra U(g). Given any g-modules Mi for
i = 1, . . . , N , the Hilbert space, or spin chain, is taken to be the N -fold tensor

product
⊗N

i=1 Mi. To define the Hamiltonians, let {Ia}dim g
a=1 and {Ia}dim g

a=1 be
dual bases of g with respect to a chosen non-degenerate bilinear form on g. Let
T ∈ Z≥1, pick a primitive T th-root of unity ω and consider the cyclic group
Γ := 〈ω〉 ∼= Z/TZ. Let σ ∈ Aut g be an automorphism of g such that σT = Id.
Fix a collection of N distinct complex numbers zi ∈ C×, i = 1, . . . , N with
disjoint Γ-orbits, i.e. such that zi �= ωkzj for all distinct i, j = 1, . . . , N and
k = 0, . . . , T − 1. The quadratic cyclotomic Gaudin Hamiltonians are defined
as (see [22])

Hi :=

T−1∑

k=0

N∑

j=1
j �=i

Ia(i)σkI
(j)
a

zi − ω−kzj
+

T−1∑

k=1

Ia(i)σkI
(i)
a

(1 − ωk)zi
∈ U(g)⊗N , i = 1, . . . , N

(1.1)
where for any A ∈ U(g) we let A(i) denote the element of U(g)⊗N with A in the
ith tensor factor and the identity in every other factor. One checks directly that
these Hamiltonians mutually commute, i.e. [Hi,Hj ] = 0 for all i, j = 1, . . . , N ,
and commute with the diagonal action of the σ-invariant subalgebra gσ. The
Hamiltonians (1.1) belong to a large commutative subalgebra of U(g)⊗N , the
so-called cyclotomic Gaudin algebra, whose definition we briefly recall below.
For rk g ≥ 2, the latter contains also “higher” Gaudin Hamiltonians of degrees
equal to the exponents of g plus one. Taking T = 1, i.e. Γ = {1}, so that
σ = Id, we recover the usual quadratic Gaudin Hamiltonians

HG
i :=

N∑

j=1
j �=i

Ia(i)I
(j)
a

zi − zj
∈ U(g)⊗N , i = 1, . . . , N. (1.2)

The cyclotomic Gaudin algebra reduces in this case to the Gaudin algebra [6]
(see also [8]).
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The construction of the Gaudin algebra by Feigin, Frenkel and Reshetikhin
[6] exploits the commutative algebra structure of the subspace of singular vec-
tors in the vacuum Verma module at the critical level over the untwisted affine
Kac–Moody algebra ĝ associated with g. This approach was recently gener-
alised to construct the cyclotomic Gaudin algebra by C. Young and one of the
present authors in [26]. The central ingredient in the construction of [6] is the
notion of coinvariant of an N -fold tensor product of ĝ-modules with respect to
the algebra of rational functions P1 → g vanishing at infinity and with poles at
most at the marked points zi, i = 1, . . . , N . In the cyclotomic setting, this gets
replaced by the notion of cyclotomic coinvariants [10,27], i.e. coinvariants with
respect to the algebra of Γ-equivariant rational functions P1 → g vanishing at
infinity and regular away from ωkzi, i = 1, . . . , N , k = 0, . . . , T − 1, where
ω ∈ Γ acts on P1 by multiplication and on g as σ. Let u ∈ C×\{z1, . . . , zN} be
such that its Γ-orbit is disjoint from those of the zi, and denote by Ou and Ku

the local ring and local field at u, respectively. Let ĝu := g(Ku) ⊕ CK be the
affine Kac–Moody algebra, where for any C-algebra R we let g(R) := g ⊗ R,
and consider its subalgebra ĝ+

u := g(Ou) ⊕ CK. The vacuum Verma mod-
ule Vcrit

0,u (g) := U(ĝu) ⊗U(ĝ+
u ) Cv0 is the ĝu-module induced from the one-

dimensional ĝ+
u -module Cv0 on which g(Ou) acts trivially and K acts by the

critical level (whose specific value depends on the choice of normalisation of the
bilinear form on g). The subspace z

(
Vcrit

0,u (g)
)

:= {X ∈ Vcrit
0,u (g) | g(Ou)X = 0}

of singular vectors in Vcrit
0,u (g) comes naturally equipped with the structure of

a commutative algebra and the upshot of the construction of [26], generalising
that of [6] to the cyclotomic setting, is an algebra homomorphism

ΨΓ
(zi),u

: z
(
Vcrit

0,u (g)
)

−→ U(g)⊗N .

Working at the critical level ensures that this homomorphism is non-trivial
since it is only then that the vacuum Verma module admits singular vectors not
proportional to the vacuum v0. In particular, z

(
Vcrit

0,u (g)
)

always contains the
quadratic vector S = 1

2
Ia(−1)Ia(−1)v0. Here, we fix once and for all a global

coordinate t on C ⊂ P1 and let X(n) := X ⊗ (t − u)n ∈ g(Ku) for any X ∈ g
and n ∈ Z. The image of S under ΨΓ

(zi),u
gives rise to the quadratic cyclotomic

Gaudin Hamiltonians (1.1) as Hj = reszj
ΨΓ

(zi),u
(S)du for each j = 1, . . . , N .

The cyclotomic Gaudin algebra Z Γ
(zi)

(g) is defined as the image of ΨΓ
(zi),u

. We

thus obtain a surjective homomorphism of commutative C-algebras

ΨΓ
(zi),u

: z
(
Vcrit

0,u (g)
)

−� Z Γ
(zi)

(g). (1.3)

Given any g-modules Mi, i = 1, . . . , N , one of the main problems in
the study of the (cyclotomic) Gaudin model is to simultaneously diagonalise
the quadratic (cyclotomic) Gaudin Hamiltonians (1.1), or indeed the entire

(cyclotomic) Gaudin algebra Z Γ
(zi)

(g), on the tensor product
⊗N

i=1 Mi. If ψ ∈
⊗N

i=1 Mi is a joint eigenvector of the cyclotomic Gaudin algebra Z Γ
(zi)

(g),

then the common eigenvalues of Z Γ
(zi)

(g) on ψ are encoded in a C-algebra

homomorphism ηψ : Z Γ
(zi)

(g) → C, defined by z ψ = ηψ(z)ψ for every z ∈
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Z Γ
(zi)

(g). In other words, the joint spectrum of Z Γ
(zi)

(g) on any spin chain
⊗N

i=1 Mi forms a subset of the maximal spectrum of Z Γ
(zi)

(g). It is therefore

of interest to first obtain a description of the spectrum SpecZ Γ
(zi)

(g) before

attempting to diagonalise the cyclotomic Gaudin Hamiltonians on any tensor
product of g-modules. In view of the homomorphism (1.3), let us begin by
recalling the description of the spectrum of z

(
Vcrit

0,u (g)
)
.

The commutative algebra z
(
Vcrit

0,u (g)
)

is naturally isomorphic, by a theo-
rem of Feigin and Frenkel [5] (see also the book [9]), to the classical W -algebra
Wu(Lg) for the Langlands dual Lie algebra Lg of g, whose Cartan matrix
is the transpose of that of g. The classical W -algebra Wu(g) is obtained by
Drinfel’d–Sokolov reduction of the algebra of functions on the dual of the
affine Kac–Moody algebra ĝu [4]. Its spectrum is isomorphic to the space of
so-called g-opers on the formal disc Du = Spec Ou around the point u. In
order to introduce the notion of g-oper, it is convenient to first recall the de-
scription, due to Kostant [14,15], of the classical finite W -algebra Wfin(g, p−1)
associated with a principal nilpotent element p−1. Embedding the latter into
an sl2-triple {p−1, 2ρ̌, p1}, we set n :=

⊕
i>0 gi and b :=

⊕
i≥0 gi using the

Z-grading g =
⊕

i∈Z gi defined by adρ̌ and denote by N the unipotent sub-

group of the adjoint group of g with Lie algebra n. The algebra Wfin(g, p−1)
is isomorphic to the algebra of N -invariant polynomial functions on p−1 + b,
or equivalently to the algebra of polynomial functions on the Slodowy slice
p−1 +a, where a is the centraliser of p1. In other words, we have isomorphisms
SpecWfin(g, p−1) � (p−1 + b)/N � p−1 + a. To emphasise the parallel with g-

opers, we will call Opfin
g := (p−1 + b)/N the space of finite g-opers. We denote

by [X]g the class of X ∈ p−1 + b in Opfin
g .

A g-oper on Du is then defined as an equivalence class of connections
of the form d + p−1dt + v dt, with v ∈ b(Ou), modulo the gauge action of
the group N(Ou) whose definition we recall in Sect. 4.2. Each class admits a
canonical representative of the form d + p−1dt + cdt, with c ∈ a(Ou), which
can be regarded as an affine analog of the Slodowy slice. Denoting the space
of g-opers on Du by Opg(Du), we have an isomorphism of varieties [5]

Spec z
(
Vcrit

0,u (g)
)

� OpLg(Du). (1.4)

Now the surjective homomorphism (1.3) induces an injective map

SpecZ Γ
(zi)

(g) ↪−→ Spec z
(
Vcrit

0,u (g)
)

(1.5)

between the corresponding spectra. We may thus regard SpecZ Γ
(zi)

(g) as a

subvariety of OpLg(Du). In the non-cyclotomic case, Γ = {1}, it was shown by

Frenkel [7] that the usual Gaudin algebra Z(zi)(g) := Z
{1}
(zi)

(g) is isomorphic

to the algebra of functions on the space of global Lg-opers on the complex
projective line P1 with regular singularities at the points zi, i = 1, . . . , N and at
infinity. In other words, denoting the space of such Lg-opers by OpLg(P1)RS

(zi),∞
which we recall the definition of in Sect. 4, we have the isomorphism
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Spec Z(zi)(g) � OpLg(P1)RS
(zi),∞. (1.6)

The injective map (1.5) therefore corresponds, in the case Γ = {1}, to the
restriction of a global Lg-oper in OpLg(P1)RS

(zi),∞ to the disc around a regular

point u ∈ C\{z1, . . . , zN}.
The first purpose of this article is to conjecture an analog of the iso-

morphism (1.6) for describing the spectrum of the cyclotomic Gaudin algebra
Z Γ

(zi)
(g). To this end, we will introduce a notion of cyclotomic g-oper on P1,

which reduces to the usual notion of g-oper on P1, as given in [18], when
Γ = {1} (see also [1,7,8]). Fix a diagram automorphism ν ∈ Aut g whose or-
der divides T . Given any automorphism υ ∈ Aut g in the same class as ν in
Aut g/ Inn g and with the property that υT = Id, such as the automorphism
σ entering the definition of the cyclotomic Gaudin model, we may consider
the corresponding space Connυ̂

g(P1) of Γ-equivariant meromorphic g-valued

connections on P1 where ω ∈ Γ acts on P1 by multiplication and on g by
υ. By constrast, consider meromorphic g-valued connections, or g-connections
for short, of the form d + p−1dt + v with v ∈ Ω(b) := b(M)dt, where M

is the algebra of meromorphic functions on P1. Requiring the existence of
Γ-equivariant g-connections of this form forces us to work with the represen-
tative ς = Adω−ρ̌ ◦ν ∈ Aut g of the class of ν in Aut g/ Inn g. We therefore
define the space of cyclotomic g-opers as equivalence classes of Γ-equivariant
g-connections of the above form with ω ∈ Γ acting on g as ς, modulo the gauge
action of a Γ-invariant subgroup N ς̂(M) ⊂ N(M) whose definition is given in
Sect. 4.2. Each such class also admits a unique canonical representative of
the form d + p−1dt + c, with c ∈ Ως̂(a), where Ως̂(a) denotes the space of
Γ-equivariant a-valued differentials on P1. In Sect. 7, we will use the notion of
cyclotomic g-opers to conjecture the analog of the isomorphism (1.6) for the
cyclotomic Gaudin algebra Z Γ

(zi)
(g) in Conjecture 7.2.

To motivate the central question concerning cyclotomic g-opers addressed
in this article, we will use the analogy with classical finite W -algebras. Recall
the Slodowy slice p−1+a which is transverse to the N -orbits in p−1+b. Another
transverse slice is given by p−1 + h where h = g0 is a Cartan subalgebra.
Unlike the Slodowy slice, however, it does not intersect each N -orbit uniquely.
In other words, the canonical map p−1 + h → Opfin

g which sends an element

X ∈ p−1 +h ⊂ p−1 +b to its class [X]g ∈ Opfin
g is surjective, but not injective.

By comparison with the affine case discussed below, we shall refer to p−1 + h
as the space of finite Miura g-opers. If λ̌ ∈ h is dominant, i.e. 〈αi, λ̌〉 ≥ 0 for
every simple root αi, i ∈ I := {1, . . . , rk g} of g, then the subset of all finite

Miura g-opers whose class in Opfin
g coincides with [p−1 − λ̌− ρ̌]g can be shown

using results of Kostant [14,15] to be in bijection with the Weyl group W of
g.

Following the standard terminology in the non-cyclotomic setting [7,18],
we define a cyclotomic Miura g-oper on P1 as a cyclotomic g-connection of the
form d + p−1dt + u with u ∈ Ων̂(h). Note that a cyclotomic Miura g-oper ∇
on P1 is not a cyclotomic g-oper, but we can associate with it a cyclotomic
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g-oper by taking its gauge equivalence class [∇]Γ under N ς̂(M). Let us fix a
cyclotomic Miura g-oper ∇ with trivial monodromy representation and whose
underlying cyclotomic g-oper [∇]Γ has regular singularities at most at the
points zi ∈ C×, i = 1, . . . , N (and their Γ-orbits), the origin and infinity. We
will further assume that ∇ is of the form

∇ = d + p−1dt − λ̌0

t
dt + r (1.7)

for any ν-invariant integral dominant coweight λ̌0 ∈ hν and with r ∈ Ων̂(h)
regular at the origin. We will show in Sect. 6.2 how the integrality assumption
on λ̌0 can be weakened by going to a cover of P1, which allows us to treat
also the case of a ν-invariant dominant coweight λ̌0 such that 〈αi, λ̌0〉 ∈ Q for
all i ∈ I. Note that in general r, and hence the cyclotomic g-connection ∇,
may have simple poles at points xj ∈ C×, j = 1, . . . ,m (and their Γ-orbits)
other than zi, i = 1, . . . , N . Cyclotomic Miura g-opers of the above form
whose residue at each xj , j = 1, . . . , m is a simple coroot and whose residue
at each zi, i = 1, . . . , N is minus an integral dominant coweight, were shown
in [26] to be described by solutions of the cyclotomic Bethe ansatz equations
first introduced in [22]. Now as in the finite setting described above, a natural
question in the present context is then to describe the space of all cyclotomic
Miura g-opers whose underlying cyclotomic g-oper coincides with [∇]Γ. In the
non-cyclotomic case, Γ = {1}, it was proved independently by Mukhin and
Varchenko [17,18] and Frenkel [7] that this space is isomorphic to the flag
variety G/B− where G is the adjoint group of g and B− is the Borel subgroup
with Lie algebra b− :=

⊕
i≤0 gi.

In applications to the cyclotomic Gaudin model, it follows from the
construction of [26] that each cyclotomic Miura Lg-oper ∇ (not necessarily
monodromy-free) with residues −λi ∈ h∗ at zi for i = 1, . . . , N , −λ0 ∈ h∗,ν at
the origin and λ∞ ∈ h∗,ν at infinity, built from a solution of the cyclotomic
Bethe ansatz equations, corresponds to a joint eigenvector of Z Γ

(zi)
(g) of weight

λ∞ ∈ h∗ in the tensor product
⊗N

i=1 Mλi
of Verma modules Mλi

with high-
est weights λi. We will conjecture in Sect. 7 that the corresponding common
eigenvalues of the cyclotomic Gaudin algebra Z Γ

(zi)
(g) are determined by the

underlying cyclotomic Lg-oper [∇]Γ, see Conjecture 7.1. In the non-cyclotomic
setting, it was conjectured in [8] that for integral dominant highest weights
λi ∈ h∗, i = 1, . . . , N and λ∞ ∈ h∗, there is a bijection between monodromy-
free Lg-opers in OpLg(P1)RS

(zi),∞ with residues determined by the weights λi at

zi and λ∞ at infinity, and eigenvalues of the Gaudin algebra Z(zi)(g) on the

tensor product
⊗N

i=1 Vλi
of finite-dimensional irreducible modules Vλi

with
highest weights λi. In particular, it is believed that when the Bethe ansatz is
incomplete some of these eigenvalues correspond to Miura Lg-opers which do
not arise from solutions of the Bethe ansatz equations.

Before proving the cyclotomic counterpart of the isomorphism between
the space of Miura g-opers with a given underlying g-oper and the flag variety
G/B−, we begin in Sect. 5 by considering the effect of gauge transformations
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on ∇ by elements of the form efEk ∈ N(M) for some f ∈ M and k ∈ I.
Here Ei,Hi and Fi for i ∈ I denote the Chevelley–Serre generators of g. It
is well known that after such a gauge transformation, the new g-connection
efEk∇e−fEk is still a Miura g-oper if and only if f is a solution of some Riccati
equation. The result of going from the old Miura g-oper ∇ to the new one
efEk∇e−fEk is known as a reproduction in the direction of the simple root αk

[17]. In general, however, the new Miura g-oper efEk∇e−fEk will no longer be
cyclotomic. The problem of defining a cyclotomic version of the reproduction
procedure, taking one cyclotomic Miura g-oper to another, was first studied by
Varchenko and Young in [24] who considered so-called populations of solutions
to the cyclotomic Bethe ansatz equations associated with an arbitrary Kac–
Moody algebra g. It was shown there that under certain conditions on the
coweight λ̌0 (or rather the weight λ0 ∈ h∗,ν since solutions of the cyclotomic
Bethe ansatz equations used in [24] correspond to cyclotomic Lg-opers), it
is possible to take one solution of the cyclotomic Bethe ansatz equations to
another by performing a sequence of reproductions in the direction of other
simple roots {αij

}n
j=2 for some n ∈ Z≥2 with ij ∈ I in the orbit I ∈ I/ν of

i1 := k ∈ I under the diagram automorphism ν : I → I.
When the Lie algebra g is semisimple, as we are considering, there are

only two possible types of orbits I. We address the issue of existence of cy-
clotomic reproductions in the present language by studying gauge transforma-
tions by elements in the subgroup generated by simple roots along the orbit
I. Specifically, we consider Riccati equations built from the cyclotomic Miura
g-oper ∇ given in (1.7). These are satisfied by the collection of meromorphic
functions fj ∈ M which appear in the individual gauge transformation param-

eters efjEij ∈ N(M). Requiring the overall gauge transformation parameter
g = efnEin . . . ef1Ei1 to live in the Γ-invariant subgroup N ς̂(M) imposes certain
functional relations among the various functions fj . If the latter are regular at
the origin, then we find that these functional relations can be satisfied if and
only if λ̌0 satisfies the following relation

I〈αk, λ̌0 + ρ̌〉 ≡ 0 mod
T

|I| , (1.8)

where I = 1 or 2 depending on the type of the orbit I. A key step in our
analysis is considering a regularisation of the given Riccati equations at the
origin. In this case, the new cyclotomic Miura g-oper g∇g−1 takes the same
form as ∇ in (1.7) but with some new differential r ∈ Ων̂(h). On the other hand,
without imposing any conditions on λ̌0, we can always choose the overall gauge
transformation parameter to be cyclotomic by letting one of the functions fj

be singular. Moreover, in this case we find that the new cyclotomic Miura
g-oper takes the form

g∇g−1 = d + p−1dt − sν
I · λ̌0

t
dt + r̃
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for some r̃ ∈ Ων̂(h), with sν
I the simple reflection of the ν-invariant Weyl group

W ν associated with the node I ∈ I/ν of the folded diagram and where the dot
denotes the shifted Weyl action.

Let us now consider the effect of a gauge transformation with a more
general parameter g ∈ N ς̂(M) on the cyclotomic Miura g-oper ∇ in (1.7), not
one corresponding merely to the orbit of a simple root. We begin in Sect. 6.1 by
describing the space of all cyclotomic Miura g-opers g∇g−1 of the same form
as the original cyclotomic Miura g-oper ∇, namely (1.7) but for some different
r ∈ Ων̂(h). We refer to these cyclotomic Miura g-opers as being generic at the
origin. Guided by the analysis of Sect. 5, we introduce the following regularised
g-connection

∇r := t−λ̌0∇tλ̌0 = d +
∑

k∈I

t〈αk,λ̌0〉Fk dt + r.

The regularisation has the effect of modifying the automorphism of g in the
Γ-equivariance property from ς to ϑ := Adω−λ̌0−ρ̌ ◦ν ∈ Aut g. In particular,
regularising the new cyclotomic Miura g-oper g∇g−1 yields the g-connection

(g∇g−1)r = gr∇rg
−1
r where gr = t−λ̌0 g tλ̌0 ∈ N ϑ̂(M). Since we are assuming

g∇g−1 to be of the same form as in (1.7) it follows that (g∇g−1)r is regular
at the origin and hence so is gr. Its initial condition gr(0) then takes value in
Nϑ. Conversely, given any g0 ∈ Nϑ we construct in Theorem 6.2 an element
g ∈ N ς̂(M) such that gr is regular at the origin with gr(0) = g0. The cyclotomic
Miura g-oper g∇g−1 is then of the same form as in (1.7). In this language,
relation (1.8) on λ̌0 for a given orbit I ∈ I/ν can now be seen as the condition
for the existence of a ϑ-invariant element in the subalgebra of n generated by
the Ei with i ∈ I.

The residue at the origin of the cyclotomic g-oper [∇]Γ, as defined in
Sect. 4.5, corresponding to the cyclotomic Miura g-oper ∇ given in (1.7) is the

finite gν-oper [p−1 − λ̌0 − ρ̌]gν ∈ Opfin
gν . The general form of a cyclotomic Miura

g-oper ∇̃ whose corresponding cyclotomic g-oper [∇̃]Γ has the same residue at
the origin is

∇̃ = d + p−1dt − w · λ̌0

t
dt + r̃ (1.9)

for some w ∈ W ν and r̃ ∈ Ων̂(h) regular at the origin. It follows from the
above discussion that to reach such cyclotomic Miura g-opers from ∇ given
in (1.7) one should apply a gauge transformation with parameter g ∈ N ς̂(M)

for which gr = t−λ̌0gtλ̌0 is singular at the origin. We prove in Sect. 6.3 that
the space of all cyclotomic Miura g-opers of the form g∇g−1 with g ∈ N ς̂(M)
is isomorphic to the ϑ-invariant subspace (G/B−)ϑ of the flag variety G/B−.
We show in Sect. 6.4 that this ϑ-invariant subspace has a cell decomposition

(G/B−)ϑ =
⊔

w∈W ν

NϑẇB−/B−.

In particular, the big cell NϑB−/B− is isomorphic to the space of generic
cyclotomic Miura g-opers g∇g−1, i.e. for which gr is regular at the origin. We
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expect the cyclotomic Miura g-opers g∇g−1 of the form (1.9) to be isomorphic
to the cell NϑẇB−/B−.

2. Notations and Conventions

2.1. Semisimple Lie Algebras

Let g be a finite-dimensional complex semisimple Lie algebra. Let h be a Cartan
subalgebra of g and denote by Φ ⊂ h∗ the root system of (g, h). Fix a basis
of simple roots αi, i ∈ I := {1, . . . , rk g} and let Φ± denote the corresponding
set of positive and negative roots. We have the Cartan decomposition

g = n− ⊕ h ⊕ n, n :=
⊕

α∈Φ+

CEα, n− :=
⊕

α∈Φ+

CFα. (2.1)

Introduce also the positive and negative Borel subalgebras b := h ⊕ n and
b− := h ⊕ n−. For any positive root α ∈ Φ+, we define the root spaces gα :=
CEα and g−α := CFα. The Chevalley–Serre generators α̌i ∈ h, Ei := Eαi

and
Fi := Fαi

for i ∈ I satisfy the relations

[α̌i, α̌j ] = 0, [α̌i, Ej ] = aijEj , [α̌i, Fj ] = −aijFj ,

[Ei, Fj ] = δijα̌i, ad
1−aij

Ei
Ej = 0, ad

1−aij

Fi
Fj = 0,

for all i, j ∈ I, where A := (aij)i,j∈I :=
(
〈αj , α̌i〉

)
i,j∈I

is the Cartan matrix.

We fix a non-degenerate invariant symmetric bilinear form (·|·) on g. Its
restriction to the Cartan subalgebra h is non-degenerate and hence induces an
isomorphism h ∼−→ h∗. We use this to define a non-degenerate bilinear pairing
on h∗ which we also denote (·|·). For every i ∈ I and λ ∈ h∗, we then have
〈λ, α̌i〉 = 2(λ|αi)/(αi|αi). A coweight λ̌ ∈ h is said to be integral if 〈αi, λ̌〉 ∈ Z
for every i ∈ I and dominant if 〈αi, λ̌〉 ≥ 0 for every i ∈ I.

Let υ ∈ Aut g be an automorphism of g. One can always find a Cartan
subalgebra h of g such that υ stabilises the associated Cartan decomposition
(2.1). We will say that such a Cartan subalgebra is adapted to the automor-
phism υ. The restriction of υ to h then induces a linear map υ ∈ GL(h). We
define a linear map υ ∈ GL(h∗) by requiring the υ-invariance of the bilinear
pairing between h and h∗, i.e. 〈υλ, υμ̌〉 = 〈λ, μ̌〉 for every λ ∈ h∗ and μ̌ ∈ h.
This linear map leaves invariant the set of all roots Φ ⊂ h∗, the subset of posi-
tive and negative roots Φ± and the subset of simple roots {αi}i∈I . It therefore
defines an automorphism υ : Φ → Φ of the set of roots and a diagram au-
tomorphism υ : I → I. The action of the automorphism υ ∈ Aut g on the
Cartan–Weyl basis associated with the Cartan decomposition (2.1) is then
given by

υ(Eα) = ταEυ(α), υ(α̌i) = α̌υ(i), υ(Fα) = τ−1
α Fυ(α), (2.2)

for each i ∈ I and α ∈ Φ, where τα are complex numbers. The automorphism
is entirely specified by its diagram part υ : I → I and the collection of numbers
ταi

corresponding to the simple roots.
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The bilinear form (·|·) on g is υ-invariant, i.e. (υX|υY ) = (X|Y ) for all
X,Y ∈ g. Indeed, it can be expressed as a linear combination of the Killing
forms (X,Y ) �→ trg(adX ◦ adY ) on each simple factor of g and for every X ∈ g
we have adυX = υ ◦ adX ◦υ−1. If the Cartan subalgebra h is adapted to υ,
then the restriction of (·|·) to h and the induced bilinear form on h∗ are both
υ-invariant.

2.2. Adjoint Group

Let G = (Aut g)◦ be the adjoint group associated with g, i.e. the connected
component of the identity in the automorphism group Aut g. It is a semisimple
algebraic group, with Lie algebra Lie(G) = Lie(Aut g) = Der g = adg isomor-
phic to g. It is generated by the inner automorphisms of the form exp(adX),
for all ad-nilpotent X ∈ g.

By construction, G acts on the Lie algebra g by the adjoint action. We
define H := ZG(h), the centraliser of the Cartan subalgebra h, i.e. the subgroup
of G that fixes h pointwise. It is the unique maximal torus of G with Lie algebra
h, and is a closed connected abelian subgroup of G. In the same way, let
B := NG(b) and B− := NG(b−) be the normalisers of the Borel subalgebras b
and b−, i.e. the subgroups of G whose adjoint action stabilises b and b−. They
form Borel subgroups of G (maximal closed connected solvable subgroups) and
have Lie algebras b and b−.

We define the respective derived subgroups N := (B,B) and N− :=
(B−, B−). They are closed connected unipotent subgroups of G with Lie al-
gebras n and n−. The Borel subgroups B and B− then uniquely factorise as
B = HN and B− = HN−. We have the root decomposition

N =
∏

α∈Φ+

Gα and N− =
∏

α∈Φ−

Gα,

where, for any α ∈ Φ+, Gα := {exp (x adEα
)}x∈C and G−α :=

{exp (x adFα
)}x∈C are one-dimensional closed connected subgroups of G with

Lie algebras adgα
and adg−α

. The above decompositions hold for any ordering
of the roots α ∈ Φ±.

Let υ ∈ Aut g be any given automorphism of g. Since G = (Aut g)◦ is
normal in Aut g, we can lift υ to an automorphism of G, acting by conjugation
η �→ υ◦η◦υ−1, which by abuse of notation we shall also denote υ ∈ AutG. The
induced Lie algebra automorphism of Lie(G) = adg coincides with υ ∈ Aut g
via the isomorphism between adg and g. If the Cartan subalgebra h is chosen
to be adapted to υ ∈ Aut g (cf. Sect. 2.1), then the lift υ ∈ AutG stabilises
the corresponding subgroups H, N and N− of G. As a consequence, it also
stabilises the Borel subgroups B = HN and B− = HN−.

2.3. Weyl Group and Flag Varieties

The Weyl group W ⊂ GL(h∗) is generated by reflections λ �→ siλ := λ −
〈λ, α̌i〉αi for all i ∈ I. We define an action of W on h by requiring the invariance
of the pairing between h and h∗, namely 〈w(λ), w(μ̌)〉 = 〈λ, μ̌〉 for any λ ∈ h∗,
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μ̌ ∈ h and w ∈ W . Explicitly, for every i ∈ I and μ̌ ∈ h we have siμ̌ =
μ̌ − 〈αi, μ̌〉α̌i.

Let NG(h) be the normaliser of h for the adjoint action of G on the
Lie algebra g. The restriction of the coadjoint action G → GL(g∗) to NG(h)
gives rise to a map NG(h) → GL(h∗) which induces an isomorphism π−1 :

NG(h)/H ∼−→ W . Given any w ∈ W we fix a representative ẇ ∈ NG(h) of the
class π(w) ∈ NG(h)/H (the other representatives are then of the form ẇh with
h ∈ H). For any α ∈ Φ, the action of ẇ by conjugation on the root subgroup
Gα is simply ẇGαẇ−1 = Gwα.

Consider the flag variety G/B− associated with the group G. The Gauss
decomposition of G into a disjoint union of cells NẇB− over w ∈ W gives rise
to the following cell decomposition of the flag variety

G/B− =
⊔

w∈W

NẇB−/B− =:
⊔

w∈W

Cw. (2.3)

Since the representative ẇ of w ∈ W in NG(h) only differs from other choices
of representatives through right multiplication by an element of the Cartan
subgroup H ⊂ B−, it is clear that the cell Cw = NẇB−/B− does not depend
on the choice of this representative. The big cell CId = NB−/B−, which is
isomorphic to N , is dense in G/B−.

Let υ ∈ Aut g be an automorphism of the Lie algebra g. Choose a Cartan
subalgebra h adapted to υ. We use the corresponding action of υ on h∗ to define
an action of υ on W by conjugation w �→ υ(w) := υ ◦ w ◦ υ−1. By definition of
the reflection si ∈ W , we have in particular υ(si) = sυ(i) for every i ∈ I. The
map υ : W → W constructed in this way is an automorphism of the group W .
Note that it only depends on the restriction of υ to h, i.e. on the associated
diagram automorphism υ : I → I. We introduce the subgroup

W υ := {w ∈ W | υ(w) = w}

of υ-invariant elements in W .
The lift υ ∈ AutG of the automorphism υ ∈ Aut g to the adjoint group G

stabilises both the torus H and the normaliser NG(h). It therefore descends to

an automorphism υ of the subquotient NG(h)/H. The isomorphism π : W ∼−→
NG(h)/H is equivariant with respect to the action of υ on W and NG(h)/H,
i.e. π

(
υ(w)

)
= υ
(
π(w)

)
for any w ∈ W . Since υ stabilises the Borel subgroup

B−, one can also define an automorphism υ of the flag variety G/B−. This
will play a central role in Sect. 6, so we postpone its definition and the study
of its properties until then.

3. Finite g-Opers and Finite Miura g-Opers

We follow the conventions and notations of Sect. 2.
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3.1. Principal sl2 and Z-Grading

Consider the regular nilpotent element

p−1 :=
∑

i∈I

Fi. (3.1)

By the Jacobson–Morozov theorem, it can be embedded into an sl2-triple. Let
ω̌i ∈ h, i ∈ I, be the fundamental coweights of g defined by αi(ω̌j) = δij for
all i, j ∈ I. The Weyl covector

ρ̌ :=
∑

i∈I

ω̌i (3.2)

then satisfies αi(ρ̌) = 1 for all i ∈ I, so that [2ρ̌, p−1] = −2p−1. The pair
{p−1, 2ρ̌} extends uniquely to an sl2-triple {p−1, 2ρ̌, p1}, i.e. with the relations

[p1, p−1] = 2ρ̌, [ρ̌, p±1] = ±p±1.

Specifically, the regular nilpotent element p1 is obtained by writing 2ρ̌ =∑
i∈I ciα̌i in the basis of simple coroots α̌i of g and defining p1 :=

∑
i∈I ciEi.

We will refer to {p−1, 2ρ̌, p1} as the principal sl2-triple of g and to its span
〈p−1, ρ̌, p1〉 ⊂ g as the principal sl2 subalgebra of g.

The height ht(α) ∈ Z of a root α ∈ Φ is the eigenvalue of the corre-
sponding root vector under the adjoint action of the Cartan element ρ̌, i.e.
[ρ̌, Eα] = ht(α)Eα and [ρ̌, Fα] = ht(−α)Fα for any α ∈ Φ+. The eigenspace
decomposition of adρ̌ defines a Z-grading of the Lie algebra g,

g =
⊕

i∈Z
gi =

h−1⊕

i=−h+1

gi, (3.3)

with [gi, gj ] ⊂ gi+j for all i, j ∈ Z. Here, h denotes the Coxeter number of g,
defined as the maximum of the Coxeter numbers of the simple factors in the
semisimple decomposition of g (for simple g, we have h := ht(θ) + 1 with θ
the maximal root in Φ). The eigenspace gj := {X ∈ g | [ρ̌, X] = jX} of adρ̌ for
each j ∈ Z is spanned by all root vectors of height j, explicitly

g0 = h, gi =
⊕

α∈Φ+ | ht(α)=i

gα, g−i =
⊕

α∈Φ+ | ht(α)=i

g−α

for all i ∈ Z≥1. In particular, we have gi = 0 if |i| ≥ h. Note also that
b = ⊕i≥0gi and n = ⊕i>0gi.

The centraliser of p1 in g is a Z≥1-graded abelian subalgebra a := ker(adp1
)

of dimension rk g. Let aj := a ∩ gj denote its grade-j subspace for each j ∈
{1, . . . , h−1}. We let E denote the multiset containing each j ∈ {1, . . . , h−1}
with multiplicity dim aj . Its elements are called the exponents of g. From the
representation theory of sl2, we then have, for every i ∈ {1, . . . , h − 1},

gi =

{
[p−1, gi+1] if i �∈ E,
[p−1, gi+1] ⊕ ai if i ∈ E.

(3.4)
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3.2. Finite g-Opers

Let G be the adjoint group of g, cf. Sect. 2.2. If g ∈ G and X ∈ g, then we
denote by gXg−1 the adjoint action of g on X. The affine subspace p−1+b ⊂ g
is stabilised by the adjoint action of the unipotent subgroup N of G. Consider
the quotient

Opfin
g := (p−1 + b)/N

and denote the class of any X ∈ p−1 + b as [X]g. We refer to the elements

of Opfin
g as finite g-opers. The so-called Slodowy slice through p−1 is defined

as the affine subspace p−1 + a ⊂ p−1 + b. It is transversal at every point to
the adjoint orbit of N in p−1 + b. In fact, it is an important result of Kostant
that the Slodowy slice intersects each N -orbit in p−1 +b exactly once. For our
purpose, it is convenient to formulate this statement as follows.

Theorem 3.1. Every finite g-oper has a unique representative in p−1 + a. We
shall refer to it as the canonical representative of the finite g-oper.

Proof. This follows from [16, Theorem 1.2] which states that the map N ×
(p−1 + a) → p−1 + b, given by the adjoint action (n,X) �→ nXn−1 is an
isomorphism of affine varieties. Alternatively, it could also be proved by a
simpler version of the argument used in the proof of Theorem 4.5. However,
since the argument is so similar to the one given there, we do not repeat it
here for the sake of brevity. �

We define a finite Miura g-oper as an element of the affine subspace
p−1 + h ⊂ g. To any finite Miura g-oper is associated a finite g-oper, namely

its class in Opfin
g . It follows from the second half of the proof of [16, Theorem

1.2] that the corresponding map

p−1 + h −→ Opfin
g ,

X �−→ [X]g,
(3.5)

is surjective. The next theorem gives a necessary and sufficient condition for
two finite Miura g-opers to correspond to the same finite g-oper.

Proposition 3.2. For any λ̌, μ̌ ∈ h, we have [p−1 − λ̌]g = [p−1 − μ̌]g if and only

if there exists w ∈ W such that λ̌ = w(μ̌).

Proof. Let λ̌, μ̌ ∈ h. Denote by u = (u1, . . . , urk g) : g → Crk g the collection of
rk g fundamental homogenous G-invariant polynomials on g. By [14, Lemma
9.2], there exists w ∈ W such that λ̌ = w(μ̌) if and only if u(λ̌) = u(μ̌).
The latter is equivalent to u(p−1 − λ̌) = u(p−1 − μ̌) by [15, Proposition 17].
Now since p−1 − λ̌ and p−1 − μ̌ are regular by [15, Lemma 10], this in turn is
equivalent to p−1 − λ̌ and p−1 − μ̌ being conjugate under the adjoint action
of G by [15, Theorem 3]. It is clear that if p−1 − λ̌ and p−1 − μ̌ are conjugate
under the adjoint action of N then they are also conjugate under the adjoint
action of G. The converse of this statement follows from the second half of the
proof of [16, Theorem 1.2]. Therefore, p−1 − λ̌ and p−1 − μ̌ are conjugate under
the adjoint action of G if and only if [p−1 − λ̌]g = [p−1 − μ̌]g, and the theorem
follows. �
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We define the shifted action of W on h by letting w ∈ W send λ̌ ∈ h to
w · λ̌ := w(λ̌ + ρ̌) − ρ̌. Two coweights λ̌, μ̌ ∈ h are then said to be W -linked
if μ̌ = w · λ̌ for some w ∈ W . The W -linkage class of a coweight λ̌ ∈ h is its
orbit under this shifted action of W , which we denote by [λ̌]W .

Corollary 3.3. There is a bijection between the set h/(W, ·) of W -linkage classes

in h and the set Opfin
g of finite g-opers, given explicitly by [λ̌]W �→ [p−1−λ̌−ρ̌]g.

Proof. The given map is well defined and injective by Proposition 3.2. It is
surjective since (3.5) is. �

By abuse of notation, in what follows we always identify the W -linkage
class [λ̌]W of a coweight λ̌ ∈ h with the corresponding finite g-oper [p−1 −
λ̌ − ρ̌]g ∈ Opfin

g . Let λ̌ ∈ h and consider the subset MOpfin
g,[λ̌]W

:=
{
X ∈

p−1 + h
∣∣ [X]g = [λ̌]W

}
of the set p−1 + h of all finite Miura g-opers.

Theorem 3.4. If λ̌ ∈ h is dominant then MOpfin
g,[λ̌]W

� W .

Proof. By Proposition 3.2, every X ∈ MOpfin
g,[λ̌]W

is of the form X = p−1 −
w(λ̌ + ρ̌) for some w ∈ W . We obtain a surjective map W � MOpfin

g,[λ̌]W
given

by w �→ p−1 −w(λ̌+ ρ̌). To prove injectivity, it is enough to show that if λ̌+ ρ̌
is fixed by w ∈ W then w = Id. But since λ̌ is assumed dominant, we have
〈αi, λ̌ + ρ̌〉 ≥ 1 for all i ∈ I. In other words, the coweight λ̌ + ρ̌ lies inside the
open fundamental Weyl chamber of h. The result now follows from the fact
that W acts simply transitively on the set of all Weyl chambers. �

3.3. Folding and Finite gν -Opers

Let ν : I → I be a permutation of the simple roots of g which preserves the
Cartan matrix, i.e. such that

aν(i)ν(j) = aij (3.6)

for all i, j ∈ I. Consider the associated diagram automorphism of g, which we
also denote ν ∈ Aut g, defined by its action on the Chevalley–Serre generators
as

ν(Ei) = Eν(i), ν(α̌i) = α̌ν(i), ν(Fi) = Fν(i). (3.7)

We are interested in describing the ν-invariant subalgebra gν := {X ∈ g | ν(X)
= X}.

Let I/ν denote the set of orbits in I under ν. For each orbit I ∈ I/ν, we
define (cf. [11])

I := 3 −
∑

i∈I

aij ,

where j is any point in the orbit I. The right-hand side depends only on the
orbit I itself, and not on j, by virtue of the assumption (3.6) on ν. Moreover,
by the properties aii = 2 and aij ∈ Z≤0 for all i �= j of the Cartan matrix it
follows that I ∈ Z≥1. Since g is semisimple, we have I = 1 or 2 for every
I ∈ I/ν (see e.g. [20, Lemma 4.3]). If I = 1, then the restriction of the Dynkin

diagram to the orbit I is isomorphic to the Dynkin diagram of A
×|I|
1 . On the
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other hand, if I = 2, then |I| is even and the Dynkin diagram restricted to

the orbit I is isomorphic to the Dynkin diagram of A
×|I|/2
2 . Finally, note that

in either case the relation I

∑
i∈I aij = 2 holds for any j ∈ I.

The following result is well known (see, for instance, [2, § 9.5]).

Proposition 3.5. The ν-invariant subalgebra gν is semisimple. Its Chevalley–
Serre generators are

α̌ν
I := I

∑

i∈I

α̌i, Eν
I := I

∑

i∈I

Ei, F ν
I :=

∑

i∈I

Fi,

for I ∈ I/ν with corresponding system of simple roots αν
I := 1

|I|
∑

i∈I αi ⊂
h∗,ν := (h∗)ν . The Cartan matrix Aν := (aν

IJ)I,J∈I/ν is given by aν
IJ :=

〈αν
J, α̌ν

I 〉 = I

∑
i∈I aij for any j ∈ J, and the Weyl group is the ν-invariant

subgroup W ν , cf. Sect. 2.3.

We shall need the following explicit description of the Weyl group W ν of
gν (see e.g. [24]).

Lemma 3.6. The simple reflections {sν
I}I∈I/ν generating the ν-invariant sub-

group W ν ⊂ W read

sν
I =

{∏
i∈I si for I = 1,

∏
i∈I/2 sisı̄si for I = 2,

where the product in the case I = 2 is over half of the orbit, namely I/2 :=
{k, ν(k), . . . , ν|I|/2−1(k)} for any k ∈ I, and we define ı̄ := ν|I|/2(i) for every
i ∈ I.

Proof. Let I ∈ I/ν. We determine sν
I by computing its action on an arbitrary

ν-invariant coweight μ̌ ∈ hν . By definition, we have

sν
I μ̌ = μ̌ − 〈αν

I , μ̌〉α̌ν
I = μ̌ − I

|I|
∑

i,j∈I

〈αj , μ̌〉α̌i = μ̌ − I

∑

i∈I

〈αi, μ̌〉α̌i, (3.8)

where in the last step we used the relation 〈αj , μ̌〉 = 〈αi, μ̌〉 which follows from
the ν-invariance of μ̌ and the fact that i, j lie on the same orbit I.

If I = 1, then the right-hand side of (3.8) can be rewritten as
(∏

i∈I si

)
(μ̌)

since 〈αj , α̌i〉 = 0 for all distinct i, j ∈ I. On the other hand, if I = 2,
then a direct computation using the fact that 〈αi, α̌ı̄〉 = 〈αı̄, α̌i〉 = −1 yields
sisı̄si(μ̌) = μ̌ − 2〈αi, μ̌〉α̌i − 2〈αı̄, μ̌〉α̌ı̄. The result now follows. �

The fundamental coweights of gν , defined by αν
I (ω̌ν

J) = δIJ for all I, J ∈
I/ν, are

ω̌ν
I :=

∑

i∈I

ω̌i.

Proposition 3.7. The automorphism ν preserves the Z-grading (3.3) and fixes
the principal sl2. In particular, {p−1, 2ρ̌, p1} is the principal sl2-triple of gν .
Moreover, each ai for i ∈ E is ν-stable.
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Proof. Since ht(ν(α)) = ht(α) for any α ∈ Φ, it follows that ν stabilises the
eigenspaces gi, i ∈ Z. Moreover, ν(ω̌i) = ω̌ν(i) for all i ∈ I since 〈αj , ν(ω̌i)〉 =
〈αν−1(j), ω̌i〉 = δν−1(j)i = δjν(i) = 〈αj , ω̌ν(i)〉 for any j ∈ I. Therefore, ρ̌ is ν-
invariant. By definition of p−1 and ν, we clearly have ν(p−1) = p−1. It follows
that

[p1, p−1] = 2ρ̌ = 2ν(ρ̌) = ν
(
[p1, p−1]

)
= [ν(p1), ν(p−1)] = [ν(p1), p−1],

so adp−1
(p1 − ν(p1)) = 0. As ν stabilises g1, p1 and ν(p1) are both in g1. Yet

adp−1
: gi+1 → gi is injective for i ≥ 0 and hence p1 = ν(p1).

Recall the expressions (3.1) and (3.2) for p−1 and ρ̌, respectively. Noting
that the sum over i ∈ I in these expressions can be rewritten as a double sum
over orbits I ∈ I/ν and elements i ∈ I in each orbit, we can write these as

p−1 =
∑

I∈I/ν

F ν
I , ρ̌ =

∑

I∈I/ν

ω̌ν
I .

It follows that {p−1, 2ρ̌, p1} is the principal sl2-triple of gν .
Let X ∈ a. Then [ν(X), p1] = [ν(X), ν(p1)] = ν

(
[X, p1]

)
= 0 so that

ν(X) ∈ a. Thus ν stabilises both a and gi and hence also ai = a ∩ gi. �
As a result of Propositions 3.5 and 3.7, the constructions of Sects. 3.1

and 3.2 apply directly to the ν-invariant subalgebra gν . In particular, aν :=
a ∩ gν = ker(adp1

: gν → gν) is a Z≥1-graded abelian subalgebra in gν of
dimension rk gν , and the corresponding multiset Eν of exponents of gν forms
a sub-multiset of E.

Since ν fixes p−1 and stabilises b, we can consider the affine subspace
p−1 +bν ⊂ gν of ν-invariant elements in p−1 +b. It is stabilised by the adjoint
action of Nν , the ν-invariant subgroup of N . We may therefore define the
corresponding space of finite gν-opers

Opfin
gν = (p−1 + bν)/Nν .

If X ∈ p−1 + bν , then we denote by [X]gν the associated finite gν-oper. In
particular, we recover the notion of finite g-opers from Sect. 3.2 when ν = Id.
For completeness, let us end by stating the analogs of Theorem 3.1, Proposition
3.2 and Theorem 3.4 for finite gν-opers.

Theorem 3.8. Every finite gν-oper has a unique representative in p−1 + aν .
For any ν-invariant coweights λ̌, μ̌ ∈ hν , we have [p−1−λ̌]gν = [p−1−μ̌]gν

if and only if there exists w ∈ W ν such that λ̌ = w(μ̌).

If λ̌ ∈ hν is dominant, then MOpfin
gν ,[λ̌]W ν

� W ν .

4. Cyclotomic g-Opers and Canonical Representatives

We pick and fix, once and for all, a diagram automorphism ν : I → I as in
Sect. 3.3. Let T ∈ Z≥1 be a multiple of the order of ν and choose a primitive
T th-root of unity ω. It generates a copy of the cyclic group of order T under
multiplication, which we denote

Γ := 〈ω〉 ⊂ C×.
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In this section, we will define an action of Γ on various spaces defined over
the Riemann sphere, including the spaces of g-valued meromorphic functions,
differentials and connections. Elements of these spaces which are invariant
under this action will be called cyclotomic.

4.1. Cyclotomic g-Valued Functions and Differentials

Let P1 := C ∪ {∞} be the Riemann sphere and fix a global coordinate t on
C ⊂ P1. There is a natural action μ : Γ → Aut P1, α �→ μα of the cyclic group
Γ on P1 which fixes ∞ and with α ∈ Γ acting by multiplication t �→ αt on C.

In this subsection and the next, we let υ ∈ Aut g be any automorphism
whose order divides T , i.e. such that υT = Id, and with diagram part ν. In
other words, let υ be defined on the Chevalley–Serre generators as

υ(Ei) = ταi
Eν(i), υ(α̌i) = α̌ν(i), υ(Fi) = τ−1

αi
Fν(i), (4.1)

where ταi
, i ∈ I, are arbitrary T th-roots of unity. We obtain an action of the

cyclic group Γ on g by letting ω act as υ. That is, we have a homomorphism
Γ → Aut g, ω �→ υ.

Let M denote the algebra of meromorphic functions on P1. We introduce
an action of Γ on M by letting α ∈ Γ act through the pullback μ∗

α−1 : M → M,
namely sending f ∈ M to the function α.f := f ◦ μα−1 ∈ M. Let Ω := Mdt be
the space of meromorphic differentials on P1. It too comes naturally equipped
with an action of Γ, letting α ∈ Γ act also by the pullback μ∗

α−1 : Ω → Ω.
Consider the Lie algebra g(M) := g ⊗C M, i.e. the set of g-valued mero-

morphic functions equipped with the pointwise Lie bracket. Define an action
of Γ on g(M) by combining the action of Γ on g with the above action on M.
That is, for any X ⊗ f ∈ g(M) we set

υ̂(X ⊗ f) := υ(X) ⊗ μ∗
ω−1f. (4.2)

We denote the subalgebra of Γ-invariants as

gυ̂(M) := {h ∈ g(M) | υ̂(h) = h},

which we shall call the space of cyclotomic g-valued meromorphic functions.
Given any υ-stable subspace p ⊂ g, we define the υ̂-stable subspace p(M) :=
p ⊗C M of g(M). We denote the corresponding subspace of Γ-invariants by

pυ̂(M) := {h ∈ p(M) | υ̂(h) = h}.

Given any subspace p ⊂ g, we denote by Ω(p) := p ⊗C Ω the space of p-
valued meromorphic differentials. If p is υ-stable, we equip Ω(p) with an action
of Γ defined by letting ω act through the pullback by μω−1 on the second tensor
factor, namely

υ̂(X ⊗ �) := υ(X) ⊗ μ∗
ω−1�,

for any X ∈ p and � ∈ Ω. We define the subspace

Ωυ̂(p) := {A ∈ Ω(p) | υ̂(A) = A}
of cyclotomic (i.e. Γ-invariant) p-valued meromorphic differentials. We shall
often abbreviate the notation X⊗f for an element in p(M) to Xf for simplicity,
and similarly, an element Y ⊗ � of Ω(p) will be denoted simply as Y �.
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4.2. Cyclotomic g-Connections

Let d : M → Ω denote the de Rham differential and consider the affine space

Conng(P1) := {d + A |A ∈ Ω(g)}

of g-valued meromorphic connections on P1, or g-connections for short. More
generally, given any subspace p ⊂ g we define the affine subspace Connp(P1) of
p-valued mermorphic connections of the form d + A with A ∈ Ω(p). Similarly,
we define the affine subspace

Connυ̂
g(P1) := {d + A |A ∈ Ωυ̂(g)} ⊂ Conng(P1)

of cyclotomic g-valued meromorphic connections on P1, and if p ⊂ g is a
υ-stable subspace, we define the affine subspace Connυ̂

p(P1) ⊂ Connυ̂
g(P1) of

connections of the form d + A with A ∈ Ωυ̂(p). We shall refer to elements of

Connυ̂
p(P1) as cyclotomic p-connections.
Consider the group G(M) of M-points of G, which can be thought of

as the group of G-valued meromorphic functions on P1. It can be formally
defined as the set of all C-algebra homomorphisms O(G) → M, where O(G) is
the algebra of regular functions on G. The group structure on G makes O(G)
into a commutative Hopf algebra with coproduct Δ : O(G) → O(G × G) �
O(G)⊗O(G) given by (Δϕ)(x, y) = ϕ(xy). The counit and antipode maps are
given by ε : O(G) → C, ε(ϕ) = ϕ(e) and s : O(G) → O(G), s(ϕ)(x) = ϕ(x−1),
respectively.

The Lie algebra of G(M) is naturally isomorphic to g(M). Lifting υ ∈
Aut g to an automorphism υ ∈ AutG of G, cf. Sect. 2.2, this in turn induces
an automorphism of O(G) via the pullback υ∗. In particular, when the order
of υ divides T , we can endow G(M) with an action of Γ. Specifically, we let ω
act on G(M) by sending any g : O(G) → M to the composition

O(G)
υ∗

−→ O(G)
g−→ M

μ∗
ω−1−−−→ M,

which we write υ̂(g) ∈ G(M). The map υ̂ : G(M) → G(M) so defined is an
automorphism of G(M) since the coproduct of O(G) and the multiplication in
M are both Γ-equivariant. In other words, the following diagram

O (G) ⊗ O (G) M ⊗ M

O (G) O (G) ⊗ O (G) M ⊗ M M

O (G) M

Δ

υ∗

υ∗ ⊗ υ∗

Δ

g1 ⊗ g2

μ∗
ω−1 ⊗ μ∗

ω−1

μ∗
ω−1

commutes for any g1, g2 ∈ G(M), with the sequence of maps from left to right
along the top of the diagram representing the element υ̂(g1)υ̂(g2) ∈ G(M)
and those along the bottom corresponding to υ̂(g1g2) ∈ G(M). The subgroup
Gυ̂(M) of Γ-invariant elements in G(M) then consisting of all Γ-equivariant
C-algebra homomorphisms g : O(G) → M, i.e. for which the diagram
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O(G) M

O(G) M

g

g

υ∗ μ∗
ω

commutes. Given any t ∈ P1, by abuse of notation we write g(t) for the com-
position evt ◦ g with the evaluation at t map evt : M → P1. We will say that
an element g ∈ G(M) is regular at t ∈ P1 if the composition evt ◦ g ◦ ϕ takes
value in C for any ϕ ∈ O(G), so that g(t) ∈ G(C) � G. The property of
Γ-equivariance of g ∈ Gυ̂(M) may be expressed as υ

(
g(t)
)

= g(ω−1t). The Lie

algebra of Gυ̂(M) is naturally isomorphic to gυ̂(M).
Now for any g ∈ G(M), we define the C-linear map dg : O(G) → Ω by

ϕ �→ d
(
g(ϕ)

)
. In particular, we then have dgg−1 ∈ Ω(g), where the product

of dg with g−1 is defined as for G(M) in terms of the coproduct on O(G).
The affine space Conng(P1) is equipped with an action of G(M) by gauge
transformations

d + A �−→ g(d + A)g−1 := d − dgg−1 + Adg A, (4.3)

where Ad : G(M) → GL
(
Ω(g)

)
, g �→ Adg denotes the action of the adjoint

group G(M) on Ω(g). If g ∈ Gυ̂(M), then dg is seen to be Γ-equivariant so
that dgg−1 ∈ Ωυ̂(g). It follows that (4.3) restricts to an action of Gυ̂(M) on

the affine subspace Connυ̂
g(P1) of cyclotomic g-connections.

We say that d+A ∈ Conng(P1) has a pole (resp. is regular) at some point
x ∈ P1 if the g-valued differential A ∈ Ω(g) has a pole (resp. is regular) there.
We define the residue of d + A at x ∈ P1 as

resx(d + A) := resx A.

Let {xi}n
i=1 ⊂ P1 be the set of all poles of the g-connection d + A. Since

a meromorphic connection on P1 is always flat, d + A gives rise to a group
homomorphism

M : π1

(
P1\{xi}n

i=1

)
−→ G,

called the monodromy representation. To define this explicitly, we write A ∈
Ω(g) in coordinates as A = A(t)dt with A(t) ∈ g. Given any path γ : [0, 1] →
P1\{xi}n

i=1, the parallel transport of d + A along γ is defined as the formal
infinite sum, see e.g. [3],

P
←−
exp

∫ 1

0

γ∗A := 1 +
∞∑

n=1

∫
. . .

∫

1≥sn≥...≥s1≥0

A(γ(sn)) . . . A(γ(s1))dsn . . . ds1,

(4.4)
where the product in each integrand is taken in U(g), the universal enveloping
algebra of g, and 1 is the identity in U(g). There is a natural pairing between
U(g) and O(G) defined by regarding g as the Lie algebra of left-invariant
derivations of O(G) and setting U(g) × O(G) → C, (u, ϕ) �→ (u.ϕ)(e). It can
be shown, see, for instance, [3, Proposition 1.51 (1)&(2)], that the pairing of
(4.4) with any element of O(G), defined using linearity, yields a finite sum and
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gives rise to a well-defined homomorphism O(G) → C, or in other words defines
an element of G(C) � G. One can also show, cf. [3, Proposition 1.52], that
(4.4) only depends on the homotopy class [γ] of γ in P1\{xi}n

i=1 with fixed start
point at γ(0) and end point at γ(1). Moreover, for any g ∈ G(M) the parallel

transport of g(d + A)g−1 along γ is equal to g(γ(1))
(
P

←−
exp
∫ 1

0
γ∗A
)
g(γ(0))−1.

Finally, by taking γ to be a closed path, i.e. γ(0) = γ(1), the parallel transport
(4.4) defines the monodromy M([γ]) ∈ G of d + A around γ.

The monodromy of d+A at one of its poles xi is then defined as M([γi]) ∈
G where [γi] is the homotopy class in P1\{xi}n

i=1 of a small loop γi encircling
the point xi. The g-connection d + A is said to have trivial monodromy at xi

if M([γi]) = Id. Moreover, d + A has trivial monodromy or is monodromy-free
if the homomorphism M is trivial.1

Proposition 4.1. Let d + A ∈ Conng(P1) be regular at x ∈ P1. If d + A is
monodromy-free, then there exists a unique solution Y ∈ G(M) to dY Y −1 =
−A with Y (x) = Id. Moreover, if there exists g ∈ G(M) such that the gauge-
transformed g-connection g(d + A)g−1 is regular at some point y ∈ P1, then
d + A has trivial monodromy at y.

Proof. As noted above, the parallel transport (4.4) along any path γ : [0, 1] →
P1\{xi}n

i=1 depends only on the homotopy class of γ in P1\{xi}n
i=1. If we

suppose, moreover, that d + A is monodromy-free, then (4.4) is actually inde-
pendent of the path γ : [0, 1] → P1\{xi}n

i=1 and depends only on its start and
end points γ(0) and γ(1).

Let us fix the start point γ(0) to be x and consider the end point z := γ(1)
to vary in P1\{xi}n

i=1. It follows from the proof of [3, Proposition 1.56] that
for any ϕ ∈ O(G), the pairing of (4.4) with ϕ depends holomorphically on
z and has a finite order pole at each xi, i = 1, . . . , n. Hence, this defines a
homomorphism from O(G) to M, i.e. an element Y ∈ G(M). When z = x we
have Y (x) = Id and the fact that Y satisfies dY Y −1 = −A follows from [3,
Proposition 1.51 (3)].

To show the last statement, suppose there exists g ∈ G(M) such that
g(d + A)g−1 is regular at y ∈ P1. The monodromy M ′ ∈ G of g(d + A)g−1 at
y is, by definition, the parallel transport of g(d + A)g−1 around a small loop
γ encircling the point y. As such, M ′ only depends on the homotopy class [γ]
of γ in the Riemann sphere P1 with the singularities of g(d + A)g−1 removed.
Since g(d + A)g−1 is regular at y, the loop γ is contractible on this punctured
sphere. It then follows that M ′ = Id. The monodromy of d + A at y is then
M([γ]) = g(γ(1))−1M ′g(γ(0)) = Id, using the fact that g(γ(0)) = g(γ(1)). �

Given a g-connection ∇ = d + A ∈ Conng(P1) without monodromy, we
shall say that Y ∈ G(M) is a solution of the equation ∇Y = 0 if dY Y −1 = −A.
We will need the following straightforward corollary of Proposition 4.1 later.

1 Note that more generally, if G is any affine algebraic group with Lie algebra g, the mon-

odromy representation is said to be trivial if its image lies in the centre of G. Since we always

take G to be the adjoint group associated with g, cf. Sect. 2.2, its centre is trivial and so

monodromy-free will always mean trivial monodromy.
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Lemma 4.2. Let ∇ ∈ Conng(P1) be monodromy-free and regular at x ∈ C.
Let Y ∈ G(M) be a solution of ∇Y = 0 such that Y (x) ∈ B−. Then, ∇ ∈
Connb−(P1) if and only if Y ∈ B−(M).

Proof. Suppose first that ∇ ∈ Connb−(P1). Since ∇ is monodromy-free, Propo-

sition 4.1 yields a solution Ỹ ∈ B−(M) of ∇Ỹ = 0 with initial condition

Ỹ (x) = Id. The given solution Y ∈ G(M) with initial condition Y (x) ∈ B− is

related to it by Y = Ỹ Y (x) and therefore also lives in B−(M).
Conversely, suppose we have Y ∈ B−(M). Let us write ∇ = d + A with

A ∈ Ω(g). Then, as noted above (4.3) we have A = −dY Y −1 ∈ Ω(b−). In other
words, ∇ ∈ Connb−(P1). �

4.3. Cyclotomic g-Opers

Recall the principal sl2-triple of g defined in Sect. 3.1 and the associated notion
of finite g-oper introduced in Sect. 3.2.

Consider the following subset of g-valued connections

opg(P1) :=
{
d + p−1dt + v

∣∣ v ∈ Ω(b)
}

⊂ Conng(P1),

where we recall that p−1dt is used as a shorthand notation for p−1 ⊗ dt. This
set is stable under the gauge action of the unipotent subgroup N(M) ⊂ G(M).
The space of g-opers is defined as the quotient space

Opg(P1) := opg(P1)
/
N(M).

We shall denote by [∇] the class of ∇ ∈ opg(P1) in Opg(P1).

In order to define a cyclotomic version of the space Opg(P1), it is natural

to first seek an analog of the subspace opg(P1) within the space of cyclotomic

g-connections Connυ̂
g(P1). However, it is clear that for a generic automorphism

υ ∈ Aut g of the form (4.1), the g-valued differential p−1dt does not live in the
υ̂-invariant subspace Ωυ̂(n−). In fact, the requirement that p−1dt ∈ Ωυ̂(n−)
fixes the automorphism υ uniquely to be equal to

ς := Adω−ρ̌ ◦ ν ∈ Aut g. (4.5)

Explicitly, the action of this automorphism on the Chevalley–Serre generators
is given by

ς(Ei) = ω−1Eν(i), ς(α̌i) = α̌ν(i), ς(Fi) = ωFν(i).

In the remainder of this section, we shall specialise the constructions of
Sects. 4.1 and 4.2 for an arbitrary automorphism υ of the form (4.1) to the
specific automorphism ς defined by (4.5). We will need the following properties
of the latter.

Proposition 4.3. The automorphism ς preserves the Z-grading (3.3) and its
action on the principal sl2-triple is given by ς(p±1) = ω∓1p±1 and ς(ρ̌) = ρ̌.
Moreover, each ai, i ∈ E, is ς-stable.

Proof. This is a direct consequence of Proposition 3.7 and the definition (4.5)
of ς. �
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It follows from Proposition 4.3 that ς̂(p−1dt) = p−1dt and therefore
p−1dt ∈ Ως̂(n−), as required. We emphasise again that the automorphism
ς ∈ Aut g defined in (4.5) is the unique automorphism of the form (4.1) with
this property.

We may now consider the following subset of Γ-invariant g-valued con-
nections

opΓ
g (P1) :=

{
d + p−1dt + v

∣∣ v ∈ Ως̂(b)
}

⊂ Connς̂
g(P1). (4.6)

It is stable under the gauge action of the unipotent subgroup N ς̂(M) ⊂ Gς̂(M)

on Connς̂
g(P1). We define the space of cyclotomic g-opers as the quotient space

OpΓ
g (P1) := opΓ

g (P1)
/
N ς̂(M).

The class of ∇ in OpΓ
g (P1) is denoted by [∇]Γ. We note that the space OpΓ

g (P1)
only depends on the diagram automorphism ν : I → I and the choice of
T th-root of unity ω through the automorphism ς in (4.5). Any cyclotomic
g-connection ∇ ∈ opΓ

g (P1) is also an element of opg(P1). As such, we can

also consider its orbit in opg(P1) under the action of N(M), namely its class

[∇] ∈ Opg(P1). Moreover, it is clear that if ∇,∇′ ∈ opΓ
g (P1) are such that

[∇]Γ = [∇′]Γ then [∇] = [∇′]. This gives rise to a map

OpΓ
g (P1) −→ Opg(P1),

[∇]Γ �−→ [∇].
(4.7)

It follows from Theorem 4.5 that this map is injective.

4.4. Canonical Representatives

Recall from Theorem 3.1 that each finite g-oper admits a unique representative
in the Slodowy slice p−1 + a. Similarly, it is well known that a transverse slice
in the space Opg(P1) is given by the so-called Drinfel’d–Sokolov gauge [4]. We
will prove a cyclotomic version of this result in Theorem 4.5.

The following lemma can be regarded as a (cyclotomic) affine analog of
equation (3.4).

Lemma 4.4. Let w ∈ Ως̂(gi).
If i �∈ E, then there exists a unique m ∈ gς̂

i+1(M) such that w = [m, p−1dt].

If i ∈ E, then there exists unique m ∈ gς̂
i+1(M) and c ∈ Ως̂(ai) such that

w = [m, p−1dt] + c.

Proof. We will show this for i ∈ E, the case i �∈ E being similar. Suppose
w ∈ Ως̂(gi). By definition, we can write w as a finite sum of terms of the form
Xj ⊗ �j with Xj ∈ gi and �j ∈ Ω. Applying the decomposition (3.4) to each
Xj , we may write

w = [m, p−1dt] + c (4.8)

for some unique c ∈ Ω(ai) and [m, p−1dt] ∈ [gi+1(M), p−1dt]. In turn, m ∈
gi+1(M) is then also unique by the injectivity of adp−1

: gi+1 → gi for i ≥ 0.

Applying ς̂ to both sides of (4.8), we obtain w =
[
ς̂(m), p−1dt

]
+ ς̂(c) using

the fact that w and p−1dt are both ς̂-stable. It now follows by the uniqueness
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of c and m in (4.8) together with the fact that ai and gi+1 are ς-stable by
Proposition 4.3, that c ∈ Ως̂(ai) and m ∈ gς̂

i+1(M), as required. �

Theorem 4.5. The action of N ς̂(M) on opΓ
g (P1) (resp. of N(M) on opg(P1))

is free. Moreover, every cyclotomic g-oper [∇]Γ ∈ OpΓ
g (P1) (resp. g-oper [∇] ∈

Opg(P1)) has a unique representative of the form d+ p−1dt+ c with c ∈ Ως̂(a)
(resp. c ∈ Ω(a)). We shall call it the canonical representative of [∇]Γ (resp.
[∇]).

Proof. We consider only the case of a cyclotomic g-oper [∇]Γ ∈ OpΓ
g (P1) since

the proof in the case of a g-oper [∇] ∈ Opg(P1) is standard [4] and completely
analogous.

Let ∇ = d + p−1dt + v ∈ opΓ
g (P1). We want to find m ∈ nς̂(M) such that

d + p−1dt + v = em(d + p−1dt + c)e−m (4.9)

for some c ∈ Ως̂(a). Let us decompose m, v and c as follows

m =
∑

i>0

mi, v =
∑

i≥0

vi, c =
∑

i∈E

ci (4.10)

with mi ∈ gς̂
i (M), vi ∈ Ως̂(gi) and ci ∈ Ως̂(ai). We can then write the three

different terms on the right-hand side of (4.9) as

d − d(em)e−m = d −
∑

i>0

dmi − 1

2

∑

i,j>0

[mj ,dmi] − 1

6

∑

i,j,k

[mk, [mj ,dmi]] + . . .

eadmp−1dt = p−1dt +
∑

i>0

[mi, p−1dt] +
1

2

∑

i,j>0

[mj , [mi, p−1dt]] + . . .

eadmc =
∑

i∈E

ci +
∑

i∈E

∑

j>0

[mj , ci] +
1

2

∑

i∈E

∑

j,k>0

[mk, [mj , ci]] + . . .

where the dots represent only finitely many terms since m ∈ nς̂(M) is nilpotent.
Here, we note that Adem = eadm .

We determine mi and ci inductively. For this, we note that if w ∈ Ως̂(gj)
for some j ∈ Z then

[
mj1 , [mj2 , . . . [mjn

,w] . . .]
]

∈ Ως̂(gj+j1+...+jn
), (4.11)

for any j1, . . . , jn ∈ Z. The terms of degree i ∈ Z≥0 in equation (4.9) then read

ci + [mi+1, p−1dt] = vi + Fi

(
{mj+1,dmj+1, cj}j<i

)
(4.12)

where Fi is a sum of commutators of the form (4.11) with w = ck, dmk or
p−1dt and hence lives in Ως̂(gi). When i = 0, the relation (4.12) simply says
that [m1, p−1dt] = v0. And since v0 ∈ Ως̂(g0), Lemma 4.4 yields m1 ∈ gς̂

1(M)
uniquely. Now suppose that we have constructed the cj ∈ Ως̂(aj) and mj+1 ∈
gς̂

j+1(M) for j < i. By applying Lemma 4.4, we can then construct, in a unique

way, mi+1 ∈ gς̂
i+1(M) and ci ∈ Ως̂(ai) for all i ≥ 1 (with ci = 0 if i �∈ E). In

particular, the freeness of the action of N ς̂(M) on opΓ
g (P1) follows from the

uniqueness of mi+1 ∈ gς̂
i+1(M). �
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The proof of Theorem 4.5 provides an algorithm for constructing all the
ci and mi from the vi. In particular, a formula for c1 can be obtained by
considering the first few steps of the algorithm. For this, we need the explicit
form of (4.12) for i = 0, 1, which read

[m1, p−1dt] = v0, (4.13a)

c1 + [m2, p−1dt] = v1 − 1
2

[
m1, [m1, p−1dt]

]
+ dm1. (4.13b)

Proposition 4.6. Write vi = vidt with vi ∈ gi(M) for i ∈ Z≥0. Then, c1 =
u1p1dt with

u1 =
1

2(ρ̌|ρ̌)

(
1
2
(v0|v0) + (ρ̌|v′

0) + (p−1|v1)
)
.

Proof. Let w1 = w1dt with w1 ∈ g1(M) denote the left-hand side of equation
(4.13b). Then,

(p−1|w1) = u1(p−1|p1) +
(
p−1

∣∣[m2, p−1]
)

= u1(p−1|p1) −
(
[p−1, p−1]

∣∣m2

)
= 2u1(ρ̌|ρ̌),

where in the last step we used (p−1|p1) = (p−1|[ρ̌, p1]) = ([p1, p−1]|ρ̌) = 2(ρ̌|ρ̌).
It now follows that

u1 =
(p−1|w1)

2(ρ̌|ρ̌)
.

Similarly, equation (4.13a) implies (p−1|m1) = ([p−1, ρ̌]|m1) = (ρ̌|[m1, p−1]) =
(ρ̌|v0). So taking the derivative with respect to t yields (p−1|m′

1) = (ρ̌|v′
0).

Next, we also have
(
p−1

∣∣[m1, [m1, p−1]
])

= −
(
[m1, p−1]|[m1, p−1]

)
= −(v0|v0).

Equation (4.13b) then implies (p−1|w1) = 1
2
(v0|v0) + (ρ̌|v′

0) + (p−1|v1), as
required. �

4.5. Regular Points and Regular Singularities

We shall say that a (cyclotomic) g-connection ∇ = d + p−1dt + v ∈ opΓ
g (P1) is

regular at x ∈ C if v ∈ Ως̂(b) has no pole at x.

Proposition 4.7. Let ∇ ∈ opΓ
g (P1) and x ∈ C. The following are equivalent:

(i) the canonical representative of [∇]Γ is regular at x
(ii) there exists a representative of [∇]Γ which is regular at x

(iii) there exists a representative of [∇] which is regular at x

In this case, we will say that the cyclotomic g-oper [∇]Γ itself is regular at the
point x.

Proof. It is obvious that (i) implies (ii) and (iii). To see that (ii) implies (i),
we have to look back at the construction of the canonical representative (cf.
Theorem 4.5).

Let d + p−1dt + v ∈ opΓ
g (P1) be regular at x. In the inductive step of the

proof of Theorem 4.5, if the right-hand side of (4.12) is regular at x, then so
are ci and mi+1 appearing on the left-hand side. We therefore conclude that
the canonical representative of [d + p−1dt + v]Γ is regular at x. Now if ∇ and
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d+p−1dt+ v lie in the same N ς̂(M)-orbit, then they share the same canonical
representative, which proves that (ii) implies (i).

Finally, we prove that (iii) implies (i). Let d+p−1dt+c and d+p−1dt+ c̃
denote the canonical representatives of [∇]Γ and [∇], respectively, which exist
and are unique by Theorem 4.5. As N ς̂(M) is a subgroup of N(M), d+p−1dt+c
is also a representative of [∇] with c ∈ Ως̂(a) ⊂ Ω(a). Yet, d + p−1dt + c̃ is the
unique such representative of [∇], hence c̃ = c. Now, if there is a g-connection
in the N(M)-orbit of ∇ which is regular at x ∈ C, then the same argument as
in the above proof that (ii) implies (i) applies so that c̃ is regular at x, which
concludes the proof since c̃ = c. �

At any point on P1 where a cyclotomic g-oper [∇]Γ ∈ OpΓ
g (P1) is not

regular, the mildest possible singularity it can have is a regular singularity. In
the remainder of this section we define the notion of regular singularity at a
nonzero finite point x ∈ C× and then at the origin and infinity. We shall say
that [∇]Γ has at most a regular singularity at x ∈ P1 if it is either regular at
x or has a regular singularity there.

Suppose for the moment that x ∈ C× and consider the subset of opg(P1)
given by

opg(P1)RS
x

:=

{
d + p−1dt +

∑

i≥0

(t − x)−i−1 vi ∈ opg(P1)

∣∣∣∣ vi ∈ Ω(gi) regular at x

}
.

Let Ox ⊂ M be the algebra of meromorphic functions on P1 which are regular
at x. One checks using the definition of the Z-grading in Sect. 3.1 that elements
of opg(P1)RS

x can equivalently be characterised as g-connections ∇ ∈ opg(P1)

whose gauge transformation by (t − x)ρ̌ takes the form

(t − x)ρ̌ ∇ (t − x)−ρ̌ = d +
1

t − x
(p−1 − ρ̌ + v)dt (4.14)

with v =
∑

i≥0 vi ∈ b(Ox). It is clear that the space opg(P1)RS
x is stabilised

by the gauge action of the group (t − x)−ρ̌N(Ox)(t − x)ρ̌. We define the space
Opg(P1)RS

x of g-opers with regular singularity at x as the corresponding quo-
tient

Opg(P1)RS
x := opg(P1)RS

x

/
(t − x)−ρ̌N(Ox)(t − x)ρ̌.

Since (t−x)−ρ̌N(Ox)(t−x)ρ̌ ⊂ N(M), we obtain a well-defined canonical map

Opg(P1)RS
x −→ Opg(P1) (4.15)

for each x ∈ C×, which sends the class in Opg(P1)RS
x of a g-connection ∇ ∈

opg(P1)RS
x ⊂ opg(P1) to its class [∇] in Opg(P1). By virtue of the next lemma,

we will usually identify a class in Opg(P1)RS
x with its image under (4.15).

Lemma 4.8. The map (4.15) is injective. Moreover, its image consists of g-
opers whose canonical representative d+p−1dt+

∑
i∈E ci is such that for each

i ∈ E, ci ∈ Ω(ai) has a pole of order at most i + 1 at x.
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We will say that x ∈ C× is a regular singularity of a cyclotomic g-
oper [∇]Γ ∈ OpΓ

g (P1) if it is not regular there, cf. Proposition 4.7, and if the
corresponding g-oper [∇] lies in the image of (4.15).

Proof. In order to prove the lemma, it suffices to show that for any ∇ ∈
opg(P1)RS

x , the canonical representative of [∇]∈Opg(P1) also lives in opg(P1)RS
x

and that the gauge transformation that brings ∇ to its canonical representative
belongs to (t − x)−ρ̌N(Ox)(t − x)ρ̌.

Let ∇ = d + p−1dt +
∑

i≥0(t − x)−i−1 vi ∈ opg(P1)RS
x . The canonical

representative of the g-oper [∇] is obtained by the algorithm described in the
proof of Theorem 4.5. Recall that one proceeds by induction on the degree
by solving equation (4.12), where vi there is replaced by (t − x)−i−1 vi in
the present case. As the latter has a pole of order at most i + 1 at x, one
can check by induction that, in this construction, mi as a pole at most of
order i and ci as a pole at most of order i + 1. By definition, this means that
e
∑

i>0 mi ∈ (t − x)−ρ̌N(Ox)(t − x)ρ̌ and d + p−1dt +
∑

i≥0 ci ∈ opg(P1)RS
x , as

required. �

Note that the gauge action by (t − x)ρ̌ on classes in Opg(P1)RS
x induces

an obvious bijection

Opg(P1)RS
x

∼−→
{

d +
1

t − x

(
p−1 − ρ̌ + v

)
dt

∣∣∣∣ v ∈ b(Ox)

}/
N(Ox).

The representative d + 1
t−x

(
p−1 − ρ̌ + v

)
dt of a class in the latter quotient has

residue p−1 − ρ̌ + v(x). Under the gauge action by an element g ∈ N(Ox), this
residue transforms under the adjoint action of g(x) ∈ N . This yields a notion
of residue at x ∈ C× for elements of Opg(P1)RS

x defined by

resx : Opg(P1)RS
x −→ Opfin

g ,

[∇] �−→ [p−1 − ρ̌ + v(x)]g,
(4.16)

where v ∈ b(Ox) is defined in terms of ∇ through (4.14).
We now turn to the subset {0,∞} ⊂ P1 of fixed points under the action

μ : Γ → Aut P1 introduced in Sect. 4.1. For each z ∈ {0,∞}, we consider the
subset of cyclotomic g-connections defined by

opΓ
g (P1)RS

z :=

{
d + p−1dt +

∑

i≥0

t−i−1 vi ∈ opΓ
g (P1)

∣∣∣∣ vi ∈ Ω(gi) regular at z

}
.

By definition of the Z-grading, an element of opΓ
g (P1)RS

z can alternatively be

seen as a cyclotomic g-connection ∇ ∈ opΓ
g (P1) whose gauge transformation

by tρ̌ reads

tρ̌ ∇ t−ρ̌ = d +
1

t
(p−1 − ρ̌ + v)dt (4.17)

with v =
∑

i≥0 vi ∈ bν̂(Oz). The space opΓ
g (P1)RS

z is stabilised by the gauge

action of the subgroup t−ρ̌N ν̂(Oz)t
ρ̌ ⊂ N ς̂(M). The corresponding quotient

OpΓ
g (P1)RS

z := opΓ
g (P1)RS

z

/
t−ρ̌N ν̂(Oz)t

ρ̌,
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defines the space of cyclotomic g-opers with regular singularity at z.
For each z ∈ {0,∞}, we have a canonical map

OpΓ
g (P1)RS

z −→ OpΓ
g (P1) (4.18)

which sends the class in OpΓ
g (P1)RS

z of a cyclotomic g-connection ∇ ∈ opΓ
g

(P1)RS
z ⊂ opΓ

g (P1) to its class [∇]Γ in OpΓ
g (P1). This is well defined since

t−ρ̌N ν̂(Oz)t
ρ̌ ⊂ N ς̂(M). The following lemma is proved in exactly the same way

as Lemma 4.8. Using this lemma, we will usually identify a class in OpΓ
g (P1)RS

z

with its image under (4.18).

Lemma 4.9. The map (4.18) is injective. Moreover, its image consists of cy-
clotomic g-opers whose canonical representative d + p−1dt +

∑
i∈E ci is such

that for each i ∈ E, ci ∈ Ως̂(ai) has a pole of order at most i + 1 at the origin
(if z = 0) or a zero of order at least i − 1 at infinity (if z = ∞).

We will say that z ∈ {0,∞} is a regular singularity of a cyclotomic g-

oper [∇]Γ ∈ OpΓ
g (P1) if it is not regular there, cf. Proposition 4.7, and it lies

in the image of (4.18).

The gauge action by tρ̌ on classes in OpΓ
g (P1)RS

z induces a bijection

OpΓ
g (P1)RS

z
∼−→
{

d +
1

t
(p−1 − ρ̌ + v)dt

∣∣∣∣ v ∈ bν̂(Oz)

}/
N ν̂(Oz).

When z = 0 (resp. z = ∞), if we gauge transform the ν̂-invariant g-connection
d + 1

t (p−1 − ρ̌ + v)dt by an element g ∈ N ν̂(O0) (resp. g ∈ N ν̂(O∞)), then its
residue p−1−ρ̌+v(0) ∈ p−1+bν (resp. −p−1+ρ̌−v(∞) ∈ −p−1+bν) transforms
by the adjoint action of g(0) ∈ Nν (resp. g(∞) ∈ Nν). It is therefore natural

to define the notion of residue at z on an element in OpΓ
g (P1)RS

z to be (minus)
a finite gν-oper. Specifically, we define

res0 : OpΓ
g (P1)RS

0 −→ Opfin
gν ,

[∇]Γ �−→ [p−1 − ρ̌ + v(0)]gν ,
(4.19a)

for the origin, where v ∈ bν̂(O0) is defined by (4.17). At infinity, we define
instead

res∞ : OpΓ
g (P1)RS

∞ −→ −Opfin
gν ,

[∇]Γ �−→ −[p−1 − ρ̌ + v(∞)]gν ,
(4.19b)

where −Opfin
gν denotes the set (−p−1 +bν)/Nν and v ∈ bν̂(O∞) is defined also

by (4.17).

Note that if a cyclotomic g-oper [∇]Γ ∈ OpΓ
g (P1) is regular at x ∈ C×

then the corresponding g-oper [∇] ∈ Opg(P1), defined using the map (4.7),

belongs to Opg(P1)RS
x [recall that we identify this space with its image under

the injection (4.15)]. Likewise, if [∇]Γ ∈ OpΓ
g (P1) is regular at the origin, then

it belongs to OpΓ
g (P1)RS

0 .

Lemma 4.10. If [∇]Γ ∈ OpΓ
g (P1) is regular at x ∈ C× (resp. at the origin),

then resx[∇]Γ = [0]W (resp. res0[∇]Γ = [0]W ν ).
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Proof. Let d + p−1dt +
∑

i∈E ci denote the canonical representative of [∇]Γ,
so that ci ∈ Ω(ai) are all regular at x, cf. Proposition 4.7(i). Then,

(t−x)ρ̌

(
d+p−1dt+

∑

i∈E

ci

)
(t−x)−ρ̌ = d+

1

t − x

(
(p−1−ρ̌)dt+

∑

i∈E

(t−x)i+1ci

)
,

from which the result follows. �

4.6. Cyclotomic Miura g-Opers

Recall the notion of a finite Miura g-oper from Sect. 3.2.
We will call Miura g-oper any g-connection of the form ∇ = d+p−1dt+u

where u ∈ Ω(h). Let MOpg(P1) denote the set of all Miura g-opers. Given a

Miura g-oper ∇ ∈ MOpg(P1), we will refer to [∇] as the underlying g-oper.
Similarly, we define a cyclotomic Miura g-oper as a g-connection of the

form ∇ = d+p−1dt+u with u ∈ Ως̂(h) = Ων̂(h), where the last equality follows
from the definition (4.5) of ς ∈ Aut g and the fact that h = g0 in the Z-grading

of Sect. 3.1 defined by adρ̌. Denote by MOpΓ
g (P1), the set of all cyclotomic

Miura g-opers. If ∇ ∈ MOpΓ
g (P1), then we call [∇]Γ its underlying cyclotomic

g-oper. In Sect. 6, we shall be interested in describing the preimage of a given
cyclotomic g-oper under

MOpΓ
g (P1) −→ OpΓ

g (P1),

∇ �−→ [∇]Γ,
(4.20)

which is a direct analog of (3.5) in the finite case.
There is an obvious bijection between cyclotomic h-connections and cy-

clotomic Miura g-opers

Connν̂
h(P1)

∼−→ MOpΓ
g (P1),

∇ �−→ ∇ + p−1dt.
(4.21)

Given a cyclotomic Miura g-oper ∇ ∈ MOpΓ
g (P1), we denote the associated

cyclotomic h-connection by ∇ := ∇ − p−1dt ∈ Connν̂
h(P1).

In the remainder of this section, we turn to the study of singularities of
cyclotomic Miura g-opers. For any x ∈ P1, we let Connν̂

h(P1)RS
x denote the

subspace of cyclotomic h-connections with a simple pole at x. Consider the
composition of the above maps (4.20) and (4.21), namely

Connν̂
h(P1)

∼−→ MOpΓ
g (P1) −→ OpΓ

g (P1),

∇ �−→ ∇ + p−1dt �−→ [∇ + p−1dt]Γ.

We will call this the cyclotomic Miura transform by analogy with the non-
cyclotomic case [7]. Its restriction to Connν̂

h(P1)RS
x induces a map Connν̂

h(P1)RS
x

→ OpΓ
g (P1)RS

x for each x ∈ P1. Recalling the notation [λ̌]W for the W -linkage

class of a coweight λ̌ ∈ h introduced in Sect. 3.2, we obtain the following
commutative diagram
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Connν̂
h(P1)RS

x OpΓ
g (P1)RS

x

h Opfin
g

[·]W

− resx resx

for each x ∈ C×, and for the origin and infinity, we have

Connν̂
h(P1)RS

0 OpΓ
g (P1)RS

0

hν Opfin
gν

[·]W ν

− res0 res0

Connν̂
h(P1)RS

∞ OpΓ
g (P1)RS

∞

hν −Opfin
gν

−[·]W ν

res∞ res∞

Proposition 4.11. Let ∇ ∈ MOpΓ
g (P1).

(i) The underlying cyclotomic g-oper [∇]Γ has at most a regular singularity
at x ∈ C× if and only if

∇ = d + p−1dt − w · λ̌

t − x
dt + r

for some w ∈ W , r ∈ Ω(h) regular at x and λ̌ ∈ h such that resx[∇]Γ =
[λ̌]W and λ̌ + ρ̌ is dominant.

(ii) The underlying cyclotomic g-oper [∇]Γ has at most a regular singularity
at 0 (resp. ∞) if and only if

∇ = d + p−1dt − w · λ̌

t
dt + r

for some w ∈ W ν , r ∈ Ων̂(h) regular at 0 (resp. ∞) and λ̌ ∈ hν such that
res0[∇]Γ = [λ̌]W ν (resp. res∞[∇]Γ = −[λ̌]W ν ) and λ̌ + ρ̌ is dominant.

Proof. Let x ∈ C×. Note that ∇ ∈ MOpΓ
g (P1) lies in opg(P1)RS

x if and only if
it has the form

∇ = d + p−1dt − μ̌

t − x
dt + r (4.22)

for some μ̌ ∈ h and r ∈ Ω(h) regular at x. It follows from Lemma 4.8 that [∇]Γ
has at most a regular singularity at x if and only if ∇ is of the form (4.22).

By definition of the residue at x ∈ C× in (4.16), we have resx[∇]Γ = [p−1−
ρ̌ − μ̌]g = [μ̌]W , from which it follows by Proposition 3.2 that resx[∇]Γ = [λ̌]W
if and only if μ̌ = w · λ̌ for some w ∈ W , where λ̌ ∈ h can be chosen such that
λ̌ + ρ̌ is dominant.

Similarly, for z ∈ {0,∞} we have that ∇ ∈ MOpΓ
g (P1) lies in opΓ

g (P1)RS
z

if and only if it takes the form

∇ = d + p−1dt − μ̌

t
dt + r (4.23)

for some μ̌ ∈ hν and r ∈ Ων̂(h) regular at z. It follows from Lemma 4.9 that
[∇]Γ has at most a regular singularity at z if and only if ∇ is of the form (4.23).
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In this case, from the definition of the residue at 0 (resp. ∞) in (4.19)
we have res0[∇]Γ = [μ̌]W ν (resp. res∞[∇]Γ = −[μ̌]W ν ). It then follows from
Theorem 3.8 that res0[∇]Γ = [λ̌]W ν (resp. res∞[∇]Γ = −[λ̌]W ν ) if and only if
μ̌ = w · λ̌ for some w ∈ W ν , where λ̌ ∈ hν can be chosen such that λ̌ + ρ̌ is
dominant. �

As a special case of Proposition 4.11, suppose ∇ ∈ MOpΓ
g (P1) is a cy-

clotomic Miura g-oper whose underlying cyclotomic g-oper [∇]Γ is regular at
x ∈ C×. By Lemma 4.10, we have resx[∇]Γ = [0]W , and so applying Proposi-
tion 4.11, we deduce that ∇ is of the form

∇ = d + p−1dt − w · 0

t − x
dt + r, (4.24)

for some w ∈ W and r ∈ Ω(h) regular at x. In particular, it is possible for
a cyclotomic Miura g-oper ∇ to have a simple pole at a point x even if its
underlying cyclotomic g-oper [∇]Γ is regular there. In the next proposition, we
give a necessary condition for this to happen.

Proposition 4.12. Let ∇ ∈ MOpΓ
g (P1) be of the form (4.24). If [∇]Γ is regular

at x then
(w · 0|r(x)) = 0. (4.25)

Proof. If [∇]Γ is regular at x, then, in particular, the component c1 of its
canonical representative is regular at x. Writing ∇ = d + (p−1 + u)dt and
r = r dt, by Proposition 4.6 the latter is proportional to

1
2
(u|u) + (ρ̌|u′) =

(w · 0|w · 0 + 2ρ̌)

2(t − x)2
− (w · 0|r(t))

t − x
+ 1

2
(r(t)|r(t)) +

(
ρ̌
∣∣r′(t)

)
.

The double-pole term vanishes identically using the identity (w · μ̌|w · μ̌+2ρ̌) =
(μ̌|μ̌+2ρ̌) which is valid for any μ̌ ∈ h, and the last two terms are both regular
at x. It follows that c1 is regular at x only if (4.25) holds. �

Condition (4.25) on the cyclotomic Miura g-oper ∇ of the form (4.24) is,
in general, not sufficient for [∇]Γ to be regular at a point x ∈ C×. However,
if the Weyl group element w is of length one, i.e. if w is the reflection si with
respect to a simple root αi (in which case w · 0 = −α̌i), then (4.25) becomes
a necessary and sufficient condition for the underlying cyclotomic g-oper [∇]Γ
to be regular at x.

Proposition 4.13. Let x ∈ C×. Suppose ∇ ∈ MOpΓ
g (P1) has the form

∇ = d + p−1dt +
α̌i

t − x
dt + r

for some simple root αi and r ∈ Ω(h) regular at x. Then, [∇]Γ is regular at x
if and only if

〈αi, r(x)〉 = 0. (4.26)

Proof. We have α̌i = −si · 0 so that ∇ is of the form (4.24). Therefore, if [∇]Γ
is regular at x, then applying Proposition 4.12 we deduce (α̌i|r(x)) = 0, which
is equivalent to (4.26).
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Conversely, suppose (4.26) holds and let us show [∇]Γ is regular at x.
According to Proposition 4.7, it is enough to find a (possibly non-cyclotomic)
representative of the g-oper [∇] which is regular at x. Applying a gauge trans-
formation by g = exp

(
− 1

t−xEαi

)
to the given Miura g-oper ∇, cf. the proof

of Lemma 5.1, we obtain

g∇g−1 = d + p−1dt + r(t) +
〈αi, r(t)〉

t − x
Eαi

dt.

This is regular at x by virtue of Eq. (4.26), hence the proposition. �

Let N ∈ Z≥1 and fix a finite subset of N +2 points z :={0, z1, . . . , zN ,∞}
⊂ P1. We assume these points have disjoint Γ-orbits, i.e. ωrzi �= zj for all i �= j

and r = 0, . . . , T − 1. Let OpΓ
g (P1)RS

z denote the set of all cyclotomic g-opers
with at most regular singularities at the points in Γz and which are regular
elsewhere.

Let λ̌ := {λ̌0, λ̌1, . . . , λ̌N , λ̌∞} ⊂ h be a collection of N + 2 integral
dominant coweights, which we think of as being attached to the corresponding
points in z. We assume that the coweights at the origin and infinity are both
ν-invariant, namely λ̌0, λ̌∞ ∈ hν . We denote by OpΓ

g (P1)RS
z ;λ̌

the subset of

cyclotomic g-opers [∇]Γ ∈ OpΓ
g (P1)RS

z whose residues at the points of z are
given by

res0[∇]Γ = [λ̌0]W ν , reszi
[∇]Γ = [λ̌i]W , res∞[∇]Γ = −[λ̌∞]W ν

for i = 1, . . . , N . Let OpΓ
g (P1)z ;λ̌ denote the further subset consisting of those

cyclotomic g-opers in OpΓ
g (P1)RS

z ;λ̌
which are also monodromy-free.

Theorem 4.14. Let z ⊂ P1 and λ̌ ⊂ h be as above and let ∇ ∈ MOpΓ
g (P1).

The underlying cyclotomic g-oper [∇]Γ lives in OpΓ
g (P1)RS

z ;λ̌
if and only if the

following conditions hold:

(i) ∇ is of the form

∇ = d + p−1dt − w0 · λ̌0

t
dt −

T−1∑

r=0

⎛
⎝

N∑

i=1

νr(wi · λ̌i)

t − ωrzi
+

m∑

j=1

νryj · 0

t − ωrxj

⎞
⎠dt (4.27)

for some m ∈ Z≥0, w0 ∈ W ν , wi ∈ W for each i = 1, . . . , N and xj ∈
P1\Γz, yj ∈ W for each j = 1, . . . ,m,

(ii) there exists w∞ ∈ W ν such that

w0 · λ̌0 +
T−1∑

r=0

⎛
⎝

N∑

i=1

νr(wi · λ̌i) +
m∑

j=1

νryj · 0

⎞
⎠ = w∞ · λ̌∞, (4.28)

(iii) [∇]Γ is regular at xj for each j = 1, . . . ,m.

Proof. Suppose that the cyclotomic g-oper [∇]Γ belongs to OpΓ
g (P1)RS

z ;λ̌
. Then,

[∇]Γ has regular singularities at the points of Γz and is regular everywhere
else. However, as we have seen above, the cyclotomic Miura g-oper ∇ itself can
have other simple poles at a set of points x̃ ⊂ P1\Γz. By virtue of cyclotomy,
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if ∇ has a pole at a point in P1, it also has a pole at each element in the orbit
of this point under the action of Γ. Thus, this set x̃ can be seen as the image
Γx of some minimal set x ⊂ P1\Γz. Let m ∈ Z≥0 be the size of x and write
x = {x1, . . . , xm}.

According to Proposition 4.11, there exist w0 ∈ W ν and wi ∈ W for each
i = 1, . . . , N such that res0 ∇ = −w0 · λ̌0 and reszi

∇ = −wi · λ̌i. Furthermore,
from the discussion around (4.24) there exist yj ∈ W for each j = 1, . . . , m such

that resxj
∇ = −yj · 0. Moreover, since ∇ is cyclotomic, one has resωrzi

∇ =

−νr
(
wi · λ̌i

)
and resωrxj

∇ = −νr (yj · 0) = −νryj · 0 for any r = 0, . . . , T − 1,
i = 1, . . . , N and j = 1, . . . , m. Thus, ∇ is of the form (4.27).

The residue at infinity of the corresponding h-connection is then

res∞ ∇ = w0 · λ̌0 +
T−1∑

r=0

⎛
⎝

N∑

i=1

νr(wi · λ̌i) +
m∑

j=1

νryj · 0

⎞
⎠ .

This is related to the residue of the cyclotomic g-oper [∇]Γ by res∞[∇]Γ =

−
[
res∞ ∇

]
W ν . Yet, as [∇]Γ belongs to OpΓ

g (P1)RS
z ;λ̌

, we have res∞[∇]Γ =

−[λ̌∞]W ν and hence the existence of w∞ ∈ W ν such that equation (4.28)
holds.

Conversely, suppose that ∇ is of the form (4.27) and that we have the
condition (4.28). It is then clear that, for i = 1, . . . , N ,

res0[∇]Γ = [λ̌0]W ν , reszi
[∇]Γ = [λ̌i]W , res∞[∇]Γ = −[λ̌∞]W ν .

Moreover, suppose that [∇]Γ is regular at the points xj , for j = 1, . . . ,m.
Then, by virtue of the cyclotomy, [∇]Γ is regular at all the points ωrxj , for

r = 0, . . . , T − 1 and j = 1, . . . , m. Hence, [∇]Γ belongs to OpΓ
g (P1)RS

z ;λ̌
. �

Remark 1. Let ∇ ∈ MOpΓ
g (P1) be as in Theorem 4.14. According to Proposi-

tion 4.12, a necessary condition for [∇]Γ to be regular at xk, k ∈ {1, . . . , m} is
the generalised cyclotomic Bethe ansatz equation
(
yk · 0|w0 · λ̌0

)

xk
+

T−1∑

r=0

N∑

i=1

(
yk · 0|νr(wi · λ̌i)

)

xk − ωrzi
+

T−1∑

r=0

m∑

j=1

(r,j) �=(0,k)

(
yk · 0|νryj · 0

)

xk − ωrxj
= 0.

Moreover, Proposition 4.13 states that this condition is sufficient if yk ∈ W is
a simple reflection. �

Remark 2. Let ∇ ∈ MOpΓ
g (P1) be as in Theorem 4.14. If wi = Id for some

i = 1, . . . , N (resp. w0 = Id), then [∇]Γ has trivial monodromy at zi (resp.

at the origin). Indeed, in this case a gauge transformation of ∇ by (t − zi)
λ̌i

(resp. tλ̌0) yields a g-connection regular at zi (resp. at the origin) and hence
with trivial monodromy there by Proposition 4.1. �

To end this section, we present two explicit examples of cyclotomic Miura
g-opers, for the simple Lie algebras g = sl3 and g = sl4, that we shall use to
illustrate the various results from Sects. 5 and 6.
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Example 1. Consider the simple Lie algebra g = sl3 in the fundamental rep-
resentation. The two fundamental coweights of sl3 are represented by the fol-
lowing diagonal matrices

ω̌1 =
1

3

⎛
⎝

2 0 0
0 −1 0
0 0 −1

⎞
⎠ , ω̌2 =

1

3

⎛
⎝

1 0 0
0 1 0
0 0 −2

⎞
⎠ .

Moreover, the principal nilpotent element p−1 is given by

p−1 =

⎛
⎝

0 0 0
1 0 0
0 1 0

⎞
⎠ .

The unique non-trivial diagram automorphism ν : I → I of sl3 exchanges
the labels 1 and 2. Let us consider the simplest possible cyclotomic Miura sl3-
oper ∇ with a pole only at the origin and whose residue there is given by a
ν-invariant integral dominant coweight. The general form of such a coweight
is λ̌0 = η(ω̌1 + ω̌2) with η ∈ Z≥0. Therefore, the cyclotomic Miura sl3-oper in
question takes the form

∇ = d +

(
p−1 − λ̌0

t

)
dt = d +

⎛
⎝

−η
t 0 0

1 0 0
0 1 η

t

⎞
⎠dt. (4.29)

Note that the residue at infinity of the associated h-connection ∇ is simply
λ̌0 = η(ω̌1 + ω̌2). The canonical representative of the associated cyclotomic
sl3-oper [∇]Γ reads

g∇g−1 = d +

⎛
⎝

0 η(η+2)
2t 0

1 0 η(η+2)
2t

0 1 0

⎞
⎠dt, with g(t) =

⎛
⎝

1 η
t

η2

2t2

0 1 η
t

0 0 1

⎞
⎠ .

Since we are working in the fundamental representation, the above group
element g belongs to the three-dimensional representation of the special linear
group SL3. However, in this article we consider only the adjoint group G =
(Aut g)◦ of the Lie algebra g, cf. Sect. 2.2. In the present example, we have
g = sl3, whose adjoint group is the projective linear group PGL3 (the quotient
of the linear group GL3 by its centre {λ Id, λ ∈ C×}). The adjoint group PGL3

can also be seen as the quotient of SL3 by its centre Z = {λ Id, λ ∈ C× |λ3 =
1}. Here and in Examples 4 and 5, all group elements written as 3×3 matrices
are to be understood as the class of these matrices in the three-dimensional
representation of SL3 modulo multiplication by elements of Z. �

Example 2. Consider the simple Lie algebra g = sl4. Denote by αi and ω̌i for
i = 1, 2, 3, the simple roots and the associated coweights.

The unique non-trivial diagram automorphism of sl4 is ν : 1 �→ 3, 2 �→
2, 3 �→ 1, of order 2. We choose the primitive T th-root of unity ω = e

2πi
T , with

T = 2S and S ∈ Z≥1. The general ν-invariant integral dominant coweight is

of the form λ̌0 = η(ω̌1 + ω̌3) + κω̌2 with η, κ ∈ Z≥0. We shall consider the
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cyclotomic Miura sl4-oper specified by the coweight λ̌0 at the origin and the
coweight ω̌1 at a point z ∈ C×, namely

∇ = d +

(
p−1 − λ̌0

t
−

T−1∑

r=0

νrω̌1

t − ωrz

)
dt.

This can be re-expressed as

∇=d+p−1dt −
(

η

t
+

StS−1

tS − zS

)
ω̌1dt − κ

t
ω̌2dt −

(
η

t
+

StS−1

tS + zS

)
ω̌3dt. (4.30)

The residues at the origin and infinity of the associated h-connection are

res0 ∇ = −η(ω̌1 + ω̌3) − κω̌2, res∞ ∇ = (η + S) (ω̌1 + ω̌3) + κω̌2.

�

5. Cyclotomic Miura g-Opers and Reproductions

Given a Miura g-oper ∇ ∈ MOpg(P1) and any simple root αk, k ∈ I, the

following lemma provides a way of constructing a new Miura g-oper g∇g−1,
where the gauge transformation parameter is of the form g = efEk with f ∈ M.
This is known as the reproduction or generation procedure in the direction αk,
see e.g. [18].

Lemma 5.1. Let ∇ = d + (p−1 + u)dt ∈ MOpg(P1) and g = efEk ∈ N(M)

for some f ∈ M. We have g∇g−1 ∈ MOpg(P1) if and only if the function f
satisfies the Riccati equation

f ′(t) + f(t)2 + f(t)〈αk, u(t)〉 = 0.

In this case, g∇g−1 = ∇ + fα̌k dt. Moreover, for any x ∈ C we have

resx g∇g−1 =

{
−sk · (− resx ∇) if fdt ∈ Ω has a pole at x,
resx ∇ otherwise.

Similarly, at infinity, we have

res∞ g∇g−1 =

{
sk · (res∞ ∇) if fdt ∈ Ω has a pole at ∞,
res∞ ∇ otherwise.

Moreover, if 〈αk, res∞ ∇ + ρ̌〉 ≥ 0 and f is not identically zero, then fdt has
a pole at ∞.

Proof. By a direct calculation, we find that

−dgg−1 = −f ′(t)Ekdt, gp−1g
−1 = p−1 + f(t)α̌k − f(t)2Ek,

gu(t)g−1 = u(t) − f(t)〈αk, u(t)〉Ek,

from which we obtain g∇g−1 = d +
[
p−1 + u(t) + f(t)α̌k −

(
f ′(t) + f(t)2

+f(t)〈αk, u(t)〉
)
Ek

]
dt. The latter is a Miura g-oper if and only if the coefficient

of Ek vanishes, which is equivalent to the Riccati equation. We then have
g∇g−1 = ∇ + fα̌k dt and hence also g∇g−1 = ∇ + fα̌k dt.

To prove the statement about the residue, suppose first that x ∈ C and
define μ̌ := − resx ∇ so that u(t) = − μ̌

t−x + r(t) for some r ∈ h(M) regular at
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x. By considering the Laurent series expansion at x of the solution f ∈ M, we
find that it is consistent with the Riccati equation provided f has at most a
simple pole there, namely

f(t) =
a

t − x
+ O
(
(t − x)0

)

with either a = 0 or a = 〈αk, μ̌ + ρ̌〉. In the first case, fdt is regular at

x so that resx fdt = 0 and hence resx g∇g−1 = resx ∇. In the second case,
fdt has a simple pole at x with resx fdt = 〈αk, μ̌ + ρ̌〉 so that resx g∇g−1 =
−μ̌ + 〈αk, μ̌ + ρ̌〉α̌k = −sk · μ̌ = −sk · (− resx ∇).

Consider now the point at infinity and define μ̌ := res∞ ∇ so that u(t) =
− μ̌

t + O
(

1
t2

)
. It then follows that the asymptotic behaviour of the solution f

to the Riccati equation for large t reads

f(t) =
a

t
+ O

(
1

t2

)
,

with either a = 0 or a = 〈αk, μ̌ + ρ̌〉. As above, in the first case, fdt is regular

at infinity and we find res∞ g∇g−1 = res∞ ∇. In the second case, fdt has a
simple pole at infinity and we deduce that res∞ g∇g−1 = sk · (res∞ ∇), as
required.

Finally, let us suppose that 〈αk, res∞ ∇ + ρ̌〉 is non-negative, i.e. that
〈αk, μ̌〉 ≥ −1. In order to prove the last statement of the lemma, we shall show
that if f does not have a pole at infinity (i.e. if a = 0), then f is identically
zero. Indeed, if f were different from zero, we could write

f(t) =
b

tp
+ O

(
1

tp+1

)
,

for some nonzero b ∈ C× and p ∈ Z≥2. The cancellation of the terms of order
t−p−1 in the Riccati equation yields the condition

(
p+〈αk, μ̌〉

)
b = 0. However,

p + 〈αk, μ̌〉 ≥ 2 − 1 = 1 so that b = 0, hence a contradiction. �

Suppose now that the Miura g-oper ∇ we start with is cyclotomic. More
precisely, let us consider ∇ ∈ MOpΓ

g (P1) such that the underlying cyclotomic

g-oper [∇]Γ lives in OpΓ
g (P1)RS

z ;λ̌
, as defined in Sect. 4.6. Then, ∇ is described

by Theorem 4.14 and in particular is of the form (4.27). Moreover, using the
notations of Theorem 4.14, we suppose w0 = Id so that − res0 ∇ = λ̌0 is a ν-
invariant integral dominant coweight. We can thus write ∇ = d + (p−1 + u)dt
with

u(t) := − λ̌0

t
−

T−1∑

r=0

⎛
⎝

N∑

i=1

νr(wi · λ̌i)

t − ωrzi
+

m∑

j=1

νryj · 0

t − ωrxj

⎞
⎠ . (5.1)

The difficulty with applying the generation procedure in the cyclotomic
setting is that the new Miura g-oper g∇g−1 will in general no longer be cyclo-
tomic, since the parameter g ∈ N(M) of the gauge transformation we applied
need not be ς̂-invariant. This problem was first studied in [24], when wi = Id
for each i = 1, . . . , N and yj are simple reflections for each j = 1, . . . , m, using
the language of populations of solutions to the Bethe ansatz equations (the
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collection of algebraic equations ensuring the regularity of (5.1) at the set of
points {xj}m

j=1, cf. Proposition 4.13). As observed there, it is possible to move
from one solution of the cyclotomic Bethe equations [26] to another by apply-
ing instead a sequence of reproductions in the directions of the various roots in
the ν-orbit of αk. Moreover, the existence of such a cyclotomic generation pro-
cedure was shown to require imposing certain conditions on the coweight λ̌0,
cf. Theorems 5.3 and 5.5. Note that for the case discussed in Sect. 5.2 λ̌0 was
only assumed half -integral dominant in [24]. Although we assume throughout
this section that λ̌0 is integral dominant, we shall show later in Sect. 6.2 that
the integrality condition can in fact be relaxed.

In this section, we will describe cyclotomic reproduction within the frame-
work of cyclotomic Miura g-opers by studying the properties of Riccati-type
equations. Specifically, we will prove cyclotomic generalisations of Lemma 5.1,
corresponding to reproduction in the direction of a simple root αν

I of the folded

Lie algebra gν , in the case when the orbit I ∈ I/ν is of type A
×|I|
1 or A

×|I|/2
2 .

Recall the setting of Sect. 3.3. Let I ∈ I/ν be an orbit in I under the
diagram automorphism ν : I → I. Consider the corresponding orbit of simple
roots

{αi}i∈I ⊂ Φ+.

Unless the orbit is of size one, i.e. |I| = 1, applying a single gauge transforma-
tion by an element of the form efiEi with i ∈ I and fi ∈ M will certainly break
the Γ-invariance of the cyclotomic Miura g-oper ∇. In order to restore it, we
will have to apply a series of successive gauge transformations by efiEi , with
some fi ∈ M, corresponding to the other points i in the orbit I. The specific
combination of gauge transformations required will depend on whether the

orbit I is of type A
×|I|
1 or A

×|I|/2
2 , cf. Sect. 3.3. We will treat these two cases

separately.

5.1. Orbit of Type A
×|I|
1

Let I be an orbit of type A
×|I|
1 , i.e. such that I = 1 in the notation of Sect. 3.3.

As mentioned above, the case |I| = 1 is easy to treat, so we shall assume |I| ≥ 2.
Let i, j ∈ I be distinct. If we perform a gauge transformation of ∇ =

d + (p−1 + u)dt ∈ MOpΓ
g (P1) by efiEi with fi ∈ M a solution to the Riccati

equation

f ′(t) + f(t)2 + f(t)〈αi, u(t)〉 = 0,

then by Lemma 5.1 we obtain the new Miura g-oper efiEi∇e−fiEi = ∇ +
fiα̌i dt. If we perform a second gauge transformation of the latter by efjEj ,
then by Lemma 5.1 the resulting g-connection will again be a Miura g-oper
provided fj ∈ M is chosen to satisfy the Riccati equation

f ′(t) + f(t)2 + f(t)〈αj , u(t) + fiα̌i〉 = 0.

However, since we are assuming I to be of type A
×|I|
1 , we have 〈αj , α̌i〉 = 0 and

hence the Riccati equation satisfied by fj only depends on the original Miura
g-oper ∇ and not on fi.
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We are therefore seeking a gauge transformation by g :=
∏

i∈I efiEi where
the functions fi ∈ M satisfy the Riccati equations

(Ri) : f ′
i(t) + fi(t)

2 + fi(t)〈αi, u(t)〉 = 0, (5.2)

for i ∈ I. Note that the order of the factors in the expression for g does not
matter by the assumption on the nature of the orbit I. By Lemma 5.1, the
resulting Miura g-oper is given by

g∇g−1 = ∇ +
∑

i∈I

fi(t) α̌i dt. (5.3)

The sum over the orbit I is ν̂-invariant, and hence g∇g−1 is cyclotomic, if and
only if

ω−1fi(ω
−1t) = fν(i)(t), for all i ∈ I. (5.4)

Let us fix a reference point k ∈ I on the orbit so that

I =
{
k, ν(k), . . . , ν|I|−1(k)

}
.

Noting that ω−1ν
(
u(ω−1t)

)
= u(t), we have ω−1〈αi, u(ω−1t)〉 = 〈αν(i), u(t)〉,

from which it follows that ω−1fi(ω
−1t) is a solution of the Riccati equation

(Rν(i)). So starting from any solution fk ∈ M of (Rk), we may define solutions
fi ∈ M of (Ri) recursively by

fi(t) := ω−1fν−1(i)(ω
−1t), (5.5)

for i ∈ I\{k}. By construction, these satisfy the relations in (5.4) for all i ∈
I\{ν|I|−1(k)}, so we just need to ensure that it also holds for i = ν|I|−1(k),
namely

ω−1fν|I|−1(k)(ω
−1t) = fk(t).

Using the recurrence relation (5.5) to rewrite the left-hand side of this rela-
tion, we can express the condition for (5.3) to be cyclotomic as the following
functional relation on fk alone

ω−|I|fk(ω−|I|t) = fk(t). (5.6)

Now since both sides are solutions of the same differential equation (Rk),
to check they are equal it suffices to compare their values at a single point.
However, to avoid having to explicitly solve (Rk) it would be preferable to
evaluate them at the origin since t = 0 is a fixed point of t �→ ω−|I|t.

If the original cyclotomic Miura g-oper ∇ happens to be regular at the
origin, i.e. λ̌0 = 0, so that u(t) is also, then the Riccati equation (Rk) is regular
at 0 and therefore admits solutions regular at the origin for any initial value
fk(0) ∈ C. In particular, two solutions of (5.6) are equal if and only if they
agree at the origin. It therefore follows that the gauge-transformed Miura g-
oper g∇g−1 is cyclotomic if and only if ω|I| = 1, that is to say |I| = T since ω
is a primitive T th-root of unity.

In order to treat the general case of an arbitrary ν-invariant integral
dominant coweight λ̌0 ∈ hν , we will make use of the following.
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Lemma 5.2. Let f be a nonzero meromorphic solution of the Riccati equation

f ′(t) + f(t)2 + f(t)
(
−η

t
+ r(t)

)
= 0, (5.7)

where r ∈ M is regular at the origin. If η ∈ Z≥0, then either

(i) f is regular at the origin, in which case it reads f(t) = tηh(t) for some
h ∈ M regular at 0, with h(0) ∈ C× arbitrary, and satisfying

h′(t) + tηh(t)2 + h(t)r(t) = 0. (5.8)

We call (5.8) the regularised Riccati equation associated with (5.7).
(ii) f is singular at the origin, in which case it takes the form f(t) = η+1

t +
k(t) for some unique k ∈ M regular at 0. �

Proof. Consider the Laurent expansion of f ∈ M at the origin. As in the proof
of Lemma 5.1, for this to be consistent with equation (5.7) we find that f can
have at most a first-order pole at the origin, namely

f(t) =
a

t
+
∑

n≥0

antn

with either a = 0 or a = η + 1.
Let us now discuss how the Riccati equation (5.7) constrains the coeffi-

cients an. Taylor expanding r as r(t) =
∑

n≥0 rntn, we can write the Laurent
expansion of the different terms appearing in this equation as

f ′(t) = − a

t2
+
∑

n≥0

(n + 1)an+1t
n

f(t)2 =
a2

t2
+

2aa0

t
+
∑

n≥0

(
2aan+1 +

n∑

k=0

akan−k

)
tn

f(t)
(
−η

t
+ r(t)

)
= −ηa

t2
+

ar0 − ηa0

t

+
∑

n≥0

(
arn+1 − ηan+1 +

n∑

k=0

akrn−k

)
tn.

The sum of these three terms must vanish by virtue of the Riccati equation
(5.7). The cancellation of the double pole gives a = 0 or a = η + 1, as stated
above. Those of the simple pole and of the Taylor expansion are equivalent to⎧

⎪⎨
⎪⎩

(2a − η)a0 = −ar0,

(2a + n − η)an = −arn −
n−1∑

k=0

ak (an−1−k + rn−1−k) for n ≥ 1.

If a = 0, then f is regular at 0, corresponding to part (i). The first
equation then gives a0 = 0. For 0 < n < η, the second equation also yields
an = 0 by induction, as n − η �= 0. For n = η, the equation is verified for
arbitrary aη ∈ C. Finally, all an for n > η are fixed in terms of aη and the
coefficients in the Taylor expansion of r(t) at the origin. In particular, f is
of the form f(t) = tηh(t) for some h ∈ M with h(0) = aη ∈ C arbitrary.
Moreover, by direct substitution into (5.7) we find that h satisfies (5.8).
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On the other hand, if a = η+1 then f is singular at 0, which corresponds
to part (ii). In this case, the first equation reads a0 = −η+1

η+2r0. By induction

on n > 0, the second one fixes uniquely the coefficients an in terms of the
coefficients rk, as for any n > 0 the coefficient 2a + n − η = n + η + 2 is
nonzero. �

5.1.1. Singular Reproduction Procedure. Since λ̌0 is assumed integral domi-
nant, we may apply Lemma 5.2 to the solution fk of (Rk), with η = 〈αk, λ̌0〉.
If fk has a pole at the origin, then so does the function t �→ ω−|I|fk(ω−|I|t).
However, since both are solutions to the same Riccati equation of the form
(5.7), by the uniqueness of such a solution in Lemma 5.2(ii) it follows that
they are equal, i.e. the condition (5.6) holds.

Moreover, in this case, all the functions fi for i ∈ I have a pole at the
origin. Thus, using the explicit form g =

∏
i∈I efiEi of the gauge transforma-

tion parameter and applying Lemma 5.1 for each i ∈ I, followed by Lemma
3.6, we find that

− res0 g∇g−1 =

(∏

i∈I

si

)
· (− res0 ∇) = sν

I · (− res0 ∇).

5.1.2. Regular Reproduction Procedure. Suppose now that fk is regular at
the origin, corresponding to case (i) of Lemma 5.2. It remains to check when
the condition (5.6) holds. Introducing the function

hk(t) := t−ηfk(t),

regular at the origin, the condition (5.6) for g∇g−1 to be cyclotomic may then
be rewritten as

ω−|I|(η+1)hk(ω−|I|t) = hk(t). (5.9)

Now since both sides of (5.9) satisfy the same regularised Riccati equation of
the form (5.8), they are equal if and only if they agree at the origin. Note that
we may as well assume hk(0) �= 0 since if hk(0) = 0 then by the homogeneity
of the regularised Riccati equation hk would be identically zero and hence g
the identity. It follows that g∇g−1 is cyclotomic if and only if ω|I|(η+1) = 1.
Recalling that ω is a primitive T th-root of unity, this condition is equivalent
to |I|(η + 1) ≡ 0 mod T . Or since the size |I| of the orbit I necessarily divides
the order of ν which by definition divides T , we can also rewrite this condition
as

〈αk, λ̌0 + ρ̌〉 ≡ 0 mod
T

|I| .

Note that, in this case, all the functions fi are regular at the origin, so that
res0 g∇g−1 = res0 ∇.

5.1.3. Residue at Infinity. Finally, let us discuss the residue at infinity of the
new connection g∇g−1. We suppose that 〈αk, res∞ ∇ + ρ̌〉 (and thus all the
〈αi, res∞ ∇+ρ̌〉 for i ∈ I) is non-negative. One can see the gauge transformation
by g as successive gauge transformations by efiEi , for each i ∈ I. As 〈αi, α̌j〉 =
0 for any distinct i, j ∈ I, the condition on the residue at infinity of the
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connection still holds after each step. Thus, applying the last part of Lemma
5.1 for each i ∈ I, followed by Lemma 3.6, we find that

res∞ g∇g−1 =

(∏

i∈I

si

)
· (res∞ ∇) = sν

I · (res∞ ∇).

Note that this discussion holds whether fk is regular or singular at 0. We have
proved the following.

Theorem 5.3. Let I ∈ I/ν be an orbit of type A
×|I|
1 . Fix a k ∈ I and let fk ∈ M

be any nonzero solution of the Riccati equation

f ′
k(t) + fk(t)2 + fk(t)〈αk, u(t)〉 = 0,

with u(t) as in (5.1). Define fi ∈ M for all i ∈ I\{k} recursively by fi(t) :=
ω−1fν−1(i)(ω

−1t) and let g =
∏

i∈I efiEi ∈ N(M).

If fk is regular at the origin, then g ∈ N ς̂(M), and hence g∇g−1 ∈
MOpΓ

g (P1), if and only if

〈αk, λ̌0 + ρ̌〉 ≡ 0 mod
T

|I| .

Moreover, in this case we have res0 g∇g−1 = res0 ∇.
If fk has a pole at the origin, then we have g∇g−1 ∈ MOpΓ

g (P1) without

any condition on λ̌0 and − res0 g∇g−1 = sν
I · (− res0 ∇).

Finally, if 〈αk, res∞ ∇ + ρ̌〉 is non-negative, then res∞ g∇g−1 = sν
I ·

(res∞ ∇) (whether the function fk is regular or singular at the origin). �
Remark 3. It is interesting to note that, just as in the case of an ordinary
reproduction, we have here a one-parameter family of transformations (the
parameter being the initial value of hk at the origin). In other words, even
though we performed |I| different successive gauge transformations, we do not
have |I| free parameters since the Γ-equivariance imposes relations between
them. �

Example 3. Let us illustrate Theorem 5.3 with an example. Consider the Lie
algebra g = sl4 and the cyclotomic Miura sl4-oper ∇ described in (4.30). We
use the notations and conventions introduced in Example 2. To perform a
reproduction in the direction of the orbit {α1, α3}, we use a gauge transfor-
mation by the unipotent element g = exp

(
f3E3

)
exp
(
f1E1

)
. The functions f1

and f3 must satisfy the Riccati equations

(Ri) : f ′
i(t) + fi(t)

2 + qi(t)fi(t) = 0,

with

q1(t) := −η

t
− StS−1

tS − zS
, q3(t) := −η

t
− StS−1

tS + zS
.

Introducing the functions

Q1(t) := e−
∫

q1(t)dt = tη(tS − zS),

R1(t) :=

∫
Q1(t)dt =

1

η + S + 1
tη+S+1 − zS

η + 1
tη+1,
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one can check that the most general solution of (R1) is

f1(t) =
Q1(t)

R1(t) + Ã
=

(η + 1)(S + η + 1)tη(tS − zS)

(η + 1)tS+η+1 − (S + η + 1)zStη+1 + A
,

where A := (S + η +1)(η +1)Ã is an arbitrary integration constant. Following
Theorem 5.3, we introduce

f3(t) := ω−1f1(ω
−1t) =

(η + 1)(S + η + 1)tη(tS + zS)

(η + 1)tS+η+1 + (S + η + 1)zStη+1 − ωη+1A
,

where in the second equality we used the fact that ω−S = −1. One can check
that f3 is a solution of the Riccati equation (R3). The resulting unipotent
element g is cyclotomic if and only if

f1(t) = ω−1f3(ω
−1t) =

(η + 1)(S + η + 1)tη(tS − zS)

(η + 1)tS+η+1 − (S + η + 1)zStη+1 + ω2(η+1)A
.

If A = 0, then the above condition always holds. On the other hand, if A �= 0,
then this condition is equivalent to ω2(η+1) = 1, i.e. to

〈α1, λ̌0 + ρ̌〉 ≡ η + 1 ≡ 0 mod
T

2
,

in agreement with Theorem 5.3.
Let us also determine the residues at the origin and infinity of the con-

nection g∇g−1 obtained after reproduction. We have seen in example 2 that
res∞ ∇ = (η + S) (ω̌1 + ω̌3) + κω̌2. After the reproduction procedure, we get

res∞ g∇g−1 =(η + S) (ω̌1+ω̌3)+κω̌2−(η + S + 1) (α̌1+α̌3) = s1s3 ·
(
res∞ ∇

)
.

When f1 and f3 are both regular at the origin (i.e. when A �= 0), the residue

at the origin does not change after the reproduction procedure: res0 g∇g−1 =
res0 ∇ = −η(ω̌1 + ω̌3) − κω̌2. However, if f1 and f3 are singular at the origin
(i.e. A = 0), we find

− res0 g∇g−1 = η(ω̌1 + ω̌3) + κω̌2 − (η + 1)(α̌1 + α̌3) = s1s3 ·
(
− res0 ∇

)
.

�

5.2. Orbit of Type A
×|I|/2
2

Suppose now that I ∈ I/ν is an orbit of type A
×|I|/2
2 with |I| even, correspond-

ing to the case I = 2, cf. Sect. 3.3. In the setting of simple Lie algebras of
finite type, such orbits occur only in type A2n, in which case the orbit is of
size |I| = 2.

Let us fix a reference point k ∈ I and denote one half of the orbit by

I/2 = {k, ν(k), . . . , ν|I|/2−1(k)},

cf. Lemma 3.6. Recall the notation ı̄ = ν|I|/2(i). The full orbit I then consists
of |I|/2 distinct pairs {i, ı̄} for each i ∈ I/2 such that 〈αi, α̌ı̄〉 = 〈αı̄, α̌i〉 = −1
and 〈αi, α̌j〉 = 0 for any j ∈ I with j �= i, ı̄. For each i ∈ I/2, the subalgebra
generated by Ei and Eı̄ has dimension 3 and is spanned by Ei, Eı̄ and [Ei, Eı̄].

In this case, performing two successive reproductions in the directions of
αi and αı̄ is not enough to restore the Γ-equivariance of the Miura g-oper. In
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order to obtain a cyclotomic Miura g-oper, we will need to perform a third re-
production in the direction of αi, so that the total gauge transformation param-
eter is of the form g =

∏
i∈I/2 eki,3Eieki,2Eı̄eki,1Ei for some ki,1, ki,2, ki,3 ∈ M.

Equivalently, we can write the latter as

g :=
∏

i∈I/2

efi,1(Ei+Eı̄)+fi,2(Ei−Eı̄)+fi,3[Ei,Eı̄] (5.10)

for some fi,1, fi,2, fi,3 ∈ M, where we have used the combinations Ei ± Eı̄

rather than Ei and Eı̄ for later convenience. Note that the order in the above
product over I/2 does not matter since the generators Ei, Eı̄ commute with
Ej , Ej̄ for any distinct i, j ∈ I/2. The calculation can be done using either
of the above expressions for g. If we consider the product of exponentials of
simple root generators, then we have to study three Riccati equations but,
since now (αi|αı̄) �= 0, the argument used in Sect. 5.1 no longer applies. We
will use the second form (5.10) for g.

Let ∇ = d + (p−1 + u)dt ∈ MOpΓ
g (P1). A lengthy but straightforward

computation gives the expression of the gauge-transformed g-connection

g∇g−1 = ∇ +
∑

i∈I/2

(
(fi,1 + fi,2)α̌i + (fi,1 − fi,2)α̌ı̄

− 1
2

(
f2

i,1 + 3f2
i,2 + (qi + qı̄)fi,1 + (qi − qı̄)fi,2 + 2f ′

i,1

)
(Ei + Eı̄)

− 1
2

(
4fi,1fi,2 + (qi + qı̄)fi,2 + (qi − qı̄)fi,1 − 2fi,3 + 2f ′

i,2

)
(Ei − Eı̄)

−
(
2fi,1fi,3 − fi,1f

′
i,2 + fi,2f

′
i,1 + fi,2(f

2
i,2 − f2

i,1) + f ′
i,3

+ (qi + qı̄)fi,3 − 1
2
(qi − qı̄)(f

2
i,1 − f2

i,2)
)
[Ei, Eı̄]

)
dt,

where qi(t) := 〈αi, u(t)〉 and qı̄(t) := 〈αı̄, u(t)〉.
Since we want g∇g−1 to be a Miura g-oper, we should impose that the

coefficients of Ei ± Eı̄ and [Ei, Eı̄] all vanish. This gives rise to a set of three
coupled Riccati-type differential equations, which after some rearranging take
the form

(Ri) :

⎧
⎪⎨
⎪⎩

2f ′
i,1 + f2

i,1 + 3f2
i,2 + (qi + qı̄)fi,1 + (qi − qı̄)fi,2 = 0,

2f ′
i,2 + 4fi,1fi,2 − 2fi,3 + (qi + qı̄)fi,2 + (qi − qı̄)fi,1 = 0,

2f ′
i,3 + 2fi,1fi,3 + fi,2(f

2
i,1 − f2

i,2) + 2(qi + qı̄)fi,3 = 0.

(5.11)

Noting that ω−1ν
(
u(ω−1t)

)
= u(t) since u(t)dt ∈ Ων̂(h), which also im-

plies that for every i ∈ I/2 we have ω−1qν−1(i)(ω
−1t) = qi(t) and ω−1qν−1(ı̄)

(ω−1t) = qı̄(t), we deduce that the three functions ω−1fi,1(ω
−1t), ω−1fi,2(ω

−1t)

and ω−2fi,3(ω
−1t) satisfy the coupled system of equations (Rν(i)). Therefore,

starting with any solution fk,1, fk,2, fk,3 ∈ M for the reference point k ∈ I we
can define a solution fi,1, fi,2, fi,3 ∈ M of (Ri) recursively by

fi,1(t) := ω−1fν−1(i),1(ω
−1t),

fi,2(t) := ω−1fν−1(i),2(ω
−1t),

fi,3(t) := ω−2fν−1(i),3(ω
−1t). (5.12)
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for every i ∈ I/2\{k}. Now since ν|I|/2(k) = k̄ we have

ς
(
Eν|I|/2−1(k) ± Eν|I|/2−1(k̄)

)
= ±ω−1(Ek ± Ek̄),

ς
([

Eν|I|/2−1(k), Eν|I|/2−1(k̄)

])
= −ω−2[Ek, Ek̄].

So by construction, we find that g ∈ N(M) defined in (5.10) using the functions
fi,1, fi,2, fi,3 for all i ∈ I/2 is invariant under ς̂ if and only if

fk,1(t) = ω−1fν|I|/2−1(k),1(ω
−1t), fk,2(t) = −ω−1fν|I|/2−1(k),2(ω

−1t),

fk,3(t) = −ω−2fν|I|/2−1(k),3(ω
−1t).

Equivalently, using the above recurrence relations to rewrite the right-hand
sides of these equations we obtain conditions on the functions fk,1, fk,2 and
fk,3 alone, namely

fk,1(t) = ω−|I|/2fk,1(ω
−|I|/2t), fk,2(t) = −ω−|I|/2fk,2(ω

−|I|/2t),

fk,3(t) = −ω−|I|fk,3(ω
−|I|/2t). (5.13)

We now consider the issue of the regularity of Eqs. (5.11) at the origin.
The functions qi and qı̄ have the form qi(t) = −η

t +ri(t) and qı̄(t) = −η
t +rı̄(t),

with η = 〈αi, λ̌0〉 = 〈αı̄, λ̌0〉 and ri, rı̄ ∈ h(M) both regular at the origin. Note
that η is independent of i and ı̄ by the ν-invariance of the coweight λ̌0 and is a
non-negative integer, as λ̌0 is a dominant integral coweight. We will need the

following result, which is the analog, for an orbit of type A
×|I|/2
2 , of Lemma

5.2.

Lemma 5.4. Let f1, f2 and f3 be meromorphic solutions of the system of dif-
ferential equations

2f ′
1 + f2

1 + 3f2
2 + (q + q)f1 + (q − q)f2 = 0, (5.14a)

2f ′
2 + 4f1f2 − 2f3 + (q + q)f2 + (q − q)f1 = 0, (5.14b)

2f ′
3 + 2f1f3 + f2(f

2
1 − f2

2 ) + 2(q + q)f3 = 0. (5.14c)

Suppose q(t) = −η
t + r(t) and q(t) = −η

t + r(t), with r, r ∈ M regular at 0. If
η ∈ Z≥0 then either

(i) the functions fi are regular at 0, in which case they read f1(t) = tηh1(t),
f2(t) = tηh2(t) and f3(t) = t2ηh3(t) for some hi ∈ M regular at 0, with
hi(0) ∈ C arbitrary.

(ii) at least one of the functions fi is singular at 0, in which case they are of
the form

f1(t) =
a

t
+ k1(t), f2(t) =

b

t
+ k2(t), f3(t) =

c

t2
+

d

t
+ k3(t), (5.15)

where ki ∈ M are regular at 0 and a, b, c,d ∈ C. Moreover, the coefficients
a, b, c fall into one of two possible classes
(a) (a, b, c) =

(
2(η + 1), 0, 0

)
, in which case d ∈ C and ki ∈ M are

unique,

(b) (a, b, c) =
(

η+1
2 ,±η+1

2 , 0
)

or (a, b, c) =
(

3(η+1)
2 ,±η+1

2 ,±(η + 1)2
)
.
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Proof. Consider the Laurent expansions of the functions fi around the origin.
The consistency of these expansions with Eqs. (5.14) requires f1 and f2 to have
at most a simple pole at 0 and f3 at most a double pole at 0. Thus the fi’s can
be written in the form of Eq. (5.15). Moreover, one finds that the cancellation
of the double poles in the first two equations and of the triple pole in the third
one leads to the set of conditions

a2−2(η+1)a+3b2 = 0, 2ab−(η+1)b−c = 0, 2ac+b(a2−b2)−4(η+1)c = 0.
(5.16)

There are six solutions to this system of equations: (a, b, c) = (0, 0, 0), (a, b, c) =(
2(η + 1), 0, 0

)
, (a, b, c) =

(
η+1
2 ,±η+1

2 , 0
)

and (a, b, c) =
( 3(η+1)

2 ,±η+1
2 ,±(η +

1)2
)
.
In the case where (a, b, c) = (0, 0, 0), one finds that d is also zero. This

corresponds to case (i) of the lemma, where the functions fi are all regular at
the origin. Consider then the Taylor expansions f1(t) =

∑
n≥0 antn, f2(t) =∑

n≥0 bntn and f3(t) =
∑

n≥0 cntn. Substituting these into (5.14) and working
order by order in powers of t, one finds that a0 = b0 = c0 = 0 and that the
coefficients an, bn and cn for n ∈ Z≥1 must satisfy the recurrence relations

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2(n + 1 − η)an+1 = −
n∑

k=0

(
ak(an−k + rn−k + rn−k)

+ bk(3bn−k + rn−k − rn−k)
)
,

2(n + 1 − η)bn+1 = 2cn −
n∑

k=0

(
ak(4bn−k + rn−k − rn−k)

+ bk(rn−k + rn−k)
)
,

2(n + 1 − 2η)cn+1 = −
n∑

k=0

ck(an−k + 2rn−k + 2rn−k)

+
∑

k1+k2+k3=n

(
bk1

bk2
bk3

− bk1
ak2

ak3

)
,

where rn and rn are coefficients in the Taylor expansion of r and r.
We have a0 = b0 = c0 = 0. For n + 1 < η, the coefficients n + 1 − η

and n + 1 − 2η in the left-hand sides of these equations are nonzero, so we
conclude by induction that an = bn = cn = 0 for n < η − 1. When n = η − 1,
the first two equations are verified for arbitrary values of an+1 = aη ∈ C and
bn+1 = bη ∈ C. Similarly, the third equation yields cn = 0 for all n < 2η − 1
and c2η ∈ C is arbitrary. The coefficients an and bn for n > η and cn for
n > 2η are then determined uniquely in terms of the rn’s, the rn’s and the
arbitrary coefficients aη, bη and c2η. This concludes the discussion of case (i)
of the lemma.

Next, we turn to the five other solutions of Eq. (5.16), corresponding
to the case where at least one of the fi’s is singular, i.e. the case (ii) of the
lemma. We shall focus on case (a), with (a, b, c) =

(
2(η+1), 0, 0

)
. Substituting
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the Taylor expansions of the regular functions ki into (5.14), one finds unique
expressions for the coefficients d, a0, b0 and c0. After a tedious but straight-
forward computation, one finds recurrence relations similar to the ones above.
In the case at hand, however, the coefficients in front of an+1, bn+1 and cn+1

are nonzero for any n ∈ Z≥0. Thus, all the coefficients an, bn and cn are deter-
mined uniquely by these recursion relations and the initial values a0, b0 and c0

previously obtained. Therefore, in this case, the functions ki are unique. �
Let us now come back to the discussion of cyclotomic reproductions along

the orbit I. We began with solutions fk,1, fk,2 and fk,3 of equations (Rk).
As explained above, we constructed solutions fi,1, fi,2 and fi,3 of equations
(Ri) for any i ∈ I/2 recursively using formula (5.12). The condition for the
corresponding reproduction to be cyclotomic is then given by equation (5.13).

5.2.1. Regular Reproduction Procedure. Suppose that the functions fk,1, fk,2

and fk,3 (and thus also the functions fi,1, fi,2 and fi,3 for any i ∈ I/2) are
regular at the origin, so that they are described by case (i) of Lemma 5.4.
Then, hi,1(t) := t−ηfi,1(t), hi,2(t) := t−ηfi,2(t) and hi,3(t) := t−2ηfi,3(t) are
regular at the origin. They obey the following regularised equations

2h′
i,1 + tη(h2

i,1 + 3h2
i,2) + (ri + rı̄)hi,1 + (ri − rı̄)hi,2 = 0, (5.17a)

2h′
i,2 + tη(4hi,1hi,2 − 2hi,3) + (ri + rı̄)hi,2 + (ri − rı̄)hi,1 = 0, (5.17b)

2h′
i,3 + tη

(
2hi,1hi,3 + hi,2(h

2
i,1 − h2

i,2)
)

+ 2(ri + rı̄)hi,3 = 0, (5.17c)

whose coefficients are regular at 0 since η ∈ Z≥0. The coupled system of
equations (5.17) admits a solution regular at 0 for every set of initial conditions
hi,1(0), hi,2(0), hi,3(0) ∈ C. It remains to check whether there are solutions for
which the corresponding gauge transformation parameter g defined in (5.10)

is ς̂-invariant so that g∇g−1 ∈ MOpΓ
g (P1).

When phrased in terms of the regularised functions hk,1, hk,2 and hk,3,
conditions (5.13) for g ∈ N(M) to be ς̂-invariant read

hk,1(t) = ω−(1+η)|I|/2hk,1(ω
−|I|/2t), hk,2(t) = −ω−(1+η)|I|/2hk,2(ω

−|I|/2t),

hk,3(t) = −ω−(1+η)|I|hk,3(ω
−|I|/2t). (5.18)

Now by construction, both sides of the relations (5.18) satisfy the same system
of coupled Eqs. (5.17). Thus, (5.18) hold for all t ∈ C if and only if they hold
at the origin. It follows that g ∈ N ς̂(M) if and only if

hk,1(0) = ω−(1+η)|I|/2hk,1(0), hk,2(0) = −ω−(1+η)|I|/2hk,2(0),

hk,3(0) = −ω−(1+η)|I|hk,3(0). (5.19)

Since the coupled Eqs. (5.17) are homogeneous, for the set of functions hk,1,
hk,2 and hk,3 to be non-trivial, and hence g �= Id, we should certainly have
at least one of the initial conditions hk,1(0), hk,2(0) and hk,3(0) be nonzero.
However, conditions (5.19) are consistent only if at most one of these initial
conditions is nonzero. We therefore have three distinct possibilities:
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• ω(1+η)|I|/2 = 1 if hk,2(0) = hk,3(0) = 0,

• ω(1+η)|I|/2 = −1 if hk,1(0) = hk,3(0) = 0,

• ω(1+η)|I| = −1 if hk,1(0) = hk,2(0) = 0.

In each case, the ς̂-invariance of g reduces the number of free initial conditions
to one. Therefore, we have once again a one-parameter family of cyclotomic
gauge transformations. We note that the above three cases can be combined
into the single condition ω2|I|(1+η) = 1. Or since ω is a primitive T th-root of
unity, this is equivalent to 2|I|(1+ η) ≡ 0 mod T . Using the definition of η, we
can also rewrite this as |I|〈αk + αk̄, λ̌0 + ρ̌〉 ≡ 0 mod T and in turn, since |I|
divides T , as

〈αk + αk̄, λ̌0 + ρ̌〉 ≡ 0 mod
T

|I| .

Since all the functions fi,1 and fi,2 are regular at 0, it is clear that this cyclo-
tomic reproduction does not change the residue at the origin, namely

res0 g∇g−1 = res0 ∇ = −λ̌0.

5.2.2. Singular Reproduction Procedure. Suppose now that at least one of
the functions fk,1, fk,2 and fk,3 is singular at 0. They are then described by
case (ii) of Lemma 5.4 and are of the form (5.15). Let us see when these
solutions correspond to a cyclotomic reproduction, i.e. when they verify the
functional relation (5.13). It is clear that this relation is compatible with the
form (5.15) only if the coefficients b and c are zero. According to Lemma 5.4,
this only leaves case (a) as a possibility, where (a, b, c) = (2(η + 1), 0, 0).

By construction, the sets of functions on the left- and right-hand sides of
(5.13) are solutions of the same equation (Rk). Moreover, they are both of the
form given in case (ii)(a) of Lemma 5.4. By uniqueness of the solutions of this
form, these two sets of functions must be equal and thus the corresponding
reproduction procedure is cyclotomic.

Finally, recall that the new g-connection is given by

g∇g−1 = ∇ +
∑

i∈I/2

(
fi,1 (α̌i + α̌ı̄) + fi,2 (α̌i − α̌ı̄)

)
dt.

Using the fact that

res0 fi,1dt = 2(η +1) = 〈αi +αı̄, λ̌0 + ρ̌〉, res0 fi,2dt = 0 and res0 fi,3dt = 0,

and Lemma 3.6, one finds

− res0 g∇g−1 =

⎛
⎝ ∏

i∈I/2

sisı̄si

⎞
⎠ · λ̌0 = sν

I · (− res0 ∇).

5.2.3. Residue at Infinity. The following discussion applies whether the re-
production procedure is regular or singular at the origin. In order to determine
the residue of the new Miura g-oper g∇g−1 at infinity, recall that the gauge
transformation parameter can also be written in the form of a product of ex-
ponentials of simple root generators as g =

∏
i∈I/2 eki,3Eieki,2Eı̄eki,1Ei , where
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ki,1, ki,2, ki,3 ∈ M can be expressed in terms of the functions fi,1, fi,2, fi,3 ∈ M

constructed above. In particular, if we started with functions fk,1, fk,2 and
fk,3 not all zero and verifying the cyclotomy condition (5.13), then one checks
that the functions ki,1, ki,2 and ki,3 for i ∈ I/2 are all nonzero.

Let μ̌ = res∞ ∇ and fix i ∈ I/2. Suppose that κ = 〈αi, μ̌+ ρ̌〉 = 〈αı̄, μ̌+ ρ̌〉
is non-negative and consider the three successive reproductions with overall
parameter gi = eki,3Eieki,2Eı̄eki,1Ei . According to the last part of Lemma 5.1,
since ki,1 is nonzero, it has a simple pole at infinity and the first reproduction
then yields a new g-connection with residue si · μ̌ at infinity. Recalling that
〈αi, α̌ı̄〉 = 〈αı̄, α̌i〉 = −1, one then finds 〈αı̄, si · μ̌+ ρ̌〉 = 2κ. Thus, the last part
of Lemma 5.1 still applies to the second reproduction and the new g-connection
has residue sı̄si · μ̌ at infinity. Finally, one has 〈αi, sı̄si · μ̌ + ρ̌〉 = κ. Applying
Lemma 5.1 one last time, one finds that after the gauge transformation by gi,

the residue at infinity of the new g-connection gi∇g−1
i is sisı̄si ·

(
res∞ ∇

)
.

If 〈αk, μ̌ + ρ̌〉 is non-negative for some k ∈ I/2, then 〈αi, μ̌ + ρ̌〉 is non-
negative for all i ∈ I/2. As 〈αi, α̌j〉 = 0 for any j �= i, ı̄, the group elements gi,
i ∈ I/2, commute with one another and

〈αi, res∞ gj∇g−1
j + ρ̌〉 = 〈αi, res∞ ∇ + ρ̌〉. (5.20)

Thus, we can apply successively (and in any order) the reasoning of the previ-
ous paragraph to the gauge transformations with parameters gi, for all i ∈ I/2.
We then deduce that

res∞ g∇g−1 =

⎛
⎝ ∏

i∈I/2

sisı̄si

⎞
⎠ · (res∞ ∇) = sν

I · (res∞ ∇),

where we used Lemma 3.6. We have thus proved the following.

Theorem 5.5. Let I ∈ I/ν be an orbit of type A
×|I|/2
2 . Fix a k ∈ I and let

fk,1, fk,2, fk,3 ∈ M be solutions of the coupled differential equations (5.11), not
all zero. Define fi,1, fi,2, fi,3 ∈ M for all i ∈ (I/2)\{k} recursively by

fi,1(t) := ω−1fν−1(i),1(ω
−1t),

fi,2(t) := ω−1fν−1(i),2(ω
−1t),

fi,3(t) := ω−2fν−1(i),3(ω
−1t).

and let g :=
∏

i∈I/2 efi,1(Ei+Eı̄)+fi,2(Ei−Eı̄)+fi,3[Ei,Eı̄].

If we consider functions fk,1, fk,2, fk,3 regular at the origin, then they can
be chosen so that g belongs to N ς̂(M) if and only if

〈αk + αk̄, λ̌0 + ρ̌〉 ≡ 0 mod
T

|I| .

Moreover, in this case we have g∇g−1 ∈ MOpΓ
g (P1) with res0 g∇g−1 = res0 ∇.

Suppose now that at least one of the functions fk,1, fk,2, fk,3 is singular
at the origin, so that they are described by case (ii) of Lemma 5.4. Then, g
is in N ς̂(M) if and only if the singular behaviour of fk,1, fk,2, fk,3 is as in the
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subcase (a), without any conditions on the coweight λ̌0. Moreover, in this case

we have g∇g−1 ∈ MOpΓ
g (P1) with − res0 g∇g−1 = sν

I · (− res0 ∇).

Finally, if 〈αk, res∞ ∇ + ρ̌〉 is non-negative, then we have res∞ g∇g−1 =
sν

I · (res∞ ∇) (whether we started with functions regular or singular at the
origin). �

Remark 4. Note that the approach of this section may equally be applied

to the case of an orbit of type A
×|I|
1 for even |I|: in this case, there are no

functions fi,3 and we only get the first two conditions ω(1+η)|I|/2 = ±1 above,

which are indeed equivalent to the condition 〈αk, λ̌0 + ρ̌〉 ≡ 0 mod T
|I| as given

in Theorem 5.3. �

Example 4. Let us illustrate Theorem 5.5 with an example. We consider the
Lie algebra g = sl3 and the cyclotomic Miura sl3-oper ∇ defined in equation
(4.29) of example 1.

We consider the orbit of simple roots {α1, α2}, which is of type A2, and
the unipotent element

g = ef̃1E1+f̃2E2+f̃3E12 , (5.21)

expressed in the basis E1, E2, E12 := [E1, E2]. In Theorem 5.5 and the dis-
cussion above, g is given by g = ef1(E1+E2)+f2(E1−E2)+f3E12 , in a basis of
eigenvectors of ς. The two expressions are simply related by f̃1 = f1 + f2,
f̃2 = f1 − f2 and f̃3 = f3. In the fundamental representation, we have

g =

⎛
⎜⎝

1 f̃1 f̃3 + 1
2 f̃1f̃2

0 1 f̃2

0 0 1

⎞
⎟⎠ .

The gauge transformation g∇g−1 is a Miura sl3-oper if and only if the
functions f̃i are solutions of the following system of coupled differential equa-
tions

f̃ ′
1(t) =

η

t
f̃1(t) − f̃1(t)

2 − 1

2
f̃1(t)f̃2(t) − f̃3(t),

f̃ ′
2(t) =

η

t
f̃2(t) − f̃2(t)

2 − 1

2
f̃1(t)f̃2(t) + f̃3(t),

f̃ ′
3(t) = 2

η

t
f̃3(t) −

(
f̃1(t) + f̃2(t)

)
f̃3(t) +

1

2

(
f̃1(t)

2 + f̃ ′
1(t)
)
f̃2(t)

− 1

2

(
f̃2(t)

2 + f̃ ′
2(t)
)
f̃1(t).

The regularised functions h̃1(t) = t−η f̃1(t), h̃2(t) = t−η f̃2(t) and h̃3(t) =

t−2η f̃3(t) are solutions of differential equations regular at the origin. The solu-

tion of the above differential system with initial conditions h̃1(0) = a, h̃2(0) = b

and h̃3(0) = c is
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f̃1(t) = 2μ tμ−1 (ab + 2c) tμ + 2μa

(ab + 2c) t2μ + 4μa tμ + 4μ2
, (5.22a)

f̃2(t) = 2μ tμ−1 (ab − 2c) tμ + 2μb

(ab − 2c) t2μ + 4μb tμ + 4μ2
, (5.22b)

f̃3(t) = 4μ3 t2μ−2

(
(ab + 2c)b − (ab − 2c)a

)
tμ + 4μc(

(ab + 2c) t2μ + 4μa tμ + 4μ2
)(

(ab − 2c) t2μ + 4μb tμ + 4μ2
) . (5.22c)

where we defined μ = η + 1.
To simplify the analysis of this solution, we define functions A and B

such that f̃1(t) = A(t; a, b, c), f̃2(t) = A(t; b, a,−c) and f̃3(t) = B(t; a, b, c) =
−B(t; b, a,−c). One checks easily that

ω−1A(ω−1t; a, b, c) = A(t;ω−μa, ω−μb, ω−2μc),

ω−2B(ω−1t; a, b, c) = B(t;ω−μa, ω−μb, ω−2μc).

Noting that g is ς̂-invariant if and only if we have ω−1f̃1(ω
−1t) = f̃2(t),

ω−1f̃2(ω
−1t) = f̃1(t) and ω−2f̃3(ω

−1t) = −f̃3(t), the condition for the re-
production to be cyclotomic can be re-expressed as

A(t;ω−μa, ω−μb, ω−2μc) = A(t; b, a,−c),

A(t;ω−μb, ω−μa,−ω−2μc) = A(t; a, b, c),

B(t;ω−μa, ω−μb, ω−2μc) = B(t; b, a,−c).

These conditions are equivalent to a = ωμb, b = ωμa and c = −ω2μc. As in
the general discussion above, we distinguish three possible cases where these
conditions have non-trivial solutions:

• ωμ = 1, a = b ∈ C× and c = 0, i.e. h2(0) = h3(0) = 0, in which case

f1(t) =
2μa tμ−1

a tμ + 2μ
, f2(t) = 0, f3(t) = 0,

• ωμ = −1, a = −b ∈ C× and c = 0, i.e. h1(0) = h3(0) = 0, in which case

f1(t) =
2μa2 t2μ−1(a2 t2μ − 12μ2)

R(t)
,

f2(t) =
4μ2a tμ−1(a2 t2μ + 4μ2)

R(t)
,

f3(t) =
8μ3a3 t3μ−2

R(t)
,

where R(t) = a4 t4μ − 24μ2a2 t2μ + 16μ4,
• ω2μ = −1, a = b = 0 and c ∈ C×, i.e. h1(0) = h2(0) = 0, in which case

f1(t) =
2μc2 t4μ−1

c2 t4μ − 4μ4
, f2(t) = − 4μ3c t2μ−1

c2 t4μ − 4μ4
, f3(t) = − 4μ4c t2μ−2

c2 t4μ − 4μ4
,

(5.23)
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where the regularised functions h1 = 1
2 (h̃1 + h̃2), h2 = 1

2 (h̃1 − h̃2) and h3 = h̃3

correspond to the basis of eigenvectors {E1 + E2, E1 − E2, [E1, E2]}. In each
of these cases, the solution depends on an arbitrary parameter in C×.

To end this example, we discuss also the solutions of the differential
system singular at the origin. Starting from any of the above three types of
regular solutions, a singular solution can be obtained by considering the limit
where the free parameter goes to infinity. One can check that each of the three
cases yields the same singular solution

g(t) = exp

(
2(η + 1)

t
(E1 + E2)

)
. (5.24)

Note that this solution is always cyclotomic, without imposing any restriction
on ω or η. �

6. Cyclotomic Miura g-Opers and Flag Varieties

Recall the setup of Sect. 5. Throughout this section, we will also consider a
cyclotomic Miura g-oper of the form ∇ = d+(p−1 +u)dt with u dt ∈ Ων̂(h) as
in (5.1). In particular, we still assume for the time being that − res0 ∇ = λ̌0

is a ν-invariant integral dominant coweight. We will further assume here that
∇ is monodromy-free. In Sect. 6.2, however, we will show how to weaken the
integrality assumption on the coweight λ̌0 together with the related assumption
on the trivial monodromy at the origin.

Consider the set

MOpΓ
g (P1)[∇]Γ :=

{
∇̃ ∈ MOpΓ

g (P1)
∣∣ [∇̃]Γ = [∇]Γ

}
(6.1)

of cyclotomic Miura g-opers with underlying cyclotomic g-oper [∇]Γ. By def-

inition, any cyclotomic Miura g-oper in MOpΓ
g (P1)[∇]Γ is a representative of

[∇]Γ and hence is of the form ∇g := g∇g−1 for some g ∈ N ς̂(M). The goal of

this section is to describe the space MOpΓ
g (P1)[∇]Γ .

A finite analog of (6.1) is the set MOpfin
gν ,[λ̌0]W ν

, introduced in Sect. 3.2,

consisting of all finite Miura gν-opers which are connected to the given finite
Miura gν-oper p−1 − λ̌0 − ρ̌ by the adjoint action of Nν . We saw in Theorem

3.4 that MOpfin
gν ,[λ̌0]W ν

is in bijection with the ν-invariant subgroup W ν of the

Weyl group W . The affine counterpart of this statement is Theorem 6.5 which
provides an isomorphism between MOpΓ

g (P1)[∇]Γ and the subset (G/B−)ϑ of
the flag variety G/B− consisting of points fixed by some automorphism ϑ
which we introduce in Sect. 6.1. In Sect. 6.4, we show that (G/B−)ϑ admits a
cell decomposition where the cells are labelled by elements of W ν .

6.1. Generic Cyclotomic Miura g-Opers

If λ̌0 = 0, then the origin is a regular point of the given cyclotomic Miura
g-oper ∇. In this case, we let Y ∈ B−(M) be the solution of ∇Y = 0 with

Y (0) = Id, which exists by Lemma 4.2. Then, for any ∇g ∈ MOpΓ
g (P1)[∇]Γ

such that g ∈ N ς̂(M) is also regular at 0, we will denote by Yg ∈ B−(M) the

solution of ∇gYg = 0 with Yg(0) = Id. If instead λ̌0 �= 0, then ∇ is singular
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at 0 so we cannot consider such a solution. In this case, we will work with a
suitable regularisation of ∇ defined as follows. Let

∇r := t−λ̌0∇tλ̌0

= d +
∑

k∈I

t〈αk,λ̌0〉Fk dt −
T−1∑

r=0

⎛
⎝

N∑

i=1

νr(wi · λ̌i)

t − ωrzi
+

m∑

j=1

νryj · 0

t − ωrxj

⎞
⎠dt.

(6.2)

The assumption that the coweight λ̌0 is integral dominant ensures this g-
connection is regular at the origin. We shall refer to ∇r as the regularisation of
∇ at the origin. By Lemma 4.2, we can then consider the solution Y ∈ B−(M)

of ∇rY = 0 such that Y (0) = Id. For any ∇g ∈ MOpΓ
g (P1)[∇]Γ , we consider

its regularisation (∇g)r = (g∇g−1)r = gr∇rg
−1
r where gr := t−λ̌0gtλ̌0 ∈ N(M).

Provided the latter is regular at the origin, we can define the solution Yg of
(∇g)rYg = 0 with Yg(0) = Id.

An important feature of the regularisation procedure is that all the regu-
larised objects such as the g-connection (6.2) are Γ-equivariant not with respect
to the automorphism ς ∈ AutG but rather with respect to the automorphism

ϑ := Adω−λ̌0
◦ ς ∈ AutG. (6.3)

The following proposition describes the Γ-equivariance properties of the reg-
ularised g-connection ∇r, of the regularised gauge transformation parameter
gr ∈ N(M) and of a solution Y ∈ G(M) of the equation ∇rY = 0.

Proposition 6.1. Define Dr : G(M) → Ω(g), Z �→ (∇rZ)Z−1 and reg :
N(M) → N(M), g �→ gr. Both are Γ-equivariant in the sense that the fol-
lowing diagrams are commutative

G(M) Ω(g)

G(M) Ω(g)

Dr

Dr

ϑ̂ ϑ̂

N(M) N(M)

N(M) N(M)

reg

reg

ς̂ ϑ̂

Let Y ∈ G(M) be any solution of ∇rY = 0 regular at 0. Then, Y ∈ Gϑ̂(M) if

and only if Y (0) ∈ Gϑ. In particular, Y ∈ Gϑ̂(M) if Y (0) = Id.

Proof. The Γ-equivariance of the map Dr is the statement that ϑ̂
(
(∇rZ)Z−1

)
=

(∇rϑ̂Z)(ϑ̂Z)−1 for every Z ∈ G(M). This follows from expression (6.2) for ∇r

noting that ϑ̂
(
dZZ−1

)
= (dϑ̂Z)(ϑ̂Z)−1, the action of ϑ̂ on Ως̂(h) coincides

with that of ς̂ and

ϑ̂
(
t−λ̌0p−1t

λ̌0dt
)

= Adω−λ̌0

(
(ω−1t)−λ̌0ςp−1(ω

−1t)λ̌0d(ω−1t)
)

= t−λ̌0p−1t
λ̌0dt
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using the ς-invariance of λ̌0 and Proposition 4.3. Similarly, the Γ-equivariance
of the map g �→ gr is seen as follows

ϑ̂gr = Adω−λ̌0
◦ ς̂
(
t−λ̌0gtλ̌0

)
= Adω−λ̌0

(
(ω−1t)−λ̌0 ς̂g(ω−1t)λ̌0

)
= (ς̂g)r.

For the last statement, suppose first that Y ∈ Gϑ̂(M) is a solution to

∇rY = 0 which is regular at 0. This implies ϑ̂Y = Y or in other words
ϑ ◦ Y ◦ μ∗

ω−1 = Y . Evaluating this at the origin we obtain ϑY (0) = Y (0).
Conversely, let Y ∈ G(M) be a solution of ∇rY = 0 such that ϑY (0) = Y (0).
Using the first part of the proposition, or more precisely the Γ-equivariance of

Dr, we deduce that ϑ̂Y also satisfies the same equation since (∇rϑ̂Y )(ϑ̂Y )−1 =

ϑ̂
(
(∇rY )Y −1

)
= 0. However, by assumption the two solutions Y and ϑ̂Y

coincide at the origin and therefore are equal. �

Introduce the following subset of cyclotomic Miura g-opers, which we call
generic at the origin,

MOpΓ
g (P1)gen∇,0 := {∇g ∈ MOpΓ

g (P1)[∇]Γ | gr is regular at 0}. (6.4)

The following theorem describes MOpΓ
g (P1)gen[∇]Γ,0 as an Nϑ-orbit in MOpΓ

g

(P1)[∇]Γ through ∇.

Theorem 6.2. Let ∇ ∈ MOpΓ
g (P1). If ∇g ∈ MOpΓ

g (P1)gen∇,0 then Y gr(0)−1 =

g−1
r Yg and gr(0) ∈ Nϑ. Conversely, for every g0 ∈ Nϑ there exists unique

n ∈ N ϑ̂(M) and Ỹ ∈ Bϑ̂
−(M) such that

Y g−1
0 = n−1Ỹ .

Defining g := tλ̌0nt−λ̌0 so that n = gr, we have ∇g ∈ MOpΓ
g (P1)gen∇,0, gr(0) = g0

and Ỹ = Yg.

Proof. Suppose that ∇g ∈ MOpΓ
g (P1)gen∇,0. By definition gr is regular at the

origin so gr(0) ∈ N and clearly ∇rY gr(0)−1 = 0. On the other hand, we
have ∇rg

−1
r Yg = g−1

r (∇g)rYg = 0. It therefore follows by the uniqueness of
the solution to ∇rZ = 0 with Z(0) = gr(0)−1 that Y gr(0)−1 = g−1

r Yg. It

remains to show that gr(0) ∈ Nϑ. However, since ∇g ∈ MOpΓ
g (P1)[∇]Γ , we

have g ∈ N ς̂(M), i.e. ς̂g = g, and therefore, by Proposition 6.1 we deduce that

ϑ̂gr = gr. In particular, evaluating the latter at the origin gives gr(0) ∈ Nϑ.
Conversely, let g0 ∈ N and consider the element Y g−1

0 ∈ G(M). Let
ϕ ∈ O(G) be the coordinate function on G whose nonzero set is the open cell
NB− = {x ∈ G|ϕ(x) �= 0} in G. Let f ∈ M denote the image of ϕ ∈ O(G)
under the homomorphism Y g−1

0 : O(G) → M. Note that f is not identically
zero since f(0) = ϕ(Y (0)g−1

0 ) �= 0, which follows from Y (0)g−1
0 = g−1

0 ∈ NB−.
Since the number of zeroes of a nonzero meromorphic function on P1 is finite,
we have ϕ(Y (t)g−1

0 ) = f(t) �= 0 for all but finitely many t ∈ P1. In other
words, Y (t)g−1

0 ∈ NB− for all but finitely many t ∈ P1. We may therefore

write Y g−1
0 = n−1Ỹ , for some n ∈ N(M) and Ỹ ∈ B−(M).
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By definition of g ∈ N(M), we have n = t−λ̌0gtλ̌0 = gr so that (∇g)rỸ =

gr∇rg
−1
r Ỹ = n∇rn

−1Ỹ = n∇rY g−1
0 = 0. Since Ỹ ∈ B−(M), it follows

by the converse in Lemma 4.2 that (∇g)r ∈ Connb−(P1) and hence ∇g =

tλ̌0(∇g)rt
−λ̌0 ∈ Connb−(P1). But since ∇g ∈ opg(P1), we conclude that ∇g ∈

MOpg(P1) and hence ∇g ∈ MOpg(P1)[∇]. Moreover, letting t = 0 we obtain

n(0)−1Ỹ (0) = g−1
0 , or equivalently Ỹ (0) = gr(0)g−1

0 . But N ∩ B− = {Id} from

which we deduce gr(0) = g0 and Ỹ (0) = Id. The first equality shows gr is regu-

lar at 0. The second equality implies that Ỹ = Yg by the uniqueness of the so-

lution to (∇g)rZ = 0 with Z(0) = Id. It just remains to show that ϑ̂n = n and

ϑ̂Ỹ = Ỹ . But from Proposition 6.1, we know that ϑ̂Y = Y . So since g0 ∈ Nϑ

it follows that ϑ̂(Y g−1
0 ) = Y g−1

0 . Hence, n−1Ỹ = ϑ̂(n−1Ỹ ) = (ϑ̂n)−1ϑ̂Ỹ ,

or equivalently (ϑ̂n)n−1 = (ϑ̂Ỹ )Ỹ −1. Now ϑ stabilises N and B− so that

ϑ̂n ∈ N(M) and ϑ̂Ỹ ∈ B−(M). Finally, since N ∩ B− = {Id} we deduce that

ϑ̂n = n and ϑ̂Ỹ = Ỹ , as required. �

Remark 5. In Theorems 5.3 and 5.5, we found necessary and sufficient condi-
tions on λ̌0 for the existence of a cyclotomic gauge transformation along the
Γ-orbit {αi}i∈I of some simple root αk, k ∈ I. These results can now be seen
as a particular case of Theorem 6.2: they correspond to the conditions on λ̌0,
and thus on ϑ, for the existence of a ϑ-invariant element in the subgroup of N
generated by the Gαi

, i ∈ I, cf. Sect. 2.2.
Consider the concrete example of a simple root α with an orbit {α, β} of

type A1 ×A1. Theorem 5.3 asserts that there exists a cyclotomic reproduction
in the direction of this orbit if and only if 〈α, λ̌0 + ρ̌〉 ≡ 0 mod T

2 . In the
above language, there exists such a cyclotomic reproduction if and only if a
linear combination of Eα and Eβ lives in nϑ. Yet, we have ϑ(Eα ± Eβ) =

±ω−〈α,λ̌0+ρ̌〉(Eα ± Eβ), so this condition is indeed equivalent to ω−〈α,λ̌0+ρ̌〉 =

±1, and thus to 〈α, λ̌0 + ρ̌〉 ≡ 0 mod T
2 . See also example 5. �

Example 5. Recall the cyclotomic Miura sl3-oper ∇ of example 1 given by
(4.29), whose cyclotomic reproduction we studied in example 4. We now return
to this example in light of Theorem 6.2.

The regularised connection associated with ∇ is simply

∇r = t−λ̌0∇tλ̌0 = d +

⎛
⎝

0 0 0
tη 0 0
0 tη 0

⎞
⎠dt, with t−λ̌0 =

⎛
⎝

t−η 0 0
0 1 0
0 0 tη

⎞
⎠ .

(6.5)
The solution of equation ∇rY = 0 with initial condition Y (0) = Id is (recall
that μ = η + 1)

Y (t) =

⎛
⎜⎜⎜⎝

1 0 0

− tμ

μ
1 0

t2μ

2μ2
− tμ

μ
1

⎞
⎟⎟⎟⎠ . (6.6)
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Let us now consider an arbitrary element g0 of N which we parametrise as

g0 = eaE1+bE2+cE12 =

⎛
⎝

1 a c + 1
2ab

0 1 b
0 0 1

⎞
⎠ .

Following Theorem 6.2, we perform the NB− factorisation of Y (t)g−1
0 and get

Y (t)g−1
0 = n(t)−1Ỹ (t) with n ∈ N(M) and Ỹ ∈ B−(M). In particular, we

have

n(t) = eh̃1(t)E1+h̃2(t)E2+h̃3(t)E12 =

⎛
⎝

1 h̃1(t) h̃3(t) + 1
2 h̃1(t)h̃2(t)

0 1 h̃2(t)
0 0 1

⎞
⎠ ,

with

h̃1(t) = 2μ
(ab + 2c) tμ + 2μa

(ab + 2c) t2μ + 4μa tμ + 4μ2
,

h̃2(t) = 2μ
(ab − 2c) tμ + 2μb

(ab − 2c) t2μ + 4μb tμ + 4μ2
,

h̃3(t) = 4μ3

(
(ab + 2c)b − (ab − 2c)a

)
tμ + 4μc(

(ab + 2c) t2μ + 4μa tμ + 4μ2
)(

(ab − 2c) t2μ + 4μb tμ + 4μ2
) .

Defining g = tλ̌0nt−λ̌0 , we recover the element (5.21) with the functions f̃i

given by (5.22). We have thus checked that the NB−-factorisation of Y g−1
0

allows one to find the most general reproduction (regular at the origin) of the
Miura sl3-oper ∇. Moreover, one also checks that g0 = n(0) is indeed the initial

condition of the regularised transformation n = t−λ̌0gtλ̌0 .
We now discuss the condition under which this reproduction is cyclo-

tomic, following Theorem 6.2, and compare it to the results found in Example
4. A straightforward calculation gives

ϑg0 =

⎛
⎝

1 ω−μb ω−2μ
(
−c + 1

2ab
)

0 1 ω−μa
0 0 1

⎞
⎠ .

According to Theorem 6.2, the reproduction is cyclotomic if the initial condi-
tion g0 is ϑ-invariant. Thus, we recover the conditions

a = ω−μb, b = ω−μa and c = −ω−2μc,

which we found in Example 4. We verified on an explicit example the general
statement of remark 5, namely that the condition 〈α1 +α2, λ̌0 + ρ̌〉 ≡ 0 mod T

2

given in Theorem 5.5 is simply the condition for the ϑ-invariant subgroup Nϑ

to be non-trivial. �

6.2. Non-Integral Coweight λ̌0

In Sects. 5 and 6.1, we studied the reproduction of a cyclotomic Miura g-
oper with a dominant integral coweight λ̌0 at the origin. By virtue of the
Γ-equivariance, this procedure can be extended to any dominant coweight λ̌0

such that for all i ∈ I,
〈αi, λ̌0〉 ∈ Q. (6.7)
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We start with a cyclotomic Miura g-oper of the form

∇ = d + p−1dt − λ̌0

t
dt + r, (6.8)

with λ̌0 as above and r ∈ h(M)dt regular at the origin. One can always find
a q ∈ Z≥1 such that q〈αi, λ̌0〉 ∈ Z for any i ∈ I, i.e. such that qλ̌0 is integral
dominant. Let π : P1 → P1 be a q-sheeted cover branched over the origin and
infinity, given by u �→ t = uq in terms of a global coordinate u on C ⊂ P1.

Let M̃ denote the algebra of rational functions in u. We can regard M as a

subalgebra of M̃ via the pullback π∗ : M ↪→ M̃.
Let ∇ = d+A be a g-connection meromorphic in t, i.e. with A ∈ g(M)dt,

and consider the associated g-connection ∇̃ := d + π∗A on the cover, noting

that π∗A ∈ g(M̃)du. Define the primitive (qT )th-root of unity ω̃ := ω
1
q and let

Γ̃ := 〈ω̃〉 ⊂ C×

denote the corresponding copy of the cyclic group of order qT . If the g-
connection ∇ is cyclotomic, then its Γ-equivariance property ς̂(A) = A trans-

lates to the Γ̃-equivariance property of ∇̃, namely ς̃(π∗A) = π∗A, where for

any automorphism υ ∈ Aut g and any X ⊗ � ∈ g(M̃)du we define

υ̃(X ⊗ �) := υ(X) ⊗ μ∗
ω̃−1�.

Here, we have used the fact that π ◦ μω̃ = μω ◦ π and we note that ςqT = Id.
The cyclotomic Miura g-oper (6.8) pulls back to the following g-connection on
the cover

∇̃ = d + quq−1p−1du − qλ̌0

u
du + π∗r,

where we note that π∗r ∈ h(M̃)du is regular at the origin on the cover.

Although we could not define tλ̌0 in G(M), since qλ̌0 is an integral

coweight we can define uqλ̌0 in G(M̃) and compute the corresponding regu-

larisation of the g-connection ∇̃ over the cover, namely

∇̃r = u−qλ̌0∇̃uqλ̌0 = d + q
∑

i∈I

uq−1+q〈αi,λ̌0〉Fi du + π∗r.

This g-connection is clearly regular at the origin, so we may apply the methods

developed in Sect. 6.1. We consider the solution Y ∈ B−(M̃) of ∇̃rY = 0

such that Y (0) = Id, which will be Γ̃-equivariant but with respect to the
automorphism ϑ. Now given any g0 ∈ Nϑ, we perform the NB− factorisation

Y (u)g−1
0 = n(u)−1Ỹ (u) as in Theorem 6.2. Defining g̃ := uqλ̌0nu−qλ̌0 , we have

that g̃ ∈ N ς̃(M̃) and g̃∇̃g̃−1 is a cyclotomic Miura g-oper. The Γ̃-equivariance
of g̃ means that ς

(
g̃(u)

)
= g̃(ω̃u), which implies that g̃(u) = g̃(ω̃T u). And since

ω̃T is a primitive qth-root of unity, it therefore follows that g̃(u) = g
(
π(u)

)
=

g(t) for some g ∈ N(M). Moreover, ς
(
g(t)
)

= ς
(
g̃(u)

)
= g̃(ω̃u) = g(ω̃qt) =

g(ωt), so that g ∈ N ς̂(M). The cyclotomic Miura g-oper g̃∇̃g̃−1 on the cover
is therefore the pullback by π of the cyclotomic Miura g-oper g∇g−1.
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In summary, even when the dominant coweight λ̌0 ∈ hν is not integral
but satisfies the weaker condition (6.7), we are still able to construct a new cy-
clotomic Miura g-oper g∇g−1 from any given g0 ∈ Nϑ. In this case, g0 can still
be interpreted as the initial condition of the regularised gauge transformation

parameter gr, but where gr has to be considered as an element in N(M̃).

Example 6. Let us illustrate this construction with the help of Examples 4
and 5. We consider the cyclotomic Miura sl3-oper ∇ defined in Eq. (4.29), but
we relax here the condition that λ̌0 is integral dominant, i.e. that η ∈ Z≥0.
Instead, we will consider η positive and rational and thus write η = p

q , with

p, q ∈ Z≥1 coprime.
We can consider the regularisation ∇r of ∇ and its extended solution Y

as in Eqs. (6.5) and (6.6), but over a q-sheeted cover of P1, with coordinates

u = t
1
q , so that the expression tη in these equations can be understood as

up. Let us recall that the ϑ-invariant subgroup Nϑ is non-trivial if μ = η + 1
satisfies one of the following three conditions:

• ωμ = 1: In this case, μ must be integer (a multiple of T ), hence η is
integer and we recover the usual setting.

• ωμ = −1: In this case, μ is also integer (a multiple of T
2 ).

• ω2μ = −1: This is the interesting case since μ can now be half-integer.
Working with ∇r thus requires working in the variable u =

√
t. However,

in this case the transformation parameter g is described by the functions
fi as given in Eq. (5.23). We see that they only depend on tμ through
the expression t2μ and so are indeed meromorphic functions of t.

Finally, let us note that, whatever the value of η we consider (possibly non-
integer), the singular reproduction (5.24) is always meromorphic in t. �

We end this subsection with a discussion of the monodromy around 0 of
the connection ∇. As explained above, working with the cover π : u �→ t = uq,

one can consider a solution Y ∈ B−(M̃) of the regularised equation ∇̃rY = 0

with Y (0) = Id. And since ∇̃ = uqλ̌0∇̃ru
−qλ̌0 , it follows that X(u) := uqλ̌0Y (u)

is a solution of the equation ∇̃X = 0.

Introducing the qth-root of unity ζ := e2πi/q, we find that X̃(u) := X(ζu)

is also a solution of ∇̃X̃ = 0. The monodromy of ∇ around 0 is then the unique
M0 ∈ G such that X(ζu) = X(u)M0. To work out M0 explicitly, we consider

the corresponding regularised solution Ỹ (u) := u−qλ̌0X̃(u) of ∇̃rỸ = 0 which is

related to Y as Ỹ (u) = u−qλ̌0X(ζu) = ζqλ̌0(ζu)−qλ̌0X(ζu) = ζqλ̌0Y (ζu). Thus

Ỹ (0) = ζqλ̌0 and hence Ỹ = Y ζqλ̌0 , or equivalently X̃ = Xζqλ̌0 . Therefore, the
monodromy of ∇ around the origin is

M0 = ζqλ̌0 = e2πiλ̌0 . (6.9)

In this equation, the expression e2πiλ̌0 has to be considered as a formal notation

for ζqλ̌0 , which is a well-defined element of H as qλ̌0 is an integral coweight.
When λ̌0 is an integral coweight, we find that M0 = Id as expected from
Remark 2.
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6.3. Isomorphism with (G/B−)ϑ

Given any ∇ ∈ MOpg(P1), consider the set

MOpg(P1)[∇] :=
{
∇̃ ∈ MOpg(P1)

∣∣ [∇̃] = [∇]
}

of all Miura g-opers with underlying g-oper [∇].
Recall the definition (6.2) of the regularisation of a cyclotomic Miura

g-oper at the origin. If ∇ is any Miura g-oper with residue given by minus
an integral dominant coweight −λ̌ ∈ h at some point x ∈ C, then we can

similarly introduce its regularisation ∇x
r := (t − x)−λ̌∇(t − x)λ̌ at x and for

any g ∈ N(M) we let gx
r := (t−x)−λ̌g(t−x)λ̌. For any x ∈ C, we introduce the

subset of Miura g-opers which are generic at x as, cf. (6.4) in the cyclotomic
setting,

MOpg(P1)gen∇,x := {∇g ∈ MOpg(P1)[∇] | gx
r is regular at x}.

The following theorem is proved in [18] in the case when λ̌ = 0, i.e. when the
Miura g-oper ∇ is regular at x ∈ C, but similar arguments apply also when ∇
has a regular singularity at the given point x by working with its regularisation
∇x

r . Recall the notation of Sect. 2.3.

Theorem 6.3. Let ∇ ∈ MOpg(P1) be monodromy-free. For any x ∈ C, the
following map

Φ : MOpg(P1)[∇] −→ G/B−

∇g �−→ lim
t→x

gx
r (t)−1B−

is an isomorphism. Moreover, Φ
(
MOpg(P1)gen[∇],x

)
= CId and MOpg(P1)gen[∇],x =

MOpg(P1)[∇]. �

In this section, we derive a cyclotomic analog of Theorem 6.3. Specifically,
from now on we restrict attention to the point x = 0, the fixed point of C under
the action of Γ. Given a cyclotomic Miura g-oper ∇ of the form specified at
the start of this section, our aim is to describe the image of MOpΓ

g (P1)[∇]Γ ⊂
MOpg(P1)[∇] under the isomorphism Φ.

Since the automorphism ς ∈ Aut G stabilises the Borel subgroup B−, so
does the automorphism ϑ ∈ Aut G defined in (6.3). Hence, we obtain a well-
defined induced action on the quotient G/B−, which by abuse of notation we
also denote ϑ, given by

ϑ : G/B− −→ G/B−

gB− �−→ ϑ(g)B−.
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Note that the canonical projection G → G/B− is Γ-equivariant with respect
to this action, i.e. the following diagram is commutative

G G/B−

G G/B−

ϑ ϑ

We denote by (G/B−)ϑ the subset of fixed points of G/B− under ϑ.

Lemma 6.4. Let ∇ ∈ MOpΓ
g (P1) be monodromy-free. Define γ : N(M) →

MOpg(P1)[∇], g �→ ∇g. The composition Φ ◦ γ : N(M) → G/B− is Γ-
equivariant in the sense that the following diagram is commtuative

N(M) G/B−

N(M) G/B−

Φ ◦ γ

Φ ◦ γ

ς̂ ϑ

In other words, for all g ∈ N(M) we have Φ(∇ς̂g) = ϑ
(
Φ(∇g)

)
. In particular,

Φ
(
MOpΓ

g (P1)[∇]Γ

)
⊂ (G/B−)ϑ

since MOpΓ
g (P1)[∇]Γ = γ

(
N ς̂(M)

)
.

Proof. Using Proposition 6.1 and the definition and continuity of ϑ, we have

Φ(∇ς̂g) = lim
t→0

(ς̂g)r(t)
−1B− = lim

t→0

(
ϑ̂gr

)
(t)−1B− = lim

t→0
ϑ
[
gr(ω

−1t)−1
]
B−

= lim
t→0

ϑ
[
gr(ω

−1t)−1B−
]

= ϑ
[
lim
t→0

gr(t)
−1B−

]
= ϑ
(
Φ(∇g)

)
. �

In general, (G/B−)ϑ is not isomorphic to the flag variety Gϑ/Bϑ
−. How-

ever, we can always realise Gϑ/Bϑ
− as a subset of (G/B−)ϑ. Indeed, we have

a well-defined injection

Gϑ/Bϑ
− ↪−→ (G/B−)ϑ

gBϑ
− �−→ gB−.

The main result of this section is the following cyclotomic version of
Theorem 6.3.

Theorem 6.5. Let ∇ ∈ MOpΓ
g (P1) be monodromy-free and of the form ∇ =

d + (p−1 + u)dt with u dt ∈ Ων̂(h) as in (5.1). The following map

Φ : MOpΓ
g (P1)[∇]Γ −→ (G/B−)ϑ

∇g �−→ lim
t→0

gr(t)
−1B−

is an isomorphism. Moreover, we have Φ
(
MOpΓ

g (P1)gen∇,0

)
= NϑB−/B−.
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Proof. This map is the restriction to MOpΓ
g (P1)[∇]Γ of the one of Theorem 6.3

with x = 0 and so is injective. Moreover, we know that it is valued in (G/B−)ϑ

by Lemma 6.4. It therefore remains to prove that it is surjective.
Let p ∈ (G/B−)ϑ. By Theorem 6.3, there exists a ∇g ∈ MOpg(P1)[∇] such

that Φ(∇g) = p. And according to Lemma 6.4, we have Φ(∇ς̂g) = ϑ
(
Φ(∇g)

)
=

ϑ(p) = p = Φ(∇g). The injectivity of Φ implies that ∇ς̂g = ∇g. And since the
action of N(M) on opg(P1) is free by Theorem 4.5, we deduce that ς̂g = g.

In other words, g ∈ N ς̂(M) so that ∇g ∈ MOpΓ
g (P1)[∇]Γ , which proves the

surjectivity.
The last claim follows at once from Theorem 6.2. �

Remark 6. In general, by contrast with the non-cyclotomic case, MOpΓ
g (P1)gen∇,0

�= MOpΓ
g (P1)[∇]Γ . This feature of the cyclotomic case will be illustrated in

example 7. �

6.4. Cell Decomposition of (G/B−)υ

Given any cyclotomic Miura g-oper ∇ ∈ MOpΓ
g (P1) of the form considered in

this section, Theorem 6.5 establishes an isomorphism between MOpΓ
g (P1)[∇]Γ

and the ϑ-invariant subvariety (G/B−)ϑ of the flag variety G/B−. Recall the
cell decomposition (2.3) of the latter. Let υ ∈ Aut g be any automorphism of g,
such that υT = Id, whose diagram part is given by ν, and which stabilises the
Cartan decomposition g = h ⊕ n ⊕ n−. An example of such an automorphism
is provided by ϑ. In this subsection, we establish a similar cell decomposition
for the υ-invariant subvariety (G/B−)υ. We first need the following lemma.

Lemma 6.6. The map K : W → G/B− defined by K(w) := ẇB− is Γ-
equivariant, i.e. the diagram

W G/B−

W G/B−

K

K

ν υ

is commutative.

Proof. Recall from Sect. 2.3 that there is an isomorphism π : W ∼−→ NG(h)/H,
given by w �→ ẇH and that this isomorphism is υ-equivariant with respect to
the actions of υ on W and NG(h)/H. Moreover, the map

ι : NG(h)/H �−→ G/B−
gH �−→ gB−

is well defined and υ-equivariant. Therefore, K = ι ◦ π is also υ-equivariant.
Finally, note that the action of υ on the Weyl group W only depends on the
diagram part ν : I → I of the automorphism υ, which coincide with that of
ν ∈ Aut g, hence the lemma. �
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To obtain the cell decomposition of (G/B−)υ, we begin by recalling some
facts about the Schubert cells of G/B−. Let w be an element of the Weyl group
W . We define the subset of positive roots R(w) := {α ∈ Φ+ |w−1α ∈ Φ−}.
Its cardinality |R(w)| is equal to the length l(w) of the Weyl group element
w. Consider the subgroup Uw :=

∏
α∈R(w) Gα of N which does not depend on

the chosen ordering on the roots α ∈ R(w).
Let w◦ be the longest element of W (the unique element of W of maximal

length). Then, the cell Cw is isomorphic to Uw◦w. More precisely, every point of
Cw is of the form nẇB− = nK(w), with n ∈ Uw◦w, and this form is unique. The
following lemma describes the action of the automorphism υ on the subgroups
Uw.

Lemma 6.7. Let w ∈ W . We have R(νw) = ν
(
R(w)

)
and υ(Uw) = Uνw. In

particular, if w ∈ W ν then υ stabilises Uw. Moreover, νw◦ = w◦.

Proof. Let α ∈ R(w). By definition of νw, we have (νw)−1(να) = ν ◦ w−1 ◦
ν−1(να) = ν(w−1α). Yet, α ∈ R(w), hence w−1α ∈ Φ−. Thus (νw)−1(να) =
ν(w−1α) belongs to Φ−, i.e. να ∈ R(νw). Therefore, ν

(
R(w)

)
⊂ R(νw). Ap-

plying this result to νw ∈ W and the automorphism ν−1, we get ν−1
(
R(νw)

)
⊂

R(w), hence (applying ν to this inclusion) R(νw) ⊂ ν
(
R(w)

)
. By double in-

clusion, we conclude that R(νw) = ν
(
R(w)

)
. The claim that υ(Uw) = Uνw

follows directly, noting that, for any root α ∈ Φ, Gνα = ν(Gα) = υ(Gα) [see
Eq. (2.2)].

As R(νw) = ν
(
R(w)

)
, we have l(νw) = |R(νw)| = |R(w)| = l(w), i.e.

the action of ν on the Weyl group W preserves the length. In particular,
l(νw◦) = l(w◦). As w◦ is the unique element of W of maximal length, we
deduce that νw◦ = w◦. �

We are now in a position to state and prove the sought after cell decom-
position of (G/B−)υ.

Theorem 6.8. The space (G/B−)υ admits the following cell decomposition

(G/B−)υ =
⊔

w∈W ν

NυẇB−/B− =:
⊔

w∈W ν

Cυ
w. (6.10)

Moreover, each element of the cell Cυ
w can be written uniquely in the form

nẇB− with n ∈ Uυ
w◦w.

Proof. Let w ∈ W ν and n ∈ Nυ. Using Lemma 6.6, we have υ
(
K(w)

)
=

K(νw) = K(w) and hence υ(nẇB−) = υ(n)υ
(
K(w)

)
= nK(w) = nẇB−. In

other words, nẇB− belongs to (G/B−)υ. This proves the inclusion
⊔

w∈W ν
Nυẇ

B−/B− ⊂ (G/B−)υ.
Conversely, let us consider an element p ∈ (G/B−)υ. As an element of

G/B−, it belongs to a cell Cw, for some w ∈ W . Thus, we can write p =
nẇB− = nK(w) for some unique n ∈ Uw◦w. Using Lemma 6.6, we get p =
υ(p) = υ(n)υ

(
K(w)

)
= υ(n)K(νw). As υ stabilises N , υ(n) ∈ N and so

p ∈ Cνw. Yet, the cells Cw′ are disjoint in G/B−, hence w = νw, i.e. w ∈ W ν .
Lemma 6.7 implies that w◦w ∈ W ν and that Uw◦w is stabilised by υ. Thus,
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we have p = nK(w) = υ(n)K(w), with n and υ(n) in Uw◦w. By unicity of
this form, we deduce that n ∈ Uυ

w◦w. This provides the opposite inclusion

(G/B−)υ ⊂
⊔

w∈W ν
NυẇB−/B− and proves also the last statement. �

Example 7. Consider the cyclotomic Miura sl3-oper ∇ studied in Examples 1,
4 and 5. We will illustrate Theorem 6.5 for ∇, with the help of Theorem 6.8.
The ν-invariant Weyl group W ν is composed of two elements: the identity
and the simple reflection sν = s1s2s1 associated with the simple folded root
αν = 1

2 (α1 + α2). By Theorem 6.8, the variety (G/B−)ϑ must be composed of

two cells Cϑ
Id and Cϑ

sν .
In Examples 4 and 5, we described all possible cyclotomic reproductions

of ∇. They are of the following two types:

• the regular ones, characterised by a choice of initial condition g0 ∈ Nϑ,
• the (unique) singular one, given by equation (5.24).

As explained in Sect. 6.1, the regular reproductions generate the subset
of generic cyclotomic Miura sl3-opers MOpΓ

g (P1)gen∇,0. Moreover, it follows from

Theorem 6.5 that this subset corresponds to the big cell Cϑ
Id = NϑB−/B− of

(G/B−)ϑ. More precisely, if g ∈ N ς̂(M) is such that gr is regular with initial
condition gr(0) = g0 ∈ Nϑ, then Φ(g∇g−1) = g0B−.

The singular reproduction, with parameter g given by (5.24), gives rise
to a non-generic cyclotomic Miura g-oper g∇g−1, corresponding to the point
Φ(g∇g−1) = ṡνB− in the variety (G/B−)ϑ forming the one-point cell Cϑ

sν =
{ṡνB−}.

As explained in example 5, the ϑ-invariant subgroup Nϑ is non-trivial
if and only if ω4(η+1) = 1. In the case where it is non-trivial, the singular
reproduction (5.24) can be obtained as a limit of the regular ones (cf. example
4): in the flag variety, this corresponds to the density of the big cell NϑB−/B−
in the variety (G/B−)ϑ. However, when Nϑ is trivial, the variety (G/B−)ϑ is
composed of only two points: B− and ṡB−. In this case, the big cell {B−} is
not dense in (G/B−)ϑ, which illustrates the point made in remark 6 that in

general MOpΓ
g (P1)gen∇,0 �= MOpΓ

g (P1)[∇]Γ . �

7. Cyclotomic Gaudin Models

In this section, we use the notion of cyclotomic g-oper from Sect. 4 to formu-
late the conjecture relating the (maximal) spectrum of the cyclotomic Gaudin
algebra Z Γ

(zi)
(g), introduced in [26] and whose definition was briefly recalled in

the introduction, to a certain space of cyclotomic Lg-opers for the Langlands
dual Lie algebra Lg of g.

We begin recalling the Bethe ansatz solution of the cyclotomic Gaudin
model obtained in [26] when the spin chain is a tensor product of Verma
modules. The joint eigenvectors of the cyclotomic Gaudin algebra Z Γ

(zi)
(g) are

characterised in this case by certain Γ-equivariant rational functions P1 → h∗

valued in weight space h∗ with poles at the points zi, i = 1, . . . , N of the
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cyclotomic Gaudin model (and their Γ-orbits), at a further collection of Bethe
roots xj , j = 1, . . . ,m (and their Γ-orbits) satisfying the cyclotomic Bethe
ansatz equations, as well as an additional pole at the origin with residue given
by a special weight depending on the cyclotomic Gaudin model datum.

Noting that h∗ is canonically identified with the Cartan subalgebra of
the Langlands dual Lie algebra Lg, such a rational function P1 → h∗ can be
used to define a cyclotomic Miura Lg-oper. We conjecture in this case that the
eigenvalues of the cyclotomic Gaudin Hamiltonians can be read off from the
canonical form of the underlying cyclotomic Lg-oper.

7.1. Bethe Ansatz

Let g be a finite-dimensional complex semisimple Lie algebra. We follow the
notation and conventions of Sect. 2.1. As in Sect. 4 we let T ∈ Z≥1, we pick
a primitive T th-root of unity ω and let Γ := 〈ω〉 ∼= Z/TZ be a copy of the
cyclic group of order T acting on P1 by multiplication. Let σ ∈ Aut g be such
that σT = Id with diagram part ν : I → I. We can always choose a Cartan
subalgebra h adapted to σ with corresponding Chevalley–Serre generators Ei,
α̌i, Fi for i ∈ I such that, see e.g. [13],

σ(Ei) = ταi
Eν(i), σ(α̌i) = α̌ν(i), σ(Fi) = τ−1

αi
Fν(i),

for some T th-roots of unity ταi
∈ Γ.

Let N ∈ Z≥1 and fix a set of N distinct finite nonzero points zi ∈ C×,
i = 1, . . . , N with disjoint Γ-orbits. Let u ∈ C×\{z1, . . . , zN} be any other
point whose Γ-orbit is also disjoint from those of the zi. The cyclotomic Gaudin
algebra Z Γ

(zi)
(g) ⊂ U(g)⊗N is defined in [26] as the image of a homomorphism

of commutative C-algebras

ΨΓ
(zi),u

: z
(
Vcrit

0,u (g)
)

−→ U(g)⊗N , (7.1)

where z
(
Vcrit

0,u (g)
)

denotes the space of singular vectors in the vacuum Verma

module Vcrit
0,u (g) over the affine Kac–Moody algebra ĝ at the critical level.

The construction of (7.1) in [26], which generalises arguments of [6] to the
cyclotomic setting, makes essential use of the notion of cyclotomic coinvariants
of a tensor product of ĝ-modules introduced in [27] (see also [10]).

Pick a collection of weights λi ∈ h∗ for i = 1, . . . , N . Let Mλ := U(g)⊗U(b)

C vλ be the Verma module of highest weight λ ∈ h∗. The problem of diagonal-

ising the cyclotomic Gaudin algebra Z Γ
(zi)

(g) on the tensor product
⊗N

i=1 Mλi

was addressed in [26] by using a generalisation of the Bethe ansatz construction
of [6] to the case Γ �= {1}. The central idea of this approach is to utilise the
rich structure of modules over the affine Kac–Moody algebra ĝ at the critical
level. In particular, one has access to the so-called Wakimoto modules which
are parametrised by h-valued formal Laurent series. The eigenvectors of the

cyclotomic Gaudin algebra Z Γ
(zi)

(g) in
⊗N

i=1 Mλi
are then obtained from cy-

clotomic coinvariants of tensor products of such modules. The main novelty in
the cyclotomic setting compared to the usual case is the need to also introduce
a Wakimoto module over the twisted affine Kac–Moody algebra ĝσ at the ori-
gin, i.e. the fixed point of the action of Γ in C. Below we will only recall the
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end result of the construction, referring the interested reader to [26,27] and [6]
for further details.

Let m ∈ Z≥0 and suppose we are given any map c : {1, . . . , m} → I, the
so-called colour function. The corresponding cyclotomic Bethe ansatz equations
are a collection of m algebraic equations on a subset of m points {xj}m

j=1 ⊂ C×

given by

0 =

T−1∑

r=0

N∑

i=1

(αc(j)|νrλi)

xj − ωrzi
−

T−1∑

r=0

m∑

k=1
(r,k) �=(0,j)

(αc(j)|νrαc(k))

xj − ωrxk
+

1

xj
(αc(j)|λ0),

j = 1, . . . ,m. (7.2)

Here, the weight at the origin λ0 ∈ h∗ is defined in terms of the automorphism
σ ∈ Aut g and the root of unity ω as

λ0(h) :=

T−1∑

r=1

trn(σ−r ◦ adh)

1 − ωr
. (7.3)

One checks that this weight is ν-invariant using the equality adνh = σ ◦
adh ◦σ−1 as endomorphisms of the nilpotent Lie algebra n, together with the
cyclicity of the trace trn over n.

To any solution of (7.2), we can associate an eigenvector ψ(xj) ∈⊗N
i=1 Mλi

of the cyclotomic Gaudin algebra Z Γ
(zi)

(g). Such a Bethe vector can be ex-

pressed as a linear combination of vectors of the form
⊗N

i=1 Fc(pi
1)

. . . Fc(pi
ni

)vλi
,

where n1 + . . . + nN = m is a composition of the integer m and (p1
1, . . . , p

1
n1

;

. . . ; pN
1 , . . . , pN

nN
) is a permutation of (1, 2, . . . ,m), with the coefficients de-

pending rationally on all the Bethe roots xj , j = 1, . . . ,m and on the points
zi, i = 1, . . . , N . See [26, Proposition 4.6] for the explicit expression of ψ(xj).
The eigenvalues of the family of N quadratic cyclotomic Gaudin Hamiltonians,
cf. (1.1), on this eigenvector read

Ei =

T−1∑

r=0

N∑

j=1

(r,k) �=(0,j)

(λi|νrλj)

zi − ωrzj
−

T−1∑

r=0

m∑

j=1

(λi|νrαc(j))

zi − ωrxj
+

1

zi
(λi|λ0), i = 1, . . . , N.

(7.4)
In other words, we have Hiψ(xj) = Eiψ(xj) for all i = 1, . . . , N provided
the cyclotomic Bethe ansatz equations (7.2) hold. Note that the question of
whether the Bethe vectors ψ(xj) so constructed are nonzero was not addressed
in [26]. This problem was considered recently in [25] where it was proved, at
least in the case when σ ∈ Aut g is a diagram automorphism, that the Bethe
vectors ψ(xj) are indeed nonzero (see also [19,23] in the non-cyclotomic case).

7.2. Cyclotomic Miura Lg-Opers

In the non-cyclotomic case, the eigenvectors ψ(xj) obtained by the Bethe
ansatz, or Wakimoto construction, are naturally parameterised by an h∗-valued
connection on P1 with poles at each zi, i = 1, . . . , N with residue −λi and at
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each Bethe root xj , j = 1, . . . , m with residue αc(j) [8]. Likewise, in the cy-
clotomic analog of the Wakimoto construction [26], each Bethe vector ψ(xj)

corresponds to a Γ-equivariant h∗-valued meromorphic differential on P1,

λ(t)dt :=
λ0

t
dt +

T−1∑

r=0

⎛
⎝

N∑

i=1

νrλi

t − ωrzi
−

m∑

j=1

νrαc(j)

t − ωrxj

⎞
⎠dt ∈ Ων̂(h∗). (7.5)

In particular, taking the Laurent expansion of λ(t) at xj we find

λ(t) = − αc(j)

t − xj
+ r(t)

where r ∈ h(M) is regular at xj , and the cyclotomic Bethe ansatz equations
(7.2) then simply read (αc(j)|r(xj)) = 0. Similarly, the energies Ei of the
quadratic cyclotomic Gaudin Hamiltonians Hi are given in terms of (7.5)
simply by

Ei = reszi

(
1
2
(λ(t)|λ(t)) − (λ′(t)|ρ)

)
dt. (7.6)

Both of these statements can be formulated as properties of a cyclotomic Miura
Lg-oper built from (7.5), where Lg denotes the Langlands dual of g.

The set Φ∨ := {α̌ ∈ h |α ∈ Φ} of all coroots forms a root system in h. The
Langlands dual of g is defined as the finite-dimensional complex semisimple Lie
algebra Lg with this root system Φ∨. Its Cartan matrix is then the transpose of
that of g. The Cartan subalgebra of Lg is canonically identified with the dual
h∗ of h. Denote by Ěi, αi, F̌i for i ∈ I the Chevalley–Serre generators of Lg.
We let ωi, i ∈ I denote the basis of fundamental weights of g, i.e. fundamental
coweights of Lg.

As in Sect. 3.1, the principal sl2-triple is defined by its regular nilpotent
and semisimple elements

p̌−1 :=
∑

i∈I

F̌i, ρ :=
∑

i∈I

ωi.

We denote this sl2-triple by {p̌−1, ρ, p̌1}. To define the notion of cyclotomic Lg-
oper, we introduce a specific automorphism ς ∈ Aut Lg of Lg, as in Sect. 4.3,
by letting

ς(Ěi) = ω−1Ěν(i), ς(αi) = αν(i), ς(F̌i) = ωF̌ν(i), (7.7)

for all i ∈ I. We may use (7.5) to define a cyclotomic Miura Lg-oper as

∇ := d + p̌−1dt − λ(t)dt ∈ MOpΓ
Lg(P

1). (7.8)

It follows from Proposition 4.13 that the cyclotomic Bethe ansatz equations
(7.2) are precisely the conditions for the underlying cyclotomic Lg-oper [∇]Γ
to be regular at all the Bethe roots xj , j = 1, . . . ,m, see also remark 1. We
define the weight at infinity as the unique ν-invariant weight λ∞ ∈ h∗,ν in the
shifted W ν-orbit of − res∞ λ(t)dt such that λ∞ +ρ is dominant. We then have

λ0 +

T−1∑

r=0

⎛
⎝

N∑

i=1

νrλi −
m∑

j=1

νrαc(j)

⎞
⎠ = w∞ · λ∞ (7.9)
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for some w∞ ∈ W ν . We deduce at once from Theorem 4.14 that the cyclotomic
Lg-oper [∇]Γ lives in the space of Lg-opers OpΓ

Lg(P1)RS
z ;λ introduced at the end

of Sect. 4, where z := {0, z1, . . . , zN ,∞} ⊂ P1 and λ := {λ0, λ1, . . . , λN , λ∞} ⊂
h∗. If, moreover, the weights λi ∈ h∗, i = 1, . . . , N and ν-invariant weight
λ0 ∈ h∗,ν are all integral dominant, then so are all the weights νrλi ∈ h∗ for r =
0, . . . , T − 1 and i = 1, . . . , N from which it follows that ∇ is monodromy-free,
cf. remark 2. In this case, [∇]Γ defines an element of the subset OpΓ

Lg(P1)z ;λ ⊂
OpΓ

Lg(P1)RS
z ;λ introduced at the end of Sect. 4. In fact, it follows from Sect. 6.2

that the integrality assumption on λ0 can be relaxed to 〈α̌i, λ0〉 ∈ Q for all i ∈
I, in which case ∇ has monodromy e2πiλ0 ∈ LG at the origin, where LG denotes
the adjoint group of the Langlands dual Lie algebra Lg. The meromorphic Lg-
connection ∇ becomes a monodromy-free when pulled back to a cover of P1.

7.3. Spectrum of Z Γ
(zi )

(g)

In this final section, we state two conjectures relating the spectrum of the cy-
clotomic Gaudin model to cyclotomic Lg-opers. The first gives a description of
the common eigenvalues of elements of the cyclotomic Gaudin algebra Z Γ

(zi)
(g)

on a joint eigenvector ψ(xj) in the tensor product of Verma modules
⊗N

i=1 Mλi
,

given the corresponding cyclotomic Miura Lg-oper. The second describes the
maximal spectrum of the cyclotomic Gaudin algebra Z Γ

(zi)
(g) in terms of cy-

clotomic Lg-opers with regular singularities at the zi, i = 1, . . . , N , the origin
and infinity.

Recall that the centre Z(g) ⊂ U(g) of the enveloping algebra U(g) is
isomorphic to the polynomial algebra C[Pk]k∈E in rk g generators, where Pk

has degree k+1 in the canonical filtration on U(g). Recall here that E denotes
the multiset of exponents of the semisimple Lie algebra g. Similarly, in the
affine setting it follows from the results of Feigin and Frenkel [5] that, as a
commutative algebra, the subspace of singular vectors z

(
Vcrit

0,u (g)
)

⊂ Vcrit
0,u (g)

in the vacuum Verma module Vcrit
0,u (g) at critical level over ĝu is isomorphic to

the polynomial algebra in infinitely many variables

z
(
Vcrit

0,u (g)
)

� C[DrSk]r∈Z≥0;k∈E ,

where D ∈ End Vcrit
0,u (g) is defined by the property [D, a(n)] = −na(n − 1)

for all a ∈ g and n ∈ Z, where a(n) := a ⊗ (t − u)n ∈ ĝu, and Dv0 = 0.
The element Sk ∈ Vcrit

0,u (g) is of degree k + 1 in the natural filtration on the

ĝu-module Vcrit
0,u (g).

Conjecture 7.1. Let ∇ ∈ MOpΓ
Lg(P1) correspond to an eigenvector ψ(xj) of the

cyclotomic Gaudin algebra Z Γ
(zi)

(g) on the tensor product of Verma modules
⊗N

i=1 Mλi
, as considered in Sects. 7.1 and 7.2. Let d + p̌−1dt +

∑
k∈E ck be

the canonical representative of the underlying cyclotomic Lg-oper [∇]Γ. There
exists a basis2 {p̌i}i∈E of the centraliser of p̌1 in Lg, which is independent of

2 Note that bases of the centraliser of p̌1 in Lg are naturally labelled by elements of the

multiset of exponents Ě of Lg, cf. Sect. 3.1. Here, we implicitly make use of the fact that Ě

coincides with the multiset E of exponents of g.
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∇, such that for every r ∈ Z≥0 and k ∈ E, the eigenvalue of ΨΓ
(zi),t

(DrSk) on

ψ(xj) is given by ∂r
t uk(t), where ck = uk(t) p̌k dt.

To motivate the conjecture, consider the quadratic singular vector S :=
S1 = 1

2
Ia(−1)Ia(−1)v0 in Vcrit

0,u (g) corresponding to the exponent 1. The
quadratic cyclotomic Gaudin Hamiltonians are obtained from it as Hj =
reszj

ΨΓ
(zi),t

(S)dt for each j = 1, . . . , N . According to Proposition 4.6, the com-

ponent c1 ∈ Ως̂(a) of the canonical representative of ∇ = d + p̌−1dt − λ(t)dt ∈
MOpΓ

Lg(P1) is given by c1 = u1 p̌1dt where

u1 =
1

2(ρ̌|ρ̌)

(
1
2
(λ(t)|λ(t)) − (λ′(t)|ρ)

)
.

By suitably normalising the basis element p̌1, we can remove the overall factor
of 1/2(ρ̌|ρ̌) from u1. It then follows from (7.6) that the eigenvalue of Hi on
ψ(xj) is given by the residue reszi

u1(t)dt, in agreement with Conjecture 7.1 .

At the end of Sect. 4, we defined the set OpΓ
Lg(P1)RS

z of cyclotomic Lg-
opers with regular singularities at the points in the set z = {0, z1, . . . , zN ,∞}.
Let λ0 ∈ h∗,ν be the ν-invariant weight defined in (7.3). We shall assume that
λ0 is dominant and such that 〈α̌i, λ0〉 ∈ Q for all i ∈ I, as in the setting of

Sect. 6.2. Let OpΓ
Lg(P1)RS

z ;λ0
be the subset of cyclotomic Lg-opers in OpΓ

Lg(P1)RS
z

whose residue at the origin is given by the finite Lg
ν
-oper [λ0]W ν and with

monodromy e2πiλ0 ∈ LG at the origin.

Conjecture 7.2. The cyclotomic Gaudin algebra Z Γ
(zi)

(g) is isomorphic to the

algebra of functions on the space OpΓ
Lg(P1)RS

z ;λ0
. In other words,

SpecZ Γ
(zi)

(g) � OpΓ
Lg(P

1)RS
z ;λ0

. (7.10)

In the non-cyclotomic case where Γ = {1}, the cyclotomic Gaudin algebra
Z Γ

(zi)
(g) reduces to the ordinary Gaudin algebra Z(zi)(g). On the other hand,

since T = 1 the weight at the origin becomes trivial, i.e. λ0 = 0. Hence,
OpΓ

Lg(P1)RS
z ;λ0

consists of Lg-opers with regular singularity at the points of

z, with trivial monodromy at the origin and residue there equal to [0]W ν . It
follows from [7, Lemma 2.4] that such Lg-opers are regular at the origin. Thus,
Conjecture 7.2 reduces in the case Γ = {1} to [8, Theorem 2.7(1)] describing
the spectrum of the usual Gaudin algebra Z(zi)(g).

It is also interesting to note, in the cyclotomic setting, how the depen-
dence on the automorphism σ ∈ Aut g with σT = id is encoded in the space
of Lg-opers OpΓ

Lg(P1)RS
z ;λ0

. Indeed, recall that the cyclotomic Gaudin algebra

Z Γ
(zi)

(g) is defined for any choice of such automorphism. On the other hand, the

set OpΓ
Lg(P1) of cyclotomic Lg-opers, and in particular, the subset OpΓ

Lg(P1)RS
z ,

is defined relative to a particular automorphism ς ∈ Aut Lg, cf. the definition
(7.7), which depends only on T ∈ Z≥1 and the diagram part ν of σ. According
to Conjecture 7.2, the additional information on the automorphism σ ∈ Aut g
is encoded through the weight at the origin λ0 as defined in (7.3).

The difference in the descriptions of the cyclotomy on both sides of the
isomorphism (7.10) can also be understood from the fact that there is no
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canonical way of defining an automorphism of Lg from the automorphism
σ ∈ Aut g characterising the cyclotomic Gaudin model. Indeed, when passing
from g to its Langlands dual Lg, the automorphism σ ∈ Aut g induces an
automorphism of the Cartan subalgebra Lh of Lg since this is canonically
identified with h∗. However, the automorphism of Lh obtained in this way
only depends on the diagram part ν of σ. The freedom in extending it to an
automorphism ς ∈ Aut Lg, corresponding to the choice of inner part of the
automorphism ς, is uniquely fixed by requiring that the differential p−1dt be
invariant under the action of ς̂, see Sect. 4.3.
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AFFINE GAUDIN MODELS AND HYPERGEOMETRIC

FUNCTIONS ON AFFINE OPERS

SYLVAIN LACROIX, BENOÎT VICEDO, AND CHARLES YOUNG

Abstract. We conjecture that quantum Gaudin models in affine types admit
families of higher Hamiltonians, labelled by the (countably infinite set of) expo-
nents, whose eigenvalues are given by functions on a space of meromorphic opers
associated with the Langlands dual Lie algebra. This is in direct analogy with the
situation in finite types. However, in stark contrast to finite types, we prove that
in affine types such functions take the form of hypergeometric integrals, over cycles
of a twisted homology defined by the levels of the modules at the marked points.
That result prompts the further conjecture that the Hamiltonians themselves are
naturally expressed as such integrals.

We go on to describe the space of meromorphic affine opers on an arbitrary
Riemann surface. We prove that it fibres over the space of meromorphic connections
on the canonical line bundle Ω. Each fibre is isomorphic to the direct product of
the space of sections of the square of Ω with the direct product, over the exponents
j not equal to 1, of the twisted cohomology of the jth tensor power of Ω.
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1. Introduction and overview

Let g be any symmetrizable Kac-Moody Lie algebra. Pick a collection z1, . . . , zN
of distinct points in the complex plane. The quadratic Hamiltonians of the quantum
Gaudin model for these data are the elements

Hi :=

N∑

j=1
j 6=i

Ξij

zi − zj
, i = 1, . . . , N, (1.1)

1
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2 SYLVAIN LACROIX, BENOÎT VICEDO, AND CHARLES YOUNG

of the (suitably completed) tensor product U(g)⊗N , where the notation Ξij means
Ξ acting in tensor factors i and j. Here Ξ =

∑
α Ξ(α) is the (possibly infinite) sum

over all root spaces of g of the canonical elements Ξ(α) ∈ gα ⊗ g−α defined by the
standard bilinear form on g [Kac90, Chapter 2]. The action of Ξ is well-defined on
tensor products of highest-weight g-modules. Let Lλ denote the irreducible g-module
of highest weight λ ∈ h∗ = g∗

0, and pick a collection λ1, . . . , λN of weights. Then in

particular Hi are well-defined as linear maps in End(
⊗N

i=1 Lλi
). These maps com-

mute amongst themselves. The Bethe ansatz is a technique for finding their joint
eigenvectors and eigenvalues. One constructs a vector ψ called the weight function
or Schechtman-Varchenko vector, which depends on variables called Bethe roots. Pro-
vided these variables obey certain Bethe ansatz equations, then ψ is a joint eigenvector
of the Hi, with certain explicit eigenvalues. Let us stress that this statement is known
to hold for arbitrary symmetrizable Kac-Moody algebras g. Indeed, it follows from
results in [SV91, RV95], as we recall in an appendix.

In the special case where g is of finite type, much more is known. Namely, in
that case the quadratic Gaudin Hamiltonians Hi belong to a commutative subal-
gebra B ⊂ U(g)⊗N called the Gaudin [Fre05] or Bethe [MTV06] subalgebra. The
Schechtman-Varchenko vector is a joint eigenvector for this commutative algebra B

[FFR94], and the eigenvalues are encoded as functions on a space of opers (see be-
low for the definition). In fact there is even a stronger result that the image of B

in End(
⊗N

i=1 Lλi
) can be identified with the algebra of functions on a certain space

of monodromy-free opers whose singularities are at the marked points zi and whose
residues at these singularities are given by the highest weights λi – see [MTV09] in
type A and [Ryb] in all finite types.

Now suppose g is of untwisted affine type. Two natural questions arise [FF11]:

1. Are there higher Gaudin Hamiltonians? i.e. are the quadratic Hamiltonians
above part of some larger commutative subalgebra of (a suitable completion of)
U(g)⊗N , such that ψ is still a common eigenvector?

2. If yes, then what parameterizes the eigenvalues of these higher Hamiltonians?

In this paper we shall provisionally assume that the answer to the first question is
yes, and give a conjectural answer to the second. Namely, we introduce a notion of
meromorphic affine opers on P1 (affine opers have been defined previously in [BZF01,
Fre04]), and then the main result of the paper is that:

(i) There is a notion of quasi-canonical form for affine opers which is the direct
generalisation of the canonical form in finite type, and yet

(ii) The functions on the space of affine opers turn out to be of a very different
character than in the finite case. Namely, they are given by hypergeometric
integrals, over cycles of a certain twisted homology defined by the levels of the
modules at the marked points.

We conjecture that these hypergeometric integrals give the eigenvalues of (“local”)
higher affine Gaudin Hamiltonians. This observation in turn allows us to make a
conjecture about the form of the higher affine Gaudin Hamiltonians themselves.
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AFFINE GAUDIN MODELS AND HYPERGEOMETRIC FUNCTIONS ON AFFINE OPERS 3

To explain these statements, let us begin by recalling the situation in finite types.
Consider first g of finite type of rank ℓ. The spectrum of the Gaudin algebra for g is
described by Lg-opers, where Lg is the Langlands dual of g, i.e. the Kac-Moody algebra
with transposed Cartan matrix. Let Lg = Ln−⊕Lh⊕Ln+ be a Cartan decomposition

and p̄−1 :=
∑ℓ

i=1 f̌i ∈ Ln− the corresponding principal nilpotent element (f̌i are
Chevalley generators). A Miura Lg-oper is a connection of the form

d+ (p̄−1 + u(z)) dz (1.2a)

where u(z) is a meromorphic function valued in Lh = h∗. Let αi ∈ h∗, i = 1, . . . , ℓ be
the simple roots of g; they are also the simple coroots of Lg. For the Gaudin model
with regular singularities as described above, u(z) generically takes the form

u(z) = −
N∑

i=1

λi

z − zi
+

m∑

j=1

αc(j)

z − wj
, (1.2b)

where w1, . . . , wm are the m ∈ Z≥0 Bethe roots, with “colours” {c(j)}mj=1 ⊂ {1, . . . , ℓ}.
An Lg-oper is a gauge equivalence class of connections of the form

d+ (p̄−1 + b(z))dz,

where b(z) is a meromorphic function valued in Lb+ = Lh ⊕ Ln+, under the gauge
action of the unipotent subgroup LN = exp(Ln+). So in particular each Miura Lg-oper
defines an underlying Lg-oper, namely the equivalence class to which it belongs. It is
known that each Lg-oper has a unique representative of the form

d+


p̄−1 +

∑

k∈Ē

v̄k(z)p̄k


 dz. (1.3)

Here the sum is over the (finite) set1 Ē of exponents of Lg. For each exponent k ∈ Ē,
p̄k ∈ Ln+ is a certain nonzero element of grade k in the principal gradation of Lg.
Its coefficient v̄k(z) is a meromorphic function valued in C. Since this representative
is unique, these functions {v̄k(z)}k∈Ē are good coordinates on the space of Lg-opers.

On the underlying Lg-oper of the Miura Lg-oper in (1.2), the functions {v̄k(z)}k∈Ē

will generically have poles at all the poles of u(z). The Bethe equations are precisely
the equations needed to ensure they in fact only have poles at the marked points
{zi}Ni=1 and not at the Bethe roots {wj}mj=1. Suppose the Bethe equations hold. Then

the Schechtman-Varchenko vector ψ obeys Sk(z)ψ = v̄k(z)ψ for all k ∈ Ē, where
{Sk(z)}k∈Ē are certain generating functions of the Gaudin algebra.

Let us now turn to affine types and try to follow the steps above as closely as
possible. Suppose g is an untwisted affine Kac-Moody algebra with Cartan matrix of
rank ℓ. Let Lg be its Langlands dual, with Cartan decomposition Lg = Ln−⊕Lh⊕Ln+.
Define a Miura Lg-oper to be a connection of the form

d+ (p−1 + u(z)) dz (1.4)

1In exactly one case, that of type D2n, Ē is a multiset.
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where u(z) is again a meromorphic function valued in Lh = h∗, and where now p−1 :=∑ℓ
i=0 f̌i ∈ Ln−. The Cartan subalgebra Lh = h∗ of Lg is now of dimension ℓ + 2. As

a basis, we may choose the simple roots αi, i = 0, 1, . . . , ℓ, of g (which are the simple
coroots of Lg) together with a choice of derivation element. It is natural to choose the
derivation corresponding to the principal gradation of Lg. So let us pick a derivation
element ρ ∈ Lh such that [ρ, ěi] = ěi, [ρ, f̌i] = −f̌i for each i = 0, 1, . . . , ℓ.

By analogy with (1.2) one can expect that for the Gaudin model with regular
singularities at the marked points {zi}Ni=1 the relevant Miura Lg-opers are those with
u(z) just as in (1.2b) except that now the “colours” of the Bethe roots {c(j)}mj=1 ⊂
{0, 1, . . . , ℓ} can include 0. We can write u(z) in our basis as

u(z) =

ℓ∑

i=0

ui(z)αi −
ϕ(z)

h∨ ρ

where {ui(z)}ℓi=0 and ϕ(z) are meromorphic functions valued in C. (It proves conve-
nient to include the factor of one over the Coxeter number h∨ of Lg.) The function
ϕ(z) depends only on the levels ki of the g-modules Lλi

, i.e. the values of the central
element of g on these modules:

ϕ(z) =

N∑

i=1

ki

z − zi
. (1.5)

Now define an Lg-oper to be a gauge equivalence class of connections of the form

d+ (p−1 + b(z))dz,

where b(z) is a meromorphic function valued in Lb+ = Lh ⊕ Ln+, under the gauge
action of the subgroup LN+ = exp(Ln+). This subgroup is no longer unipotent,
but it is still easy to make sense of gauge transformations grade-by-grade in the
principal gradation. See §3.3 below. In this way we shall show that each Lg-oper has
a representative of the form

d+

(
p−1 −

ϕ(z)

h∨ ρ+
∑

r∈E

vr(z)pr

)
dz. (1.6)

Here E denotes the set of positive exponents of Lg, which is now an infinite set2. For
each r ∈ ±E, pr is a certain nonzero element of grade r in the principal gradation of
Lg, and its coefficient vr(z) is a meromorphic function valued in C. In particular, the
underlying Lg-oper of the Miura Lg-oper in (1.4) has a representative of this form.

However, in stark contrast to the case of finite type algebras above, the represen-
tative (1.6) is not unique, because there is a residual gauge freedom. This freedom
is generated by gauge transformations of the form exp(

∑
r∈E≥2

gr(z)pr), where gr(z)

are meromorphic functions valued in C and E≥2 is the set of positive exponents of
Lg excluding 1. Such a transformation preserves the form of the connection (1.6) and

2once again, multiset, in the case of type 1D2n.
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the function ϕ(z) while sending, for each3 r ∈ E≥2,

vr(z) 7−→ vr(z)− g′
r(z) +

rϕ(z)

h∨ gr(z). (1.7)

Consequently, these vr(z) are not themselves well-defined functions on the space of
Lg-opers, and one should not expect them to parameterize eigenvalues of Gaudin
Hamiltonians. Rather, one should take appropriate integrals of them. Indeed, consider
the multivalued (for generic ki) function on C \ {z1, . . . , zN} defined as

P(z) :=
N∏

i=1

(z − zi)ki .

If we multiply vr(z) by P(z)−r/h∨
then its transformation property (1.7) can equiva-

lently be written as

P(z)−r/h∨
vr(z) 7−→ P(z)−r/h∨

vr(z)− ∂z

(
P(z)−r/h∨

gr(z)
)
.

We now see that in order to get gauge-invariant quantities we should consider integrals

Iγ
r :=

∫

γ
P(z)−r/h∨

vr(z)dz (1.8)

over any cycle γ along which P−r/h∨
has a single-valued branch. The prototypical

example of such a cycle is a Pochhammer contour, drawn below around two distinct
points zi and zj , i, j = 1, . . . , N :

zi zj

γ

Another way of formulating the above, described in more detail in §7, is to note that
the transformation property (1.7) says that the 1-form vr(z)dz is really an element
of some suitably defined twisted cohomology, and (1.8) represents its integral over
the class of a cycle γ in the dual twisted homology. (For an introduction to twisted
homology and local systems see e.g. [EFK98]. Note, though, that the local system
underlying the twisted homology described above is conceptually distinct from the
“usual” local system associated to Gaudin models, namely the local system defined by
the KZ connection.)

Next one should ask about the role of the Bethe equations. Consider the underlying
Lg-oper of the Miura Lg-oper (1.4) with u(z) as in (1.2b). We shall show that the Bethe
equations are precisely the equations needed to ensure that there exists a choice of
gauge in which the functions vr(z) only have poles at the marked points {zi}ni=1 and
not at the Bethe roots {wj}mj=1. The Bethe equations thus ensure that the integrands

P(z)−r/h∨
vr(z)dz in (1.8) have no residues at the Bethe roots. Thus, in particular,

3There is a subtlety for r = 1; see Corollary 3.9 below.
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if the Bethe equations hold then the integrals (1.8) do not depend on the position of
the chosen contour γ relative to these Bethe roots.

The form of the functions (1.8) on the space of Lg-opers leads us to conjecture the
existence of a collection {Sr(z)}r∈E of meromorphic functions valued in (a suitable
completion of) U(g)⊗N , whose properties are listed in Conjecture 5.1. These ensure,
in particular, that the corresponding integrals

Q̂γ
r :=

∫

γ
P(z)−r/h∨

Sr(z)dz (1.9)

mutually commute in the quotient of (the completion of) U(g)⊗N in which the central
elements act by the levels ki. Moreover, we conjecture that the Schechtman-Varchenko
vector ψ is a simultaneous eigenvector of the Q̂γ

r with eigenvalues given by (1.8). That

is, Q̂γ
rψ = Iγ

r ψ for any choice of contour γ as above and any r ∈ E.

A first non-trivial check of these conjectures is to show that in the case g′ = ŝlM , for
M ≥ 3, there are commuting cubic Hamiltonians fitting this pattern. In a forthcoming
paper [LVY], we explicitly construct such cubic Hamiltonians and prove that they
commute; we also check that ψ is an eigenvector with the expected eigenvalues as in
(1.8), at least for 0 and 1 Bethe roots.

Our conjecture on the general form of the “local” higher affine Gaudin Hamilto-
nians in (1.9) is motivated by the recent construction of local integrals of motion in
classical affine Gaudin models. Specifically, it was shown in [Vic] that classical affine
Gaudin models provide a unifying framework for describing a broad family of classi-
cal integrable field theories. One of the defining features of such theories is that the
Poisson bracket of their Lax matrix is characterised by a certain rational function,
called the twist function ϕ(z). We restrict attention in this article to those with twist
function of the form (1.5). It was subsequently shown in [LMV17], in the case when g
is the untwisted affine Kac-Moody algebra associated with a semisimple Lie algebra of
classical type, how to associate an infinite set {Qx

r}r∈E of local integrals of motion in
such a theory to each zero x of the twist function. These local charges were obtained
by generalising the original procedure of [EHMM99] for classical principal chiral mod-
els on compact Lie groups of classical type, which had later also been extended to
various other classical integrable field theories in [EHMM00, EM00, EY05], see also
[Eva01]. As we argue in §8.3, the integral over the contour γ in (1.9) localises in the
classical limit to critical points of the function P(z), in other words to zeroes of the
twist function ϕ(z). In this sense, the operators (1.9) provide natural quantisations
of the local integrals of motion Qx

r in the classical affine Gaudin model.
Let us finally note that the appearance of hypergeometric integrals, as in (1.8), is

very suggestive in relation to recent work on the massive ODE/IM correspondence for
the Fateev model [Luk13, BL14].

The paper is organised as follows.
In §2, to set the notation we recall the definition of an affine Kac-Moody algebra

g and its Langlands dual Lg, focusing on the latter for the purpose of this paper. In
particular, we recall the definition and main properties of its principal subalgebra.
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In §3 we introduce the space of meromorphic Lg-opers on P1, working in a fixed
global coordinate on C ⊂ P1. The main result of this section is Theorem 3.7 which
describes the quasi-canonical form of an Lg-oper [∇]. This allows us to describe gauge
invariant functions on the space of Lg-opers as hypergeometric integrals of the form
(1.8) in Corollary 3.13.

In §4 we introduce a class of Miura Lg-opers with simple poles at the marked points
zi, i = 1, . . . , N with residues λi ∈ h∗, and additional simple poles at the Bethe roots
wj , j = 1, . . . ,m. The Lg-oper [∇] underlying such a Miura Lg-oper ∇ is shown to
be regular at each of the Bethe roots wj if and only if the Bethe equations hold.
Moreover, we show that the eigenvalues of the quadratic Gaudin Hamiltonians (1.1)

on the tensor product
⊗N

i=1 Lλi
appear as the residues at the zi in the coefficient of

p1 in any quasi-canonical form of the Lg-oper [∇].
Based on the description of functions on the space of Lg-opers from Corollary 3.13,

in §5 we formulate our main conjecture about the form of the higher Gaudin Hamil-
tonians of an affine Gaudin model associated with the affine Kac-Moody algebra g.
See Conjecture 5.1.

In §6 we give a coordinate-independent definition of meromorphic Lg-opers on an
arbitrary Riemann surface Σ. In particular, we compare and contrast the description
of the space of Lg-opers in the cases when Lg is of finite and affine type.

Specialising the discussion of §6 to the case Σ = P1, §7 is devoted to a coordinate-
independent description of the functions on the space of Lg-opers from Corollary 3.13.

In §8 we discuss various connections between the present work and the literature.
In particular, we compare our main Theorem 3.7 with the procedure of Drinfel’d and
Sokolov [DS85] for constructing classical integrals of motion of generalised (m)KdV.
We also mention connections with the (massive) ODE/IM correspondence. We provide
motivation for Conjecture 5.1 by relating the form of the classical limit of the higher
Gaudin Hamiltonians with the existing hierarchy of classical integrals of motion in
classical affine Gaudin models.

Finally, in appendix A we briefly review the work of Schechtmann and Varchenko
[SV91] on the diagonalisation of the quadratic Gaudin Hamiltonians for an arbitrary
Kac-Moody algebra g by the Bethe ansatz.

Acknowledgements. CY is grateful to E. Mukhin for interesting discussions. The
authors thank M. Magro for interesting discussions. This work is partially supported
by the French Agence Nationale de la Recherche (ANR) under grant ANR-15-CE31-
0006 DefIS.

2. The affine algebra Lg

2.1. Cartan data and defining relations. Let g := g(A) be an untwisted affine
Kac-Moody algebra with indecomposable Cartan matrix A := (Aij)

ℓ
i,j=0, and let Lg :=

g(tA) be its Langlands dual, namely the affine Kac-Moody algebra associated with the
transposed Cartan matrix. We have the Cartan decomposition

g = n− ⊕ h⊕ n+
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where h is a complex vector space of dimension dim h = ℓ + 2. The sets of simple
roots {αi}ℓi=0 and simple coroots {α̌i}ℓi=0 of g are by definition linearly independent
subsets of h∗ and h, respectively, such that Aij = 〈αj , α̌i〉 for i, j ∈ I := {0, . . . , ℓ}.
Here 〈·, ·〉 : h∗ × h → C denotes the canonical pairing. In the Cartan decomposition
of Lg,

Lg = Ln− ⊕ Lh⊕ Ln+,

we may identify Lh = h∗. Then {αi}ℓi=0 is a set of simple coroots of Lg, and {α̌i}ℓi=0

a set of simple roots of Lg. In terms of the Chevalley generators ěi, i ∈ I, of Ln+ and
f̌i, i ∈ I, of Ln−, the defining relations of Lg are given by

[x, ěi] = 〈x, α̌i〉ěi, [x, f̌i] = −〈x, α̌i〉f̌i, (2.1a)

[x, x′] = 0, [ěi, f̌j] = αiδi,j, (2.1b)

for any x, x′ ∈ Lh, together with the Serre relations

(ad ěi)
1−Aji ěj = 0, (ad f̌i)

1−Aji f̌j = 0. (2.1c)

Remark 2.1. We shall be mostly concerned with the Lie algebra Lg rather than g. Nev-
ertheless, since we have in mind applications to the Gaudin model for g, we prefer to
keep the notation adapted to g, at the cost of the somewhat non-standard appearance
of these relations (2.1) and others below. ⊳

Let ai (resp. ǎi), i ∈ I, be the unique positive relatively prime integers such that
A t(a0, . . . , aℓ) = 0 (resp. tA t(ǎ0, . . . , ǎℓ) = 0). Define

h :=

ℓ∑

i=0

ai h∨ :=

ℓ∑

i=0

ǎi.

Then h is the Coxeter number of g (and the dual Coxeter number of Lg) while h∨ is
the Coxeter number of Lg (and the dual Coxeter number of g). Define also

δ :=
ℓ∑

i=0

aiαi, k :=
ℓ∑

i=0

ǎiα̌i.

Then δ spans the centre of Lg while k spans the centre of g. Denote by g′ = [g, g] and
Lg′ := [Lg, Lg] the derived subalgebras of g and Lg, respectively.

We shall suppose that ǎ0 = 1 and a0 = 1.

Remark 2.2. One has ǎ0 = 1 and a0 = 1 for all affine Kac-Moody algebras except for
type 2A2k. In type 2A2k one can choose to take either ǎ0 = 1 and a0 = 2 or vice versa
ǎ0 = 2 and a0 = 1. The Cartan matrices in these two descriptions are transposes of
one another so that in this case Lg and g are both twisted, of type 2A2k. Since we
have in mind applications to the Gaudin model for an untwisted affine Kac-Moody
algebra g, we shall not consider this case. ⊳

Recall that given any d ∈ h such that 〈δ, d〉 6= 0, {α̌i}ℓi=0 ∪ {d} forms a basis of h;
and similarly, given any Λ ∈ Lh such that 〈Λ, k〉 6= 0, {αi}ℓi=0 ∪ {Λ} provides a basis
for Lh. We call such elements d and Λ derivation elements of h and Lh, respectively.
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Let d ∈ h be a derivation element of g such that

〈αi, d〉 = δi,0, i ∈ I.
Such a d is unique up to the addition of a multiple of k. Having made such a choice
we define a non-degenerate symmetric bilinear form (·|·) : h× h→ C on h by

(α̌i|x) = aiǎ
−1
i 〈αi, x〉, (d|d) = 0 (2.2)

for any i ∈ I and x ∈ h. It extends uniquely to an invariant symmetric bilinear form
on the whole of g [Kac90, Proposition 2.2], which we also denote (·|·) : g× g→ C. It
also induces a linear isomorphism ν : h ∼−→ Lh, and hence we have a non-degenerate
symmetric bilinear form (ν−1(·)|ν−1(·)) : Lh × Lh → C on Lh, which henceforth we
shall also denote by (·|·). The latter then extends uniquely to an invariant symmetric
bilinear form (·|·) : Lg× Lg→ C on the whole of Lg.

There exists a unique set {Λi}ℓi=0 ⊂ Lh of derivation elements of Lh, the funda-
mental coweights of Lg (and the fundamental weights of g) relative to our choice of d,
such that

〈Λi, d〉 = 0 and 〈Λi, α̌j〉 = δi,j , i, j ∈ I. (2.3)

Likewise, there exists a unique set {Λ̌i}ℓi=0 ⊂ h of derivation elements of h, the fun-
damental coweights of g (and the fundamental weights of Lg) such that

〈Λ0, Λ̌i〉 = 0 and 〈αi, Λ̌j〉 = δi,j, i, j ∈ I. (2.4)

In particular, we have Λ̌0 = d.

2.2. Principal gradation. Let Q̌ :=
⊕ℓ

i=0 Zα̌i be the root lattice of Lg. We have
the root space decomposition

Lg =
⊕

α̌∈Q̌

Lgα̌,

where Lgα̌ := {x ∈ Lg | [h, x] = 〈h, α̌〉x for all h ∈ Lh}. In particular, for the origin of

the root lattice 0 ∈ Q̌ we have Lg0 = Lh. The height of a root α̌ =
∑ℓ

i=0 riα̌i ∈ Q̌ is

ht(α̌) :=
∑ℓ

i=0 ri. The principal gradation of Lg is the Z-gradation defined by

Lg =
⊕

n∈Z

Lgn,
Lgn :=

⊕

α̌∈Q̌
ht(α̌)=n

Lgα̌.

Equivalently, the principal gradation is the Z-gradation defined by

deg(ěi) = 1, deg(f̌i) = −1, i ∈ I,
and deg(Lh) = 0. In particular Lg0 = Lh, so that the notation Lg0, where the subscript
0 could stand for either 0 ∈ Q̌ or 0 ∈ Z, is unambiguous.

Let ρ ∈ Lh be the unique derivation element of Lh such that

〈ρ, α̌i〉 = 1, (ρ|ρ) = 0,

for every i ∈ I. By the first property we have 〈ρ, k〉 = h∨. The ad-eigenspaces of ρ
are the subspaces Lgn, n ∈ Z. Indeed, we have

[ρ, ěi] = ěi, [ρ, f̌i] = −f̌i, i ∈ I.

353



10 SYLVAIN LACROIX, BENOÎT VICEDO, AND CHARLES YOUNG

2.3. Principal subalgebra and exponents. Define p−1, the cyclic element of Lg,
as

p−1 :=

ℓ∑

i=0

f̌i. (2.5)

It belongs to the (−1)st-grade of the derived subalgebra Lg′ = [Lg, Lg]. There is a
realization of Lg′ as the central extension of a certain twisted loop algebra L, in such
a way that the power of the formal loop variable t measures the grade in the principal
gradation. (Equivalently, the derivation element ρ ∈ Lg is realized as t∂t.) By studying
this realization, one establishes some important facts about the adjoint action of p−1.
Here we shall merely recall these facts; for more details see [Kac90, Chapter 14]. Let

π : Lg′ −→ L ∼= Lg′/Cδ

be the canonical projection. The twisted loop algebra L is the direct sum of the image
and the kernel of the adjoint action of π(p−1):

L = ker(adπ(p−1))⊕ im(adπ(p−1)), (2.6a)

and this decomposition respects the principal gradation, i.e. for each n ∈ Z,

Ln = ker(adπ(p−1))n ⊕ im(adπ(p−1))n, (2.6b)

where Ln := π(Lg′
n).

The graded subspaces im(adπ(p−1))n are all of dimension ℓ and moreover

adπ(p−1) : im(adπ(p−1))n
∼−→ im(adπ(p−1))n−1

is a linear isomorphism for each n. The graded subspaces ker(adπ(p−1))n have dimen-

sions encoded by the exponents. Indeed, the multiset of exponents of Lg is by definition
the multiset consisting of each integer n with multiplicity dim(ker(adπ(p−1))n). One
has dim(ker(adπ(p−1))n) = dim(ker(adπ(p−1))−n) and dim(ker(adπ(p−1))0) = 0. So the
multiset of exponents is of the form ±E, where we denote by E the multiset of strictly
positive exponents. The kernel ker(adπ(p−1)) forms an abelian Lie subalgebra of the
twisted loop algebra L, called the principal subalgebra.

We need the “lift” to Lg of the decomposition (2.6). For each n ∈ Z 6=0, we have
Lgn = Lg′

n, the map π|Lg′
n

: Lg′
n

∼−→ Ln is a linear isomorphism, and one defines

an := (π|Lg′
n
)−1

(
ker(adπ(p−1))n

)
, cn := (π|Lg′

n
)−1

(
im(adπ(p−1))n

)
.

Meanwhile the subspaces a0 and c0 of Lg0 = Lh are defined as

a0 := Cδ ⊕ Cρ, c0 := adp−1(c1).

Then for each n ∈ Z we have the direct sum decomposition

Lgn = an ⊕ cn. (2.7)

Let a =
⊕

n∈Z an and c =
⊕

n∈Z cn, so Lg = a⊕ c. One has dim(cn) = ℓ for each n ∈ Z
and the linear map

adp−1 : cn
∼−→ cn−1

is an isomorphism for every n ∈ Z.
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The subspace a is a Lie subalgebra, the principal subalgebra of Lg. It is the central
extension, by a one-dimensional centre Cδ, of the principal subalgebra im(adπ(p−1)) of
L, equipped with a derivation element ρ. Indeed, we may pick a basis {pn}n∈±E∪{δ, ρ}
of a where for each exponent n ∈ ±E, pn ∈ an. This basis can be so chosen that the
non-trivial Lie algebra relations of a are given by

[pm, pn] = mδm+n,0 δ, [ρ, pn] = n pn, m, n ∈ ±E. (2.8)

The restriction to a of the bilinear form (·|·) on Lg is non-degenerate, with the non-
trivial pairings given by

(δ|ρ) = (ρ|δ) = h∨, (pm|pn) = h∨δm+n,0, m, n ∈ ±E.
Remark 2.3.

(a) ±1 are always exponents with multiplicity 1. We keep p−1 as in (2.5) and set

p1 =

ℓ∑

i=0

aiěi.

(b) The pattern of exponents is periodic with period rh∨, where rXN is the type of
Lg in Kac’s notation. For a table of the patterns of exponents in all types see e.g.
[Kac90, Chapter 14] or [DS85, §5].

(c) The exponents of g and Lg are the same [Kac90, Corollary 14.3], which is important
for Conjecture 5.1 below. (Consequently, if sYM is the type of g then the pattern
of exponents is also periodic with period sh, which need not equal rh∨. For us
s = 1 since g is untwisted.)

(d) In all types except 1D2k, the multiset E of positive exponents is actually a set,
i.e. dim(an) ∈ {0, 1} for all n ∈ Z 6=0. In such cases, for each j ∈ E the basis
element pj ∈ aj is unique up to rescaling. Exceptionally, in type 1D2k one has
dim(a2k−1+(4k−2)n) = 2 for every n ∈ Z. For each n ≥ 0 one must therefore
pick two basis vectors, each one labelled by one of the two distinct copies of
2k − 1 + (4k − 2)n in E. (The basis vectors for n ≤ 0 are then fixed by the form
of the bilinear form above.)

(e) The action of the C-linear map adp−1 : Lg → Lg on the subspaces Lgn, n ∈ Z, of

the principal gradation of Lg can be summarised in the following diagram

Cρ a−1 a−2 · · ·

· · · c2 c1 c0 c−1 c−2 · · ·

· · · a2 a1 Cδ

∼ ∼ ∼ ∼ ∼ ∼
⊕

⊕ ⊕ ⊕

⊕ ⊕

where each column corresponds to a subspace Lgn decomposed as in (2.7).
(f) Recall the decomposition (2.6) of the subquotient L. In fact cn = im(adp−1)n

and an = ker(adp−1)n for every n ∈ Z, with precisely the following exceptions:
c0 6= (im adp−1)0 and c−1 6= (im adp−1)−1 since δ = [p1, p−1] and p−1 = [p−1, ρ]

both belong to the image of adp−1 : Lg → Lg; and a1 6= (ker adp−1)1 since adp−1 :
Lg1 →֒ Lg0 is injective. ⊳
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3. Lg-opers and quasi-canonical form

3.1. Inverse limits. Recall the subalgebras Lh and Ln+ of Lg from §2.1. We introduce
also the Borel subalgebra Lb+ := Lh⊕ Ln+ ⊂ Lg. These can be described in terms of
the principal gradation of Lg as Ln+ =

⊕
n>0

Lgn and Lb+ =
⊕

n≥0
Lgn. Moreover,

there is a natural descending Z>0-filtration on Ln+ (and Lb+) by Lie ideals

Lnk =
⊕

n≥k

Lgn, k ∈ Z>0.

Since Lnk ⊂ Lg′ for each k ∈ Z>0, these ideals also define a descending Z>0-filtration
on the derived subalgebra Lb′

+ := Lb+ ∩ Lg′.
Let M be the field of meromorphic functions on P1 := C ∪ {∞}. For any Lie

subalgebra p ⊂ Lg we introduce the Lie algebra p(M) := p⊗M of p-valued meromorphic
functions on P1.

The Lie algebras Lnk(M), k ∈ Z>0 endow Ln+(M) with a descending Z>0-filtration
by ideals such that the quotient Lie algebras Ln+(M)/Lnk(M), k ∈ Z>0 are nilpotent.
Consider the Lie algebra defined as the inverse limit

Ln̂+(M) := lim←−
Ln+(M)/Lnk(M).

By definition, its elements are infinite sums
∑

n>0 yn, with yn ∈ Lgn(M), which trun-

cate to finite sums when working in the quotient Ln+(M)/Lnk(M) for any k ∈ Z>0.

Remark 3.1. It should be stressed that for a given element
∑

n>0 yn of Ln̂+(M), the

orders of the poles of the Lgn-valued meromorphic functions yn are allowed to increase
without bound as n increases. Thus Ln̂+(M) is strictly larger than Ln̂+ ⊗M, where
Ln̂+ := lim←−

Ln+/
Lnk is the completion of Ln+. ⊳

We also have the inverse limits
Lb̂+(M) := Lh(M) ⊕ Ln̂+(M) = lim←−

Lb(M)/Lnk(M),

Lĝ(M) := Ln−(M)⊕ Lh(M) ⊕ Ln̂+(M) = lim←−
Lg(M)/Lnk(M).

The latter is an inverse limit of vector spaces only, since the Lnk(M) are not Lie ideals
in Lg(M). Nonetheless, Lĝ(M) is a Lie algebra, with Lg(M) as a subalgebra.4

3.2. The group LN̂+(M). For every k ∈ Z>0, the Baker-Campbell-Hausdorff for-
mula then endows the vector space Ln+(M)/Lnk(M) with the structure of a group.
Specifically, we denote this group by

exp
(
Ln+(M)/Lnk(M)

)
:= {exp(m) |m ∈ Ln+(M)/Lnk(M)},

whose elements are denoted formally as exponentials of elements in Ln+(M)/Lnk(M).
The group operation is then defined as

exp(x) exp(y) := exp(x • y) = exp(x+ y + 1
2 [x, y] + . . .) (3.1)

4Given any two elements x =
∑

n>−N xn, y =
∑

n>−M yn of the vector space Lĝ(M), with each
xn, yn ∈ Lgn(M), their Lie bracket [x, y] =

∑
k>−N−M

∑
n>−N,m>−M

n+m=k
[xn, ym] is a well-defined ele-

ment of Lĝ(M) since the inner sum is finite for each k. This bracket obeys the Jacobi identity and
agrees with the usual bracket on Lg(M) ⊂ Lĝ(M).
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for all x, y ∈ Ln+(M)/Lnk(M). Here x • y is given by the Baker-Campbell-Hausdorff
formula, whose first few term are shown in the exponent on the right hand side of
(3.1). The sum is finite because Ln+(M)/Lnk(M) is nilpotent.

Now the formal exponential map exp : Ln+(M)/Lnk(M) ∼−→ exp
(
Ln+(M)/Lnk(M)

)

is a bijection by definition, and there are canonical group homomorphisms πm
k making

the following diagram commutative:

exp
(
Ln+(M)/Lnm(M)

)
exp

(
Ln+(M)/Lnk(M)

)

Ln+(M)/Lnm(M) Ln+(M)/Lnk(M)

πm
k

∼

exp

∼

exp

for all m ≥ k > 0. We define a group LN̂+(M) as the corresponding inverse limit

LN̂+(M) := lim←− exp
(
Ln+(M)/Lnk(M)

)
. (3.2)

The above commutative diagram defines an exponential map exp : Ln̂+(M)→ LN̂+(M).

3.3. Definition of an Lg-oper. Now, and until §6 below, we shall pick and fix a
global coordinate z on C ⊂ P1. Thus, for any f ∈ Lb̂+(M) its holomorphic de Rham
differential is df = dz∂zf .

Define opLg(P1) to be the affine space of connections of the form

∇ = d+ p−1dz + bdz, b ∈ Lb̂+(M). (3.3)

Remark 3.2. This is an affine space over Lb̂+(M). For the moment, in calling it a

space of connections we mean merely that it admits an action of the group LN̂+(M)
by gauge transformations, as we shall now describe. In §6 we will discuss its behaviour
under coordinate transformations. ⊳

Define the adjoint action of the group LN̂+(M) on the vector space Lĝ(M) as follows.

Let g = exp(m) ∈ LN̂+(M) with m =
∑

n>0mn ∈ Ln̂+(M). For any u ∈ Lĝ(M), which
we write as u =

∑
n≥M un for some M ∈ Z, we define the adjoint action of g on u as

gug−1 :=
∑

k≥0

1

k!
adk

m u =
∑

n≥M

un +
∑

n≥M

∑

r>0

[mr, un] +
1

2

∑

n≥M

∑

r,s>0

[
ms, [mr, un]

]
+ . . .

(3.4a)
where the dots represent terms involving an increasing number of mn’s with n ≥ 1.
Since degmn = n in the principal gradation of Lg, it follows that for each k ∈ Z>0

there are only finitely many terms of degree less than k in the expression on the right
hand side. Therefore the sum on the right hand side of (3.4a) is a well-defined element
of Lĝ(M).

Lemma 3.3. The definition (3.4a) defines an action of the group LN̂+(M) on Lĝ(M).

Proof. By the Baker-Campbell-Hausdorff formula we have(∑

k≥0

1

k!
adk

m

)(∑

ℓ≥0

1

ℓ!
adℓ

n

)
u =

∑

k≥0

1

k!
adk

m•n u,
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for any m,n ∈ Ln̂+(M) and u ∈ Lĝ(M). �

Now we define also

(dg)g−1 :=
∑

k≥1

1

k!
adk−1

m dm =
∑

n>0

dmn +
1

2

∑

n,r>0

[mr, dmn] + . . . , (3.4b)

which is a well-defined sum in Ln̂+(M)dz.

Lemma 3.4. For any g, h ∈ LN̂+(M), we have

d(gh)(gh)−1 = g
(
(dh)h−1

)
g−1 + (dg)g−1.

Proof. By direct calculation from the definitions (3.4) one verifies that

d(gyg−1) =
[
dgg−1, gyg−1

]
+ g(dy)g−1,

for any y ∈ Lĝ(M) and any g ∈ LN̂+(M). By Lemma 3.3, we have (gh)y(gh)−1 =
g(hyh−1)g−1, and on applying d to both sides we obtain

[
−d(gh)(gh)−1 + g

(
(dh)h−1

)
g−1 + (dg)g−1, x

]
= 0

where x = gyg−1 is arbitrary. Since the centre of Ln̂+(M) is trivial, the result follows.
�

Observe that gp−1g
−1 − p−1 ∈ Lb̂+(M), so that if u ∈ Lĝ(M) is of the form

u = p−1 + b with b ∈ Lb̂+(M) then so is gug−1. Hence, from Lemmas 3.3 and 3.4, we
have the following.

Proposition 3.5. We have an action of LN̂+(M) on opLg(P1) defined by

LN̂+(M)× opLg(P1) −→ opLg(P1),

(g, d + p−1dz + bdz) 7−→ d+ gp−1g
−1dz − (dg)g−1 + gbg−1dz,

which we refer to as the action by gauge transformations. If ∇ ∈ opLg(P1) then we

denote by ∇g ∈ opLg(P1) its gauge transformation by an element g ∈ LN̂+(M). �

Our main object of interest, the space of Lg-opers, can now be defined as the quotient
of the affine space (3.3) by this gauge action

OpLg(P1) := opLg(P1)
/

LN̂+(M).

In fact, we shall be interested in certain affine subspaces of OpLg(P1) defined as follows.

3.4. Twist function ϕ. Fix a choice of meromorphic function ϕ on P1, called the
twist function. We call a derivation element Λ of Lh normalised if 〈Λ, k〉 = 1. Define
opLg(P1)ϕ to be the affine subspace of opLg(P1) consisting of connections of the form

d+ p−1dz − Λϕdz + b′dz, b′ ∈ Lb̂′
+(M).

Lemma 3.6. The affine subspace opLg(P1)ϕ is independent of the choice of normalised

derivation element Λ, and it is stable under LN̂+(M)-valued gauge transformations.
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Proof. Let Λ and Λ′ be two choices of normalised derivation element of Lh. Then we
have 〈Λ, k〉− 〈Λ′, k〉 = 0 so that Λ−Λ′ is in the span of the simple roots αi, i ∈ I and
hence Λ− Λ′ ∈ Lh ∩ Lb′

+. It follows that opLg(P1)ϕ is independent of Λ.

Since we have the direct sum of vector spaces Lg = Lg′ ⊕ CΛ, and so in particular
Lb+ = Lb′

+ ⊕ CΛ, it follows from the definition of the action of LN̂+(M) on opLg(P1)

by gauge transformations that opLg(P1)ϕ is stable. �
Given a choice of twist function ϕ, we may now define the corresponding affine

subspace of Lg-opers as

OpLg(P1)ϕ := opLg(P1)ϕ
/

LN̂+(M). (3.5)

If ∇ ∈ opLg(P1)ϕ then we shall denote its class in OpLg(P1)ϕ by [∇].
We introduce also the twisted de Rham differential corresponding to the twist func-

tion ϕ. For every f ∈ Lb̂+(M),

dϕf := df − h∨−1
ϕ(adρ f)dz (3.6)

= dz
(
∂zf − h∨−1

ϕ(adρ f)
)
.

3.5. Quasi-canonical form of an Lg-oper. Recall, from §2.3, the definition of the
principal subalgebra a of Lg, and its basis {pj}j∈±E ∪ {δ, ρ} where E is the multiset
of positive exponents of Lg.

Let â(M) denote the completion of the algebra a(M) of a-valued mermorphic func-
tions on P1:

â(M) := lim←− a(M)/(a ∩ nk)(M).

For each n ∈ Z≥0, let â≥n(M) := lim←− a≥n(M)/(a≥n ∩ nk)(M), where a≥n :=
⊕∞

j=n aj .

These are Lie subalgebras of â(M).

Theorem 3.7. Every class [∇] ∈ OpLg(P1)ϕ has a representative ∇ ∈ opLg(P1)ϕ of
the form

∇ = d+ p−1dz − h∨−1
ρϕdz + adz, a ∈ â≥1(M).

We say that such a representative is in quasi-canonical form. For any g ∈ LN̂+(M),
∇g is still in quasi-canonical form if and only if g = exp(f) ∈ exp(â≥2(M)), in which
case ∇g = ∇− dϕf .

Equivalently but more explicitly, every class [∇] ∈ OpLg(P1)ϕ has a quasi-canonical
representative of the form

∇ = d+

(
p−1 −

ϕ

h∨ρ+
∑

j∈E

vjpj

)
dz, (3.7)

where vj is a meromorphic function on P1 for each positive exponent j ∈ E. The

gauge transformations in LN̂+(M) preserving quasi-canonical form are precisely those
of the form exp

(∑
j∈E≥2

fjpj

)
with fj meromorphic functions on P1. The effect of

such gauge transformations on the functions vj is to send

vj 7−→ vj − f ′
j +

jϕ

h∨ fj (3.8)
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16 SYLVAIN LACROIX, BENOÎT VICEDO, AND CHARLES YOUNG

for all j ∈ E≥2, and to leave v1 invariant.

Proof. Let [∇] ∈ OpLg(P1)ϕ. Since h∨−1ρ is a normalised derivation element of Lh,
see §2.2, it follows using Lemma 3.6 that there is a representative of [∇] of the form

∇ = d+p−1dz−h∨−1ρϕdz+
∑

n≥0 undz ∈ opLg(P1)ϕ for some functions un ∈ Lg′
n(M).

Let g ∈ LN̂+(M) be of the form g = exp(m) with m =
∑

n>0mn where mn ∈ cn(M)
for each n > 0. Using (3.4) we determine the gauge transformation of ∇ by g to be

∇g = d+ p−1dz − h∨−1
ρϕdz +

∑

n≥0

andz

where an ∈ Lg′
n(M) for each n ≥ 0 are of the form

andz = undz + [mn+1, p−1]dz + Fn

(
{uk, dmk,mk}k<n

)
(3.9)

− dϕmn + [mn, u0] +
1
2

[
mn, [m1, p−1]

]
dz + 1

2(1− δn,1)
[
m1, [mn, p−1]

]
dz.

The last term on the first line of the right hand side contains all the terms involving
only mk and uk with k < n, and the second line contains those terms involving mn.
Let wndz, wn ∈ Lg′

n(M), denote the sum of all these terms, i.e. we rewrite (3.9) as

an = un + [mn+1, p−1] + wn. (3.10)

We can now use (3.10) to determine mn ∈ cn(M) recursively for all n > 0 by requiring
that an ∈ an(M) for each n ≥ 0. Indeed, suppose mk has been determined for each
k ≤ n. Then wn is known (in fact w0 = 0 for the base case) and so decomposing
un + wn relative to the direct sum (2.7) (or rather Lg′

0 = Cδ ⊕ c0 in the case n = 0)
we can use the injectivity of adp−1 : cn+1 → cn to fix mn+1 uniquely so as to cancel
the component of un + wn in cn, thereby ensuring that an ∈ an(M) for all n > 0 or

a0 ∈ (Cδ)(M). This proves ∇g ∈ d+ p−1dz − h∨−1ρϕdz + (Cδ ⊕ â≥1)(M)dz.

Let us write ∇g = d+p−1dz−h∨−1ρϕdz+δχdz+a′dz with χ ∈M and a′ ∈ â≥1(M).
In order to remove the term in δ, we can apply a further gauge transformation by
h = exp(−χp1), which yields

∇hg = d+ p−1dz − h∨−1
ρϕdz + a′dz + dϕ(χp1).

The last two terms belong to â≥1(M)dz, which completes the proof of the first state-
ment.

Finally, suppose ∇ = d + p−1dz − h∨−1ρϕdz + udz where u ∈ â≥1(M) and let

g = exp(m) for some m ∈ Ln̂+(M). Then ∇g = d + p−1dz − h∨−1ρϕdz + vdz where

v =
∑

n≥0 an ∈ Lb̂′
+(M) is given by (3.9). We want to recursively determine the

components mn ∈ Lgn(M) of m so that v ∈ â≥1(M). Considering first the case n = 0
we have u0 = a0 = 0 so that (3.9) reduces to [m1, p−1] = 0, and therefore m1 = 0
since adp−1 : Lg1 → Lg0 is injective. In particular, for every n ≥ 0 the last two terms
on the right hand side of (3.9) are now absent. Suppose that having ak ∈ ak(M) for
all k < n requires that mk ∈ ak(M) for each k ≤ n. It just remains to show that the
condition an ∈ an(M) also implies mn+1 ∈ an+1(M). For this we note that all the
terms contained in Fn

(
{uk, dmk,mk}k<n

)
are commutators, which vanish using the
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fact that u ∈ â≥1(M), m1 = 0, mk ∈ ak(M) for 1 < k ≤ n and a≥1 is abelian. So
(3.9) now simply reads

andz − undz + dϕmn = [mn+1, p−1]dz.

The left hand side clearly belongs to an(M)dz, using the fact that adρmn = nmn. On
the other hand, the right hand side belongs instead to cn(M)dz since cn = (im adp−1)n
for every n > 0, cf. Remark 2.3(f). Hence both sides vanish so that, in particular,
mn+1 ∈ an+1(M). The vanishing of the left hand side is the final statement about the
form of ∇g −∇. �

Although the quasi-canonical form of an Lg-oper [∇] ∈ OpLg(P1)ϕ is not unique,
the coefficient v1 of p1 in any quasi-canonical form is the same. To emphasise the
origin of this distinction between v1 and all the remaining coefficients vj , j ∈ E≥2,
the following is helpful.

Proposition 3.8. Every class [∇] ∈ OpLg(P1)ϕ has a representative of the form

∇ = d+

(
p−1 −

ϕ

h∨ ρ+ v0δ +
∑

j∈E

vjpj

)
dz, (3.11)

where vj is a meromorphic function on P1 for each j ∈ {0}∪E. The gauge transforma-

tions in LN̂+(M) preserving this form are precisely those of the form exp
(∑

j∈E fjpj

)

with fj meromorphic functions on P1. The effect of such gauge transformations on
the functions vj is as in (3.8) for all j ∈ E≥2, and now also

v0 7−→ v0 + f1

v1 7−→ v1 − f ′
1 +

ϕ

h∨ f1.

Proof. The proof is very similar to that of Theorem 3.7. �

Consequently, if one works not with Lg but with the quotient by the centre Lg/Cδ
then the distinction between v1 and the rest disappears, as follows. (We return to
this point in §5.3 below.)

Corollary 3.9. For an (Lg/Cδ)–oper [∇] ∈ OpLg/Cδ(P1)ϕ, there is always a quasi-

canonical representative of the form (3.7). The gauge transformations in LN̂+(M)
preserving this form are precisely those of the form exp

(∑
j∈E fjpj

)
with fj mero-

morphic functions on P1. The effect of such gauge transformations on the functions
vj is as in (3.8) but now for all j ∈ E (including 1). �

Returning to Lg-opers, we have the following explicit expression for the coefficient
v1 in any quasi-canonical form.

Proposition 3.10. The coefficient of p1 ∈ a1 of any quasi-canonical form of an
Lg-oper [∇] ∈ OpLg(P1)ϕ is

v1 = h∨−1(1
2(u0|u0) + (ρ|u′

0)− h∨−1
ϕ(ρ|u0) + (p−1|u1)

)
,
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18 SYLVAIN LACROIX, BENOÎT VICEDO, AND CHARLES YOUNG

where

∇ = d+ p−1dz − h∨−1
ρϕdz +

∑

n≥0

undz ∈ opLg(P1)ϕ,

with un ∈ Lg′
n, is any representative of [∇].

Proof. In the present case, the recursion relation (3.9) for n = 0 gives u0 = −[m1, p−1].
Note that here we are including in m1 the term −χp1 coming from the subsequent
gauge transformation performed in the second step of the proof of Theorem 3.7. Using
this, the relation (3.9) for n = 1 then reads

a1dz = u1dz + [m2, p−1]dz + 1
2

[
m1, [m1, p−1]

]
dz + [m1, u0]dz − dϕm1

= u1dz + [m2, p−1]dz − 1
2

[
m1, [m1, p−1]

]
dz − dϕm1.

By applying the linear map (p−1|·) to both sides we find

(p−1|a1)dz = (p−1|u1)dz + 1
2(u0|u0)dz − (p−1|dϕm1),

where to obtain the second term on the right hand side we have used again the fact
that u0 = −[m1, p−1]. To evaluate further the last term above, we note that

(p−1|dϕm1) = ([p−1, ρ]|dϕm1) = (ρ|[dϕm1, p−1]) = −(ρ|du0) + h∨−1
ϕ(ρ|u0)dz,

where in the last step we used the definition (3.6) of the twisted de Rham differential.

Since (p−1|p1) = h∨, we arrive at the desired expression for v1 = h∨−1(p−1|a1). �
Remark 3.11. Let ∇ ∈ opLg(P1)ϕ be as in the statement of Proposition 3.10 and

introduce ũ0 := −h∨−1ρϕ + u0 ∈ Lg0(M) and ũn := un ∈ Lgn(M) for every n > 0.
Then we have

∇ = d+ p−1dz +
∑

n≥0

ũndz,

and, using the fact that (ρ|ρ) = 0, cf. §2.2, the expression for the coefficient v1 in any
quasi-canonical form of [∇] can be rewritten as

v1 = h∨−1( 1
2(ũ0|ũ0) + (ρ|ũ′

0) + (p−1|ũ1)
)
dz. ⊳

3.6. Twisted homology and functions on the space of affine opers. Our goal
is to describe functions OpLg(P1)ϕ → C on the space of meromorphic Lg-opers on P1.

Theorem 3.7 shows that one well-defined map OpLg(P1)ϕ →M is given by extract-
ing the coefficient v1 of p1 in any quasi-canonical form (and Proposition 3.10 gives the
explicit formula). Obviously we can then “pair” this function with any point p ∈ P1

where v1 doesn’t have a pole, by simply evaluating it there, v1 7→ v1(p).
Yet Theorem 3.7 also shows that the remaining data in the oper comes in the form

of functions vi, i ∈ E≥2, defined only up to certain “twisted” derivatives. So they are
in some sense cohomology elements. In §6 we shall make that idea precise by showing
that each of the functions vi, i ∈ E≥2, represents a cocycle in the cohomology of the
de Rham complex with coefficients in a certain local system. A generalization of the
usual de Rham theorem states that there is a pairing (given by integrating) between
such cocycles and the cycles of the singular homology with coefficients in the dual
local system. For the moment though, we are not quite in a position to invoke such
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results: a local system is a vector bundle with a flat connection and we cannot yet
identify the correct bundle, since we have no handle on its transition functions.

Nonetheless, it is already possible to define the integrals one should take to obtain
functions OpLg(P1)ϕ → C, as follows.

First, let us now and for the remainder of this article restrict attention to the case
when the twist function ϕ has only simple poles, i.e. we shall take it to be of the form

ϕ(z) :=

N∑

i=1

ki

z − zi
, (3.12)

for some ki ∈ C×, i = 1, . . . , N . It has simple poles in the subset {zi}Ni=1 ⊂ P1.

Remark 3.12. Based on the situation in finite types, [FFTL10, VY17b], our expecta-
tion is that introducing a pole of order p ≥ 2 at zi in the twist function ϕ (and more
generally in the Miura Lg-opers of §4.1 below) will correspond to a Gaudin model in
which one assigns to the marked point zi a representation of a Takiff algebra g[t]/tpg[t]
over the affine Kac-Moody algebra g. ⊳

We denote the complement of the set of marked points {zi}Ni=1 as

X := C \ {zi}Ni=1. (3.13)

Consider the multivalued holomorphic function P on X defined by

P(z) :=
N∏

i=1

(z − zi)ki , (3.14)

which is related to the twist function as ϕ(z) = ∂z log P(z). Observe that the ambi-
guity in the function vj , namely (3.8), can be expressed as

P(z)−j/h∨
vj(z) 7−→ P(z)−j/h∨

vj(z)− ∂z

(
P(z)−j/h∨

fj(z)
)
.

We therefore obtain the following corollary of Theorem 3.7.

Corollary 3.13. Suppose

∇ = d+ p−1dz − h∨−1
ρϕdz +

∑

j∈E

vjpjdz

is a quasi-canonical form of an oper [∇] ∈ OpLg(P1)ϕ.
Let r ∈ E≥2 be a positive exponent greater than or equal to 2. Let γ be any contour

in X = C \ {zi}Ni=1 such that

1. γ is closed;
2. there exists a single-valued branch of the function P−r/h∨

along γ;
3. vr has no poles (and is therefore holomorphic) along γ.

Then the following integral is gauge-invariant, i.e. it depends only on the oper [∇]
and is independent of the choice of quasi-canonical form:

Iγ
r ([∇]) :=

∫

γ
P(z)−r/h∨

vr(z)dz.

This function is invariant under smooth deformations of the contour γ which do not
cross any pole of vr or any of the marked points {zi}∞n=1. �
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4. Miura Lg-opers and the Bethe equations

4.1. A class of Miura Lg-opers. Define a Miura Lg-oper as a connection of the form

∇ := d+ p−1dz + u dz ∈ opLg(P1) (4.1)

where u ∈ Lh(M) = h∗(M), using the natural identification Lh = h∗. Let MOpLg(P1)

denote the affine space of all Miura Lg-opers. Given a Miura Lg-oper ∇ ∈ MOpLg(P1)

we refer to its class [∇] ∈ OpLg(P1) as the underlying Lg-oper.
Recall the twist function ϕ ∈M defined in (3.12). Given any choice of normalised

derivation element Λ of Lh, cf. §3.3, we introduce the affine subspace

MOpLg(P1)ϕ := d+ p−1dz − Λϕdz + Lh′(M)dz (4.2)

of MOpLg(P1) where Lh′ is the span of the simple roots {αi}ℓi=0. It follows from the

first part of the proof of Lemma 3.6 that MOpLg(P1)ϕ is independent of the choice of
normalised derivation Λ.

In this paper we shall be interested in Miura Lg-opers (4.1) where the meromorphic
h∗-valued function u ∈ h∗(M) has at most simple poles. Fix a collection of weights
λ1, . . . , λN ∈ h∗. We shall, more specifically, be interested in the case when u has a
simple pole at each marked point zi, i = 1, . . . , N , with residue −λi ∈ Lh. We will
furthermore allow the function u to have simple poles at some additional m ∈ Z≥0

marked points wj, j = 1, . . . ,m, with residues there given by simple roots αc(j), for
some function c : {1, . . . ,m} → I = {0, . . . , ℓ}. In other words, we shall consider
Miura Lg-opers of the form

∇ = d+ p−1dz −
N∑

i=1

λi

z − zi
dz +

m∑

j=1

αc(j)

z − wj
dz. (4.3)

The residue of ∇ at infinity is the weight λ∞ :=
∑N

i=1 λi −
∑m

j=1 αc(j) ∈ Lh.

Decomposing each weight λi ∈ h∗ with respect to the basis {αi}ℓi=1∪{ρ, δ}, we may
write it as

λi = λ̇i +
ki

h∨ρ−∆iδ (4.4)

for some λ̇i ∈ ḣ∗ := spanC{αj}ℓj=1, ki := 〈λi, k〉 ∈ C and ∆i := −〈λi, d〉 ∈ C.

Since λ̇i, δ and the simple roots αc(j) all lie in Lh′, it follows that ∇ belongs to the

space MOpLg(P1)ϕ with the twist function ϕ defined as in (3.12) in terms of the ki,
i = 1, . . . , N .

4.2. Regular points. Let M
reg
x be the C-algebra of meromorphic functions on P1

which are holomorphic at x. We shall say that an Lg-connection ∇ = d+ p−1dz+ b dz

in opLg(P1) is regular at a point x ∈ C if in fact b ∈ Lb̂+(Mreg
x ), i.e. b has no pole

at x. Let opreg
Lg

(P1)x denote the set of all such Lg-connections. It is stabilised by the

action of the subgroup LN̂+(Mreg
x ) ⊂ LN̂+(M) on opLg(P1) by gauge transformations.

In particular, we can define the quotient space

Opreg
Lg

(P1)x := opreg
Lg

(P1)x
/

LN̂+(Mreg
x ).
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If x is not a pole of the twist function ϕ we may similarly define the space opreg
Lg

(P1)ϕx

of Lg-connections of the form ∇ = d+ p−1dz − Λϕdz + b′dz where Λ is a normalised

derivation element of Lh and b′ ∈ Lb̂′
+(Mreg

x ). We then also define

Opreg
Lg

(P1)ϕx := opreg
Lg

(P1)ϕx
/

LN̂+(Mreg
x ).

Lemma 4.1. For each x ∈ C there is a canonical injection

Opreg
Lg

(P1)x −֒→ OpLg(P1). (4.5)

When x is not a pole of ϕ there is a canonical injection Opreg
Lg

(P1)ϕx →֒ OpLg(P1)ϕ.

Proof. Since LN̂+(Mreg
x ) ⊂ LN̂+(M) we certainly have a well-defined canonical map

Opreg
Lg

(P1)x → OpLg(P1). Suppose that two Lg-connections ∇,∇′ ∈ opreg
Lg

(P1)x, regular

at x, define the same class [∇] = [∇′] in OpLg(P1). We must show that they also define

the same class in Opreg
Lg

(P1)x.

Applying the procedure in the first half of the proof of Theorem 3.7 to both of the
Lg-connections ∇,∇′ ∈ opreg

Lg
(P1)x, with M there replaced by M

reg
x , we find that they

can each be brought to a quasi-canonical form which is regular at x using a gauge
transformation in LN̂+(Mreg

x ). On the other hand, by the argument in the second half
of the proof of Theorem 3.7 with M there replaced by M

reg
x , we also deduce that these

two quasi-canonical forms are related by a gauge transformation in exp(â≥2(M
reg
x )).

It now follows that ∇ and ∇′ define the same class in Opreg
Lg

(P1)x. �

We will identify Opreg
Lg

(P1)x with its image in OpLg(P1) under the injection (4.5). We

then say that an Lg-oper [∇] ∈ OpLg(P1) is regular at x ∈ P1 if it lies in Opreg
Lg

(P1)x.

More concretely, this means that there exists a representative of the class [∇] in
opreg

Lg
(P1)x, i.e. which has no pole at x.

Recall the set X = C \ {zi}Ni=1 introduced in §3.6. We define the space of Lg-opers
regular on X as

Opreg
Lg

(P1)X :=
⋂

x∈X

Opreg
Lg

(P1)x ⊂ OpLg(P1).

Since the twist function has no poles in X, we may also define the space of Lg-opers
with twist function ϕ regular on X as

Opreg
Lg

(P1)ϕX :=
⋂

x∈X

Opreg
Lg

(P1)ϕx ⊂ OpLg(P1)ϕ.

4.3. Bethe equations.

Proposition 4.2. Let x ∈ X and suppose ∇ ∈MOpLg(P1)ϕ has the form

∇ = d+
(
p−1 − h∨−1

ϕρ+
αi

z − x + r
)
dz

for some simple root αi, i ∈ I, where r ∈ Lh′(M) is regular at x. Then [∇] is regular
at x, i.e. there is a representative of [∇] which is regular at x, if and only if

h∨〈r(x), α̌i〉 = ϕ(x). (4.6)
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Proof. Suppose first that ∇̃ is a representative of [∇] which is regular at x. Then the

gauge transformation parameter g ∈ LN̂+(M) determined by following the recursive
procedure of Theorem 3.7 is of the form g = exp(−χδ) exp(

∑
n>0mn) where χ ∈M

reg
x

and mn ∈ cn(Mreg
x ), n > 0 are all regular at x. Therefore, the quasi-canonical form

∇̃g of [∇] is regular at x. Then, in particular, its component in a1 must be regular.
Yet by Proposition 3.10 the latter is proportional to (note that in the notation of
Proposition 3.10 we have u0 = αi

z−x + r and u1 = 0 in the present case)

(−αi| − αi + 2ρ)

2(z − x)2 dz +
(αi|r(x))− h∨−1ϕ(x)(αi|ρ)

z − x dz + . . .

where the dots represent terms regular at z = x. Recalling that 〈ρ, α̌i〉 = 1 for all
i ∈ I, and in view of (2.2), we see that the double pole term here vanishes and the
simple pole term vanishes only if the equation (4.6) holds.

Conversely, suppose (4.6) holds. Let g = exp
(
− 1

z−x ěi
)
. For all u ∈ Lh(M) we have

(dg)g−1 = ěi
dz

(z − x)2 , gug−1 = u− 1

z − x [ěi, u] = u+
〈u, α̌i〉
z − x ěi,

gp−1g
−1 = p−1 −

1

z − x [ěi, p−1] +
1

2(z − x)2
[
ěi, [ěi, p−1]

]
= p−1 −

αi

z − x −
ěi

(z − x)2 .

Therefore, with u = −h∨−1ϕρ+ αi
z−x + r we find

∇g = d− (dg)g−1 + gp−1g
−1dz + gug−1dz

= d+
(
p−1 − h∨−1

ϕρ+ r(z) +
〈r(z), α̌i〉 − h∨−1ϕ(z)

z − x ěi

)
dz.

(The coefficient of the (z − x)−2 term is −1− 1 + 〈αi, α̌i〉 = 0.) This is regular at x
by virtue of (4.6), so the Lg-oper [∇] = [∇g] is regular at x. �

Remark 4.3. In the statement of Proposition 4.2, if we write ∇ ∈ opLg(P1)ϕ as

∇ = d+
(
p−1 +

αi

z − x + r̃
)
dz

where r̃ ∈ Lh(M) is regular at x, noting that ϕ is regular at x ∈ X, then the Bethe
equation (4.6) for the regularity of [∇] at x simply reads

〈r̃(x), α̌i〉 = 0. ⊳

Recall the subset X = C \ {zi}Ni=1 of P1 introduced in §3.6.

Corollary 4.4. Let ∇ ∈ MOpLg(P1) be of the form (4.3). We have [∇] ∈ Opreg
Lg

(P1)X
if and only if

−
N∑

i=1

(λi|αc(j))

wj − zi
+

m∑

i=1
i 6=j

(αc(i)|αc(j))

wj − wi
= 0, j = 1, . . . ,m. (4.7)

We refer to these as the Bethe equations.
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In particular, when the Bethe equations hold then there exists a quasi-canonical rep-
resentative of [∇] in which the coefficient functions vi(z), i ∈ E, have no singularities
at the Bethe roots wj , j = 1, . . . ,m.

Proof. The Lg-oper [∇] is certainly regular away from the points zi, i = 1, . . . , N and
wj , j = 1, . . . ,m, since the defining representative ∇ in (4.3) is regular there.

And by Proposition 4.2, see also Remark 4.3, the Lg-oper [∇] is also regular at each
of the wj if and only if the jth Bethe equation (4.7) holds. �

Define the master function to be

Φ :=
N∑

i,j=1
i<j

(λi|λj) log(zi − zj)−
N∑

i=1

m∑

j=1

(λi|αc(j)) log(zi − wj)

+

m∑

i,j=1
i<j

(αc(i)|αc(j)) log(wi − wj). (4.8)

It is a multivalued function on C \ {z1, . . . , zN , w1, . . . , wm}. One sees that the Bethe
equations (4.7) are given by

∂Φ

∂wj
= 0, j = 1, . . . ,m.

Moreover it is known – see Appendix A for a brief review – that the eigenvalues of
the quadratic Hamiltonians (1.1) are given in terms of the partial derivates ∂Φ/∂zi.

The following result shows that the partial derivatives of the master function can
be read off from the Lg-oper underlying the Miura Lg-oper ∇ of (4.3).

Theorem 4.5. Let ∇ ∈ MOpLg(P1) be a Miura oper of the form (4.3). The coefficient

of p1 in any quasi-canonical form of the underlying Lg-oper [∇] ∈ OpLg(P1) is

1

h∨

(
N∑

i=1

1
2(λi|λi + 2ρ)

(z − zi)2
+

N∑

i=1

∂Φ/∂zi
z − zi

+

m∑

j=1

∂Φ/∂wj

z − wj

)
dz.

Proof. Let us write the Miura Lg-oper in (4.3) as ∇ = d+ p−1dz + u(z)dz with

u(z) =
αc(j)

z − wj
+ r̃(z), r̃(z) := −

N∑

i=1

λi

z − zi
+

m∑

i=1
i 6=j

αc(i)

z − wi
.

The result follows from a direct computation, using the expression given in Remark
3.11 for the coefficient of p1 in any quasi-canonical form of the Lg-oper [∇], with ũ0 = u
given above and ũ1 = 0. Explicitly, we find on the one hand

1
2(u(z)|u(z)) =

1

2

N∑

i=1

(λi|λi)

(z − zi)2
+

1

2

m∑

j=1

(αc(j)|αc(j))

(z − wj)2
+

N∑

i=1

∂Φ/∂zi
z − zi

+

m∑

j=1

∂Φ/∂wj

z − wj
,
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where the derivatives of the master function (4.8) with respect to the variables zi,
i = 1, . . . , N and wj, j = 1, . . . ,m read

∂Φ

∂zi
=

N∑

j=1
j 6=i

(λi|λj)

zi − zj
−

m∑

j=1

(λi|αc(j))

zi − wj
,

∂Φ

∂wj
= −

N∑

i=1

(λi|αc(j))

wj − zi
+

m∑

i=1
i 6=j

(αc(i)|αc(j))

wj − wi
.

On the other hand, we also have

(ρ|u′(z)) =

N∑

i=1

(ρ|λi)

(z − zi)2
−

m∑

j=1

(ρ|αc(j))

(z − wj)2
.

Adding the above and using the fact that 2(αi|ρ) = (αi|αi) for any simple root αi

(since 〈ρ, α̌i〉 = 1) we obtain the result. �

5. Conjectures on affine Gaudin Hamiltonians

Before turning to the affine case, let us recall some features of the situation in finite
types. When g is a Kac-Moody algebra of finite type, the quantum Gaudin algebra
is a commutative subalgebra of U(g⊕N ) generated by the coefficients in the partial
fraction decompositions of a finite collection of U(g⊕N )-valued meromorphic functions
Sk(z), indexed by the exponents k ∈ Ē. The Sk(z) have poles at the marked points
z1, . . . , zN . They commute amongst themselves and with the diagonal action of g. In
particular, 1 ∈ Ē, and the explicit form of S1(z) is

S1(z) =

N∑

i=1

C(i)

(z − zi)2
+

N∑

i=1

Hi

z − zi
, (5.1)

where the Hi are the quadratic Hamiltonians in (1.1) and where C(i) is the copy of the
Casimir element C ∈ U(g)g in the ith tensor factor of U(g⊕N ). More generally, the pole

terms of highest order in each Sk(z) are
∑N

i=1 C
(i)
k+1

/
(z − zi)k+1, where Ck+1 ∈ U(g)g

is a central element – as indeed it must be for Sk(z) to commute with the diagonal
action of g. Each Sk(z) has degree k + 1 as an element of U(g⊕N ).

As we sketched in the introduction, to each Miura Lg-oper of the form (1.2), with
the Bethe roots wi obeying the Bethe equations, there corresponds a joint eigenvector
ψ of the functions Sk(z), and the joint eigenvalues are given by the coefficients v̄k(z)
of the p̄k in the canonical form of the underlying Lg-oper.

Now, not all these features can be precisely preserved in the affine case. Indeed, in
finite types the centre U(g)g is isomorphic (via the Harish-Chandra isomorphism) to
a graded polynomial algebra C[{Ck+1}k∈Ē] in rank g generators of the correct degrees.
But in affine types the centre is much smaller. Namely, the centre of the (completed,
as in §5.1 below) envelope of an affine Kac-Moody algebra is isomorphic to the graded
polynomial algebra in only two generators, k and C (of degrees 0 and 2; the definition
of C in the affine case is in (5.7) below) [CI84]. Thus, one should not expect to find
meromorphic functions Sk(z), indexed by the positive exponents k ∈ E, such that
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they commute with the diagonal action of g for each z ∈ X = C \ {z1, . . . , zN} and
have degrees k + 1.5

This is consistent with the results in §3 – §4 above: we saw in Theorem 3.7 that the
coefficients vk(z) of the quasi-canonical form of an Lg-oper are defined, for k ∈ E≥2,
only up to the addition of twisted derivatives. So they themselves are not good
candidates for the eigenvalues of such would-be generating functions. But we also saw
that there are well-defined functions on the space of opers given by integrals, as in
Corollary 3.13. It is natural to think that these functions are the eigenvalues of higher
Gaudin Hamiltonians. That in turn suggests that such Hamiltonians are themselves
given by such integrals. This is the content of Conjecture 5.1 below. To state it, we
must define an appropriate completion of U(g⊕N ) when g is of untwisted affine type.

5.1. Completion of U(g⊕N ). Let g = g(A) be an untwisted affine Kac-Moody alge-

bra as in §2.1. Let Ȧ = (Aij)
ℓ
i,j=1 denote the Cartan matrix of finite type obtained

from the Cartan matrix A of affine type by removing the 0th row and column, and
ġ := g(Ȧ) the corresponding finite-dimensional simple Lie algebra. The Lie alge-

bra g can be realised as the semi-direct product L̂ġ ⋊ Ct∂t of the central extension

L̂ġ ∼=C Lġ ⊕ Ck of the loop algebra Lġ := ġ[t, t−1] with derivation element d acting
as the derivative t∂t in the formal loop variable t. In what follows we shall identify g

with L̂ġ ⋊ Ct∂t.
Let g⊕N denote theN -fold direct sum of g. We denote byX(i) the copy of any X ∈ g

in the ith summand, for i = 1, . . . , N . Consider the left ideals In := U(g⊕N )(tnġ[t])⊕N ,
for n ∈ Z≥0, of the universal enveloping algebra U(g⊕N ). They define a descending
Z≥0-filtration on U(g⊕N ), that is to say we have I0 ⊃ I1 ⊃ I2 ⊃ . . . with ∩n≥0In = {0}.
Define the corresponding completion of U(g⊕N ) as the inverse limit

Û(g⊕N ) := lim←−
n

U(g⊕N )/In.

By definition, an element of Û(g⊕N ) is a possibly infinite sum

x =
∑

m≥0

xm (5.2)

of elements in U(g⊕N ), with xm ∈ Im for all m > 0 so that only finitely many terms
contribute when one works modulo any In. Since the In, n ≥ 0 are only left ideals,
the quotients U(g⊕N )/In are not associative algebras. However, the multiplication
in U(g⊕N ) is continuous with respect to the linear topology whose basis of open

neighbourhoods for 0 is {In}n≥0. So the completion Û(g⊕N ) is an associative algebra.

The tensor product
⊗N

j=1 Lλj
of irreducible g-modules is smooth as a module over

U(g⊕N ), meaning that for every v ∈⊗N
j=1 Lλj

there exists n ∈ Z≥0 such that Inv = 0.

Therefore
⊗N

j=1 Lλj
is a module over the completion Û(g⊕N ). Let Ûk(g⊕N ), with

k := (ki)
ℓ
i=1, denote the quotient of the algebra Û(g⊕N ) by the ideal Jk generated by

5That would be impossible in any type with an even exponent, since any polynomial in k and C has
degree k + 1 with k odd; in other types these considerations merely make it seem unnatural.
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the elements k(i) − ki, namely

Ûk(g⊕N ) := Û(g⊕N )/Jk.

The action of Û(g⊕N ) on
⊗N

j=1 Lλj
factors through the quotient Ûk(g⊕N ). In partic-

ular, if we define

k(z) :=
N∑

i=1

k(i)

z − zi
(5.3)

then the image of k(z) in Ûk(g⊕N ) is the twist function ϕ(z) as in (3.12), cf. (4.4).
We have the usual ascending filtration C1 = F0 ⊂ F1 ⊂ F2 ⊂ . . . of the universal

enveloping algebra U(g⊕N ) of the Lie algebra g⊕N . Every x ∈ U(g⊕N ) belongs to
some filtered subspace; the degree of x is by definition the smallest k ∈ Z≥0 such that

x ∈ Fk. Let us say that an element x ∈ Û(g⊕N ) has (finite) degree k ∈ Z≥0 if, when
x is written as a sum as in (5.2), the degrees of the xm are bounded above and k is
their maximum.

5.2. Conjectures.

Conjecture 5.1. There exist nonzero Û(g′⊕N )-valued meromorphic functions Si(z),
i ∈ E, on P1 with the following properties:

(i) For each i ∈ E, Si(z) has degree i+ 1.
(ii) For any i, j ∈ E we have

[Si(z), Sj(w)] =
(
h∨∂z − ik(z)

)
Aij(z, w) +

(
h∨∂w − jk(w)

)
Bij(z, w),

for some Û(g′⊕N )-valued meromorphic functions Aij(z, w),Bij(z, w) on P1×P1.
(iii) For each i ∈ E and each j = 1, . . . , N we have

[Hj , Si(z)] =
(
h∨∂z − ik(z)

)
D

j
i (z),

for some Û(g′⊕N )-valued meromorphic function D
j
i (z) on P1.

(iv) For each i ∈ E and any x ∈ g we have, writing ∆x :=
∑N

j=1 x
(j),

[∆x, Si(z)] =
(
h∨∂z − ik(z)

)
Cx

i (z),

for some Û(g′⊕N )-valued meromorphic function Cx
i (z) on P1. �

Suppose such functions Si(z) do exist. For any contour γ as in Corollary 3.13 and

any i ∈ E, denote by Q̂γ
i the image of

∫

γ
P(z)−i/h∨

Si(z)dz (5.4)

in the quotient Ûk(g⊕N ). Then these Q̂γ
i are commuting Hamiltonians, as follows.

Corollary 5.2. Given Conjecture 5.1, one has

[Q̂γ
i , Q̂

η
j ] = 0

for any i, j ∈ E and any pair of contours γ, η. Moreover, each Q̂γ
i commutes with the

diagonal action of g and with the quadratic Hamiltonians Hj , j = 1, . . . , N . �
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Conjecture 5.3. Let ψ ∈
(⊗N

j=1 Lλj

)
λ∞

be the Schechtman-Varchenko vector asso-

ciated with the Miura Lg-oper ∇ ∈MOpLg(P1) in (4.3). For every j ∈ E, let vj(z) be

the coefficient of pj in any quasi-canonical form of the Lg-oper [∇].
If the Bethe roots wj , j = 1, . . . ,m, satisfy the Bethe equations (4.7) then

Q̂γ
i ψ =

∫

γ
P(z)−i/h∨

vi(z)dz ψ

for every i ∈ E and any choice of contour γ as in Corollary 3.13. �

The remainder of this section is devoted to showing that these conjectures are
consistent with what is known about the quadratic Hamiltonians for affine Gaudin
models.

In a separate paper [LVY] we explicitly construct S2(z) in the case g′ = ŝlM , M ≥ 3
and show that the statements of Conjecture 5.1 hold for i = 1, 2. In these cases we
also verify Conjecture 5.3 for m = 0, 1.

5.3. Quadratic affine Gaudin Hamiltonians. Recall g ∼= L̂ġ ⋊ Ct∂t. Fix a basis
Ia, for a = 1, . . . ,dim ġ, of ġ. Recall the non-degenerate bilinear form (·|·) : g×g→ C
on g from §2.1. It restricts to a non-degenerate bilinear form ġ × ġ → C on ġ. Let
Ia be the dual basis of ġ with respect to this restriction. A basis of g is then given
by Ia

n := Ia ⊗ tn, for a = 1, . . . ,dim ġ and n ∈ Z, together with k and d. The
corresponding dual basis of g, with respect to (·|·), is given by Ia,−n := Ia ⊗ t−n, for
a = 1, . . . ,dim ġ and n ∈ Z, together with d and k. In terms of these bases, the
quadratic Gaudin Hamiltonians (1.1) in this untwisted affine case then take the form

Hi =
N∑

j=1
j 6=i

k(i)d(j) + d(i)k(j) +
∑

n∈Z I
(i)
a,−nI

a(j)
n

zi − zj
∈ Û(g⊕N ), i = 1, . . . , N. (5.5)

(Here and below we employ summation convention: IaI
a :=

∑dim ġ
a=1 IaI

a.)

For every i = 1, . . . , N , the completed enveloping algebra Û(g⊕N ) also contains the

ith copy of the quadratic Casimir of g, namely the element of Û(g⊕N ) defined as

C(i) := (k(i) + h∨)d(i) + 1
2I

(i)
a,0I

a(i)
0 +

∑

n>0

I
(i)
a,−nI

a(i)
n . (5.6)

Proposition 5.4. Each C(i), i = 1, . . . , N is central in Û(g⊕N ).

Its action on the tensor product of irreducible highest weight g-module
⊗N

j=1 Lλj
,

for any λ1, . . . , λN ∈ h∗, is given by multiplication by 1
2(λi|λi + 2ρ).

Proof. It suffices to consider the case N = 1, for which we can drop all superscripts
labelling the copy of g in the direct sum g⊕N . For the first statement we will simply
show that C as defined in (5.6) coincides with the quadratic Casimir for a general
Kac-Moody algebra [Kac90, §2.5] in the affine case. The second part of the statement
will then follow from [Kac90, Corollary 2.6].
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We have the Cartan subalgebra ḣ = h ∩ ġ of ġ and the root space decomposition

ġ = ḣ⊕
⊕

α∈∆̇

ġα,

where ∆̇ denotes the root system of ġ. Let ∆̇+ ⊂ ∆̇ denote the subset of positive
roots. The corresponding root space decomposition of the untwisted affine Kac-Moody
algebra g reads

g =
⊕

α̃∈∆

gα̃,

where ∆ := {α + nδ |α ∈ ∆̇, n ∈ Z} is the root system of g. We denote the subset of

positive roots by ∆+ := {α+ nδ |α ∈ ∆̇, n > 0} ∪ ∆̇+. Explicitly, g±α+nδ = ġ±α ⊗ tn
for every α ∈ ∆̇+ and n ∈ Z, while gnδ = ḣ⊗ tn for all n ∈ Z \{0} and g0 = h. We fix
a basis esα̃, s = 1, . . . ,dim gα̃ of the root space gα̃ for each α̃ ∈ ∆+ and denote by es−α̃,

s = 1, . . . ,dim gα̃ its dual basis in g−α̃. Also fix a basis {ui}dim h
i=1 = {hi}ℓi=1 ∪ {k, d} of

h, where {hi}ℓi=1 is a basis of ḣ, and let {ui}dim h
i=1 = {hi}ℓi=1 ∪ {d, k} be its dual basis,

where {hi}ℓi=1 is the basis of ḣ dual to {hi}ℓi=1.
We may now rewrite the expression (5.6) for the quadratic Casimir using the above

dual bases of g. For the second term on the right hand side of (5.6) we have

Ia,0I
a
0 =

ℓ∑

i=1

hih
i +

∑

α∈∆̇+

(
eαe−α + e−αeα

)
= 2ν−1(ρ̇) +

ℓ∑

i=1

hih
i + 2

∑

α∈∆̇+

e−αeα,

where we dropped the superscript ‘s’ on the basis elements es±α for α ∈ ∆̇+ since in

this case dim g±α = 1. In the second equality we used the relation [eα, e−α] = ν−1(α)
and set ρ̇ := 1

2

∑
α∈∆̇+

α. On the other hand, the infinite sum over n > 0 in (5.6) can

be written as

∑

n>0

Ia,−nI
a
n =

∑

α̃∈∆+\∆̇+

dim gα̃∑

s=1

es−α̃e
s
α̃.

Recall the set of fundamental coweights {Λ̌i}ℓi=0 of g defined by (2.4). The set of

fundamental coweights {ω̌i}ℓi=1 of ġ can be identified with ω̌i = Λ̌i − aiΛ̌0 for each

i = 1, . . . , ℓ. If we set ǫi := aiǎ
−1
i for i = 0, . . . , ℓ, then

ν−1(ρ̇) =
ℓ∑

i=1

ǫ−1
i ω̌i =

ℓ∑

i=0

ǫ−1
i (Λ̌i − aiΛ̌0) = ν−1(ρ)− h∨d

where in the second step we used the assumption that a0 = 1, cf. Remark 2.2.
Therefore, combining all the above we can rewrite the quadratic Casimir (5.6) as

C = ν−1(ρ) + 1
2

dim h∑

i=1

uiu
i +

∑

α̃∈∆+

dim gα̃∑

s=1

es−α̃e
s
α̃, (5.7)

which coincides with its expression given in [Kac90, §2.5], as required. �
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By direct analogy with the finite-dimensional case, cf. (5.1), it is natural to intro-

duce the Û(g⊕N )-valued meromorphic function

S1(z) :=

N∑

i=1

C(i)

(z − zi)2
+

N∑

i=1

Hi

z − zi
. (5.8)

We then have the following direct generalisation of the finite-dimensional case.

Theorem 5.5. Let ∇ ∈ MOpLg(P1) be of the form (4.3). If the set of Bethe roots
wj , j = 1, . . . ,m satisfy the Bethe equations (4.7), then the eigenvalue of S1(z) on

the subspace
(⊗N

j=1 Lλj

)
λ∞

of weight λ∞ =
∑N

i=1 λi−
∑m

j=1 αc(j) ∈ h∗, is given by h∨

times the coefficient of p1 in any quasi-canonical form of the underlying Lg-oper [∇].

Proof. This follows form Theorem 4.5 together with Proposition 5.4 and (A.6). �
The expression (5.8) can alternatively be described as follows. For any x ∈ g we

define the g⊕N -valued meromorphic function, cf. (5.3),

x(z) :=
N∑

i=1

x(i)

z − zi
.

We then introduce the formal Lax matrix of the Gaudin model associated with g as
the element

L(z) := k⊗ d(z) + d⊗ k(z) +
∑

n∈Z
Ia,−n ⊗ Ia

n(z) (5.9)

of the completed tensor product g ⊗̂ g⊕N . Then the generating function (5.8) for the
quadratic affine Gaudin Hamiltonians can be rewritten as

S1(z) = 1
2 :
(
L(z)

∣∣L(z)
)
: − h∨d′(z), (5.10)

where : · : denotes normal ordering by mode numbers, i.e. : Ia
mI

b
n : is Ib

nI
a
m if m ≥ 0

and Ia
mI

b
n otherwise.

Remark 5.6. This expression can be regarded as a quantisation of the generating func-
tion for the quadratic Hamiltonians of a classical affine Gaudin model [Vic]. Indeed,
the latter is a meromorphic function valued in a completion of the symmetric algebra
S(g⊕N ), given explicitly by 1

2(L(z)|L(z)). In fact, the above expression for S1(z) can
be heuristically obtained from 1

2(L(z)|L(z)) by using the commutation relations of g
to rewrite each term so that all raising operators, i.e. Ia

n with n > 0, appear on the
right. This procedure results in a meaningless infinite sum, but the term −h∨d′(z)
can be thought of as its regularisation; see [Kac90, §2.11] for a similar motivation of
the linear term ν−1(ρ) in the expression (5.7) for the quadratic Casimir of g in the
proof of Proposition 5.4. ⊳

Now we explain how the generating function S1(z) of the quadratic Hamiltonians
fits into our conjecture on the form of the higher affine Gaudin Hamiltonians. We
first reinterpret it in light of Corollary 3.9. Define the local Lax matrix as the part of
the formal Lax matrix (5.9) involving only the loop generators of g, namely

L(z) :=
∑

n∈Z
Ia,−n ⊗ Ia

n(z). (5.11)
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The expression (5.10) for S1(z) can now be rewritten as follows

S1(z) = S1(z)−
(
h∨∂z − k(z)

)
d(z), (5.12)

where we defined

S1(z) := 1
2 :
(
L(z)

∣∣L(z)
)
: .

Let ψ ∈
(⊗N

j=1 Lλj

)
λ∞

denote the Schechtman-Varchenko vector corresponding to

the Miura Lg-oper ∇ ∈ MOpLg(P1) in (4.3). Recall the expression (4.4) for the weights

λi ∈ h∗, i = 1, . . . , N . On
⊗N

j=1Lλj
, k(z) acts as ϕ(z) as we noted above, and the

action of d(z) on ψ is given by

d(z)ψ =
N∑

i=1

∆i −m0

z − zi
ψ =: ∆(z)ψ,

where m0 is the number of Bethe roots associated to the affine simple root α0. In
other words, the action of (5.12) on the Schechtman-Varchenko vector reads

S1(z)ψ = S1(z)ψ − h∨
(

∆′(z) − ϕ(z)

h∨ ∆(z)

)
ψ. (5.13)

Observe that the final term is a twisted derivative of degree 1.
Now recall from Corollary 3.9 that if instead of working with Lg-opers we were to

consider Lg/Cδ-opers, then the coefficients of all the pi’s, i ∈ E in a quasi-canonical
form would be on an equal footing since the coefficient v1(z) of p1 would also only be
defined up to a twisted derivative

v1 7−→ v1 − f ′
1 +

ϕ

h∨ f1,

with f1 ∈M. In particular, only its integral
∫

γ
P(z)−1/h∨

v1(z)dz

over a cycle γ as in Corollary 3.13 would provide a well-defined function on the space
of Lg/Cδ-opers.

In exactly the same way as we conjecture the spectrum of an affine Gaudin model
associated with g to be described by Lg-opers, the space of Lg/Cδ-opers should describe
the spectrum of an affine Gaudin model associated with the derived algebra g′. Indeed,
since the weights appearing as the residues in a Miura Lg/Cδ-oper are classes in
Lh/Cδ = h∗/Cδ, i.e. weights in h∗ defined up to an arbitrary multiple of δ, we should
not include the generator d on the Gaudin model side since it pairs non-trivially with
the weight δ. And one way to disregard the generator d from the expression (5.12)
for S1(z) is to consider its integral

∫

γ
P(z)−1/h∨

S1(z)dz

over a contour γ as in Corollary 3.13. Indeed, it follows from (5.13) that the action
of this operator on the Schechtman-Varchenko vector ψ coincides with the action of
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the operator ∫

γ
P(z)−1/h∨

S1(z)dz.

The following Lemma shows that Conjecture 5.1 holds at least for i = 1.

Lemma 5.7. For any distinct z, w ∈ X we have
[
S1(z), S1(w)

]
=
(
h∨∂z − k(z)

)
A(z, w) −

(
h∨∂w − k(w)

)
A(z, w),

where A(z, w) is the Û(g′⊕N )-valued meromorphic function on P1 × P1 given by

A(z, w) :=
1

z − w
N∑

i,j=1
i 6=j

∑
n∈Z nI

(i)
a,−nI

a(j)
n

(z − zi)(w − zj)
.

Also, for each j = 1, . . . , N ,

[
Hj , S1(w)

]
=
(
h∨∂w − k(w)

) N∑

i=1
i 6=j

∑
n∈Z nI

(j)
a,−nI

a(i)
n

(w − zi)(w − zj)
.

Moreover, for any x ∈ g we have [∆x, S1(z)] =
(
h∨∂z − k(z)

)
[x, d](z).

Proof. Since the quadratic Gaudin Hamiltonians Hi, i = 1, . . . , N mutually commute
and the C(i), i = 1, . . . , N are central in Û(g⊕N ) by Proposition 5.4, it follows that
[S1(z), S1(w)] = 0. Noting that [d(z), S1(w)] = A(z, w) one has

[
h∨d′(z)− k(z)d(z), S1(w)

]
=
(
h∨∂z − k(z)

)
A(z, w)

Using the relation (5.12) we get the first result. It also follows that [S1(z), S1(w)] =
−(h∨∂w − k(w))A(z, w), from which, taking the residue at z = zj , we obtain the
commutators with Hj . The last part follows similarly from the relation [∆x, S1(z)] = 0

which is a consequence of the fact that both C(i) and Hi, for each i = 1, . . . , N ,
commute with the diagonal action of g. �

6. Coordinate invariance and meromorphic Lg-opers on curves

Throughout §3–4 we fixed a global coordinate z on C ⊂ P1 and studied meromorphic
Lg-opers in that coordinate. Let us now consider meromorphic Lg-opers in local charts,
and discuss their behaviour under changes in coordinate. In this section only, we shall
work over an arbitrary Riemann surface Σ.

When Lg is of finite type, an Lg-oper on Σ is a triple (F,B,∇) where F is a principal
LG-bundle, B is an LB-reduction and ∇ is a connection on F with certain properties;
see e.g. [BD, Fre07]. Concretely, such a triple can be constructed by gluing together
trivial LG-bundles over coordinate patches, each equipped with a connection given
by an Lg-oper in canonical form, using the LB-valued transition functions relating
canonical forms in different coordinates (see equation (6.12) below) [Fre04, Fre07].

The abstract definition of an Lg-oper as a triple can be generalised to the case when
Lg is of affine type [Fre04]. However, since the quasi-canonical form is not unique in
this case by Theorem 3.7, and there is no naturally preferred quasi-canonical form, it
is less clear how to construct such a triple explicitly. We therefore proceed differently:
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we first define the space of Lg-opers over any coordinate patch as in §3 and then glue
these together to form a sheaf, the sheaf of Lg-opers over Σ.

6.1. The sheaf of Lg-opers OpLg. For any open subset U ⊂ Σ we let K(U) denote
the field of meromorphic functions on U . We denote by K the sheaf U 7→ K(U) of
meromorphic functions on Σ. When Σ = P1, the field M of meromorphic functions
on P1, introduced in §3.1, is the field of global sections of K. For any open subset
U ⊂ Σ, we define the Lie algebra Ln̂+(K(U)) and the group LN̂+(K(U)) as in §3.3.

We also set Lb̂+(K(U)) := Lh(K(U)) ⊕ Ln̂+(K(U)).
To begin with, let us suppose that U ⊂ Σ is an open subset equipped with a holo-

morphic coordinate t : U → C. Define opLg(U) to be the affine space of connections
of the form

∇ := d+ p−1dt+ bdt, b ∈ Lb̂+(K(U)). (6.1)

As in §3.3, it admits an action of the group LN̂+(K(U)) by gauge transformations,
and we define the space of meromorphic Lg-opers on U to be the quotient

OpLg(U) := opLg(U)
/

LN̂+(K(U)). (6.2)

The proof of the following is as for Theorem 3.7.

Theorem 6.1. Let U ⊂ Σ be open with a holomorphic coordinate t : U → C. Every
class [∇] ∈ OpLg(U) has a representative of the form

∇ = d+

(
p−1 −

ϕ

h∨ ρ+
∑

i∈E

vipi

)
dt

where ϕ ∈ K(U) and vi ∈ K(U) for each i ∈ E. We call such a form quasi-canonical.
It is unique up to residual gauge transformations as in Theorem 3.7. �

We would like to understand the behaviour of such quasi-canonical representatives
under changes in local coordinate. We will come back to this in §6.2 below. The first
problem is to formulate the definition of OpLg(U) itself in a coordinate-independent
fashion. Indeed, suppose s : U → C is another holomorphic coordinate on the same
open set U ⊂ Σ, with t = µ(s). The connection in (6.1) becomes

∇ = d+ p−1µ
′(s)ds+ bµ′(s)ds. (6.3)

This is no longer of the form (6.1) in the new coordinate s, and in this sense the defini-
tion of opLg(U) is coordinate dependent. However, it is possible to re-express OpLg(U)
as the quotient of a suitably larger affine space of connections õpLg(U) ⊃ opLg(U),
which itself is coordinate independent, by some larger group of gauge transformations
LB̂+(K(U)) ⊃ LN̂+(K(U)) to be defined below.

Indeed, let õpLg(U) be the affine space consisting of all connections of the form

∇̃ = d+

(
ℓ∑

i=0

ψif̌i + b

)
dt (6.4)
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with ψi a nonzero element of K(U) for each i ∈ I, and b ∈ Lb̂+(K(U)). Observe that
the definition of õpLg(U) is independent of the choice of coordinate. (The derivative
µ′ in (6.3) belongs to K(U) since it is holomorphic and non-vanishing on U .)

Now we define the group LB̂+(K(U)) and its action on õpLg(U) by gauge transfor-

mations. First, let P :=
⊕ℓ

i=0 ZΛi ⊂ Lh denote the lattice of integral coweights of Lg,

where {Λi}ℓi=0 are the fundamental coweights of Lg defined in (2.3). Let LH(K(U))
denote the abelian group generated by elements of the form φλ, φ ∈ K(U) \ {0},
λ ∈ P , subject to the relations φλψλ = (φψ)λ, φλ+µ = φλφµ for all φ,ψ ∈ K(U) \ {0}
and λ, µ ∈ P . (Note that this definition makes sense for any open subset U ⊂ Σ, but
to describe the action of the group LH(K(U)) on õpLg(U) we shall only need the case
when U is a coordinate chart.)

For each α̌ ∈ Q̌ in the root lattice of Lg, we have the (adjoint) action of the group
LH(K(U)) on the space Lgα̌(K(U)) of meromorphic functions on U valued in the root
space Lgα̌, given by

φλnφ−λ := φ〈λ,α̌〉n, (6.5)

for all n ∈ Lgα̌(K(U)), φ ∈ K(U)\{0} and λ ∈ P . Here 〈λ, α̌〉 ∈ Z, by definition of P ,

so that φ〈λ,α̌〉 ∈ K(U). Hence we get an action on the Lie algebra Ln̂+(K(U)). Then
LH(K(U)) acts also on the group LN̂+(K(U)), with φλ exp(n)φ−λ := exp(φλnφ−λ).
We may now define the desired group to be the semi-direct product

LB̂+(K(U)) := LN̂+(K(U)) ⋊ LH(K(U)).

That is, LB̂+(K(U)) is the group generated by elements of the form exp(n)φλ with
n ∈ Ln̂+(K(U)), φ ∈ K(U) \ {0} and λ ∈ P , with the group product given by

(exp(n)φλ)(exp(m)ψµ) :=
(
exp(n) exp

(
φλmφ−λ

))(
φλψµ

)
,

for any m,n ∈ Ln̂+(K(U)), φ,ψ ∈ K(U) \ {0} and λ, µ ∈ P .
Finally, we define the gauge action of LH(K(U)) on connections in õpLg(U), of the

form (6.4), by

φλ

(
d+

ℓ∑

i=0

ψif̌idt+ bdt

)
φ−λ := d+

ℓ∑

i=0

φ−〈λ,α̌i〉ψif̌idt−λφ−1dφ+φλbφ−λdt, (6.6)

where, again, φλbφ−λ is defined by extending (6.5) to Lb̂+(K(U)) by linearity.

Lemma 6.2. Equation (6.6) defines an action of the group LH(K(U)) on the space of

connections õpLg(U). Combining it with the action of LN̂+(K(U)) defined as in §3.3,

we obtain a well-defined action of LB̂+(K(U)) on õpLg(U). �

Lemma 6.3. The space of meromorphic Lg-opers on a coordinate chart U is equal to
the quotient of õpLg(U) by this gauge action of LB̂+(K(U)):

OpLg(U) = õpLg(U)
/

LB̂+(K(U)).

Proof. Let ∇̃ ∈ õpLg(U) be as in (6.4). On inspecting (6.6), we see that its LH(K(U))-

orbit has a unique representative in opLg(U), namely (
∏ℓ

i=0 ψ
Λi
i )∇̃(

∏ℓ
i=0 ψ

−Λi
i ). �
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Remark 6.4. If we were to replace P by P ⊕ Cδ in the definition of LH̃(K(U)) then

the quotient õpLg(U)
/

LB̂+(K(U)) would be smaller than OpLg(U); in fact it would be
isomorphic to OpLg/Cδ(U). ⊳

Now suppose U ⊂ Σ is any open subset, not necessarily a coordinate chart. Let
{Uα}α∈A be an open cover of U by coordinate charts, i.e. open subsets Uα ⊂ Σ for
each α in some indexing set A with holomorphic coordinates tα : Uα → C such that
U = ∪α∈AUα. We define OpLg(U) to be the set of collections {[∇α] ∈ OpLg(Uα)}α∈A

with the following property: for any pair of overlapping charts Uα ∩ Uβ 6= ∅ and
any choice of representatives ∇α ∈ õpLg(Uα) and ∇β ∈ õpLg(Uβ), their restrictions
∇α|Uα∩Uβ

and ∇β|Uα∩Uβ
define the same class in OpLg(Uα ∩Uβ). That is, the pair of

representatives ∇α ∈ õpLg(Uα) and ∇β ∈ õpLg(Uβ) considered on the overlap Uα ∩Uβ

are related by a gauge transformation in LB̂+(K(Uα ∩ Uβ)). Since LB̂+(K(Uα)) and
LB̂+(K(Uβ)) are naturally subgroups of LB̂+(K(Uα ∩ Uβ)), the above property does

not depend on the choice of representatives of the Lg-opers [∇α] ∈ OpLg(Uα) for each

α ∈ A. This defines the sheaf of Lg-opers OpLg.

6.2. Quasi-canonical form. Let U ⊂ Σ be open and [∇] := {[∇α] ∈ OpLg(Uα)}α∈A

be an element of OpLg(U). Call ∇̃ := {∇̃α ∈ opLg(Uα)}α∈A a representative of [∇] if

[∇̃α] = [∇α] for each α ∈ A. We shall say that this representative is in quasi-canonical

form if for each α ∈ A, ∇̃α is a quasi-canonical form as in Theorem 6.1 with respect
to the local coordinate tα : Uα → C, i.e. for each α ∈ A we have

∇̃α = d+

(
p−1 −

ϕα(tα)

h∨ ρ+
∑

i∈E

vα,i(tα)pi

)
dtα (6.7)

for some ϕα ∈ K(Uα) and vα,i ∈ K(Uα), i ∈ E. In this section we identify which
sheaves the collections of functions {ϕα}α∈A and {vα,i}α∈A, i ∈ E define sections of.

It suffices to consider an open subset U ⊂ Σ equipped with a pair of holomorphic
coordinates t : U → C and s : U → C, and to determine the gauge transformation
parameter in LB̂+(K(U)) relating quasi-canonical forms in each coordinate. In the
above notation, U corresponds to the overlap Uα ∩ Uβ of the open sets Uα and Uβ

with coordinates t = tα : Uα → C and s = tβ : Uβ → C, respectively. So suppose that

we start with a representative of an Lg-oper [∇] ∈ OpLg(U) which is in quasi-canonical
form in the t coordinate, as in Theorem 6.1:

∇ = d+ p−1dt−
ϕ(t)

h∨ ρdt+
∑

i∈E

vi(t)pidt.

In terms of the other coordinate s with t = µ(s) we have

∇ = d+ p−1µ
′(s)ds− ϕ(µ(s))

h∨ ρµ′(s)ds +
∑

i∈E

vi(µ(s))piµ
′(s)ds.
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This can be brought into quasi-canonical form in the s coordinate by performing a
gauge transformation by µ′(s)ρ ∈ LH(K(U)). Indeed, one finds that

µ′(s)ρ∇µ′(s)−ρ = d+ p−1ds−
ϕ̃(s)

h∨ ρds+
∑

i∈E

ṽi(s)pids

making use of the second relation in (2.8), and where we defined

− 1

h∨ ϕ̃(s) := − 1

h∨ϕ(µ(s))µ′(s)− µ′′(s)
µ′(s)

, (6.8a)

ṽi(s) := vi(µ(s))µ′(s)i+1, i ∈ E. (6.8b)

Here we will interpret the transformation property (6.8a) as well as (6.8b) in the case
i = 1. We will come back to (6.8b) for i ∈ E≥2 in §6.4 below.

We shall need the following notation. For any k ∈ Z, let us denote by Ωk := Ω⊗k

the kth tensor power6 of the canonical line bundle (i.e. the cotangent bundle) Ω over
Σ. We denote by U 7→ Γ(U,Ωk) the sheaf of meromorphic sections of Ωk. Also let
U 7→ Conn(U,Ω) denote the sheaf of meromorphic connections on Ω.

Theorem 6.5. Let U ⊂ Σ be open and ∇ be any quasi-canonical form of an Lg-oper
[∇] ∈ OpLg(U). The coefficient of ρ is the component of a connection in Conn(U,Ω).

Proof. The coefficient of ρ in ∇, or to be more precise the collection of coefficients of
ρ for every ∇α ∈ opLg(Uα) where ∇ = {∇α}α∈A relative to a cover {Uα}α∈A of U , is
independent of the choice of quasi-canonical form ∇ by Lemma 3.6.

In the local trivialization defined by the coordinate t, a meromorphic section of Ωk

is given by a meromorphic function f(t), and a connection Γ(U,Ωk)→ Γ(U,Ω ⊗ Ωk)
is a differential operator f(t) 7→ f ′(t)+A(t)f(t), specified by a meromorphic function
A(t), the component of the connection in this local trivialization. Here f ′(t)+A(t)f(t)
must transform as a section of Ω⊗ Ωk, which is to say that

f̃ ′(s) + Ã(s)f̃(s) =
(
f ′(t) +A(t)f(t)

)
µ′(s)k+1.

Now in fact

f̃ ′(s) + Ã(s)f̃(s) = ∂s

(
f(t)µ′(s)k

)
+ Ã(s)f(t)µ′(s)k

= f ′(t)µ′(s)k+1 + kf(t)µ′(s)k−1µ′′(s) + Ã(s)f(t)µ′(s)k

and we see that indeed A must transform as Ã(s) = A(t)µ′(s) − kµ′′(s)/µ′(s). On
comparing with (6.8a) the first result follows. �

6.3. Interlude: Comparison with finite type opers. Before proceeding, it is
interesting to compare the transformation properties (6.8) with those of opers of finite
type. To that end, we now briefly recall the situation for finite type opers. Suppose,
for this subsection only, that Lg is of finite type. Let U ⊂ Σ be an open subset with

6Recall that over P1, Ωk is defined for all k ∈ Z/2. In particular Ω1/2 is the tautological line bundle.
For our purposes with Lg affine we shall need only integer powers.
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two coordinates t : U → C and s : U → C. Define opLg(U) to be the affine space of
connections of the form

∇ := d+ p̄−1dt+ bdt, b ∈ Lb+(K(U)).

with p̄−1 :=
∑ℓ

i=1 f̌i, and define õpLg(U) to be the affine space of connections of the
form

∇̃ := d+

(
ℓ∑

i=1

ψif̌i + b

)
dt

with ψi a nonzero element of K(U) for each i ∈ I \ {0}, and with b ∈ Lb+(K(U)). (In

finite type Lb̂+ = Lb+ since Lnm = {0} for all m ≥ h∨.) Then the definition of the
space OpLg(U) of Lg-opers on U in (6.2) and Lemma 6.3 remains correct as written.

Let ρ̄ :=
∑ℓ

i=1 Λ̄i be the sum of the fundamental coweights Λ̄i of Lg. There is a unique

element p̄1 ∈ Ln+ such that {p̄−1, 2ρ̄, p̄1} form an sl2-triple:

[p̄−1, p̄1] = −2ρ̄, [2ρ̄, p̄±1] = ±2p̄±1. (6.9)

The analogue of Theorem 6.1 in finite type is the following statement: Each gauge
equivalence class [∇] ∈ OpLg(U) contains a unique representative of the form

∇ = d+ p̄−1dt+
∑

i∈Ē

v̄i(t)p̄idt, (6.10)

where the (multi)set Ē of exponents is now finite and where, for each i ∈ Ē we have
v̄i ∈ K(U) and p̄i ∈ Ln+ are elements such that

[p̄1, p̄i] = 0, [ρ̄, p̄i] = ip̄i. (6.11)

In terms of the new coordinate s with t = µ(s) we have

∇ = d+ p̄−1µ
′(s)ds+

∑

i∈Ē

v̄i(µ(s))p̄iµ
′(s)ds.

Similarly to the affine case above, we may first perform a gauge transformation by
µ′(s)ρ̄ ∈ LH(K(U)) to bring the p̄−1 term into the canonical form p̄−1ds, namely

µ′(s)ρ̄∇µ′(s)−ρ̄ = d+ p̄−1ds − ρ̄
µ′′(s)
µ′(s)

ds+
∑

i∈Ē

v̄i(µ(s))p̄iµ
′(s)i+1ds.

However, in contrast to the affine case, we are not yet done, because it is necessary –
in order to reach the canonical form – to remove the ρ̄ term by performing a further

gauge transformation by exp
(
p̄1

µ′′(s)
2µ′(s)

)
. One finds that

exp

(
p̄1
µ′′(s)
2µ′(s)

)
µ′(s)ρ̄∇µ′(s)−ρ̄ exp

(
−p̄1

µ′′(s)
2µ′(s)

)
= d+ p̄−1ds +

∑

i∈Ē

˜̄vi(s)p̄ids

(6.12)
using both the relations (6.11) and (6.9), and where we defined

˜̄v1(s) := v̄1(µ(s))µ′(s)2 − 1
2(Sµ)(s), (6.13a)

˜̄vi(s) := v̄i(µ(s))µ′(s)i+1, i ∈ Ē, i > 1. (6.13b)
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Here Sµ is the Schwarzian derivative of µ,

Sµ :=
µ′′′

µ′ −
3

2

(
µ′′

µ′

)2

.

Now, what (6.13) shows is that each of the v̄i, i > 1 transforms as a section of the
power Ωi+1 of the canonical bundle, but that v̄1 transforms as a projective connection ;
see [Fre04, Fre07]. Since (6.10) was the unique canonical form of the Lg-oper in this
chart, that means there is an isomorphism, in finite type Lg,

OpLg(U) ≃ Proj(U)×
∏

i∈Ē
i>1

Γ(U,Ωi+1), (6.14)

where Proj(U) denotes the space of projective connections on U .

Remark 6.6. Let us emphasise why, in the affine case, there is no analogue of the

second gauge transformation by exp
(
p̄1

µ′′(s)
2µ′(s)

)
performed above. When Lg is of affine

type it is the central element δ (and not ρ) which appears in the bracket [p1, p−1] = δ.
The derivation element ρ is not in the derived subalgebra. Hence, as we saw in Lemma
3.6, there is no way to remove the term −ϕ/h∨ρ dt from a quasi-canonical form via
LN̂+(K(U))-valued gauge transformations. Rather, the twist function ϕ forms part of
the data defining the underlying Lg-oper (and Theorem 6.5 gives its properties under
coordinate transformations). ⊳

6.4. Twisted cohomologies. Now we return to the case in which Lg is of affine type.
We would like to give a coordinate-independent description of the space of affine opers
analogous to (6.14) in finite types.

Let [∇] ∈ OpLg(U) be a meromorphic Lg-oper on an open subset U ⊂ Σ and let ∇
be a representative in quasi-canonical form. According to Theorem 6.5, the coefficient
of ρ in ∇ defines a (trivially flat, since we are working on a curve) connection on Ω
over U , which we denote by

∇|ρ : Γ(U,Ω) −→ Γ(U,Ω⊗ Ω),

If t : U → C is a coordinate on U then it can be written as f 7→ ∇|ρf = df−h∨−1ϕfdt
for some ϕ ∈ K(U). We therefore obtain a surjective map

OpLg(U) −։ Conn(U,Ω), [∇] 7−→ ∇|ρ (6.15)

into the space of meromorphic connections on Ω over U . Given any ∇ ∈ Conn(U,Ω),

we denote its preimage in OpLg(U) under the map (6.15) by OpLg(U)∇. This can be
seen as a coordinate-independent version, over an open subset of an arbitrary curve
U ⊂ Σ, of the space OpLg(P1)ϕ introduced in §3.4.

For each j ∈ Z, ∇|ρ induces a connection on the line bundle Ωj,

∇|ρ : Γ(U,Ωj) −→ Γ(U,Ω⊗ Ωj).

In a local coordinate t : U → C it takes the form f 7→ ∇|ρf = df − jh∨−1ϕfdt. The
transformation property (6.8b) suggests that the coefficient of pj in ∇, for each j ∈ E,
defines a section of Ωj+1. This is indeed the case for j = 1 since the coefficient of p1
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in ∇, i.e. the collection of coefficients of p1 for every ∇α ∈ opLg(Uα), is independent
of the choice of quasi-canonical form ∇ by Proposition 3.10. However, it is not quite
true for j ∈ E≥2 since, unlike the coefficient ϕα of ρ and vα,1 of p1 in (6.7), the
coefficient vα,j of pj, j ∈ E≥2 in each chart Uα depends on the choice of quasi-canonical
representative ∇α by Theorem 6.1. More precisely, as formulated in Theorem 3.7, the
coefficient of pj in ∇ is defined up to the addition of an element ∇|ρf .

Recall that a local system is a vector bundle equipped with a flat connection. In our
case, for each j ∈ E we have the local system (Ωj,∇|ρ) consisting of the line bundle
Ωj equipped with the connection ∇|ρ. Given any local system one has the associated
de Rham complex with coefficients in that local system. In our case it is

0 −→ Γ(U,Ωj)
∇|ρ−−→ Γ(U,Ω⊗ Ωj) −→ 0.

The de Rham cohomology of U with coefficients in (Ωj ,∇|ρ), or simply the twisted de
Rham cohomology, is then by definition the quotient

H1(U,Ωj,∇|ρ) := Γ(U,Ω⊗ Ωj)
/
∇|ρΓ(U,Ωj).

We now see that, for each j ∈ E≥2, the coefficient of pj in ∇ defines an element of this
twisted de Rham cohomology which is independent of the choice of quasi-canonical
form ∇. In other words, we have the following analogue of Theorem 6.5.

Proposition 6.7. Let U ⊂ Σ be open and ∇ be any quasi-canonical form of an Lg-
oper [∇] ∈ OpLg(U). For each j ∈ E≥2, the coefficient of pj belongs to H1(U,Ωj ,∇|ρ).
The coefficient of p1 belongs to Γ(U,Ω2). �

Combining this with Theorem 6.5 we arrive at the following.

Theorem 6.8. For any open subset U ⊂ Σ, the space OpLg(U) fibres over Conn(U,Ω)
and we have the isomorphism

OpLg(U)∇ ≃ Γ(U,Ω2)×
∏

j∈E≥2

H1(U,Ωj ,∇)

for the fibre over any connection ∇ ∈ Conn(U,Ω). �
Remark 6.9. Recall Corollary 3.9. One can also define the sheaf OpLg/Cδ of (Lg/Cδ)-
opers over Σ, and one has the analogue of the above theorem, with

OpLg/Cδ(U)∇ ≃
∏

j∈E

H1(U,Ωj ,∇)

for every ∇ ∈ Conn(U,Ω). ⊳

In the present paper, our main interest lies in Lg-opers over P1. What we need is the
analogous statement to Theorem 6.8 for the space Opreg

Lg
(P1)ϕX of global meromorphic

Lg-opers which are holomorphic on the complement X = C \ {zi}Ni=1 of the set of
marked points, as defined in §4.2.

For every j ∈ E, let us denote by ΓX(P1,Ωj+1) the space of global meromorphic
sections of Ωj+1 that are holomorphic onX. LetH1

X(P1,Ωj ,∇|ρ) be the corresponding
twisted cohomologies. Also let ConnX(P1,Ω) denote the space of global meromorphic
connections on Ω which are holomorphic on X.
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Theorem 6.10. Opreg
Lg

(P1)X fibres over ConnX(P1,Ω) and we have the isomorphism

Opreg
Lg

(P1)∇X ≃ ΓX(P1,Ω2)×
∏

j∈E≥2

H1
X(P1,Ωj,∇)

for the fibre over any ∇ ∈ ConnX(P1,Ω). �

7. Twisted homology and the integral pairing

Recall the integrals from Corollary 3.13. With Theorem 6.10 in hand we can give

a coordinate-independent description of functions on Opreg
Lg

(P1)∇X .

7.1. Twisted homology. Suppose U ⊂ X is an open subset with a holomorphic
coordinate t : U → C. In the trivialization defined by the coordinate t, a horizontal
section of the local system (Ωj,∇|ρ), for any j ∈ Z, is given by a holomorphic function

f on U such that df−jh∨−1ϕfdt = 0. Recall the multivalued holomorphic function P

on the complement X = C \ {zi}Ni=1 from (3.14): concretely, f is a constant multiple

of a univalued branch of Pj/h∨
over U .

Recall that a singular p-simplex in X is a continuous map σ : ∆p → X from the
standard p-simplex ∆p to X. (We shall need only p ∈ {0, 1, 2}.) Define a twisted
p-simplex in X of degree j to be a pair σ ⊗ f consisting of a singular p-simplex σ in
X together with a horizontal section f of (Ωj ,∇|ρ) over an open neighbourhood of
σ(∆p) in X. A twisted p-chain of degree j is then a finite formal sum

γ =
∑

k

σk ⊗ gk

of twisted p-simplices inX of degree j. Let Cp(X,Ω
j ,∇|ρ) be the (infinite-dimensional)

complex vector space of twisted p-chains in X of degree j, where scalar multiplication
of chains is by scalar multiplication of the horizontal sections. Recall that the usual
boundary operator sends a singular p-simplex σ to

∑p
k=0(−1)ksk where sk is the re-

striction of σ to the kth face of ∆p (which is canonically identified with ∆p−1). In our
twisted setting, the boundary operator ∂ is the linear map

∂ : Cp(X,Ω
j ,∇|ρ) −→ Cp−1(X,Ω

j ,∇|ρ), (7.1)

defined by σ ⊗ f 7→ ∑p
k=0(−1)ksk ⊗ fk where fk is the restriction of f to an open

neighbourhood of sk(∆p−1) inX. The property ∂2 = 0 follows from the same property
in the usual setting. The kernel of the map (7.1), which we denote by Zp(X,Ω

j ,∇|ρ),
is the space of closed twisted p-chains of degree j. The twisted homology of X is then
the quotient of vector spaces

H1(X,Ω
j ,∇|ρ) := Z1(X,Ω

j ,∇|ρ)/∂C2(X,Ω
j ,∇|ρ).

and its elements are twisted cycles of degree j.
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7.2. Twisted de Rham theorem. Let ω ∈ ΓX(P1,Ω ⊗ Ωj) and (σ, f) be a twisted
1-simplex in X of degree −j, for any j ∈ E. On an open neighbourhood U of σ(∆1)
we have the holomorphic 1-form fω ∈ ΓX(U,Ω). Define the integral of ω over σ ⊗ f
to be the usual integral of fω over the singular 1-simplex σ:

∫

σ⊗f
ω :=

∫

σ
fω.

Extending by linearity we have the integral
∫
γ ω over any γ ∈ C1(X,Ω

−j ,∇|ρ).
In the same way, one defines the integral of a 0-form ω ∈ ΓX(P1,Ωj) over a twisted

0-chain γ ∈ C0(X,Ω
−j ,∇|ρ); and also in principle of a 2-form over a twisted 2-chain,

although of course since we are on a curve the only meromorphic 2-form we have to
integrate is the zero 2-form.

Proposition 7.1 (Twisted Stokes’s theorem). Let p ∈ {0, 1}. For any p-form ω ∈
ΓX(P1,Ω∧p ⊗Ωj) and any twisted (p+ 1)-chain γ ∈ Cp+1(X,Ω

−j ,∇|ρ),
∫

γ
∇|ρω =

∫

∂γ
ω.

Proof. By linearity it suffices to consider γ = σ⊗ f with σ a singular (p+ 1)-simplex
on X and f a horizontal section of Ω−j over an open neighbourhood of σ(∆p+1). We
then have ∫

γ
∇|ρω =

∫

σ
f∇|ρω =

∫

σ
d(fω) =

∫

∂σ
fω =

∫

∂(σ⊗f)
ω =

∫

∂γ
ω,

where in the second equality we used d(fω) = (∇|ρf)ω + f∇|ρω = f∇|ρω (since f is
horizontal) and in the third equality we used the usual Stokes’s theorem. �

Proposition 7.2 (Complex de Rham theorem). There is a bilinear pairing between
twisted homologies and cohomologies, given by integrating twisted forms over twisted
chains:

Hi(X,Ω
−j ,∇|ρ)×H i

X(P1,Ωj,∇|ρ) −→ C, (γ, ω) 7−→
∫

γ
ω.

for i ∈ {0, 1} and any j ∈ E.

Proof. The fact that the integral pairing between forms and chains descends to a well-
defined pairing between homologies and cohomologies follows from the twisted version
of Stokes’s theorem above. �

8. Discussion

8.1. Smooth opers, Drinfel’d-Sokolov and (m)KdV. The present paper con-
cerned the role of affine opers in describing the spectrum of a (conjectured) family of
higher Hamiltonians for affine Gaudin models. Affine Miura opers also play a con-
ceptually quite distinct role in mathematical physics: namely they serve as the phase
space of classical generalized mKdV theories. In the latter context, the procedure of
Theorem 3.7 for putting an affine oper into quasi-canonical form essentially appears
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in the paper of Drinfel’d and Sokolov [DS85, §6]. Specifically, if one replaces mero-
morphic functions with smooth functions on the circle, and – crucially – if one sets
the twist function ϕ to zero, then our procedure in §3.5 coincides with the procedure
of [DS85] to construct the densities of Hamiltonians of the classical generalised Lg-
(m)KdV hierarchy. In what follows we elaborate on this last statement, and contrast
the two settings.

In our earlier definition of Lg-opers from §3 and of Miura Lg-opers from §4.1, one can
replace the algebra M of meromorphic functions on P1 by the algebra C∞(S1,C) of
smooth functions on the circle. On doing so, we obtain the spaces of smooth Lg-opers
OpLg(S

1) and Miura Lg-opers MOpLg(S
1) on S1. Furthermore, one may also consider

the spaces of smooth Lg/Cδ-opers OpLg/Cδ(S
1) and Miura Lg/Cδ-opers MOpLg/Cδ(S

1),

cf. Corollary 3.9 and §5.3. The phase space of Lg-mKdV can then be identified with
the set MOpLg/Cδ(S

1)0 of Miura Lg/Cδ-opers with zero twist function ϕ = 0. Indeed,

let σ : S1 → (0, 2π) denote the natural coordinate on the circle S1 = R/2πZ. Then a
connection ∇ ∈ MOpLg/Cδ(S

1)0 takes the form

∇ = d+ p−1dσ +
ℓ∑

i=1

ui(σ)αidσ (8.1)

where ui(σ) ∈ C∞(S1,C) are smooth functions on the circle, the classical Lg-mKdV
fields. Recalling that Lh′ is the span of the simple roots {αi}ℓi=0, here we implicitly
identify the quotient Lh′/Cδ with the span of the subset {αi}ℓi=1.

To go from mKdV to KdV we first need some definitions. Let Ln+ be the finite-
dimensional nilpotent Lie subalgebra of Ln+ generated by ěi, i = 1, . . . , ℓ. We may

form the infinite-dimensional nilpotent subalgebra Ln+(C∞(S1,C)) of the Lie algebra
Ln̂+(C∞(S1,C)) defined as a completion of Ln+ ⊗ C∞(S1,C) as in §3.1. The Baker-

Campbell-Hausdorff formula (3.1) then endows the vector space Ln+(C∞(S1,C)) with

the structure of a group which we denote by LN+(C∞(S1,C)). This is a subgroup of
LN̂+(C∞(S1,C)) defined just as in §3.2 but with M replaced by C∞(S1,C).

The canonical map MOpLg/Cδ(S
1)0 → OpLg/Cδ(S

1)0,∇ 7→ [∇] factors through

MOpLg/Cδ(S
1)0 −֒→ opLg/Cδ(S

1)0 −։ M := opLg/Cδ(S
1)0
/

LN+(C∞(S1,C)). (8.2)

The phase space of Lg-KdV is by definition the quotient space M . Consider now the
connection ∇ ∈ MOpLg/Cδ(S

1)0 given in (8.1) which we write as

∇ = d+ p̄−1dσ + f̌0dσ +

ℓ∑

i=1

ui(σ)αidσ ∈ opLg(S
1)0

with p̄−1 =
∑ℓ

i=1 f̌i. Since [ěi, f̌0] = 0 for i = 1, . . . , ℓ it follows that f̌0 is invariant

under the adjoint action of LN+(C∞(S1,C)) on Lĝ(C∞(S1,C)). Therefore, exactly
as in the finite-dimensional setting recalled in §6.3, the image of ∇ under the map
(8.2) has a unique representative of the form

d+ p−1dσ +
∑

i∈Ē

vi(σ)p̄idσ. (8.3)
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Here p̄1 denotes the unique element in Ln+ such that {p̄−1, 2ρ− 2h∨Λ0, p̄1} ⊂ Lg/Cδ
forms an sl2-triple, and the p̄i, i ∈ Ē span the kernel of ad p̄1 : Ln+ → Ln+. The
smooth functions vi(σ) ∈ C∞(S1,C) are the classical Lg-KdV fields.

Now Theorem 3.7, and in particular also Corollary 3.9, generalises to the smooth
setting. Therefore, starting from the smooth Miura Lg/Cδ-oper ∇ in (8.1) we obtain
a quasi-canonical form

d+ p−1dσ +
∑

i∈E

hi(σ)pidσ (8.4)

of the underlying smooth Lg/Cδ-oper [∇] ∈ OpLg/Cδ(S
1)0. Let g ∈ LN̂+(C∞(S1,C))

denote the gauge transformation parameter sending the Miura Lg/Cδ-oper (8.1) to
the quasi-canonical form (8.4). For any i ∈ E, the ith mKdV flow is given by

∂

∂ti
∇∂σ =

[
(g−1p−ig)+,∇∂σ

]
(8.5)

where Lg 7→ Ln+, X 7→ X+ is the canonical projection onto Ln+ relative to the Cartan
decomposition of Lg. Note that since p−i commutes with a≥2 in the quotient Lg/Cδ,
the expression g−1p−ig does not depend on the ambiguity in the quasi-canonical form
described in Theorem 3.7. Now the right hand side of (8.5) takes values in Lh′/Cδ
by [DS85, Lemma 6.7] so that equation (8.5) indeed defines a flow, for each i ∈ E, on
the phase space MOpLg/Cδ(S

1)0 of Lg-mKdV. Furthermore, these flows are mutually

commuting [DS85, Proposition 6.5] and define the Lg-mKdV hierarchy. Similarly, one
can also define commuting flows on the phase space M of Lg-KdV [DS85, §6.2], giving
rise to the Lg-KdV hierarchy.

The smooth functions hi(σ) ∈ C∞(S1,C) appearing in the quasi-canonical form
(8.4) are the densities of the Lg-(m)KdV Hamiltonians. Indeed, as in Theorem 3.7,
the hi are defined up to the addition of exact derivatives (now not twisted, since
ϕ = 0). To get gauge-invariant functions we should integrate them over a cycle, and
on the circle that leaves only one possibility. Thus, we obtain the following functions
on the phase space MOpLg/Cδ(S

1)0 of Lg-mKdV, or alternatively on the phase space

M of Lg-KdV:

Hi :=

∫ 2π

0
hi(σ)dσ, i ∈ E.

These are the Lg-(m)KdV Hamiltonians. They are conserved quantities under the
flows of both the Lg-mKdV hierarchy (8.5) and the Lg-KdV hierarchy [DS85, Proposi-
tion 6.6]. Moreover, they generate these flows with respect to certain Poisson brackets
on MOpLg/Cδ(S

1)0 and M , respectively [DS85, Propositions 6.11 and 6.10].

It is interesting to note that the equation (8.5) also defines a flow on MOpLg/Cδ(S
1)ϕ

for any choice of smooth function ϕ ∈ C∞(S1,C) since ρ 6∈ Lg′. In fact, one could
define Lg-mKdV flows in the analytic setting of the present paper with non-zero twist
function ϕ. In the case ϕ = 0, the Lg-(m)KdV flows have previously been discussed

in the analytic setting in [VW14] when Lg = ŝlN and in [VWW14] for Lg of type 2A2.
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8.2. Lg-(m)KdV on polygonal domains. As recalled in §8.1, the affine space of
Miura Lg-opers MOpLg(P1)ϕ considered in the present article does not quite correspond

to the phase space of Lg-mKdV. Indeed, for us the twist function ϕ plays a central
role in characterising the affine Gaudin model, just as in the classical case [Vic].

In the present section we show that the simple class of rational Miura Lg-opers in
MOpLg(P1)ϕ introduced in §4.1 can, nevertheless, alternatively be described in terms

of Miura Lg-opers of the mKdV-type as in (8.1), i.e. with zero twist function. The
price to pay, however, is that one then needs to work with multivalued Miura Lg-opers
defined over a polygonal region of the complex plane (whose shape now encodes the
same information as the twist function did). For this reason we prefer to keep the
twist function explicit and work with the space MOpLg(P1)ϕ.

Let us remark, in passing, that the situation described below is very reminiscent of
the relation between the modified sinh-Gordon equation and the sinh-Gordon equation
in the context of the massive ODE/IM correspondence [LZ10].

Recall the class of Miura Lg-opers of the form (4.3) introduced in §4.1. We consider
the analogous class of Miura Lg/Cδ-oper of the form

∇ = d+ p−1dz + ũ(z)dz − ϕ(z)

h∨ ρ dz, (8.6a)

where ũ ∈ (Lh′/Cδ)(M) is the rational function valued in Lh′/Cδ defined as

ũ(z) := −
N∑

i=1

λ̇i

z − zi
dz +

ℓ∑

i=1

(
mi∑

j=1

1

z − wi
j

−
m0∑

j=1

1

z − w0
j

)
αidz. (8.6b)

Here, by comparison with the expression (4.3), we have split the sum over the simple
poles at the Bethe roots into separate sums over the collection of Bethe roots wi

j ,

j = 1, . . . ,mi of the same colour i ∈ I = {0, . . . , ℓ}. We also implicitly identify the
subspace Lh′/Cδ of Lg′/Cδ with the span of the simple roots {αi}ℓi=1 and the subspaces
Lgn/Cδ for n 6= 0 with Lgn, as we did in §8.1.

Recall from §3.6 that ϕ(z) = ∂z log P(z). Fix a collection of cuts C ⊂ P1 between

the branch points zi of the multivalued function P1/h∨
on the Riemann sphere P1 and

let M denote the field of meromorphic functions on P1 \ C. From now on we fix a

branch of P1/h∨
which by abuse of notation we also denote by P1/h∨ ∈M.

By treating (8.6) as a Miura Lg/Cδ-oper on P1 \C and working over the larger field
M ⊃ M one can then remove the ρ term by performing a gauge transformation by
P(z)−ρ/h∨ ∈ LH(M). Using the second relation in (2.8) with n = −1 we find

∇̃ := P(z)−ρ/h∨∇P(z)ρ/h∨
= d+ p−1P(z)1/h∨

dz + ũ(z)dz. (8.7)

In order to bring ∇̃ back to the form of a Miura Lg′/Cδ-oper, consider the new variable
x defined as the indefinite integral

x :=

∫
P(z)1/h∨

dz =

∫ N∏

i=1

(z − zi)ki/h∨
dz, (8.8)

where in the second equality we used the explicit form (3.14) of the function P.
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Suppose, for simplicity, that all the zi, i = 1, . . . , N are real. It is then convenient
to relabel them so that they are ordered as z1 < z2 < . . . < zN . For generic ki ∈ C,
i = 1, . . . , N , a possible choice of cuts C ⊂ P1 is to take the following union of open
intervals along the real axis in the z-plane

C = (−∞, z1) ∪
N−1⋃

i=2

(zi, zi+1) ∪ (zN ,∞).

Let xi ∈ P1, for each i = 1, . . . , N , be the image of zi under the transformation (8.8),
and let xN+1 ∈ P1 denote the image of z = ∞. Suppose the xi, i = 1, . . . , N + 1
are all distinct and the ordered set (xi)

N
i=1 describes the adjacent vertices of a simple

polygonal domain P in the x-plane, where one of the xi’s could be infinite. In this
case, the transformation z 7→ x given in (8.8) defines a Schwartz-Christoffel mapping.
It is a biholomorphic map H→ P , i.e. a bijective holomorphic map whose inverse is
also holomorphic, from the upper-half H := {z ∈ C | ℑz ≥ 0} of the z-plane to the
polygon P in the x-plane. Each interval (zi, zi+1) for i = 1, . . . , N − 1 is sent to the
straight edge from xi to xi+1, while the semi-infinite intervals (−∞, z1) and (zN ,∞)
are sent to the edges connecting xN+1 to x1 and xN , respectively. The interior angles
αj of P at each of its vertices xj, for j = 1, . . . , N + 1, are given by

αi =
ki + h∨

h∨ π, for i = 1, . . . , N and αN+1 = −
∑N

i=1 ki + h∨

h∨ π.

Furthermore, the transformation z 7→ x maps the lower-half H = {z ∈ C | ℑz ≤ 0}
of the z-plane to the reflection P ′ in the x-plane of the polygonal domain P through
its edge connecting the vertices x1 and x2. The map z 7→ x in (8.8) therefore sends
the Riemann sphere P1, equipped with the global coordinate z on the dense open
subset C ⊂ P1, to another copy of the Riemann sphere P1, equipped with the global
coordinate x on an open and dense subset identified with the interior of the domain
P ∪P ′ in the x-plane. The case N = 2 is depicted in Figure 1. A very similar change
of coordinate to this particular example was considered in [Luk13] in the context of
the massive ODE/IM correspondence for the Fateev model.

z1 z2

γ
x1

x3

x2

x′
3

γ

|

|

||

|| P ′

P

Figure 1. A pochhammer contour γ in the case of two marked points
z1, z2 in the z-plane (left) and its image in the polygonal region P ∪P ′

in the x-plane (right). The edge xix3 is identified with xix
′
3 for i = 1, 2.
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Coming back to the connection (8.7), the pullback of the meromorphic differential
ũ(z)dz by the inverse transformation P1 → P1, x 7→ z gives a multivalued differential
û(x)dx, where û is the multivalued function on P1 given in the interior of the domain

P ∪P ′ of the x-plane by û(x) := P(z(x))−1/h∨
ũ(z(x)). Here we have used the fact that

dx/dz = P(z)1/h∨
. Therefore (8.7) can now be re-expressed as a multivalued Miura

Lg′/Cδ-oper on P1 which is meromorphic on P1 \ {xi}N+1
i=1 and given in the interior of

the polygonal domain P ∪ P ′ of the x-plane by

∇̃ = d+ p−1dx+

ℓ∑

i=1

ûi(x)αidx. (8.9)

Here we wrote û(x) =
∑ℓ

i=1 ûi(x)αi in the basis of simple roots {αi}ℓi=1. Comparing
the above expression (8.9) with the connection (8.1), it is tempting to regard the ûi(x)
for i = 1, . . . , ℓ as classical Lg-mKdV fields on the interior of the polygonal domain
P ∪ P ′ in the x-plane.

Just as in §8.1, one could also consider bringing the Miura Lg-oper (8.9) to a form
analogous to (8.3) in the smooth setting and define classical Lg-KdV fields v̂r(x), r ∈ E
on the interior of the polygonal domain P ∪P ′ as the coefficients of the p̄r, r ∈ E, i.e.

d+ p−1dx+
∑

r∈Ē

v̂r(x)p̄rdx. (8.10)

Suppose that the collection of Bethe roots wi
j , j = 1, . . . ,mi for i ∈ {1, . . . , ℓ} satisfy

the Bethe equations (4.7), or more explicitly

−
N∑

k=1

(λk|αc(j))

wi
j − zk

+

m∑

k=1
k 6=j

(αc(k)|αc(j))

wi
j − wi

k

= 0, j = 1, . . . ,mi,

for every i ∈ {1, . . . , ℓ}. Then it follows from Proposition 4.2 and the explicit form
(8.6) of the connection ∇ we started with in the z-plane, that the v̂r(x), r ∈ Ē are
holomorphic at the images x(wi

j) of these Bethe roots under the Schwarz-Christoffel

transformation (8.8). However, each v̂r(x), r ∈ Ē will generically still be singular at
the images x(w0

j ), j = 1, . . . ,m0, of the Bethe roots of “colour” 0. (By contrast, let us

stress that there exists a quasi-canonical form of the affine Lg-oper in which all Bethe
roots are erased, as in Corollary 4.4.)

Multivalued Lg-opers of the form (8.10) but with a certain irregular singularity
were conjectured in [FF11] to describe the spectrum of quantum g-KdV. Specifically,

it was shown that in the case g = ŝl2 such Lg-opers are equivalent to the Schrödinger
operators with ‘monster’ potentials used to describe the spectrum of both local and
non-local integrals of motion in quantum KdV theory via the ODE/IM correspondence
[DT99, BLZ01, BLZ03, DDT07].

In the ODE/IM setting, it was recently shown in [FH16] and [MRV16, MRV17]

that a certain QQ̃-system can be extracted from both sides of the ‘KdV-oper’ corre-
spondence proposed in [FF11], providing strong evidence in support of the conjecture.
By contrast, the proposal of the present work is a direct approach to establishing a
correspondence between the spectra of quantum Gaudin models of affine type and
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opers of Langlands-dual affine type. It relies on the idea that, in close parallel with
the well-established correspondence in finite types, the spectrum can be obtained from
a (quasi-)canonical form of the (affine) oper.

8.3. Classical limit of higher Gaudin Hamiltonians. One of the motivations for
Conjectures 5.1 and 5.3 comes from the structure of higher local integrals of motion
in classical affine Gaudin models [Vic], constructed in [LMV17] when the underlying
finite-dimensional simple Lie algebra ġ, cf. §5.1, is of classical type.

Specifically, to every exponent i ∈ E and every zero x of the twist function, i.e.
an x ∈ C such that ϕ(x) = 0, is assigned an element Qx

i of a certain completion

Ŝk(g′⊕N ) of the quotient of the symmetric algebra of g′⊕N by the ideal generated by

the elements k(j)−kj, j = 1, . . . , N . These were obtained by generalising the approach

of [EHMM99], where certain ġ-invariant homogeneous polynomials Pi : ġ×(i+1) → C
of degree i + 1 were constructed for each i ∈ E. Extending these to g′/Ck ∼=C Lġ as
Pi(xm, . . . , yn) := Pi(x, . . . , y)δm+...+n,0 for any x, . . . , y ∈ ġ and m, . . . , n ∈ Z, they
can be applied to the first tensor factor of the local Lax matrix (5.11). The resulting

Ŝk(g′⊕N )-valued meromorphic functions on P1 are then evaluated at any zero x of
the twist function to produce the charges Qx

i , i ∈ E. The collection of these charges

was shown in [LMV17] to form a Poisson commutative subalgebra of Ŝk(g′⊕N ), i.e.

{Qx
i , Q

x′
j } = 0 for every i, j ∈ E and any pair of zeroes x, x′ of the twist function.

We also expect the operators Sj(z), j ∈ E in Conjecture 5.1 to be built from the
local Lax matrix L(z) in a similar way. Furthermore, reintroducing Planck’s constant
~ to take the classical limit, we expect the dependence of the integral (5.4) on ~ to
come in the form ∫

γ
P(z)−i/~h∨

Si(z)dz.

In the classical limit ~→ 0 such an integral localises, by the steepest descent method,
at the critical points of the function P(z). Yet these are nothing but the zeroes of
the twist function ϕ(z) = ∂z log P(z). Moreover, for generic zi, i = 1, . . . , N the
number of zeroes of the twist function is N − 1, which coincides with the number
of linearly independent cycles from Corollary 3.13. We thus expect that the higher
affine Gaudin Hamiltonians Q̂γ

i of Conjecture 5.1 provide a quantisation of the local
integrals of motion Qx

i for classical affine Gaudin models in [LMV17].
Strictly speaking, the classical field theories correspond to classical affine Gaudin

models with reality conditions and various other generalizations [Vic]. To understand
the corresponding quantum field theories in the present framework, one would need to
extend the constructions above to, in particular, the cyclotomic case and the case of
irregular singularities. In finite types, such generalizations of quantum Gaudin models
were studied in [VY16, VY17d] and [FFTL10, VY17c] respectively.

8.4. Two-point case. One natural arena in which to test the conjectures in §5.2

is the special case of N = 2 marked points and g′ = ŝl2. As was noted in [FF11,
§6.4], in that case the GKO coset construction [GKO86] means that one already has
candidates for the higher affine Gaudin Hamiltonians, namely the Integrals of Motion
of quantum KdV acting in multiplicity spaces. With that in mind, it is interesting
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to note that Bethe equations of a two-point Gaudin model of type ŝl2 appeared in
[FJM17, §7.3] as limits of Bethe equations for quantum toroidal algebras.

Appendix A. Hyperplane arrangements and quadratic Hamiltonians

A.1. The Aomoto complex. Fix coordinates z1, . . . , zN , w1, . . . , wm on CN × Cm.
Let CN+m denote the hyperplane arrangement in CN ×Cm consisting of the following
affine hyperplanes:

Hij : wi − wj = 0, 1 ≤ i < j ≤ m,
Hj

i : wi − zj = 0, 1 ≤ i ≤ m, 1 ≤ j ≤ N,
H ij : zi − zj = 0, 1 ≤ i < j ≤ N.

A weighting of the hyperplane arrangement CN+m means a map a : CN+m → C,
i.e. an assignment to every hyperplane H of a number a(H) ∈ C called its weight.
Suppose we fix such a weighting. The corresponding master function is by definition

Φ :=
∑

H∈CN+m

a(H) log lH ,

where lH = 0 is an affine equation for the hyperplane H. It is a multivalued function
on the complement of the arrangement,

U(CN+m) := (CN × Cm) \ CN+m.

Let L denote the trivial line bundle, over this complement U(CN+m), equipped with
the flat connection given by

dΦf = df + (dΦ)f,

where f is any holomorphic function on U(CN+m) and d is the de Rham differential.
Let Ω•(L ) denote the complex of U(CN+m)-sections of the holomorphic de Rham
complex of L . That means, Ω•(L ) is isomorphic as a vector space to the usual de
Rham complex of holomorphic forms on U(CN+m), but with the differential

dΦx = dx+ dΦ ∧ x.

The Orlik-Solomon algebra [OS80] A• =
⊕m

p=0 Ap can be defined as the C-algebra
of differential forms generated by 1 and the one-forms

d log lH = dlH/lH , H ∈ CN+m.

Notice that dx = 0 for all x ∈ A•. We have dΦ(Ak) ⊂ Ak+1. The complex (A•, dΦ)
is called the Aomoto complex or the complex of hypergeometric differential forms of
weight a. There is an inclusion of complexes

(A•, dΦ) −֒→ (Ω•(L ), dΦ).
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A.2. Kac-Moody data. Let g be any Kac-Moody Lie algebra with symmetrizable
Cartan matrix of size r. Let B be the (non-extended) symmetrized Cartan matrix of
g. A realization of this Kac-Moody Lie algebra involves the choice of the following
data:

(1) A finite-dimensional complex vector space h;
(2) A non-degenerate symmetric bilinear form (·, ·) : h× h→ C;
(3) A collection α1, . . . , αr ∈ h∗ of linearly independent elements (the simple roots)

such that B = ((αi, αj))
r
i,j=1.

Let g̃ denote “the Kac-Moody algebra g but without Serre relations” – see [SV91,
Section 6] for the precise definition. One has g̃ = ñ− ⊕ h⊕ ñ+, where ñ− and ñ+ are
free Lie algebras in generators Fi and Ei, i = 1, . . . , r, respectively. For any weight
λ ∈ h∗ let Mλ denote the Verma module over g̃ of highest weight λ and let M∗

λ denote
its contragredient dual. The Shapovalov form is a certain bilinear form defined on g̃
and on each weight subspace of Mλ. The quotient g̃/ kerS is the Kac-Moody algebra
g. The quotient Lλ

∼= Mλ/ ker S is the irreducible g module of highest weight λ. We
can regard the Shapovalov form S on Mλ as a map Mλ →M∗

λ . Then we can identify
Lλ with the image of Mλ in M∗

λ , i.e.

Lλ = S(Mλ) ⊂M∗
λ .

Now fix weights λ1, . . . , λN ∈ h∗ and a tuple (k1, . . . , kr) ∈ Zr
≥0 and consider the

subspace (
N⊗

i=1

M∗
λi

)

λ∞

of weight

λ∞ :=

N∑

i=1

λi −
r∑

j=1

kjαj.

Set m = k1 + · · · + kr and consider the arrangement CN+m as above. We assign
“colours” 1, . . . , r to the coordinates w1, . . . , wm in such a way that ki of them have
colour i, for each i. Pick any κ ∈ C×. The inner products amongst the weights λi

and roots αi defines a weighting of the arrangement CN+m. Namely:

a(H ij) = (λi, λj)/κ, a(H i
j) = −(λi, αc(j))/κ, a(Hij) = (αc(i), αc(j))/κ, (A.1)

where c(i) is the colour of the coordinate wi for each i = 1, . . . ,m, cf. (4.8).

A.3. Eigenvectors of the quadratic Gaudin Hamiltonians. In [SV91, Section
7] Schechtman and Varchenko define a map

η̃ :

(
N⊗

i=1

M∗
λi

)

λ∞

−→ Ωm(L )

and prove that it obeys

dΦη̃(x) =
1

κ

∑

i<j

η̃(Ωijx) ∧ d log(zi − zj). (A.2)
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Here Ωij are certain endomorphisms of M∗
λi
⊗M∗

λj
whose definition can be found in

[SV91, Section 7]. Their important property here is that on the subspace Lλi
⊗ Lλj

,
Ωij coincides with the action of the element Ξ of the Kac-Moody algebra g. (Recall,
the element Ξ is the element of the formal sum

∑
α gα⊗g−α over root spaces, defined

by the standard bilinear form on g of [Kac90, Chapter 2].)
The statement (A.2) is Theorem 7.2.5′′ in [SV91]. Note that the differential dη̃ in

the statement of Theorem 7.2.5′′ is the differential in Ω•(L ), i.e. dΦη in our notation.
(This is stated explicitly in Theorem 7.2.5′.)

Let

Θ ∈
(

N⊗

i=1

Mλi

)

λ∞

⊗
(

N⊗

i=1

M∗
λi

)

λ∞

be the canonical element. Consider the image of Θ under the map S ⊗ η̃. The result
is an element

Ψ := (S ⊗ η̃)Θ ∈
(

N⊗

i=1

Lλi

)

λ∞

⊗ Ωm(L )

which obeys

dΦΨ =

(
1

κ

∑

i<j

Ξij d log(zi − zj)
)
∧Ψ. (A.3)

We have the trivial fibre bundle π : CN × Cm ։ CN given by projecting along Cm.
Now Ψ can be uniquely written in the form

Ψ = ψdw1 ∧ · · · ∧ dwm + ψ′,

where ψ is a
(⊗N

i=1 Lλi

)
λ∞

-valued holomorphic function on the complement U(CN+m)

of the arrangement and where ψ′ is a
(⊗N

i=1 Lλi

)
λ∞

-valued holomorphic m-form on

U(CN+m) whose pull-back to each fibre vanishes. (That is, informally, ψ′ has factors
of dzi.)

The function ψ is the weight function, or Schechtman-Varchenko vector. Now the
image of η̃ is in fact in the subspace Am →֒ Ωm(L ) of hypergeometric forms and
these are closed as we noted above. So dΨ = 0 and hence dΦΨ = dΦ ∧ Ψ. Therefore
the identity (A.3) becomes

m∑

i=1

∂Φ

∂wi
dwi ∧ ψ′ +

N∑

i=1

∂Φ

∂zi
dzi ∧Ψ =

1

κ

N∑

i=1

∑

j 6=i

Ξij

zi − zj
dzi ∧Ψ. (A.4)

Assume that
∂Φ

∂wi
= 0, for i = 1, . . . ,m, (A.5)

i.e. assume we are at a critical point of the pull-back of the master function to the fibre.
On inspecting the weighting of the arrangement in (A.1), one sees that equations (A.5)
are the Bethe ansatz equations. Now take the inner derivative ¬∂/∂zi of (A.4) and
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then pull back to the fibre. (That is, consider the coefficient of dzi∧dw1∧ · · · ∧dwm.)
The resulting equality of top-degree forms on the fibre gives

κ
∂Φ

∂zi
ψ =

∑

j 6=i

Ξij

zi − zj
ψ. (A.6)

In other words, ψ is an eigenvector of the quadratic Gaudin Hamiltonians, with the
eigenvalue κ ∂Φ

∂zi
. It is known that if the critial point (A.5) is isolated then this eigen-

vector ψ is nonzero. Indeed, this follows from [Var11, Theorem 9.13]; see, for example,
the proof of [VY17a, Theorem 9.17].

A.4. KZ solutions. A related but slightly less direct way to derive the Bethe ansatz
for the quadratic Gaudin Hamilitonians starting with (A.3) is to go via asymptotics
of solutions of the KZ equations in terms of hypergeometric integrals, as in [RV95].
For comparision, and also because hypergeometric integrals appear in a quite different
role in the present paper, we now briefly recall this method. Let us re-write (A.4) but
now include the term dΨ (which as we noted above is actually zero). We obtain

N∑

i=1

∂ψ

∂zi
dzi ∧ dw + dψ′ +

m∑

i=1

∂Φ

∂wi
dwi ∧ψ′ +

N∑

i=1

∂Φ

∂zi
dzi ∧Ψ =

1

κ

N∑

i=1

∑

j 6=i

Ξij

zi − zj
dzi ∧Ψ,

where dw := dw1 ∧ . . . ∧ dwm. Now upon taking the inner derivative ¬∂/∂zi of this
equation and pulling back to the fibres of the trivial fibre bundle π : CN ×Cm ։ CN

we obtain the equation

∂ψ

∂zi
dw +

∂Φ

∂zi
ψdw −

m∑

j=1

dwj ∧
(

∂

∂wj
χi +

∂Φ

∂wj
χi

)
=

1

κ

∑

j 6=i

Ξij

zi − zj
ψdw,

where χi denotes the pullback to the fibre of the inner derivative ¬∂/∂zi applied to
ψ′. Next, we multiply this last equation through by the multivalued function eΦ and
integrate over an m-dimensional twisted cycle Γ in the fibre, along which this function
is single-valued. Since the bracketed sum on the left-hand side is the twisted derivative
of the function χi, it vanishes once we take the integral over Γ. We therefore end up
with

κ
∂

∂zi

∫

Γ
eΦψdw =

∑

j 6=i

Ξij

zi − zj

∫

Γ
eΦψdw,

which expresses the fact that the integral
∫
Γ e

Φψdt is a solution of the KZ equation.
The eigenvalue equation (A.6) can be recovered in the limit κ → 0 by applying the
method of steepest descent to this integral solution, which localises in this limit to
the isolated zeroes of the Bethe equations (A.5). This is to be contrasted with the
discussion of the classical limit of the higher affine Gaudin Hamiltonians in §8.3.
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CUBIC HYPERGEOMETRIC INTEGRALS

OF MOTION IN AFFINE GAUDIN MODELS

SYLVAIN LACROIX, BENOÎT VICEDO, AND CHARLES YOUNG

Abstract. We construct cubic Hamiltonians for quantum Gaudin models of affine
types ŝlM . They are given by hypergeometric integrals of a form we recently con-
jectured in [LVY]. We prove that they commute amongst themselves and with
the quadratic Hamiltonians. We prove that their vacuum eigenvalues, and their
eigenvalues for one Bethe root, are given by certain hypergeometric functions on a
space of affine opers.

1. Introduction

The quantum Gaudin model [Gau14] can be defined for any symmetrizable Kac-
Moody Lie algebra g. One chooses a collection z1, . . . , zN of distinct points in the
complex plane and the model is defined by its quadratic Hamiltonians, which are the
elements

Hi =

N∑

j=1
j 6=i

Ξ(ij)

zi − zj
, i = 1, . . . , N,

of the (suitably completed) tensor product U(g⊕N ), where Ξ is the canonical element
of g⊗g coming from the invariant bilinear form on g. In finite types g, these quadratic
Hamiltonians are known to belong to a large commutative subalgebra B ⊂ U(g⊕N )
called the Bethe or Gaudin algebra, which is generated by the Hi together with the
central elements of U(g⊕N ) and also (when rank(g) > 1) certain families of higher

Gaudin Hamiltonians [FFR94, Fre05, Tal06, MTV06, Ryb08, Mol13, Ryb]. It is an
interesting open question whether analogues of these higher Hamiltonians also exist
when g is of affine type. Of particular interest is the case when g is of untwisted
affine type since it is expected that quantum integrable field theories can be described
as affine Gaudin models associated with such Kac-Moody Lie algebras [FF11, Vic].
In a recent paper, [LVY], we conjectured that higher Hamiltonians do exist for g
of untwisted affine type, and gave a broad conjecture for the form they should take
as well as a precise conjecture for their eigenvalues on tensor products of irreducible
highest-weight g-modules. According to [LVY] both the higher Hamiltonians and their
eigenvalues should be given by integrals of hypergeometric type in the spectral plane
(i.e. the copy of C containing the marked points z1, . . . , zN ).

In the present paper, we check the simplest case of those conjectures. The prediction
is that there is a family of higher Hamiltonians for each exponent of g. Recall that,
when g is of affine type, the exponents are a countably infinite (multi)set of integers
whose pattern repeats modulo the Coxeter number (see e.g. [Kac90]). The quadratic

1
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2 SYLVAIN LACROIX, BENOÎT VICEDO, AND CHARLES YOUNG

Hamiltonians are associated with the exponent 1. The next case to check is that of
Hamiltonians associated to cubic symmetric invariant tensors on the underlying finite-
type Lie algebra. Such tensors in fact exist only in types AM−1 (i.e. slM ) with M ≥ 3.
Equivalently, 1AM−1 are the only untwisted affine types for which 2 is an exponent.
In this paper we specialize to those types. We construct the cubic Hamiltonians and
show that they commute amongst themselves and with the quadratic Hamiltonians.
We also show that their eigenvalues are as predicted in [LVY] at least for Bethe vectors
corresponding to 0 or 1 Bethe roots.

The paper is structured as follows.

In §2 we recall details of the affine algebra ŝlM , its local completion and its vacuum
Verma module. We also recall very briefly some concepts about vertex algebras.

In §3 we define the algebra of observables of the quantum Gaudin model, and define
the states ς1(z) and ς2(z) used to construct the quadratic and cubic Hamiltonians
respectively. The main technical results of the paper are then Theorems 3.3 and 3.4.
The former shows that the (0)th products (in the sense of vertex algebras) between
these states vanish modulo certain twisted derivatives and translates. The latter shows
that the same is true of the action of the diagonal copy of ŝlM on ςi(z), i = 1, 2.

These statements allow us to prove our main result, Theorem 3.8, which establishes
that the quadratic and cubic Hamiltonians commute amongst themselves and with

the diagonal action of ŝlM . The Hamiltonians Q̂γ
i , i = 1, 2, are defined in (3.14): the

superscript γ denotes a Pochhammer contour in C \ {z1, . . . , zN}.
(There is a slight subtlety because the Q̂γ

1 are not exactly the standard quadratic

Hamiltonians Hj . Thus, we also show in Theorem 3.8 that the Q̂γ
i , i = 1, 2, commute

with the Hj . We do so using another result, Theorem 3.5.)

In §4 we recall the conjectured eigenvalues for the Hamiltonians Q̂γ
i , i = 1, 2,

from [LVY]. Namely, the eigenvalues are obtained by putting a certain affine oper

(coming from an affine Miura oper) into quasi-canonical form, and then integrating
the resulting coefficient functions vi(z), i = 1, 2, along the same contour γ.

In §5 we check that the predicted eigenvalues of the cubic Hamiltonians are correct
(for the quadratic Hamiltonians see [LVY]) for Bethe vectors with 0 and 1 Bethe roots,
i.e. for the vacuum state and for Bethe eigenstates at one step down in the principal
gradation.

Finally, in §6 we consider the special case of only N = 2 marked points. In that
case we show that our Hamiltonians Q̂γ

i , i = 1, 2 coincide up to rescaling with the zero
modes of, respectively, the GKO coset conformal vector ω, [GKO86], and a state W
constructed in [BBSS88]. It is known that, after certain further specializations, these
generate a copy of the W3 algebra. This provides an interesting arena for checking
conjectures about higher Hamiltonians, since higher integrals of motion of the W3

algebra are already known.

Acknowledgements. CY is grateful to E. Mukhin for interesting discussions. SL thanks
F. Delduc and M. Magro for interesting discussions. This work is partially supported
by the French Agence Nationale de la Recherche (ANR) under grant ANR-15-CE31-
0006 DefIS.
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CUBIC HYPERGEOMETRIC INTEGRALS OF MOTION IN AFFINE GAUDIN MODELS 3

2. Vacuum verma modules for ŝlM

2.1. Loop realization of ŝlM . We work over C. Pick and fix an integer M ≥ 3.
Let slM [t, t−1] = slM ⊗ C[t, t−1] denote the Lie algebra of Laurent polynomials, in a
formal variable t, with coefficients in the finite-dimensional simple Lie algebra slM .
The Lie bracket on slM [t, t−1] is given by [a ⊗ f(t), b ⊗ g(t)] := [a, b] ⊗ f(t)g(t) for
any a, b ∈ slM and f(t), g(t) ∈ C[t, t−1]. Let (·|·) : slM × slM → C be the standard
bilinear form on slM . It is given by

(X|Y ) := tr(XY ) (2.1)

where tr denotes the trace in the defining M ×M matrix representation. The affine

algebra ŝlM is the central extension of slM [t, t−1] by a one dimensional centre Ck,

0 −→ Ck −→ ŝlM −→ slM [t, t−1] −→ 0,

whose commutation relations are given by [k, ·] = 0 and

[a⊗ f(t), b⊗ g(t)] := [a, b]⊗ f(t)g(t)− (rest fdg)(a|b)k.
Let an := a⊗ tn for a ∈ slM and n ∈ Z. The commutation relations can equivalently
be written as

[am, bn] = [a, b]n+m − nδn+m,0(a|b)k.
Define the Lie algebra

g := ŝlM ⊕ Cd,

by declaring that the derivation element d obeys [d, k] = 0 and [d, a⊗f(t)] = a⊗t∂tf(t)
for all a ∈ slM and f(t) ∈ C[t, t−1].

2.2. Kac-Moody data. Recall, for example from [Kac90], that the Lie algebra g is
isomorphic to the Kac-Moody algebra over C of type 1AM−1. The Cartan matrix is
A := (aij)

M−1
i,j=0 = (2δij − δi+1,j − δi−1,j)

M−1
i,j=0, where addition of indices is modulo M .

Fix a Cartan decomposition g = n− ⊕ h⊕ n+ and sets of Chevalley-Serre generators
{ei}M−1

i=0 ⊂ n+, {fi}M−1
i=0 ⊂ n−. Let {α̌i}M−1

i=0 ⊂ h be the simple coroots of g and

{αi}M−1
i=0 ⊂ h∗ the simple roots. They obey aij = 〈αj , α̌i〉 for i, j ∈ {0, 1, . . . ,M − 1},

where 〈·, ·〉 : h∗ × h → C is the canonical pairing of the Cartan subalgebra h and its
dual h∗. The defining relations of g are then

[x, ei] = 〈αi, x〉ei, [x, fi] = −〈αi, x〉fi, (2.2a)

[x, x′] = 0, [ei, fj] = α̌iδi,j, (2.2b)

for any x, x′ ∈ h and i, j ∈ {0, 1, . . . ,M − 1}, together with the Serre relations

(ad ei)
1−aij ej = 0, (ad fi)

1−aij fj = 0. (2.2c)

The centre of g is one dimensional and spanned by the central element k :=
∑M−1

i=0 α̌i.

The Cartan subalgebra has a basis consisting of the simple coroots {α̌i}M−1
i=0 together

with the derivation element d, which obeys

〈αi, d〉 = δi,0.

(This condition fixes d uniquely up to the addition of a multiple of k.)
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4 SYLVAIN LACROIX, BENOÎT VICEDO, AND CHARLES YOUNG

The matrix (aij)
M−1
i,j=1 obtained by removing the zeroth row and column of A is the

Cartan matrix of finite type AM−1, with slM the corresponding finite-dimensional
simple Lie algebra. We can identify slM with the subalgebra of g generated by
{ei}M−1

i=1 ⊂ n+ and {fi}M−1
i=1 ⊂ n−, and then the defining relations are as above.

Let ḣ := spanC{α̌i}M−1
i=1 ⊂ slM denote its Cartan subalgebra and ḣ∗ = spanC{αi}M−1

i=1

its dual. Let {ωi}M−1
i=1 ⊂ ḣ∗ and {ω̌i}M−1

i=1 ⊂ ḣ be respectively the fundamental weights
and coweights of slM .

2.3. Local completion and vacuum Verma module. For any k ∈ C, let Uk(ŝlM )

denote quotient of the enveloping algebra of ŝlM by the two-sided ideal generated by

k−k. For each n ∈ Z≥0 define the left ideal Jn := Uk(ŝlM ) ·(slM ⊗ tnC[t]). That is, Jn

is the linear span of monomials of the form ap . . . bqcr with r ≥ n, c ∈ slM , and some
non-negative number of elements a, . . . , b ∈ slM and mode numbers p, . . . , q ∈ Z. The

inverse limit Ũk(ŝlM ) := lim←−Uk(ŝlM )
/
Jn is a complete topological algebra, called the

local completion of U(ŝlM ) at level k. By definition, elements of Ũk(ŝlM ) are (possibly

infinite) sums
∑

m≥0 Xm of elements Xm ∈ Uk(ŝlM ) which truncate to finite sums
when one works modulo any Jn, i.e. for every n, Xm ∈ Jn for all sufficiently large m.

A module M over ŝlM is called smooth if, for all a ∈ slM and all v ∈ M, anv = 0
for all sufficiently large n. A module M has level k if k − k acts as zero on M. Any

smooth module of level k over ŝlM is also a module over Ũk(ŝlM ).

We have the Lie subalgebra slM [t]⊕Ck ⊂ ŝlM . Let C |0〉k denote the one-dimensional

representation of this Lie algebra given by (k−k) |0〉k = 0 and an |0〉k = 0 for all n ≥ 0

and all a ∈ slM . Let Vk
0 denote the induced ŝlM -module:

Vk
0 = U(ŝlM )⊗U(slM [t]⊕Ck) C |0〉k .

This module Vk
0 is called the vacuum Verma module of level k. It is a smooth module.

Concretely, Vk
0 is the linear span of vectors of the form ap . . . bq |0〉k with a, . . . , b ∈ slM

and strictly negative mode numbers p, . . . , q ∈ Z≤−1. Elements of Vk
0 are called states.

Let [T, ·] be the derivation on Uk(ŝlM ) defined by [T, an] := −nan−1 and [T, 1] := 0.

By setting T (X |0〉k) := [T,X] |0〉k for any X ∈ Uk(ŝlM ), one can then regard T also
as a linear map Vk

0 → Vk
0, called the translation operator.

2.4. Vertex algebra structure. For every state A ∈ Vk
0 and every n ∈ Z, there is

an element A(n) ∈ Ũk(ŝlM ), the nth formal mode of A. These modes can be arranged
into a formal power series

Y [A, u] :=
∑

n∈Z
A(n)u

−n−1 (2.3)

where Y [·, u] is called the formal state-field map. Their definition is as follows.

First, if A = a−1 |0〉k for some a ∈ slM then A(n) := an for all n ∈ Z, i.e.

Y [a−1 |0〉k , u] :=
∑

n∈Z
anu−n−1.
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Next, for all states A,B ∈ Vk
0,

Y [TA, u] := ∂uY [A, u] and Y [A(−1)B,u] := :Y [A, u]Y [B,u] :

where

:Y [A, u]Y [B,u] : :=

(∑

m<0

A(m)u
−m−1

)
Y [B,u] + Y [B,u]

(∑

m≥0

A(m)u
−m−1

)
(2.4)

is called the normal ordered product. These assignments together recursively define
Y [C, u] for all C ∈ Vk

0 (by writing C = a−nB for some a ∈ slM , n ∈ Z≥1 and B ∈ Vk
0).

The state-field map Y (·, u) : Vk
0 → Hom(Vk

0 , Vk
0((u))) is obtained from Y [A, u] by

sending each formal mode to its image in End(Vk
0). This map Y (·, u) obeys a collection

of axioms that make Vk
0 into a vertex algebra; see e.g. [FBZ04].

3. Quadratic and cubic Hamiltonians

3.1. The algebra of observables. Let k := (ki)
N
i=1 be a collection of N ∈ Z≥1

complex numbers ki 6= −M for i = 1, . . . , N . Consider the tensor product

Vk
0 := Vk1

0 ⊗ . . . ⊗VkN
0

of vacuum Verma modules. We can regard it as a module over the direct sum ŝl
⊕N

M

of N copies of ŝlM . Let A(i) ∈ ŝl
⊕N

M denote the copy of A ∈ ŝlM in the ith direct

summand. Let C |0〉k denote the one-dimensional representation of the Lie subalgebra

(slM [t]⊕ Ck)⊕N ⊂ ŝl
⊕N

M defined by (k(i) − ki) |0〉k = 0 and a
(i)
n |0〉k = 0, for all n ≥ 0,

all a ∈ slM , and all i ∈ {1, . . . , N}. Then Vk
0 is the induced ŝl

⊕N

M -module:

Vk
0 = U(ŝl

⊕N

M )⊗U((slM [t]⊕Ck)⊕N ) C |0〉k .

Let Uk(ŝl
⊕N

M ) denote the quotient of U(ŝl
⊕N

M ) by the two-sided ideal generated by

k(i) − ki for all i ∈ {1, . . . , N}. We have the isomorphism

Uk(ŝl
⊕N

M ) ∼= Uk1(ŝlM )⊗ · · · ⊗ UkN
(ŝlM ),

which sends A(i) ∈ ŝl
⊕N

M ⊂ Uk(ŝl
⊕N

M ) to 1⊗i−1 ⊗ A ⊗ 1⊗N−i. Let JN
n denote the left

ideal in Uk(ŝl
⊕N

M ) generated by a
(i)
r for all r ≥ n, a ∈ slM and all i ∈ {1, . . . , N}. Let

Ũk(ŝl
⊕N

M ) := lim←−Uk(ŝl
⊕N

M )
/
JN

n denote the inverse limit. It is a complete topological
algebra, and

Ũk(ŝl
⊕N

M ) ∼= Ũk1(ŝlM ) ⊗̂ · · · ⊗̂ ŨkN
(ŝlM ),

where ⊗̂ denotes the completed tensor product. We call Ũk(ŝl
⊕N

M ) the algebra of

observables of the Gaudin model.

We have the formal state-field map Y [·, u] : Vk
0 → Ũk(ŝl

⊕N

M )[[u, u−1]] and transla-

tion operator T ∈ End(Vk
0 ) defined as above. Vk

0 is a module over Ũk(ŝl
⊕N

M ), and we
get the state-field map Y (·, u) : Vk

0 → Hom(Vk
0 , Vk

0 ((u))).

401



6 SYLVAIN LACROIX, BENOÎT VICEDO, AND CHARLES YOUNG

Let ∆ : ŝlM →֒ ŝl
⊕N

M denote the diagonal embedding of ŝlM into ŝl
⊕N

M ,

∆x =

N∑

i=1

x(i)

It extends uniquely to an embedding ∆ : U(ŝlM ) →֒ U(ŝl
⊕N

M ) = U(ŝlM )⊗N (the usual
N -fold coproduct). For all a, b ∈ slM and m,n ∈ Z,

[∆am,∆bn] = ∆[a, b]n+m − nδn+m,0(a|b)
n∑

i=1

k(i)

in U(ŝl
⊕N

M ). Therefore ∆ descends to an embedding of the quotients, ∆ : U|k|(ŝlM ) →֒
Uk(ŝl

⊕N

M ), where |k| =∑N
i=1 ki, and thence of their completions,

∆ : Ũ|k|(ŝlM ) −֒→ Ũk(ŝl
⊕N

M ).

3.2. Invariant tensors on slM . Let Ia, a = 1, . . . ,dim(slM ), be a basis of slM and
Ia, a = 1, . . . ,dim(slM ) the dual basis with respect to the non-degenerate bilinear
form (·|·) from (2.1). Let fab

c denote the structure constants,

[Ia, Ib] = fab
cI

c :=
∑

c

fab
cI

c, (3.1)

where, from now on, we employ summation convention over repeated pairs of Lie
algebra indices. Since the symmetric bilinear form (·|·) is non-degenerate, we may
and shall suppose that the basis is chosen such that

(Ia|Ib) = δab.

Then Ia = Ia for each a and we no longer need to distinguish between upper and
lower indices, and we shall write for example fabc = fab

c. We have

δab = tr IaIb, fabc = tr[Ia, Ib]Ic = tr(IaIbIc − IbIaIc).

Recall that in general a tensor t : slM × · · · × slM → C is invariant if

t([a, x], y, . . . , z) + t(x, [a, y], . . . , z) + · · ·+ t(x, y, . . . , [a, z]) = 0

for all x, y, . . . , z and a in slM . In particular, δab and fabc are the components of
respectively a symmetric second-rank invariant tensor and a totally skew-symmetric
third-rank invariant tensor.

The reason for specialising to slM in this paper is that in these types, and in no
others, there exists a nonzero totally symmetric third-rank tensor. It is unique up
to normalization, and is given by t(x, y, z) := tr(xyz + yxz). Let tabc denote its
components,

tabc := t(Ia, Ib, Ic).

The Coxeter number and dual Coxeter number of slM (and of ŝlM ) are equal to M .
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Lemma 3.1. We have the following tensor identities

fadefbdgtceg = −Mtabc tabctdbc = 2
M2 − 4

M
δad,

fabcfdbc = −2Mδad, fadetbgdtceg =
M2 − 4

M
fabc,

and the tensors fadefdfgfehitbfhtcgi, facdfdeffeghffijtbgitchj and facdfdeffeghffijtbhjtcgi

are identically zero. Moreover, we have the tensor identity

tea(btcd)e = te(abtcd)e. (3.2)

Here X(a1...ap) :=
∑

σ∈Sp

1
p!Xσ(a1)...σ(ap).

Proof. By direct calculation in the defining matrix representation. �

3.3. Quadratic and cubic states. With N ∈ Z≥1 as above, let z1, . . . , zN ∈ C be

a collection of distinct points in the complex plane. For any A ∈ ŝlM let us define the

ŝl
⊕N

M -valued rational function

A(z) :=

N∑

i=1

A(i)

z − zi
. (3.3)

Lemma 3.2. For any A,B ∈ ŝlM ,

[A(z), B(w)] = − [A,B](z)− [A,B](w)

z − w
, z 6= w,

[A(z), B(z)] = −[A,B]′(z)

where in the second line the ′ denotes derivative with respect to the argument, z. �

Now we define states ς1(z) and ς2(z) in Vk
0 , depending rationally on z, as follows

ς1(z) := 1
2I

a
−1(z)Ia

−1(z) |0〉k ,

ς2(z) := 1
3 tabcI

a
−1(z)Ib

−1(z)Ic
−1(z) |0〉k .

Define also the twist function

ϕ(z) :=

N∑

i=1

ki

z − zi
. (3.4)

and, for any integer j, the twisted derivative operator of degree j with respect to z,

D(j)
z := ∂z −

j

M
ϕ(z). (3.5)

Recall the translation operator T ∈ End(Vk
0 ).
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3.4. Main result. We can now state the main results of the paper.

Theorem 3.3. For all i, j ∈ {1, 2}, there exist Vk
0 -valued rational functions Aij(z, w)

and Bij(z, w) such that

ςi(z)(0)ςj(w) =
(
jD(i)

z − iD(j)
w

)
Aij(z, w) + TBij(z, w). (3.6)

Moreover, Aij(z, w) are regular at z = w up to terms of the form TZ with Z ∈ Vk
0 .

Proof. The first statement follows from a (lengthy) direct computation using the
various identities from Lemma 3.1. Explicitly, we find that one choice of functions
Aij(z, w) and Bij(z, w) is given by:

A11(z, w) =
M

z − w
Ia
−2(z)Ia

−1(w) |0〉k , B11(z, w) =
M

(z − w)2
Ia
−1(z)Ia

−1(w) |0〉k

for i = j = 1,

A12(z, w) =
M

2(z − w)
tabcI

a
−2(z)Ib

−1(w)Ic
−1(w) |0〉k ,

B12(z, w) =
M

2(z − w)2
tabcI

a
−1(z)Ib

−1(w)Ic
−1(w) |0〉k ,

for i = 1 and j = 2,

A21(z, w) =
M

z − w
tabcI

a
−2(z)Ib

−1(z)Ic
−1(w) |0〉k ,

B21(z, w) =
M

(z − w)2
tabcI

a
−1(z)Ib

−1(z)Ic
−1(w) |0〉k ,

for i = 2 and j = 1, and finally

A22(z, w) =
M

2(z − w)
tabetcdeI

a
−2(z)Ib

−1(z)Ic
−1(w)Id

−1(w) |0〉k

− M(M2 − 4)

(z − w)2

(
ϕ(z)− ϕ(w)

M
Ia
−4(z)Ia

−1(w)

+ 1
2

(
Ia
−4

′(z)Ia
−1(w) + Ia

−4(z)Ia
−1

′(w)
)
− 1

M
fabcI

a
−3(z)Ib

−1(z)Ic
−1(w)

)
|0〉k

+
M(M2 − 4)

(z − w)3
(
Ia
−4(z)Ia

−1(z)− 3Ia
−4(z)Ia

−1(w)− Ia
−3(z)Ia

−2(z)
)
|0〉k

(3.7)

404



CUBIC HYPERGEOMETRIC INTEGRALS OF MOTION IN AFFINE GAUDIN MODELS 9

and

B22(z, w) =
M

2(z − w)2
tabetcdeI

a
−1(z)Ib

−1(z)Ic
−1(w)Id

−1(w) |0〉k

− 2M(M2 − 4)

(z − w)3

(
2
ϕ(z) − ϕ(w)

M
Ia
−3(z)Ia

−1(w) + Ia
−3(z)Ia

−1
′(w)

− 1

M
fabcI

a
−2(z)Ib

−1(z)Ic
−1(w)

)
|0〉k

+
2M(M2 − 4)

(z − w)4
(
Ia
−3(z)Ia

−1(z)− 5Ia
−3(z)Ia

−1(w)

− Ia
−2(z)Ia

−2(z) + 1
2I

a
−2(z)Ia

−2(w)
)
|0〉k .

in the case i = j = 2.
To show the ‘moreover’ part, it suffices to expand the expressions for Aij(z, w) given

above in w near z and express all singular terms in the desired form. When i = j = 1
we have

A11(z, w) =
M

2(z − w)
TIa

−1(z)Ia
−1(z) |0〉k + . . .

where the dots represent terms regular at z = w. Likewise, for i = 1, j = 2 and i = 2,
j = 1 we find, respectively,

A12(z, w) =
M

3(z − w)
tabcTIa

−1(z)Ib
−1(z)Ic

−1(z) |0〉k + . . .

A21(z, w) =
M

3(z − w)
tabcTIa

−1(z)Ib
−1(z)Ic

−1(z) |0〉k + . . .

as required.
Now consider the case i = j = 2. The terms of order (z − w)−3 and (z − w)−2 in

A22(z, w) can be written as

− M(M2 − 4)

3(z − w)3
T
(
2Ia

−3(z)Ia
−1(z) + 1

4I
a
−2(z)Ia

−2(z)
)
|0〉k

+
M(M2 − 4)

6(z −w)2
T
(
5Ia

−3(z)Ia
−1

′(z)− Ia
−3

′(z)Ia
−1(z) + 1

2I
a
−2

′(z)Ia
−2(z)

)
|0〉k .

The terms of order (z − w)−1 in A22(z, w) can also be written as TZ for some state
Z ∈ Vk

0 . In order to see this, one needs to note that the singular part of the first term
on the right hand side of (3.7) can be written as

M

z − w
tabetcdeI

a
−2(z)Ib

−1(z)Ic
−1(z)Id

−1(z) |0〉k

=
M

z − w
tabetcdeI

a
−2(z)I

(b
−1(z)Ic

−1(z)I
d)
−1(z) |0〉k

− M(M2 − 4)

z − w
fabc

(
2

3
Ia
−2(z)Ic

−2
′(z)Ib

−1(z) +
1

3
Ia
−2(z)Ib

−1(z)Ic
−2

′(z)

)
|0〉k .
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The first term on the right hand side is proportional to

tabetcdeI
a
−2(z)I

(b
−1(z)Ic

−1(z)I
d)
−1(z) |0〉k = te(abtcd)eI

a
−2(z)Ib

−1(z)Ic
−1(z)Id

−1(z) |0〉k

=
1

4
te(abtcd)eTIa

−1(z)Ib
−1(z)Ic

−1(z)Id
−1(z) |0〉k

where in the first equality we used the identity (3.2). �

Theorem 3.4. For any x ∈ slM and n ∈ Z≥0 we have

∆xnς1(z) = D(1)
z

(
−Mx−1(z) |0〉 δn,1

)

∆xnς2(z) = D(2)
z

(
− 1

2Mtabc(x|Ia)Ib
−1(z)Ic

−1(z) |0〉 δn,1

)
.

Proof. As for Theorem 3.3, the proof is by direct calculation using the identities in
Lemma 3.1. �

3.5. Quadratic Gaudin Hamiltonians. Recall from §3.1 that we are assuming the
levels to be non-critical, i.e. ki 6= −M for each i ∈ {1, . . . , N}. Let

ω(i) :=
1

2(ki + M)
I

a(i)
−1 I

a(i)
−1 |0〉k ∈ Vk

0 (3.8)

be the corresponding Segal-Sugawara state at site i. It has the property that for any
A =

⊗N
i=1 Ai ∈ Vk

0 we have
(
ω(i)
)
(0)

A = A1 ⊗ . . . ⊗ Ai−1 ⊗ TAi ⊗ Ai+1 ⊗ . . . ⊗ AN .

Let us also introduce the Vk
0 -valued rational function

ω(z) :=
N∑

i=1

ω(i)

z − zi
.

Consider the state

s1(z) := ς1(z) + MD(1)
z ω(z) ∈ Vk

0 (3.9)

depending rationally on z.

Theorem 3.5. For i ∈ {1, 2}, we have

s1(z)(0)ςi(w) = −D(i)
w A1i(z, w) + T

(
B1i(z, w) + D(1)

z

Mςi(w)

z − w

)
,

with the Vk
0 -valued rational functions A1i(z, w) and B1i(z, w) as in Theorem (3.3).

Proof. We have

ω(z)(0)ς2(w) = − 1

z − w
tabc

(
Ia
−2(z)− Ia

−2(w)
)
Ib
−1(w)Ic

−1(w) |0〉k

= − 2

M
A12(z, w) + T

(
ς2(w)

z − w

)
.

Similarly, one finds that

ω(z)(0)ς1(w) = − 1

M
A11(z, w) + T

(
ς1(w)

z − w

)
.
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Acting with the twisted derivative D
(1)
z on the above equations we obtain

(
MD(1)

z ω(z)
)
(0)

ςj(w) = −jD(1)
z A1j(z, w) + TD(1)

z

Mςj(w)

z − w
,

for j ∈ {1, 2}. The result now follows from adding this to (3.6) with i = 1 and using
the definition (3.9) of the state s1(z). �
3.6. Twisted cycles. Let us define

P(z) :=

N∏

j=1

(z − zj)
kj .

It is a multivalued function on C \ {z1, . . . , zN}.
Pick i ∈ Z. Let γ be a closed contour in C \{z1, . . . , zN} along which there exists a

univalued branch of the function P(z)i/M . For example one can let γ be a Pochhammer
contour about any pair of the marked points z1, . . . , zN . The pair, consisting of such
a contour γ and univalued branch of P(z)i/M along it, defines a cycle (possibly the

zero cycle) in the twisted homology corresponding to D
(i)
z – see [LVY] for the precise

definition.

Lemma 3.6. One has ∫

γ
P(z)−i/MD(i)

z f(z)dz = 0

for any meromorphic f which is nonsingular on γ.

Proof. This follows by noting that D
(i)
z f(z) = P(z)i/M ∂z

(
P(z)−i/M f(z)

)
. �

3.7. Quadratic and cubic Hamiltonians. Suppose X,Y ∈ Vk
0 are any two states.

Consider the formal modes X(0), Y(0) ∈ Ũk(ŝl
⊕N

M ). One can show that

[X(0), Y(0)] = (X(0)Y )(0).

This is actually a general statement which holds for any vertex algebra. See, for
example, [FBZ04, Chapter 4].1

It follows that, given a collection of states in Vk
0 whose zeroth products vanish, the

formal zero modes of these states define a commutative subalgebra of the algebra of

observables Ũk(ŝl
⊕N

M ). In fact the zeroth products do not even need to vanish for this
to be true: one can show that (TZ)(0) = 0 for any state Z, so it is sufficient that the
zeroth products are translates, i.e. lie in the image of T .

In our case we have the states ς1(z) and ς2(z) which depend rationally on the
spectral parameter z ∈ C\{z1, . . . , zN}. Their zeroth products, according to Theorem
3.3, are zero modulo translates and twisted derivatives in the spectral parameters. Let

γi and ηi be any cycles of the twisted homology corresponding to D
(i)
z , for i ∈ {1, 2}.

In view of Lemma 3.6, we have[ ∫

γi

P(z)−i/M ςi(z)(0)dz,

∫

ηj

P(w)−j/M ςj(w)(0)dw

]
= 0 (3.10)

1Note that there the notation for formal modes is e.g. X[0], with X(0) reserved for the representative
in End V.
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for i, j ∈ {1, 2}, and we get a commutative subalgebra of the algebra of observables

Ũk(ŝl
⊕N

M ), generated by such integrals over twisted cycles.
However, these are not quite the Hamiltonians we want, because their action on

highest weight modules is not diagonalizable. Indeed, recall that the homogeneous

gradation on U(ŝl
⊕N

M ) is the Z-gradation in which deg(X
(i)
n ) = n. It induces a Z≤0-

gradation on Vk
0 , if we set deg(|0〉k) = 0. One can show that if X ∈ Vk

0 has deg(X) = k
then deg(X(n)) = 1 + k + n. Now in our case deg(ςi(z)) = −i− 1, and hence

deg(ςi(z)(0)) = −i

for i ∈ {1, 2}. Thus the operators
∫
γi

P(z)−i/M ςi(z)(0)dz ∈ Ũk(ŝl
⊕N

M ) are of degree

−i 6= 0 in the homogeneous gradation. Consequently if M is any graded module over

Ũk(ŝl
⊕N

M ) whose subspace of grade n is trivial for sufficiently large n then the operator∫
γi

P(z)−i/M ςi(z)(0)dz has no non-zero generalised eigenvalue in M .

Instead, what we want are commuting operators in Ũk(ŝl
⊕N

M ) that are of degree
zero in the homogeneous gradation. There is a general procedure to construct such
operators, which roughly speaking involves a change of coordinate2 to go from the
plane to the cylinder [Nah91]. For our present purposes we just recall the following

facts: there is a notion of what we shall call the Fourier modes, Xn ∈ Ũk(ŝl
⊕N

M ), of
any state X ∈ Vk

0 . These modes have the property that Xn always has grade n. They
obey the commutator formula

[Xm, Yn] =

(
X(0)Y +

∞∑

k=1

mkX(k)Y

k!

)

m+n

(3.11)

for any states X,Y ∈ Vk
0 and any n,m ∈ Z. In particular

[X0, Y0] = (X(0)Y )0.

Also, (TZ)0 = 0 for any state Z ∈ Vk
0 .

One has (x
(i)
−1 |0〉k)n = xn for x ∈ slM and there is a formula, analogous to the

normal ordered product formula (2.4), which allows one to compute by recursion the
Fourier modes of a general state X ∈ Vk

0 . (See for example equation (7) in [BLZ96].)
In general the resulting expressions for modes of states are rather intricate but for
ς1(z)0 and ς2(z)0 they are simple: one finds

ς1(z)0 =
dim(slM )

24
ϕ′(z) + 1

2I
a
0 (z)Ia

0 (z) +
∑

n>0

Ia
−n(z)Ia

n(z), (3.12)

ς2(z)0 = 1
3 tabc

∑

j,k≥0

(
Ia
−1−k(z)Ib

−1−j(z)Ic
2+j+k(z) + 2Ia

−1−k(z)Ib
1+k−j(z)Ic

j (z)

+ Ia
−j−k(z)Ib

k(z)Ic
j (z)

)
. (3.13)

2(in the “loop variable”, t, not the “spectral variable” z)
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Let us now define

Q̂γ
i :=

∫

γ
P(z)−i/M ςi(z)0dz (3.14)

for i ∈ {1, 2} and for γ any cycle of the twisted homology corresponding to D
(i)
z .

Recall the Lie algebra g := ŝlM ⊕Cd from §2.1. Let Ũ(g⊕N ) := lim←−U(g⊕N )/JN
n be

the completion of U(g⊕N ) where for each n ≥ 0, JN
n is the ideal of U(g⊕N ) generated

by a
(i)
r for all r ≥ n, a ∈ slM and i ∈ {1, . . . , N}. The quadratic Gaudin Hamiltonians

are the elements of Ũ(g⊕N ) defined as

Hi :=
N∑

j=1
j 6=i

k(i)d(j) + d(i)k(j) +
∑

n∈Z I
a(i)
−n I

a(j)
n

zi − zj
, i = 1, . . . , N.

For each i ∈ {1, . . . , N} we also have the ith copy of the quadratic Casimir of g in

Ũ(g⊕N ), which is defined as

C(i) := (k(i) + M)d(i) + 1
2I

a(i)
0 I

a(i)
0 +

∑

n>0

I
a(i)
−n Ia(i)

n .

The algebra Ũk(ŝl
⊕N

M ), introduced in §3.1, is isomorphic to the quotient of Ũ(g⊕N )
by the ideal generated by k(i) − ki and C(i) for each i ∈ {1, . . . , N}.

Recall the state s1(z) ∈ Vk
0 defined in (3.9).

Lemma 3.7. The operator s1(z)0 is the image in Ũk(ŝl
⊕N

M ) of the operator

N∑

i=1

C(i)

(z − zi)2
+

N∑

i=1

Hi

z − zi
∈ Ũ(g⊕N ).

Proof. Computing the Fourier zero mode of the state ς1(z) we find

ς1(z)0 =

N∑

i=1

1

(z − zi)2

(
− dim(slM )

24
ki + 1

2I
a(i)
0 I

a(i)
0 +

∑

n>0

I
a(i)
−n Ia(i)

n

)

+
N∑

i=1

1

z − zi

N∑

j=1
j 6=i

1

zi − zj

∑

n∈Z
I

a(i)
−n Ia(j)

n .

On the other hand, we also have

MD(1)
z ω(z)0 = −

N∑

i=1

(ki + M)
(
ω(i)
)
0

(z − zi)2
−

N∑

i=1

1

z − zi

N∑

j=1
j 6=i

ki

(
ω(j)

)
0
+ kj

(
ω(i)
)
0

zi − zj
.

The result now follows from combining the above and noting that the Fourier zero
mode of the Segal-Sugawara state ω(i), for each i ∈ {1, . . . , N}, as defined in (3.8),
reads

(
ω(i)
)
0

=
1
2I

a(i)
0 I

a(i)
0 +

∑
n>0 I

a(i)
−n I

a(i)
n

ki + M
− ki dim(slM )

24(ki + M)
. �

409



14 SYLVAIN LACROIX, BENOÎT VICEDO, AND CHARLES YOUNG

We now have the following corollary of Theorems 3.3, 3.4 and 3.5.

Theorem 3.8. The operators Q̂γ
i ∈ Ũk(ŝl

⊕N

M ) defined in (3.14) are of grade 0 in the

homogeneous gradation. They have the following properties:

(i) For i, j ∈ {1, 2} and any cycles γ and η of the twisted homology corresponding

to D
(i)
z and D

(j)
z , respectively, we have

[
Q̂γ

i , Q̂η
j

]
= 0.

(ii) For all i ∈ {1, 2}, any cycle γ of the twisted homology corresponding to D
(i)
z

and j ∈ {1, . . . , N} we have

[Hj , Q̂
γ
i ] = 0.

(iii) For all i ∈ {1, 2}, any cycle γ of the twisted homology corresponding to D
(i)
z

and all x ∈ slM and n ∈ Z, we have

[∆xn, Q̂γ
i ] = 0. �

According to the conjecture in [LVY], the Hamiltonians Q̂γ
i can be diagonalized

by means of the Bethe ansatz and have certain specific eigenvalues encoded by affine
opers. For Q̂γ

1 this is known; see [LVY, §5]. In the next two sections we perform a

simple Bethe ansatz calculation to check that the conjecture is correct also for Q̂γ
2 at

least for zero and one Bethe roots.

4. Opers and eigenvalues

The general expectation is that, following the situation in finite types – for which
see e.g. [Fre05] – the spectrum of Hamiltonians for the Gaudin model associated with
g should be described in terms of opers for the Langlands dual Lie algebra Lg, i.e. the

Lie algebra with transposed Cartan matrix. Since ŝlM has symmetric Cartan matrix

it is self-dual: LŝlM ∼= ŝlM . Nevertheless, to keep the general structure in sight and to

follow the notation of [LVY] we prefer to distinguish the two copies of ŝlM . Thus, let

ěi, f̌i be the Chevalley-Serre generators of the dual copy LŝlM . They obey the same
relations (2.2) as the generators ei, fi above but with the roots and coroots αi and α̌i

interchanged. The Cartan subalgebra of LŝlM is Lh := h∗. Let LŝlM = Ln−⊕Lh⊕Ln+

be the Cartan decomposition.

The paper [LVY] contains an explicit conjecture of how LŝlM -opers encode the
eigenvalues of the Hamiltonians above, as we now recall.

4.1. Opers and Miura opers of type LŝlM . Pick a derivation element ρ ∈ Lh such
that [ρ, ěi] = ěi, [ρ, f̌i] = −f̌i for each i = 0, 1, . . . ,M − 1. Explicitly, one has

ρ := Md + ρ̇ (4.1)

where ρ̇ :=
∑M−1

i=1 ωi ∈ ḣ∗ is the Weyl vector of slM .

Let p−1 :=
∑M−1

i=0 f̌i ∈ Ln−. A Miura oper of type LŝlM is a connection of the form

d + (p−1 + u(z)) dz (4.2a)
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where u(z) is a meromorphic function valued in Lh = h∗. Since {αi}M−1
i=0 ∪ {ρ} is a

basis of Lh we have

u(z) =

M−1∑

i=0

ui(z)αi −
ϕ(z)

M
ρ (4.2b)

for some meromorphic functions {ui(z)}M−1
i=0 and ϕ(z). An LŝlM -oper is a gauge

equivalence class of connections of the form

d + (p−1 + b(z))dz,

where b(z) is a meromorphic function valued in Lb+ = Lh ⊕ Ln+, under the gauge

action of the group LN+ = exp(Ln+). Any LŝlM -oper has a quasi-canonical represen-
tative [LVY]: namely, by suitable gauge transformation the connection can be brought
to the form

∇ = d +

(
p−1 −

ϕ

M
ρ +

∑

j∈E

vjpj

)
dz, (4.3)

where the sum is over the set

E = Z≥1 \MZ≥1

of positive exponents of LŝlM , and where for each j ∈ E, vj is a meromorphic function.
For each j ∈ ±E, pj is a certain element of Ln+ of grade j in the principal gradation,
i.e.

[ρ, pj ] = j pj,

such that the following commutation relations hold with p−1:

[p−1, pj] =

{
0 j ∈ ±E \ {1}
−δ j = 1,

where δ :=
∑M−1

i=0 αi is central in LŝlM . It can be shown that, for each j ∈ ±E, a non-
zero such pj exists and is unique up to normalization. Let a := C{pj}j∈±E⊕Cδ⊕Cρ ⊂
LŝlM . Then a is a Lie subalgebra of LŝlM called the principal subalgebra (the remaining
non-trivial commutation relations are [pm, pn] = mδm+n,0δ). The normalization of the
pj can be so chosen that the restriction to a of the bilinear form (·|·) is given by

(δ|ρ) = (ρ|δ) = M, (pm|pn) = Mδm+n,0, m, n ∈ ±E.

The expression for v1 below can be found in [LVY, Proposition 3.10].

Proposition 4.1. The coefficients of p1 and p2 of any quasi-canonical form of the
LŝlM -oper defined by the Miura LŝlM -oper (4.2) are given by

v1 =
1

M

(
1
2(u|u) + D(1)

z (ρ|u)
)
,

v2 =
1

M

(
−

M−1∑

i=0

ui(u
2
i+1 − u2

i−1)− 1
2

M−1∑

i=0

ui(u
′
i+1 − u′

i−1) + D(2)
z f2

)
,

where f2 is an arbitrary meromorphic function.
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Proof. Let g(z) = exp(m(z)) ∈ LN+ with m a meromorphic function valued in Ln+.
Let m =

∑∞
n=1 mn be the decomposition of m in the principal gradation.

Let ∇∂z = ∂z + p−1 + u− ϕ
M ρ, as in (4.2). We demand that

g∇∂zg
−1 = ∂z + p−1 −

ϕ

M
ρ + v1p1 + v2p2 + . . . (4.4)

where the dots denote terms of degree at least three in the principal gradation. In
grade 0 we have u + [m1, p−1] − ϕ

M ρ = − ϕ
M ρ and hence u = −[m1, p−1]. Yet since

u =
∑M−1

i=0 uiαi, we must set

m1 = −
M−1∑

i=0

uiěi.

Now consider the component of equation (4.4) in grade 1. We need

[m2, p−1] +
1
2 [m1, [m1, p−1]] + [m1, u] +

ϕ

M
m1 −m′

1 = v1p1. (4.5)

Consider taking the overlap (p−1|·) of both sides of this equation. Recall the definition

of D
(j)
z from (3.5). Since (p−1|p1) = M we find, using the invariance of the bilinear

form, that

Mv1 = − 1
2

(
[m1, p−1]

∣∣[m1, p−1]
)
−
(
[m1, p−1]

∣∣u
)
−D(1)

z (p−1|m1)

= 1
2(u|u) + D(1)

z (ρ|u),

where (p−1|m1) = ([p−1, ρ]|m1) = (ρ|[m1, p−1]) = −(ρ|u). (The equation (4.5) also
fixes the component of m2 in the orthogonal complement c2 of a2, but we won’t need
that here.)

We turn to the component of equation (4.4) in grade 2. We have

(g∂zg
−1)2 = −m′

2 − 1
2 [m1,m

′
1],

(gp−1g
−1)2 = [m3, p−1] + 1

2 [m1, [m2, p−1]] +
1
2 [m2, [m1, p−1]] + 1

6 [m1, [m1, [m1, p−1]]]

= [m3, p−1] + 1
2 [[m1,m2], p−1]− [m2, u]− 1

6 [m1, [m1, u]],

(gug−1)2 = [m2, u] + 1
2 [m1, [m1, u]],

−(gρg−1)2 = −[m2, ρ]− 1
2 [m1, [m1, ρ]] = 2m2.

Hence we need
[
m3 + 1

2 [m1,m2], p−1

]
+ 1

3 [m1, [m1, u]]− 1
2 [m1,m

′
1]−D(2)

z m2 = v2p2.

Taking (p−2|·) of both sides and then using (p−2|p2) = M , the invariance of (·|·) and
the relation [p−1, p−2] = 0, we find

Mv2 = − 1
3 ([m1, p−2]|[m1, u]) + 1

2

(
[m1, p−2]

∣∣m′
1

)
−D(2)

z (p−2|m2).

Now in fact, in type A, we have p−2 = −∑M−1
i=0 [f̌i, f̌i+1] (addition of indices modulo

M). Hence

[m1, p−2] =

M−1∑

i,j=0

ui[ěi, [f̌j , f̌j+1]] = −
M−1∑

i=0

ui(f̌i−1 − f̌i+1)
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and

[m1, u] = −
M−1∑

i,j=0

uiuj [ěi, αj ] =

M−1∑

i,j=0

aijuiuj ěi.

Since the coefficient of p2 of an LŝlM -oper in quasi-canonical form is defined only up
to twisted derivative, we therefore have

Mv2 = 1
3

M−1∑

i,j,k=0

aij(δi,k−1 − δi,k+1)uiujuk − 1
2

M−1∑

i,j=0

(δi,j−1 − δi,j+1)uiu
′
j + D(2)

z f2

= −
M−1∑

i=0

ui(u
2
i+1 − u2

i−1)− 1
2

M−1∑

i=0

ui(u
′
i+1 − u′

i−1) + D(2)
z f2,

for an arbitrary meromorphic function f2. Here we used the fact that the Chevalley-

Serre generators of LŝlM are normalised as (ěi|f̌j) = δij . �

5. Bethe Ansatz for 0 and 1 roots

5.1. Homogeneous vs. principal gradations. Let us write q(z) ∈ Ũk(ŝl
⊕N

M ) for
the Fourier zero mode of the state ς2(z) as in (3.13),

q(z) := ς2(z)0 = 1
3 tabc

∑

j,k≥0

(
Ia
−1−k(z)Ib

−1−j(z)Ic
2+j+k(z)

+ 2Ia
−1−k(z)Ib

1+k−j(z)Ic
j (z)) + Ia

−j−k(z)Ib
k(z)Ic

j (z)
)
.

By definition of Ũk(ŝl
⊕N

M ), q(z) is an infinite sum

q(z) = q(z)hom
0 + q(z)hom

1 + q(z)hom
2 + . . .

such that, for each n ≥ 1 we have q(z) = q(z)hom
0 + · · ·+ q(z)hom

n−1 modulo JN
n . Recall

that JN
n is the left ideal in Uk(ŝl

⊕N

M ) generated by elements of grade at least n in the

homogeneous gradation. Let JN,prin
n denote the left ideal generated by elements of

grade at least n in the principal gradation. For each n ≥ 1, there is a nesting of ideals

JN,prin
Mn ⊂ JN

n ⊂ JN,prin
Mn−M+1. So we could equivalently have defined Ũk(ŝl

⊕N

M ) as the

completion with respect to the inverse system Uk(ŝl
⊕N

M )
/
JN,prin

n .

Let b− := n− ⊕ h. Denote by Uk(b⊕N
− ) the quotient of U(b⊕N

− ) by the two-sided

ideal generated by k(i) − ki for all i ∈ {1, . . . , N}, cf. §3.1. We have the vector space

isomorphism Uk(ŝl
⊕N

M ) ∼=C Uk(b⊕N
− )⊗ U(n⊕N

+ ). Let U(n⊕N
+ )n denote the subspace of

U(n⊕N
+ ) spanned by elements of total degree n in the principal gradation. We have

the unique decomposition

q(z) = q(z)0 + q(z)1 + q(z)2 + . . . (5.1)

where q(z)n ∈ Uk(b⊕N
− )⊗ U(n⊕N

+ )n.
Recall the definition (4.1) of the derivation element ρ which measures the grade

in the principal gradation. Let η̌i ∈ h be the set of fundamental coweights adapted

413
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to the principal gradation; namely, such that {η̌i}M−1
i=0 ∪ {k} ⊂ h is the dual basis to

{αi}M−1
i=0 ∪ {ρ/M} ⊂ h∗:

〈αi, η̌j〉 = δij , 〈ρ, η̌j〉 = 0, 〈αi, k〉 = 0, 〈ρ, k〉 = M

for all i, j ∈ {0, 1, . . . ,M − 1}.
Proposition 5.1. The first two terms in the sum (5.1) are

q(z)0 = −
M−1∑

i,j,k=0

η̌i(z)
(
η̌i+1(z)2 − η̌i−1(z)2

)
+ 1

2

M−1∑

i,j=0

η̌i(z)
(
η̌′

i+1(z)− η̌′
i−1(z)

)
,

q(z)1 =

M−1∑

i,j=0

fi(z) (η̌i+1(z)− η̌i−1(z)) ei(z), (5.2)

modulo twisted derivatives of degree 2.

Proof. By direct calculation. �

5.2. Spin chain Mλ. For each i ∈ {1, . . . , N} let λi ∈ h∗ be a weight of ŝlM such
that

〈λi, k〉 = ki. (5.3)

Let Mλi
denote the Verma module over g of highest weight λi and define

Mλ := Mλ1 ⊗ . . .⊗MλN
.

It is a smooth module over ŝl
⊕N

M of level k, and therefore a module over the algebra

of observables Ũk(ŝl
⊕N

M ). Let |λ〉 denote the highest weight vector in Mλ.

5.3. Vacuum eigenvalues. For this subsection, consider the Miura LŝlM -oper (4.2),
with

u(z) = u(0)(z) := −
N∑

j=1

λj

z − zj
.

That is, ui(z) = −∑N
j=1

〈λj ,η̌i〉
z−zj

for each i ∈ {0, 1, . . . ,M − 1}, and ϕ(z) is the twist

function as in (3.4), by virtue of (5.3). Let v1(z) and v2(z) be the coefficients of a

quasi-canonical form of the underlying LŝlM -oper, as in Proposition 4.1.

Proposition 5.2. Up to twisted derivatives of degree 2, the vacuum eigenvalue of

q(z) is −Mv2(z), i.e.

q(z) |λ〉 = −Mv2(z) |λ〉+ D(2)
z |ε(z)〉

for some vector |ε(z)〉 ∈Mλ depending rationally on z. In particular, for any cycle γ

in the twisted homology corresponding to D
(2)
z we have

Q̂γ
2 |λ〉 = −M

∫

γ
P(z)−2/M v2(z)dz |λ〉 .
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Proof. We have q(z)n |λ〉 = 0 for all n ≥ 1, i.e. q(z) |λ〉 = q(z)0 |λ〉. By definition of
the η̌i,

η̌i(z) |λ〉 = −〈u(z), η̌i〉 |λ〉 = −ui(z) |λ〉
and then the statement follows from Propositions 4.1 and 5.1. �

5.4. Eigenvalues at depth 1. Let w ∈ C\{z1, . . . , zN} be an additional point in the
complex plane, distinct from the marked points z1, . . . , zN . Pick n ∈ {0, 1, . . . ,M−1}.
Now, for this subsection, we consider the Miura LŝlM -oper, (4.2), with

u(z) = u(0)(z) +
αn

z − w
= −

N∑

j=1

λi

z − zi
+

αn

z − w
(5.4)

and let v1(z) and v2(z) be the coefficients of a quasi-canonical form of its underlying
LŝlM -oper, as in Proposition 4.1.

The weight function or Schechtman-Varchenko vector for one Bethe root of colour
n ∈ {0, 1, . . . ,M − 1} is by definition fn(w) |λ〉, where

fn(w) =
N∑

j=1

f
(i)
n

w − zi

using the notation (3.3).

Proposition 5.3. Suppose w obeys the Bethe equation

0 =

N∑

j=1

〈λj , α̌n〉
w − zj

.

Then, up to twisted derivatives of degree 2, the weight function fn(w) |λ〉 is an eigen-

state of q(z) with eigenvalue −Mv2(z), i.e.

q(z)fn(w) |λ〉 = −Mv2(z)fn(w) |λ〉+ D(2)
z |ε̃(z)〉,

for some vector |ε̃(z)〉 ∈Mλ depending rationally on z. In particular, for any cycle γ

in the twisted homology corresponding to D
(2)
z we have

Q̂γ
2fn(w) |λ〉 = −M

∫

γ
P(z)−2/M v2(z)dz fn(w) |λ〉 .

Proof. By definition [η̌i, fn] = −fn〈αn, η̌i〉 = −δinfn. Using this and Lemma 3.2, one
computes, starting from the expressions for q(z)0 in Proposition 5.1,

[q(z)0, fn(w)] |λ〉 =
(
−

M−1∑

i=0

aniu
(0)
i (z)

u
(0)
n+1(z)− u

(0)
n−1(z)

z − w

− u
(0)
n+1(z) − u

(0)
n−1(z)

2(z − w)2
+

u
(0)′
n+1(z)− u

(0)′
n−1(z)

2(z − w)

)
fn(w) |λ〉

+

(
M−1∑

i=0

aniu
(0)
i (z)

u
(0)
n+1(z)− u

(0)
n−1(z)

z − w
− ∂z

u
(0)
n+1(z)− u

(0)
n−1(z)

z − w

)
fn(z) |λ〉 .
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Here one recognizes the first term on the right hand side as the required correction to
the vacuum value of −Mv2(z), cf. (5.4) and Proposition 4.1. Next, one finds

[q(z)1, fn(w)] |λ〉 =
M−1∑

i=0

[fi(z) (η̌i+1(z)− η̌i−1(z)) ei(z), fn(w)] |λ〉

= −fn(z) (η̌n+1(z)− η̌n−1(z))
α̌n(z)− α̌n(w)

z − w
|λ〉

= −fn(z) |λ〉
(
u

(0)
n+1(z)− u

(0)
n−1(z)

) 〈u(0)(z), α̌n〉 − 〈u(0)(w), α̌n〉
z − w

.

Now we have

〈u(z)(0), α̌n〉 = −ϕ(z)

M
〈ρ, α̌n〉+

M−1∑

i=0

〈αi, α̌n〉u(0)
i (z) = −ϕ(z)

M
+

M−1∑

i=0

aniu
(0)
i (z).

Hence, one arrives at

q(z)fn(w) |λ〉 = −Mv2(z)fn(w) |λ〉 −D(2)
z

(
1
2

(
u

(0)
n+1(z) − u

(0)
n−1(z)

) fn(z)

z − w
|λ〉
)

+ 〈u(0)(w), α̌n〉
(
u

(0)
n+1(z)− u

(0)
n−1(z)

) fn(z)

z −w
|λ〉 .

The second line on the right hand side vanishes by the Bethe equation. �

6. Two-point case, coset construction and the W3 algebra

In this section we specialize to the case of N = 2 marked points. For convenience,
let us choose them to be z1 = 0 and z2 = 1. Let γ denote a Pochhammer contour
around these two points. For a ∈ C and n ∈ Z≥0 let (a)n denote the falling factorial

(a)n :=

n−1∏

k=0

(a− k) = a(a− 1) . . . (a− n + 1)

with (a)0 := 1. For a, b ∈ C, define

B(a, b) :=

∫

γ
za(z − 1)bdz.

Lemma 6.1.

B(a− 1, b) =
a + b + 1

a
B(a, b), B(a, b− 1) = −a + b + 1

b
B(a, b).

Proof. Since the contour γ has no boundary, aB(a−1, b)+bB(a, b−1) = 0. From the
identity 1

z(z−1)− 1
z−1 + 1

z = 0, one sees that B(a−1, b−1)−B(a, b−1)+B(a−1, b) = 0.

The result follows. �
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Define

ω := ω(1) + ω(2) − ω(diag)

=
1

2(k1 + M)
I

a(1)
−1 I

a(1)
−1 |0〉k +

1

2(k1 + M)
I

a(2)
−1 I

a(2)
−1 |0〉k

− 1

2(k1 + k2 + M)
(I

a(1)
−1 + I

a(2)
−1 )(I

a(1)
−1 + I

a(2)
−1 ) |0〉k .

Define also the state W ∈ Vk
0 by

W := C(k1, k2)

(
1
3 tabcI

a(1)
−1 I

b(1)
−1 I

c(1)
−1 |0〉k

(
− 2

M k2

) (
− 2

M k2 − 1
) (
− 2

M k2 − 2
)

− tabcI
a(1)
−1 I

b(1)
−1 I

c(2)
−1 |0〉k

(
− 2

M k1 − 2
) (
− 2

M k2 − 1
) (
− 2

M k2 − 2
)

+ tabcI
a(1)
−1 I

b(2)
−1 I

c(2)
−1 |0〉k

(
− 2

M k1 − 1
) (
− 2

M k1 − 2
) (
− 2

M k2 − 2
)

− 1
3 tabcI

a(2)
−1 I

b(2)
−1 I

c(2)
−1 |0〉k

(
− 2

M k1

) (
− 2

M k1 − 1
) (
− 2

M k1 − 2
) )

,

where the normalization factor C(k1, k2) is given by

C(k1, k2) := −M3

4

1

(k1 + M)(k2 + M)(k1 + k2 + M)
D(k1, k2),

D(k1, k2)
2 :=

−M

2(M + 2k1)(M + 2k2)(3M + 2k1 + 2k2)(M2 − 4)
.

Proposition 6.2. Up to normalization factors depending only on the levels k1, k2, the

states ω and W are equal to
∫
γ P(z)−1/M ς1(z)dz and

∫
γ P(z)−2/M ς2(z)dz respectively.

Namely,

ω =
k1k2

(k1 + k2 + M)(k1 + k2)(k1 + k2 −M)

∫
γ P(z)−1/M ς1(z)dz
∫
γ P(z)−1/M dz

,

W =
C(k1, k2)(− 2

M k1)3(− 2
M k2)3

(− 2
M k1 − 2

M k2 + 1)3

∫
γ P(z)−2/M ς2(z)dz
∫
γ P(z)−2/Mdz

.

Proof. From the definition, §3.3, of ς1(z) we have, using Lemma 6.1,

∫

γ
P(z)−1/M ς1(z)dz = −

∫

γ
P(z)−1/M

(
1

z
− 1

z − 1

)
dz × Ξ (6.1)

where one finds

Ξ = −k1ω
(2) − k2ω

(1) + I
a(1)
−1 I

a(2)
−1 |0〉k = −(k1 + k2 + M)ω.

The second equality is by a short calculation starting from the definition of ω above.
By further use of Lemma 6.1, one has the first part. Similarly, from the definition of
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ς2(z) in §3.3 we have
∫

γ
P(z)−2/M ς2(z)dz = 1

3 tabcI
a(1)
−1 I

b(1)
−1 I

c(1)
−1 |0〉k B(− 2

M k1 − 3,− 2
M k2)

+ tabcI
a(1)
−1 I

b(1)
−1 I

c(2)
−1 |0〉k B(− 2

M k1 − 2,− 2
M k2 − 1)

+ tabcI
a(1)
−1 I

b(2)
−1 I

c(2)
−1 |0〉k B(− 2

M k1 − 1,− 2
M k2 − 2)

+ 1
3 tabcI

a(2)
−1 I

b(2)
−1 I

c(2)
−1 |0〉k B(− 2

M k1,− 2
M k2 − 3)

and the second result follows by repeated use of Lemma 6.1. �
By the coset construction [GKO86], the state ω ∈ Vk

0 is a conformal vector: it
generates a copy of the Virasoro vertex algebra with central charge

c = dim(slM )

(
k1

k1 + M
+

k2

k2 + M
− k1 + k2

k1 + k2 + M

)
.

That is,

ω(n)ω = δn,0T (ω) + δn,12ω + δn,3
1
2c |0〉

k

for n ∈ Z≥0.
The state W was constructed in [BBSS88] (see equation 2.8 of that paper, where

the field Y [W,u] is given). Suppose we specialize further to the case of M = 3, i.e.

ŝl3, and choosing the irreducible module at the marked point z2 = 1 to have highest
weight

λ2 = Λ0.

so that, in particular, k2 = 1. It was shown in [BBSS88] that in that case the states
W and ω generate a copy of the W3 algebra. That is, one has – see e.g. [BMP96] –

ω(n)W = δn,0T (W) + δn,13W,

W(n)W = δn,0

(
βT (Λ) +

1

15
T 3(ω)

)
+ δn,1

(
2βΛ +

3

10
T 2(ω)

)

+ δn,2T (ω) + δn,32ω + δn,5
1
3c |0〉

k , (6.2)

for n ∈ Z≥0. Here

Λ := ω(−1)ω −
3

10
T 2(ω), and β =

16

22 + 5c
.

Remark. The W3 algebra is known to have a commutative algebra of Quantum Integral

of Motions (of ŝl3-(m)-KdV, i.e. quantum Boussinesq theory) indexed by the expo-

nents of ŝl3. The first few integrals of motion I1, I2, I4, I5 can be found in [BHK02].3

The first two are I1 = ω0 and I2 = W0. By Proposition 6.2, these are proportional
to our first two Hamiltonians Q̂γ

1 and Q̂γ
2 . It is natural to think that the higher inte-

grals of motion are likewise the two-point specializations of the (conjectural) higher

Gaudin Hamiltonians. (This was suggested in the ŝl2 case in [FF11, §6.4]). We have
checked that the vacuum eigenvalues of I4 and I5 indeed agree with the eigenvalues

3Note that WBBSS =
√

3βWBHK .
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∫
γ P(z)−4/3v4(z)dz and

∫
γ P−5/3(z)v5(z)dz (see §4) predicted in [LVY], up to over-

all factors depending on the remaining weight λ1 only through the level k1. The

analogous check also works for I3 and I5 in the ŝl2 case. ⊳
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