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Abstract

Computing reachable sets is a de facto approach used in many formal verification
methods for hybrid systems. But exact computation of the reachable set is an in-
tractable problem for many kinds of hybrid systems, either due to undecidability
or high computational complexity. Alternatively, quite a lot of research has been
focused on using set representations that can be efficiently manipulated to com-
pute sufficiently accurate over-approximation of the reachable set. Zonotopes are
a useful set representation in reachability analysis because of their closure and low
complexity for computing linear transformation and Minkowski sum operations.
But for approximating the unbounded time reachable sets by positive invariants,
zonotopes have the following drawback. The effectiveness of a set representation
for computing a positive invariant depends on efficiently encoding the directions
for convergence of the states to an equilibrium. In an affine hybrid system, some
of the directions for convergence can be encoded by the complex valued eigen-
vectors of the transformation matrices. But the zonotope representation can not
exploit the complex eigenstructure of the transformation matrices because it only
has real valued generators.

Therefore, we extend real zonotopes to the complex valued domain in a way
that can capture contraction along complex valued vectors. This yields a new set
representation called complex zonotope. Geometrically, complex zonotopes repre-
sent a wider class of sets that include some non-polytopic sets as well as polytopic
zonotopes. They retain the merit of real zonotopes that we can efficiently perform
linear transformation and Minkowski sum operations and compute the support
function. Additionally, we show that they can capture contraction along complex
valued eigenvectors. Furthermore, we develop computationally tractable approx-
imations for inclusion-checking and intersection with half-spaces. Using these
set operations on complex zonotopes, we develop convex programs to verify lin-
ear invariance properties of discrete time affine hybrid systems and exponential
stability of linear impulsive systems. Our experiments on some benchmark exam-
ples demonstrate the efficiency of the verification techniques based on complex
zonotopes.
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Résumeé

Le calcul de I’ensemble atteignable est une approche utilisée dans de nombreuses
méthodes de vérification formelles pour des systemes hybrides. Mais le cal-
cul exact de I’ensemble atteignable est un probleme dir pour plusieurs classes
de systemes hybrides, soit en raison de 1’'indécidabilité ou de la complexité de
calcul élevée. Alternativement, beaucoup de recherches ont été centrées sur le
dévéloppement des représentations d’ensembles qui peuvent étre manipulées effi-
cacement pour calculer une surapproximation suffisamment précise de I’ensemble
atteignable. Les zonotopes sont une représentation d’ensemble utile pour I’analyse
d’accessibilité en raison de leur fermeture et de leur faible complexité pour le cal-
cul de la transformation linéaire et de la somme de Minkowski. Mais pour approx-
imer I’ensemble atteignable pour une durée de temps non bornée par des invari-
ants positifs, les zonotopes présentent I’inconvénient suivant. L’efficacité d’une
représentation d’ensemble pour calculer un invariant positif dépend de I’encodage
efficace des directions de convergence des états vers un point d’équilibre. Dans
un systéme hybride affine, certaines des directions de convergence peuvent étre
dérivées a partir des vecteurs propres des matrices de dynamiques continues.
Mais la représentation zonotopique usuelle ne peut pas exploiter la structure des
vecteurs propres complexe de ces matrices de transformation car la représentation
zonotopique usuelle ne se définit avec des générateurs 4 valeurs réelles.

Par conséquent, nous étendons les zonotopes réels au domaine complexe afin
de capturer la contraction le long des vecteurs propres complexes, ce qui amene a
une nouvelle représentation d’ensemble appelée zonotope complexe. Géométriquement
parlant, les zonotopes complexes représentent une classe d’ensembles plus large
qui comprennent des ensembles non-polytopiques ainsi que des zonotopes poly-
topiques. Ils conservent les avantages des zonotopes réels permettant d’effectuer
efficacement la transformation linéaire et les opérations de somme de Minkowski
et calculer la fonction de support. De plus, nous développons des algorithmes
approximatifs pour le test d’inclusion et le calcul d’intersection avec des demi-
espaces. En utilisant ces opérations sur des zonotopes complexes, nous développons
ensuite des programmes convexes pour vérifier les propriétés d’invariance linéaire
des systémes hybrides affines 4 temps discret et la stabilité exponentielle des
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systémes impulsifs linéaires. Nos résultats expérimentaux sur certains exemples
de benchmarks démontrent I’efficacité nos techniques de vérification basées sur
des zonotopes complexes.
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Notation

R: Real numbers, C: Complex numbers, Z: Integers.

R =R {o0, —00}.

Ifa,b € R()—o0,00, then (a,b) = {z € R: a <z < b},

[a,b) ={z €eR: a<z<b},(a,b)]={z€R: a<z<b}and
[a,b] ={z €eR: a<z<b}

M5 (S): Set of n x m matrices over the set S.

If X € M,,s (5), then X; is the i'" row of X. Xj; is the i*" row ;' column
entry of X.

Leta e R,n€Z,S CRand<e€ {>,<,>,<}. Then Sy = {2 € S: x> a}
and S™ = M, (5).

If e {>,<,<,>}, and 2,y € R", then x 1 y iff z; > y; for all i €
{1,...,n}.

For any z,y € R", their join is denoted = \/ y and meet is denoted x /\ v,
which are defined as follows. Forany i € {1,...,n},

(95\/?J>2 = sup {z;, yi} , (55 /\ZJ)Z = inf {z;, y;} -

Forany c =a+ b € C,Rec=a,Imc=band |c| = vVa? + b2

Ify € C", then [[yll, = /377, [yI” and [lyll . = supiy [yl-

If A € M (C), then || A]l, = sup {||Az]|, : [|z[|, = 1} and
ANl = sup {{|Az]l : [l2]l = 1},

If S is a finite set, then |.S| is the number of elements in S. On the other
hand, if S is an infinite set, then |S| = oc.

If S C C™ and is a finite set, i.e., |S| < oo, then the convex hull of S is

5] S|
Conv (9) = Zai:pi €8, a€ R‘ZS(‘), Zai =1
i=1 i=1

XV



For an infinite subset S C C", its convex hull is defined in terms of the
convex hulls of finte subsets as follows.

Conv (5) = U Conv (V)
{VCS: |V]<oo}
The set of all real valued polynomials of multiple variables {z1,...,z,} is
R[l’l, c. ,xn].

A point p € C" is called an interior point of a set S C C" if there exists
b € Ryg such that {z : ||p — x|| < b} C S. The set S is called an open set
if all of its elements are interior points.

A set is closed if it is the complement of an open set.

A set S C C™is bounded if sup, g ||z]|, < co. The set S is compact if it is
closed and bounded.

The null-space of a matrix A € M,,,«,, (C) is

null (A) ={z € C": Az =0}.

XVi



CHAPTER

Introduction

Physical systems controlled by digital logic exhibit a mix of continuous dynamics,
described by differential or difference equations, and discrete dynamics described
by switching of discrete valued variables. Mathematical models describing the
behavior of such systems are called hybrid systems. Formal verification of hybrid
systems generally requires computing the set of reachable states of the system.
But exactly computing the reachable states of a hybrid system is either undecid-
able or computationally expensive. For hybrid systems that have differential equa-
tions, exact computation of the reachable set is undecidable [ACH"95], except in
particular cases [LPY98]. Even in a simpler case like a discrete time affine hybrid
system, the exact reachable set at any time is a union of sets whose number is ex-
ponential in the number of time steps. An alternative is find a sufficiently accurate
over-approximation of the infinite set of reachable states. To do so, we need to
represent an infinite set of states symbolically by a set representation, which can
be efficiently manipulated for the computation of the desired over-approximation.

Verification of some properties of hybrid systems requires over-approximating
the unbounded time reachable set of a system. The unbounded time reachable set
can be approximated by a positive invariant, which is a set of states whose set of
successor states is contained within itself. The efficiency, in terms of accuracy and
computational speed, for computing positive invariants using a set representation
is related to the following characteristics of the set representation.

1. Closure under set operations used in reachability analysis and computa-
tional complexity of performing them. Some of these operations are lin-
ear transformation, Minkowski sum, intersection, computation of support
function and inclusion-checking.
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2. Efficient encoding of positive invariants in the set representation.

Well-known set representations have some of the above characteristics, but
not all. For example, polytopes have the advantage that they are closed under lin-
ear transformation, Minkowski sum and intersection. However, for a half-space
representation of a polytope, the Minkowski sum operation is computationally
expensive in higher dimensions. Moreover, to our knowledge, there is no upper
bound on the representation size of a polytopic positive invariant having non-
empty interior for a stable linear system. Ellipsoids have the advantage that they
are closed under linear transformation and also efficiently encode the positive in-
variant of a stable linear system. But ellipsoids are not closed under Minkowski
sum and intersection with half-spaces. Although there has been work on over-
approximation of the Minkowski sum and intersection with half-spaces for el-
lipsoids [AGG™ 17, KV06], still there can be a significant approximation error.
Zonotope [Gir05a] is yet another set representation, which is a type of polytope
specified as a linear combination of real vectors whose combining coefficients are
bounded inside intervals. Geometrically, they are Minkowski sums of line seg-
ments.

Zonotopes have the advantage that they are closed under linear transformation
and Minkowski sum operations, which can also be computed efficiently. There-
fore, they have been successfully applied to the computation of bounded time
reachable sets of uncertain continuous linear systems [GirO5a] and affine hybrid
systems with simple switching [MK14, GLGOS8]. But for over-approximation of
the unbounded time reachable set by a positive invariant, a drawback of real zono-
topes can be explained as follows. The accuracy of over-approximation by a pos-
itive invariant is closely related to the capturing the directions for convergence
of the states to an equilibrium. In affine hybrid systems, some of these direc-
tions can be encoded by the complex eigenvectors of a linear transformation. In
case of real zonotopes, we shall show that when the eigenvectors of a stable lin-
ear transformation are real valued, then collecting the eigenvectors of the matrix
among the generators of the zonotope gives a positively invariant real zonotope.
However, this result does not hold when the eigenvectors have complex values,
i.e., have non-zero imaginary and real parts. In other words, real zonotopes can
not exploit the complex valued eigenstructure of the transformation matrices for
efficient computation of a positive invariant, because they have real valued gener-
ators.

To capture contraction along complex valued vectors, we extend real zono-
topes to the complex valued domain to yield a set representation called complex
zonotope. A complex zonotope is a linear combination of complex valued vec-
tors with absolute valued bounds on the combining coefficients. It can capture
contraction along the complex eigenvectors of a linear system, due to which they

Friday 25" May, 2018 (11:24)



Set Linear Minkowski | Intersection Positive Inyarla}lt
. . . (non-empty interior)
representation transformation sum with half-space - .
stable invertible
linear transformation
Efficient More than Maximum complexity
Convex polytope . . .
. only for exponential Efficient of encoding
H-representation | . . . .
invertible matrix | complexity not bounded
Zonotope Efficient Efficient Not May. not
closed exist

L . Not Not Efficient
Ellipsoid Efficient closed closed encoding
Polynomial More tha}n More thgn . Efficient

exponential exponential Efficient .
sub-level set . . encoding
complexity complexity

Complex Efficient Efficient Not Efficient
Zonotope closed encoding

Table 1.1: Comparison of set representations

can efficiently encode positive invariants of a linear system. It is also geomet-
rically more expressive than real zonotope because its real projection can repre-
sent Minkowski sums of some ellipsoids in addition to line segments. They are
also different from other extensions of complex zonotopes, like quadratic zono-
topes [AGW15], which we shall explain later in a separate section. Still, com-
plex zonotopes retain the merit of real zonotopes that they are closed under linear
transformation and Minkowski sum, which can also be computed efficiently. In
Table 1.1, we draw comparison of complex zonotopes with four other categories of
set representations comprising convex polytopes, zonotopes, ellipsoids and poly-
nomial sub-level sets. A review of the other set representations and related work
on computing positive invariants will be presented in a separate section.

We apply complex zonotopes to two problems in the domain of hybrid sys-
tems that require computing accurate positive invariants. One problem is verify-
ing linear invariance properties of discrete time affine hybrid systems. A linear
invariance property is a linear constraint on the state of the system that is satisfied
by all the reachable states. We derive a convex program based for computing pos-
itively invariant complex zonotopes that verify a linear invariance property. We
demonstrate the efficiency of our method by experiments on some benchmark ex-
amples. The other problem is verifying stability of linear impulsive systems with
sampling uncertainty. We develop an algorithm that finds a contractive complex
zonotope using the eigenstructure of the system. Our experiments on two bench-
mark examples show either better or comparable performance compared to other
approaches.

Friday 25" May, 2018 (11:24)



4 CHAPTER 1. INTRODUCTION

1.1 Review of set representations and related work

We shall briefly review some of the set representations that are mainly used in
the reachability analysis of hybrid systems, particularly focusing on affine hybrid
systems. Along the way, we also discuss the related work and draw compari-
son with our complex zonotopes. We categorize the set representations into four
classes and discuss them in separate sections: polytopes, zonotopes, ellipsoids
and polynomial sub-level sets. Reachability analysis techniques using non-convex
polytopes generally extend techniques used for convex polytopes. Therefore, we
review convex polytopes instead of polytopes. Although zonotopes are a sub-
class of polytopes, we discuss them in a separate section. We particularly focus
our review on real zonotopes since our work extends them to complex zonotopes.

1.1.1 Convex polytopes

Polytopes are sets that satisfy Boolean combinations of linear inequalities. Poly-
topes have been used in many tools for verification [KGBM04, SRKC00, ADMO02,
BHZ08, Fre08]. A convex polytope is a special case where a polytope is con-
vex. Generally, a half-space representation of a convex polytope, also called a
H-representation, is used in the verification algorithms for hybrid systems, which
is defined as follows.

Definition 1.1.1 (H -representation). Let us consider a matrix 7" € M,.,,, (R) and
a vector d € R". The H-representation of a convex polytope is a tuple (7', d) that
is assigned to the set

[T,d] = {z €R": Tz <d}.

The row vectors of T" are sometimes called support vectors [FLGD"11]. An
invertible linear transformation of a H-representation can be computed by the
following formula. Let A be an invertible matrix. Then

AT, d] = [TA7'.d].

But when the matrix A is not invertible, the computation of the transformed poly-
tope can be expensive.

Computing the Minkowski sum of two H -representations in an n-dimensional
space can require elimination of at least n-variables in a system of more than 2n
linear inequalities, which is discussed in [Kva05]. The complexity of variable
elimination by known algorithms is more than exponential. Therefore, computa-
tion of Minkowski sum of two [ -representations can be costly in higher dimen-
sions.

Friday 25" May, 2018 (11:24)



1.1. REVIEW OF SET REPRESENTATIONS AND RELATED WORK 5

The intersection of two H-representations having the same set of supporting
hyperplanes is easy to compute, as follows.

[T, d) ([T, e] = [[T,d/\eﬂ. (1.1)

The above operation also generalizes to the intersection with half-spaces by in-
cluding the support vectors of the half-spaces among the support vectors of a
H-representation. Therefore, a [ -representation is efficient while computing in-
tersections with linear guards of hybrid systems.

In [RGK'04], a method for computing the maximal polytopic positive in-
variant set for a piecewise affine hybrid system is implemented using the MPT
toolbox'. However, the method involves partitioning of the state space, which can
be computationally expensive in higher dimensions. Some sub-classes of convex
polytopes that have been used for computing positive invariants include template
polyhedra [DG11, SDIO8a], hypercube [CC76, Tiw08], parallelotopes [AS12],
octagons [Min06] and support vectors [FLGD™"11]. In these set representations,
generally mathematical optimization is used for performing the operations re-
quired for computing a positive invariant (for example [DG11, DM98]). In sim-
pler abstract domains [Min06, CC76, AS12], algebraic methods can be used to
compute positive invariants. In [DG11], the normals to the bounding hyperplanes
are fixed and the algorithm tries to find the tightest possible bounds of a positive
invariant. Our template based approach to compute complex zonotopic positive
invariants is in a similar spirit. We fix a set directions for the generators and opti-
mize their magnitudes. However, in our approach we can choose complex valued
templates that can capture contraction along the complex eigenvectors of the trans-
formation matrices. But such complex valued templates can not be selected for
polytopes.

It is known that for any stable linear system, there exists a positively in-
variant polytope with non-empty interior given by a polyhedral Lyapunov func-
tion [BMO8]. However, to our knowledge, there is no known upper bound on the
smallest possible representation size of a polyhedral lyapunov function for a sta-
ble linear systems. In contrast, for a stable and invertible linear transformation,
a complex zonotopic positive invariant containing the origin in its interior can be
computed by just having the n-eigenvectors as its generators.

Real zonotopes are also a sub-class of polytopes, which we discuss in a sepa-
rate section.

'http://people.ee.ethz.ch/~mpt/3/
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6 CHAPTER 1. INTRODUCTION

1.1.2 Zonotopes and their generalizations

Simple zonotopes are linear projections of higher dimensional hypercubes onto
lower dimensional spaces, therefore a sub-class of polytopes. A simple zonotope
is represented by a linear combination of real valued vectors plus a center, such
that the real valued combining coefficients are contained in a hypercube symmet-
ric around the origin. Geometrically speaking, a simple zonotope is a Minkowski
sum of line segments.

Definition 1.1.2 (Simple zonotope). Let us consider V € R™, whose column
vectors are called generators, and ¢ € R" called the center. The following is the
representation of a real zonotope.

ZWV,c):={c+V(: (e [-1,1]"}.

For the rest of this chapter, we use the notation V € R™ and ¢ € R", unless
otherwise specified.

A main advantage of the zonotope set representation is that besides being
closed under linear transformation and Minkowski sum, these operations can be
computed efficiently. The computation of linear transformation of a zonotope is
given below.

Lemma 1.1.3 (Linear transformation). Let A € M,,«,, (R). Then
AZ(V,c) = Z(AV, Ac).
Proof. We derive the following.
AZ(V,c) = A{c+V(: (€ [-1,1]"}
={Ac+ AV(: (e [-1,1]"} = Z(AV, Ac). O
The Minkowski sum of two zonotopes can be computed as follows.

Lemma 1.1.4 (Minkowski sum). Let us consider two matrices V € M, «,, (R)
and V' € M., (R). Then the following is true.

ZW,00@Z(V.,d)=Z([V V],c+).
Proof. We derive the following.

ZWV,e)® Z (V')
={c+V(: Ce[-L1" e {d+ V(" (e [-11]"}
= {(C+ C/) + VC + VC/ : C € [_17 1]m’ C/ S [_17 1]T}

_ {(c+c')+ v VY m : m e [—1,1]m+r}
=Z([Vv V],e+d). O

Friday 25" May, 2018 (11:24)



1.1. REVIEW OF SET REPRESENTATIONS AND RELATED WORK 7

We have earlier discussed that for a [ -representation of a polytope, the com-
plexity of Minkowski sum can be more than exponential. On the other hand,
the complexity of both Minkowski sum and linear transformation operations for
a zonotope is only linear. This is an advantage of the zonotope representation
compared to the H-representation of a polytope. Therefore, simple zonotopes
have been successfully applied for reachability analysis of uncertain linear sys-
tems and some affine hybrid systems with simple switching conditions [MK14,
Gir05b, GLG08, BGP*09]. Still, zonotopes have the following drawback while
computing positive invariants of affine hybrid systems. Even for the simple case
of a stable linear system having complex valued eigenvectors, we do not know if
a positively invariant non-zero zonotope exists. When a stable linear system has
real eigenvectors, the computation of a non-zero positively invariant zonotope is
guaranteed by the following proposition.

Proposition 1.1.5. Let us consider V € M,,.,, (R) consists of the real eigenvec-
tors of a matrix A € M, (R) as its column vectors, where i € [—1,1]" is the
vector of real eigenvalues, i.e., AV =V diag (u). Then, A(Z (V,0)) C Z(V,0).

Proof. We derive

A(Z (V70)) = A{VC : (€ [_1’ l]n}
={AVC: (e [-1,1]"} ={Vdiag(n) ¢ : C€[-1,1]"}. (1.2)

Let y be a point in Z (), 0). By Equation 1.2, we get
30 € [-1,1]": y = Vdiag(u) 0.

Let ¢ = diag (i) 0. Since p € [—1,1]" and § € [—1,1]", we get { = diag (u) 0 €
[—1,1]™. So,

y=VY( where ¢ € [-1,1]"
Ly e Z(V,0).

As the above is true for any y € AZ (V,0), we get A (Z (V,0)) € Z (V,0) when
e [—1,1]™ O

However, the eigenvalues of a linear matrix can have non-zero imaginary part,
in addition to the real part. Whereas, simple zonotopes are defined on real num-
bers. So, when the eigenvalues are complex valued, we can not rely on the above
proposition to find a positive invariant. Therefore, in the next chapter we introduce
complex zonotopes that can capture contraction along complex vectors.
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8 CHAPTER 1. INTRODUCTION

To approximate non-linear transformations of zonotopes, they have been ex-
tended to quadratic zonotopes [AGW15], and more generally, polynomial zono-
topes [Alt13]. Although a polynomial zonotope and the complex zonotope that
we introduce are both non-polytopic sets, these representations are geometrically
different. While a polynomial zonotope is described by a polynomial function of
real valued intervals, a complex zonotope shall be described as a complex valued
linear function of circles in the complex plane.

Definition 1.1.6. [Alt13] Let f € Rzy,...,x,). Then {f(z): x € [-1,1]"}is
a polynomial zonotope.

Another drawback of simple zonotopes is that they not closed under inter-
section with half-spaces. The computation of intersection with half-spaces and
hyperplanes is required in reachability analysis of hybrid systems having linear
guards (pre-conditions) for switching. To compute the intersection, we can try
to convert a zonotope to a polytope, compute the intersection with the polytope
and over-approximate the intersection by another zonotope. However, a zonotope

with m generators in an n dimensional space can have as many as 2 (n 1)

faces [Zas75], which is exponential in n. It means that the conversion of a zono-
tope to a polytope can be intractable in higher dimensions. To address this prob-
lem, an algorithm for the tight over-approximation of the intersection between
a zonotope and a hyperplane is proposed in [GLGO08], that is based on the pro-
jection of the zonotope onto 2-dimensional hyperplanes. Alternatively, there are
approaches to extend the zonotope to a more general set representation in which
the intersection with a half-space is a closed operation and can be computed effi-
ciently. Constrained zonotopes [SRMB16], constrained affine sets [GGP10] and
zonotopic bundles [AK11b] are examples of such extensions.

In a constrained zonotope, there are linear equality constraints in addition to
interval constraints on the combining coefficients. Therefore, the intersection of a
hyperplane and a constrained zonotope can be represented by another constrained
zonotope. Moreover, they retain the closure property under linear transformation
and Minkowski sum, which can also be computed efficiently.

Definition 1.1.7 (Constrained zonotope). [SRMB16] A constrained zonotope is
represented by a tuple (V, ¢, A, b), where V € M, .., (R), A € Myr, ((R), c € R
and b € R™, and the tuple is assigned to the set

{c+V(:Ce[-1,1]", AC = b}.

An even more general representation is a constrained affine set [GGP10],
where the combining coefficients can range in some abstract domain. To represent
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1.1. REVIEW OF SET REPRESENTATIONS AND RELATED WORK 9

the intersection of a constrained affine set with half-spaces, the abstract domain
constraining the combining coefficients can be chosen such that it has linear rela-
tions. Another generalization is a zonotopic bundle set representation [AK11b],
which is closed under mutual intersection.

1.1.3 Ellipsoids

Ellipsoids are sub-level sets of positive semi-definite quadratic forms. In control
theory, they are implicitly found while computing quadratic Lyapunov functions
for proving stability or stabilizability of systems [BMO08]. An ellipsoid is repre-
sented by a pair of a positive semi-definite symmetric matrix ) € M,,,, (R) and
a center ¢ € R", which is assigned to the following set.

[Q.c] :==cod{zeR": 2"Qz <1}.

The existence of ellipsoidal positive invariants is guaranteed for specific classes
of affine hybrid systems [SNMO03]. Many techniques for computing ellipsoidal
approximations of reachable set for affine hybrid system use mathematical opti-
mization [BMO08, KV06, RIGF12]. An alternative approach for computing posi-
tively invariant ellipsoids was presented in [AaNSGP16], which uses fixed point
iteration based on Lowner order. In this work, each iteration involves only al-
gebraic computations, which possibly resulted in better computational efficiency
than semi-definite programming on the tested examples.

Ellipsoids are closed under invertible linear transformations. But they are not
closed under Minkowski sum and intersection with half-spaces. The ellipsoidal
toolbox [KV06] and a recent approach based on Lowner order [AGG™17] have
addressed the problem of over-approximating the Minkowski sum of ellipsoids
and their intersection with half-spaces. For Minkowski sum, the ellipsoidal tool-
box can compute an approximation that is tight along a specified direction. But a
single ellipsoid can not provide a tight approximation of a Minkowski sum along
all the directions. Whereas, zonotopes and complex zonotopes have the advan-
tage that they are closed under Minkowski sum, which can also be computed
efficiently.

1.1.4 Polynomial sub-level sets

A polynomial sub-level set encodes a set of points that satisfy a collection of
multi-variate polynomials. It is a natural extension of the [ -representation of
the polytope to non-polytopic sets for better approximation. Mathematically, a
polynomial sub-level set is defined as follows.
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10 CHAPTER 1. INTRODUCTION

Definition 1.1.8. A polynomial sub-level set is represented by a tuple (f,d),
where f € (R[zy,...,2,])" and d € R", which is assigned to the following
set.

[f.d] ={zeR": Vie{l,...,r}, filz) <d}

In [DT13], it was shown that the safety verification problem for linear systems
is decidable when the initial set is a sub-level set of eigen-functions, which can
be quadratic polynomials. Our extension of real zonotopes to complex zonotopes
is inspired by their work, which analyzes the eigenstructure of linear systems.
In [SSMO04], positive invariants represented by polynomial equalities are com-
puted for a general class of hybrid systems, where the polynomial is a linear com-
bination of pre-chosen templates that have to be guessed. On the other hand, the
method of [RCTOS5] computes polynomial equality invariants for affine hybrid sys-
tems without having to guess a template polynomial. But [SSM04, RCTO05] can
not handle an additive disturbance input set having a non-empty interior, because
polynomial equalities represent hyper-surfaces which have an empty interior.

On the other hand, polynomial sub-level sets specified by polynomial inequal-
ities can over-approximate sets having a non-empty interior. A sub-level set of a
single multi-variate polynomial is implicitly found while computing barrier cer-
tificates by sum of squares programming [PJ0O4]. For certain classes of hybrid
systems [PRO5], the existence of a barrier certificate is both necessary and suf-
ficient for safety. However, the accuracy of over-approximation provided by a
single multi-variate polynomial naturally depends on the degree of the polyno-
mial. But representing polynomials of higher degree in high dimensional spaces
can be computationally expensive. Alternatively, we can use multiple number
of easily encodable multi-variate polynomials for better accuracy. But comput-
ing tight approximations of reachable sets by intersection of polynomial sub-level
sets requires non-convex optimization, which is expensive. To alleviate complex-
ity of non-convex optimization problem in the case of multiple polynomials, an
approach using semi-definite relaxation coupled with policy iterations has been
developed in [AGG10]. However, this approach uses a recursion of convex opti-
mization steps. So, the convergence of the recursion can be slower than polyhe-
dral abstract domains, which generally use linear programming in the recursion.
In contrast, the algorithm that we develop based on complex zonotopes for com-
puting positive invariants of affine hybrid systems has only a single step of convex
optimization.

1.2 Organization

This dissertation contains five main chapters and a conclusive chapter. In the first
chapter, we have briefly discussed the desirable characteristics of a good set rep-
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1.2. ORGANIZATION 11

resentation for computing accurate positive invariants of hybrid systems. In the
light of these characteristics, we provided a short review of some set represen-
tations and discuss their advantages and drawbacks. We have discussed simple
zonotopes, which are defined over real numbers, and the linear transformation
and Minkowski sum operations on them. We explained the shortcoming of real
zonotopes that they can not capture contraction along complex valued eigenvec-
tors, which is closely related to computing positive invariants. We also reviewed
some of the previously known extensions of real zonotopes.

In Chapter 2, we introduce the complex zonotope set representation and dis-
cuss set operations on them required for reachability analysis. We first define the
basic representation of a complex zonotope. We derive a result that a complex
zonotope can efficiently represent a non-zero positive invariant for a stable lin-
ear transformation based on the eigenstructure. Next we introduce the template
based representation of a complex zonotope, called template complex zonotope.
It allows adding more generators to a template for increasing the quality of ap-
proximation of a given set. Later we discuss set operations on template complex
zonotopes and derive a second order conic program for checking inclusion be-
tween two template complex zonotopes.

In Chapter 3, we generalize complex zonotope to an augmented complex zono-
tope representation for computing over-approximation of the intersection with a
class of sub-level sets of linear inequalities called sub-parallelotopes. We first
introduce a representation called interval zonotope, which is a different but geo-
metrically equivalent representation of a simple zonotope. An interval zonotope
has variable interval bounds on the combining coefficients. We show that the in-
tersection between an interval zonotope and a suitably aligned sub-parallelotope is
another interval zonotope which can be computed algebraically. Motivated by this
result, we define an augmented complex zonotope as a Minkowski sum of a com-
plex zonotope and a real zonotope. By this representation, we can efficiently com-
pute the over-approximation of its intersection with a sub-parallelotope, where the
approximation error can be regulated by adjusting the scaling factors. Latter we
discuss other set operations on augmented complex zonotopes. We extend the
inclusion-checking relation between template complex zonotopes to augmented
complex zonotopes.

In Chapter 4, we describe a discrete time affine hybrid system, its positive
invariants and the problem of verifying a linear invariance property. We develop
a convex program to verify a linear invariance property based on computing a
positively invariant augmented complex zonotope. We implement the method on
some benchmark examples to demonstrate its efficiency.

In Chapter 5, we develop an algorithm for exponential stability verification of
linear impulsive systems with sampling uncertainty using template complex zono-
topes. The algorithm uses the eigenstructure of reachability operators to compute
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12 CHAPTER 1. INTRODUCTION

a contractive set. We implement the algorithm for stability verification of two
benchmark examples and compare the results with the state-of-the-art methods.
The concluding remarks are given in Chapter 6.
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CHAPTER

Complex Zonotopes

In the previous chapter, we have explained the advantage of simple zonotopes that
they are closed under linear transformation and Minkowski sum operations and
these can be computed efficiently. Regarding computation of a positive invariant
real zonotope for a linear system, we showed in Proposition 1.1.5 that it can be
done efficiently when the eigenvectors are real valued. However, when the eigen-
vectors of a stable linear system are complex valued, we can not guarantee the ex-
istence of a non-zero real zonotopic positive invariant. Overcoming this drawback
of real zonotopes, we extend them to a new class of sets called complex zonotopes
by which we can easily specify positive invariants of a stable linear system using
the eigenstructure. Henceforth, we believe that even for affine hybrid systems,
a complex zonotope can capture contraction along the complex eigenvectors of
some of the transformation matrices. Complex zonotopes are also geometrically
more expressive, since their real projections can describe some non-polytopic sets
as well as polytopic zonotopes. Apart from computing simple operations on com-
plex zonotopes like linear transformation and Minkowski sum, we shall derive a
convex program for checking inclusion between two complex zonotopes. The in-
clusion relation is a key ingredient for efficient invariant computation, which we
shall discuss in latter chapters.

This chapter is organized into three main sections. In Section 2.1, we shall in-
troduce the basic representation of a complex zonotope that naturally extends the
Definition 1.1.2 of real zonotopes. Further on, we shall introduce a more general
but geometrically equivalent representation, called template complex zonotope,
which allows efficient modification of complex zonotopic sets for increasing ac-
curacy of abstraction of sets. In Section 2.2, we shall discuss basic operations on a

13



14 CHAPTER 2. COMPLEX ZONOTOPES

template complex zonotope like linear transformation, Minkowski sum and com-
putation of support function. In Section 2.3, we shall derive a convex program for
checking the inclusion between two template complex zonotopes.

2.1 Representation of a complex zonotope

The basic representation of a complex zonotope is a linear combination of com-
plex valued vectors with complex combining coefficients whose absolute value is
bounded by unity. This is a generalization of the representation of a simple zono-
tope given in Definition 1.1.2 of previous chapter to the space of complex num-
bers. However, the real projection of a complex zonotope is expressive because it
can represent some non-polyhedral sets in addition to the polyhedral zonotopes,
which we shall discuss later.

Definition 2.1.1 (Complex zonotope). Let V € M, ., (C) be a complex valued
matrix whose columns are called generators and ¢ € R"™ be a real vector called
the center. The following is the representation of a complex zonotope.

CV,¢):={VC+c: CeC™ |||, <1}. 2.1)

Geometry of a complex zonotope : The real projection of the set of points
represented by each generator can either be an ellipse in a higher dimensional
space or a line segment. So, complex zonotopes can represent a Minkowski sum
of a higher dimensional ellipses and line segments. Whereas, simple zonotopes
represent only Minkowski sum of line segments. Therefore, complex zonotopes
are geometrically more expressive than real zonotopes. For example, the real
projection of the the following complex vector is the following ellipse.

—0.1335 + 0.1769¢
C 0.2713+0.3991c | ,0 | :=
—0.8473

—0.1335 —0.1769
0.2713 —0.3991i m C <1
—0.8473 0

On the other hand, the real projection of the following real vector, which is a
complex vector having zero imaginary part, is a line segment.

—0.4544 —0.4544
C 0.7379 | ,0] := 07379 [a: —1<a<1
0.4991 0.4991
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2.1. REPRESENTATION OF A COMPLEX ZONOTOPE 15

As the real projection of the generator of a complex zonotope can either be
an ellipse or a line segment, a complex zonotope can represent a Minkowski sum
of line segments as well as some ellipses. The non-polyhedral real projections
along the three axis oriented hyperplanes of the following 3-D complex zonotope
is shown in Figure 2.1

—0.2226 —0.1335+0.1769: —0.1335 — 0.1769¢
C 0.3615  0.271340.3991,  0.2713 — 0.3991. | ,0
0.2446 —0.8473 —0.8473

Contraction along eigenvectors: A motivation for extending simple zono-
topes to complex zonotopes is that a complex zonotope with its generators as the
complex eigenvectors of a discrete time linear system is positively invariant if the
complex eigenvalues corresponding to the generators are bounded within unity
in their absolute values. This is because the generators of the resultant complex
zonotope after transformation will be scaled by the absolute values of the cor-
responding eigenvalues. For example, consider the following matrix A and the
complex zonotope C (V, 0) generated by the complex eigenvectors of A.

[ 0.1502 —0.0438 0.1366
A= |0.7482  0.1470 0.1251
| —0.8436 —0.7027 0.0418

[—0.2226 —0.1335+0.1769. —0.1335 — 0.1769:
V=103615 0.2713+0.3991.  0.2713 — 0.3991.
| 0.2446 —0.8473 —0.8473

The eigenvalues of A are —0.2291, 0.1339+0.5071¢ and 0.1339 — 0.5071¢, whose
absolute values are 0.2291, 0.5245, and 0.5245, respectively. After the transfor-
mation by A, the set generated by VI gets scaled down to 0.2291 times its size
and that of V31 and V" to 0.5245 times its their size. So, the complex zonotope,
which is a Minkowski sum of these sets, contracts after the transformation. This
is illustrated in Figure 2.2, which shows the contraction of each of the sets formed
by the generators and the consequent contraction of the complex zonotope. This
property of contraction of complex zonotope by a linear transformation based on
the eigenstructure of a matrix is explained mathematically in the following propo-
sition.

Proposition 2.1.2 (Eigenstructure based invariance). Let us considerV € My, (C)
consists of the complex eigenvectors of a matrix A € M, «,, (R) as its column vec-
tors and j1 € C" be the vector of complex eigenvalues, i.e., AV = Vdiag (u).
Then

A(C(V,0)) = C (Vdiag (1) ,0)

Ifllplle <1 then A(Z(V,0)) € Z(V,0).
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16 CHAPTER 2. COMPLEX ZONOTOPES

-1 -0.5 0 0.5 1

Figure 2.1: Real projection of complex zonotope on axis oriented hyperplanes
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Figure 2.2: Contraction of complex zonotope along eigenvectors

Proof. We derive

ACW,0) = AV CeTicl, < 1}
= {AVC: CeCICl, < 1) = C(AV,0) = C (Vdiag (1) ,0).

which proves the first part of the Proposition.
For the second part, we are given that ||i|| . < 1. Consider a point

y e AC (V,0) =C (Vdiag(u),0) where
y = Vdiag ()4 : [|6]|, < 1.

Let ¢ = diag () 8. Then ¢, < ]l 3], < L. So.
y =V where [I¢]l. <1

So, we gety € C (V,0). As thisis true forally € C (V,0), we have A (C (V,0)) C
C (V,0) when ||pu|| < 1. O

If we add more generators to the above representation of a complex zonotope,
it would increase the size of the complex zonotope. Therefore, we can not find
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18 CHAPTER 2. COMPLEX ZONOTOPES

—=—C(V,0) . =
—+— AG(V,0) g
—=— C(W,0) s %
— 5~ AC(W,0) v

Figure 2.3: Violation of positive invariance and size increase after adding a generator to
the basic representation.

better approximations of a given set by only adding more generators to the com-
plex zonotope. Moreover, adding a generator can violate positive invariance. For
example, consider the complex zonotope C (V, 0), where

—0.2226 —0.1335+0.1769¢: —0.1335 — 0.1769¢
Y= 03615 0.2713+0.3991.  0.2713 — 0.3991.
0.2446 —0.8473 —0.8473

The above complex zonotope contracts after transformation by the matrix

—0.2766 —0.0806 0.2516
A= | 13779 0.2707 0.2304
—1.5536 —1.2942 0.0769

as shown in Figure 2.3. On the other hand, when we add another generator
[0 0.5 0.5] " then the complex zonotope, C (W, 0), where

—0.2226 —0.1335+0.1769: —0.1335—0.1769. 0
W =1 03615 0.2713+0.3991. 0.2713 —0.3991. 0.5
0.2446 —0.8473 4 0.0000¢ —0.8473 0.5

does not contract as illustrated in Figure 2.3.
Alternatively, to refine a complex zonotope, we can adjust the magnitude of
contribution of each generator to the size of the set while also preserving the
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2.1. REPRESENTATION OF A COMPLEX ZONOTOPE 19

positive invariance. This way, we can also add more generators and increase ap-
proximation accuracy by adjusting the magnitudes of each generator. In order
to conveniently perform algebraic manipulations on the magnitude of each gen-
erator, we can explicitly specify variable bounds on the combining coefficients.
This gives us a more general representation, which we call as template complex
zonotope, where the magnitude of each combining coefficient is bounded in its
absolute value by a scaling factor. We call the matrix whose column vectors gen-
erate a template complex zonotope as a template. This representation is similar
in spirit to the known template based set representations [SDI08a, Min06] in ab-
stract interpretation, where for some fixed template, subsets of metric spaces are
mapped to points in a lattice. In the case of a template complex zonotope, for a
fixed template, subsets of the complex vector space can be mapped to the scaling
factors.

Definition 2.1.3 (Template complex zonotope). Let us consider V € M, 4, (C)
called the template, s € RY, called scaling factors and ¢ € R" called the center.
Then the following is a template complex zonotope.

T(V,e,s)={V(+c: |G| <s;Vie{l,..,m}}. (2.2)

In further discussion, we use the term representation size of a template com-
plex zonotope to refer to the size of the template matrix. In the rest of this chapter,
we consider the following notation, unless otherwise specified.

V€ Mxm (C), ceC", se€RY,.

A template complex zonotope can be converted to the basic representation of the
complex zonotope by multiplying the diagonal matrix of scaling factors to the
template. This is described in the following lemma.

Lemma 2.1.4 (Normalization). Let us consider j1 € C™.

Then T (Vdiag (1) ,c,8) =T (V, ¢, diag (|u]) s) - (2.3)
Therefore, T (V,c,s) =C(Vdiag(s),c).

Proof. Consider a point x € T (V diag (i) , ¢, s), where
v = c+Vdiag (1) ¢ £ [¢] < s
Let ¢’ = diag (i) ¢. Then, x = ¢ + V(. We get
(| = diag (|u]) |¢] < diag (|ul) s.
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20 CHAPTER 2. COMPLEX ZONOTOPES

Therefore, x € T (V, ¢, diag (1) s). This means,
T (Vdiag (), c,s) ST (V, ¢, diag (|u]) s)
Next consider a point y € T (V, ¢, diag (|| s)) where
y=c+Ve: lel < diag () s
Let us consider ¢ € C™, such that

- Hi
Vie{l,...m}, ¢ { 0'if s = 0.

We shall show that ¢ = ¢'diag (u), i.e., forany i € {1,....,m}, ¢ = €;u;. We
prove it in the following two cases.

1. Let us consider ¢; # 0. As |e| < |diag (u;)| s, so p; # 0. Therefore,

_ &
€ = — i = €;fh;-
(]

2. Let us consider ¢; = 0. As |e| < |diag ()] s, so p; = 0. This implies

/ /
0=€e=¢ x0=¢pu,.

So, we gety = ¢ + V diag (11;) €. By the definition of €, we get

vie{l,..m} |&| < {

Therefore, |¢'| < s. So,y € T (Vdiag (1), ¢, s). Therefore,
T (V. c,diag(|ul)s) T (Vdiag(p),c,s).

Combining the previous two conclusions, we get Equation 2.3.
By definition,

C(Vdiag(s),c) =T (Vdiag(s) ¢, [1],,.,)
%% by Equation 2.3
=T (V,c,diag (s) [1],,,,) =T V¢, 5). O
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2.2. BASIC OPERATIONS 21

2.2 Basic operations

We shall discuss the computation of some basic operations on template complex
zonotopes like linear transformation, Minkowski sum and intersection in special
cases. In the next section, we shall discuss how to check inclusion between two
template complex zonotopes. The set of template complex zonotopes is closed
under linear transformation and Minkowski sum operations, which are straight-
forward algebraic computations just like in the case of simple (real) zonotopes.

Lemma 2.2.1 (Linear transformation). Let A € My, (R) and V € My, (C).

Then AT (V,c,s) =T (AV, Ac,s).
Proof. We derive
AT (V,c,s) = A{c+V(: ¢€C™, (| <s}
={Ac+ AV(: (e C™, |(| <s}=T(AV, Ac,s). O

In the above lemma, we see that the template of a complex zonotope can
change after a linear transformation. But when the column vectors of the template
are the eigenvectors of the linear transformation we can represent the transformed
complex zonotope using the same template by multiplying the scaling factors with
the magnitudes of eigenvalues. Therefore, when the magnitudes of eigenvalues are
less than one and the center is the origin, the transformed template complex zono-
tope contains the original template complex zonotope. This result can be seen as
an extension of Proposition 2.1.2 to the case of template complex zonotopes.

Lemma 2.2.2 (Eigenstructure based scaling). Let us consider V € M,,«, (C)
consists of the complex eigenvectors of a matrix A € M,,«,, (R) as the column
vectors. Let i € C" be the vector of eigenvalues such that AY =V diag ().

Then AT (V,0,s) =T (V,0,diag (|u|) s) . 2.4)
Proof. Based on Equation 2.2.1 and the fact that AV = V diag (u), we get
AT (V,0,s) =T (AV,0,s) =T (Vdiag (1) ,0,s) .
Then using Equation 2.3, we get

T (Vdiag (u),0,s) =T (V,0,diag (|u]) s) . O

The Minkowski sum of two template complex zonotopes is another template
complex zonotope, which is computed as follows.
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Lemma 2.2.3 (Minkowski sum). Let us consider two templates V € M, ., (C)
and V' € M, (C"). We get

TWesoT0 ) =T(v et [3]) e

Proof. We derive the following.

TV,e,8)dT V', ,s)
={c+V(: CeC” [(|<sto{d+V(: el [(|<s5}
={(c+)+V(+V(:¢ceC™ el [(|<s, || <5}

fiere 1 [g- [ o [ < 1)

=T<W VLc+d{ﬂ). O

In the above lemma, we see that that the representation size of a template com-
plex zonotope can increase after a Minkowski sum with another template complex
zonotope. But when two template complex zonotopes have the same template,
their Minkowski sum results in a complex zonotope with the same template, i.e.,
the representation size does not increase. This is described in the following Propo-
sition.

Proposition 2.2.4 (Minkowski sum with common template). The following is
true.

TV,e,s) T V,d,8)=T V,c+,s+5) (2.6)
Proof. Wehave T (V,¢,s) T (V,d,s) =

{c+V)+(+V):¢,eC™ |(|<s, [| <5}
={lc+)+V{+):¢ el K <s, [ <8} (2.7)

‘We shall show that
{C+d:¢ el [(I<s, [(I<s={"["<s+5}. (28)

First we shall show that the L.H.S of Equation 2.8 is contained within the R.H.S
of Equation 2.8, as follows. Let us consider

(,¢'eC™: [¢|<s, [¢']<S.
Then using the triangular inequality, we get

G+ G < |Gl + G =5+
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First we shall show that the R.H.S of Equation 2.8 is contained within the L.H.S
of Equation 2.8, as follows. Let us consider

("eC: |("|<s+5.
Let us consider

C//
s+ s’

g//

! /
=35 .
¢ s+ s

(=s

So, (" =(+ (. As ‘si’;,‘ < 1, we get |¢| < sand |(’| < . This proves that the

R.H.S of Equation 2.8 is contained inside the L.H.S of Equation 2.8.

Hence, we have proved Equation 2.8. Then the proposition follows from Equa-
tions 2.7 and 2.8. U

We denote the value of the support function of a set ¥ € R™ ata vector v € R”
as p (v, ¥), which is defined as follows.

p(v,¥) =supv’w.
zeW¥

The support function of a template complex zonotope is an affine expression of
the scaling factors and the center, as described in the following lemma.

Lemma 2.2.5 (Support function). Let v € R"™. Then
p(v,Re(T (V,c,s))) =v"c+ |[v"V]s.

Proof. We derive

p(0,Re(T(V,e,s)) =  sup o'z
z€Re(T (V,¢,s))

=v'c+ sup  Re(v')V() (2.9)
¢eCm: [¢I<s

<vlet+  sup  [uTV][(]
ceCm: [¢I<s

<vTe4+  sup }UTV| y=vlc+ |UTV| s. (2.10)
yERTZ”O:ySS

Let us consider € € C™ where

’vTV’.

Vie{l,...,m}, = (UTV)Z

Si.

7
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Then we derive the following.

vV,
Vi € {1,...,m}, |€Z’ :WT—])‘E‘SA = S;. (211)
m T

T _ T |U V{i

vie= ; (U V)Z. (UTV)Z-Si

= o™V s. (2.12)
By Equations 2.9, 2.11, and 2.12, we get

p(v,Re (T (V,c,5)) = v+ [vTV]s (2.13)
The Lemma follows from Equations 2.10 and 2.13. 0

Like real zonotopes, complex zonotopes are also not closed under mutual in-
tersection. Even the intersection between template complex zonotopes with a
common template and center need not be a closed. But when the common tem-
plate is a non-singular (invertible) matrix and the center is common, then the in-
tersection is a closed operation and can be expressed algebraically.

Example 2.2.6. Let us consider two template complex zonotopes having a com-
mon template as 7 (), 0, s) and 7 (V,0, s") where

1 1
V= [11” (1) (1]] s— 05| ands' = | 1
1 0.5
The template complex zonotope 7 (V,0,s A\ s'), where s s’ = [1 0.5 0.5}T,
can not be an over-approximation of the intersection of the previous two template
complex zonotopes as shown in Figure 2.4.
On the other hand, let us consider the following invertible matrix W and two
vectors of scaling factors r and 1/, respectively.

0540 0 T , 05
W‘{ 0.5 1}’ T‘{O.J’ T‘L]'

Since W is invertible, we can exactly express the intersection between the two
complex zonotopes as another complex zonotope given below and illustrated in
Figure 2.5.

TW,0.) (T W,0.7) =T (W,0.r \r').
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Figure 2.4: Non-closure of intersection between complex zonotopes for a non-invertible
template.
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Figure 2.5: Closure of intersection between complex zonotopes for an invertible template.
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The observation in the above example about intersection between complex
zonotopes is mathematically explained for a general case in the following lemma.

Lemma 2.2.7 (Mutual intersection). Let V € M,,«,, (C) be a non-singular ma-
trix.

Then T (V,c,s) ﬂT(V, ¢,s)=T (V, c, s/\ s’) . (2.14)
Proof. Let us consider a point z € 7 (V, ¢, s /\ s’) where
z=c+ V¢ (| <s \s'Then [¢(|<s, [¢<s
—= 2€T(Ves) Aze€TV,e.s) = 2€TV,e.8)[ TV, c.s).

This proves that the L.H.S of Equation 2.14 is contained inside the R.H.S.
Now let us consider a pointz € T (V,¢,s) [T (V, ¢, s"). Let us express x as
r=c+ V(.
Since V is an invertible matrix, we have a unique solution for ¢, i.e.,( = V7! (z — ¢).
Asz e T (V,e,s)(\T (V,¢,s') and ¢ has unique solution, we get
(l<s A [¢I<s"

= K‘SS/\S/ — xET(V,c,s/\s’).

The above means that the R.H.S of Equation 2.14 is contained inside the L.H.S.
The converse was proved earlier. So, we have proved the Lemma. 0

Since template complex zonotopes are not closed under intersection, gener-
ally there is no smallest over-approximation of a given set by a template complex
zonotope. But according to Lemma 2.2.7, template complex zonotopes with a
fixed invertible template matrix and fixed center are closed under mutual inter-
section. Therefore, for a fixed invertible template and fixed center, there exists a
smallest template complex zonotope approximation of a given set, expressed as
follows.

Theorem 2.2.8. Let W C C" be a bounded set and V € M,,,, (C) be an invert-
ible square matrix. Let us consider

S={seR:VCTV0cs)}
Then all of the following is true.

VC(\TWes)=T <V,c, /\s> . (2.15)

sesS seS
Ns=\V [V @-0). (2.16)
s€S zevw
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Proof. First, we shall prove Equation 2.15. Based on Lemma 2.2.7, it follows that

ﬂT(V,c,s) :T<V,c, /\3) .

ses seS

As S is the set of all scaling factors whose corresponding template complex zono-
tope is an over-approximation of W, we also get

U C ﬂT(V,c,s) :T<V,c,/\s>.

ses seS

So, we have proved Equation 2.15.
Now we shall prove Equation 2.16. We shall first prove

\I!QT(V,C, \V v (x—c)}>. (2.17)
rev

Let us consider a point z € W. Since V is invertible, x can be written as a linear
combination of template column vectors of ) plus the center c as

r=c+V (V' (z-0),

where the vector of combining coefficients is (V! (z — ¢)). Since

!V x—c) \/‘V

zew

weget, €T (V,Q \/ ‘V‘l (x—c)‘) .

zew

As the above is true for any € ¥, we have proved Equation 2.17. By Equa-
tion 2.17 and the definition of S, we get \/ [V~! (z — ¢)| € S. Therefore,

zew

/\5 < \/ |V x—c) (2.18)

ses zeV

By Equation 2.15, which we have proved earlier, and the fact that z € W, we get

xET(V,c,/\s).
seS
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Since V! (x — ¢) is the unique vector of combining coefficients when x is ex-
pressed as a linear combination of column vector of V), the above implies

V7 (z—o)| < /\s.
seS
As the above equation is true for any x in W, we get
\/ V' (z—o)| < /\3.
zev¥ sew

Based on the above equation and Equation 2.18, we get Equation 2.16. 0

2.3 Checking inclusion

While computing positive invariants using a set representation, ascertaining the
positive invariance of a set requires deciding the inclusion of the next reachable set
inside the given set. In the case of complex zonotopes, we shall show that check-
ing the exact inclusion amounts to solving a non-convex optimization problem.
Therefore, we later find a sufficient condition expressed by convex constraints for
checking the inclusion. The convex constraints we derive later are specifically
second order conic constraints, which are described below.

Definition 2.3.1 (Second order conic constraint). A second order conic constraint
on a variable x taking values in R" is one of the following expressions.

1. ||[Az +b||, < "z + d where A € M, (R),b € R",c € R"and d € R.
2. pP'x = g where p € R" and q € R.

Example 2.3.2. An inequality like 2?2 + 4y? + 2522 — 32 — 4y + 2+ 3 < 0Oisa
second order conic constraint because it can be written as

1 0 0f |« T
02 0f |y||| <[3 4 —-1]|y| -3
0 0 5| [z z

2

A linear equality like 3z + 2y — 42 = 5 is also a second order conic constraint.

In the case of complex zonotope, we shall later derive a set of second order
conic constraints, which have to be collectively satisfied to guarantee inclusion.
Given a set of second order conic constraints on a variable z € R", solving the
constraints refers to finding a value x* € R" that satisfies the constraints. A
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value 2’ € R" is called an approximate solution within a precision ¢ € R if
there exists a solution z* € R" such that |2’ — 2*||, < e. There are tools based
on interior point methods (see [GBYO0S8]) that can efficiently find approximate
solutions with very high precision to second order conic constraints (SOCC).

Checking inclusion of a single point inside a template complex zonotope is
equivalent to solving SOCC, as described below.

Lemma 2.3.3 (Inclusion of a point). Let us consider a point v € C". Then x €
T (V,c,s) C C"ifand only if all of the following is collectively true.

eC™:
V(=x—c (2.19)
| <. (220)

Proof. The above result follows from the fact that any point z € 7 (V, ¢, s) is of
the form = = ¢ + V( for some ¢ € C™ such that |(| < s. O

Example 2.3.4. Let us consider the template complex zonotope 7 (V, ¢, s) C C?
and a point z € C?, where

1
1+. 10 [, C[2e—2
V—{ 1 0 1],0—[1],3— 1 andx—{b+2].

To prove that z € T (V, ¢, s), let us consider ¢ = [¢ —1 1}T. Then we get
L—2 20—2 L
Vo= L+1} - L+2} - M —rTe

Therefore, Equation 2.19 is satisfied. Furthermore, |¢| = [1 1 1]T. So, Equa-
tion 2.20 is also satisfied. Henceforth, x € T (V, ¢, s).

Equation 2.19 is an equality constraint on (, which is therefore an SOCC.
We know that the absolute value of a complex number is the square norm of a
two dimensional vector. So, Equation 2.20 is equivalent to a set of square norm
constraints on the real and imaginary components of ¢, which are therefore SOCC
constraints. Hence, the inclusion of a point inside a template complex zonotope
can be checked by solving second order conic constraints.

Now we state the necessary and sufficient condition for checking inclusion
between two template complex zonotopes.

Friday 25 May, 2018 (11:24)



30 CHAPTER 2. COMPLEX ZONOTOPES

Lemma 2.3.5 (Exact inclusion between template complex zonotopes). Let us
consider V € M,u, (C) and V' € M, (C). The inclusion T (V',c,s") C
T (V, ¢, s) holds if and only if

sup inf sup (1] —si) <0 (2.21)
{¢reCr:|¢r|<s'} {CEC™VC=VI ¢/t —c} =1

Proof. We have

T (V,e,8)={c+V(: (€C™, [(|<s},
TV, d,Y={/+V'{:eC, |{'|<s}.

Therefore, we get 7 (V', ¢, s') C T (V,¢,s) if and only if for every (' € C" :
|| < &, there exists ( € C™ : V(+c=V'('+ A || < s. This is equivalently
expressed as the constraint in Equation 2.21. O

The reason solving Equation 2.21 requires non-convex optimization is ex-
plained as follows. Let us consider that V has a pseudo-inverse V. Then by
the rank-nullity theorem

{C:VC=V(+d—c}={VI({{—c)+v: venll(V)}
So,

inf S | — s
{CeC:V¢{=V' ¢+ —c} izll) (|C@| z)

m
= inf sup (|VI(¢C —¢) +v| —s;
{veénull(V)} i:II) (‘ (C ) } Z)
The absolute value of a complex variable is a convex quadratic function of the real
and imaginary components of the variable. So, the above function is a point-wise
minimum (for points v in the null space V) of a set of convex quadratic functions
over (', which is therefore a non-concave function of (’. So the maximization

sup inf stup (|G| — s5)
(et |<sy CECHVE=VI e ~c) =1

is equivalent to maximizing a non-concave function of (/. Maximizing a non-
concave function is a non-convex optimization problem.

Alternatively, we shall now derive a sufficient condition, equivalent to a set
of second order conic constraints, for checking inclusion between two template
complex zonotopes. The following result is used to later derive the sufficient
condition.

Friday 25" May, 2018 (11:24)



2.3. CHECKING INCLUSION 31

Lemma 2.3.6. Let us consider s € RY;, s’ € RL, (' € C, ¢, € C"V € M, (C),
V' e M, (C) |{'] < ¢, X € M, (C) and y € C™ such that

VX =V'diag(s), Vy=(d—c¢). (2.22)
sup (|G| — 5:) < SIT? (!yi\ +> 01Xyl - Si) :
1= j:l

Then in
{¢CeC:V¢=V"{"+c' —c} j=1
(2.23)

Proof. Let us consider € € C", such that for any i € {1,...,7},
6 =S ifsi #£0
¢; = 0 otherwise
From the above definition and the fact that |('| < s, we get (' = diag(s’) € and
sup’_, |¢;| < 1. Then we derive
V({+c—d=Vdiag(s)et+c—d =VXe+Vy=V(Xe+vy)
According the above equation,
Xe+ye{leC:V(=V({+—c}.

inf s 5| — si < sup (|(Xe+ | —s;
{Ce&vc:v%m+d_€}i:§(|C| ) izy(l( Y)l — si)

%% Using triangular inequality
< siip <|yi| + > Xl les| - Si)
1= ]:1

%% Since sup |¢;| < 1
j=1

< 511?119 <|yz| + Z | Xii| — 5i> : O

j=1
We define the following relation between two template complex zonotopes,
which we shall prove is a sufficient condition for the inclusion between them.

Definition 2.3.7 (Relation for inclusion-checking). Let us consider V € M, 4, (C)
and V' € M, (C). Wesay T (V',c,s") C T (V,c,s) iff all of the following is
collectively true.

3X € M., (C),y € C™ such that
VX =V'diag(s), Vy=< —c¢

Sﬁ”{) (!yil + ) 1Xil - sl-) <0. (2.24)

j=1
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Theorem 2.3.8 (Inclusion checking). If 7T (V',d,s) T T (V,c,s) then
TWV,d, )T (V,cs).

Proof. The theorem follows from Lemmas 2.3.5 and 2.3.6. By Lemma 2.3.5,
the inclusion 7 (V,¢,s) € T (V', ¢, s') holds iff the L.H.S of Equation 2.21 is
bounded above by zero. According to Lemma 2.3.6, if there exists a X and y
satisfying Equation 2.22, then the R.H.S of Equation 2.23 is an upper bound on
the L.H.S of Equation 2.21. So, if there exist X and y satisfying Equation 2.22
such that the R.H.S of Equation 2.23 is bounded above by zero, then the inclusion
holds. The relation 7 (V,¢,s) C T (V',, s') implies that there exists X and y
satisfying Equations 2.22 such that the R.H.S of Equation 2.23 is bounded above
by zero. 0

Remark 2.3.9. For a complex variable x € C, a constraint of the form |z| < € is

equivalent to
Re (z)
Im (z) | ||, —
The above is a second order conic constraint. Accordingly, Equation 2.24 for

checking inclusion can be rewritten as polynomial number of second order conic
constraints on a variable whose size is O (mr + n).

When the template of the complex zonotope inside which containment is
checked is invertible, and the centers of the template complex zonotopes are same,
then the above sufficient condition for inclusion checking is also a necessary con-
dition. This is described in the following theorem.

Theorem 2.3.10. Let us consider V € M, x, (C) and V' € M, (C) such
that V is a non-singular matrix. Then T (V',c,s") C T (V,¢,s) if and only if
TV,e,s)TT(V,es).
Proof. By Theorem 2.3.8, we know that if 7 (V',¢,s') T T (V,¢,s) is true,
then we get 7 (V',¢,s’) C T (V,¢,s). So, we have to prove the converse that
itT (V,c,s) CT (V,e,s),thenT (V' c,s) TT (V,c,s).

Let us consider 7 (V' ¢,s") C T (V, ¢, s). Using Lemma 2.1.4, we get

T(V,¢s)=C(Vdiag(s),c) ST (V,c,s)

& {e+Vdiag(s)¢: eC”, |l <1} C{c+V(: ¢eC", (] <s}

%% since V is non-singular
S{V ' (c—o)+V WVdiag(s)(: ('eC™, ('], <1}

C{¢:Cel || <s}

& {(VWdiag(s)(: (eC™, |l <1} C{¢:¢eC [¢]<s}

(2.25)
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Let X = V"'V diag(s') and y = 0. Then by Equation 2.25, we get for any

ie{l,..,n}
. |y 1]
sup ngz < s;. Xi; <s;
cecm: [zt | jzl X
%% since y; = 0
SO IX | Tyl < s (2.26)
i=1
Furthermore, we have
VX = VYV diag (s) = V' diag (s') and
Vy=0=c—c. (2.27)
By Equations 2.26 and 2.27, we get T (V',¢,s') T T (V, ¢, 5). O
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CHAPTER

Augmented Complex Zonotopes

In hybrid dynamical systems, a transition can be controlled by constraints on the
state variables which act as preconditions for the transition. In an affine hybrid
system, the preconditions are linear constraints on the state variables. So, com-
puting an overapproximation of a reachable set in a set representation would in-
volve computing accurate overapproximation for the intersection with linear con-
straints. In case of complex zonotopes, similar to simple zonotopes they are not
closed under intersection with sub-level sets of linear inequalities. To address this
problem, we shall introduce a more general representation of a complex zonotopic
set, called augmented complex zonotope, by which we can over-approximate the
intersection with a particular class of linear constraints, called sub-parallelotopic.
Furthermore, we can control the error in overapproximation by adjusting the scal-
ing factors. First we shall motivate the need for a novel extension of complex
zonotope to handle the intersection, by explaining a drawback in extending the
known approches for real zonotope and halfspace intersection to complex zono-
topes. In this regard, a brief description of the related approaches is given below.
However, a more detailed discussion was given in the introductory chapter.
Related set representations and problem with their extension to complex
zonotopes: To accurately represent the intersection with linear sub-level sets,
real zonotopes have been extended to constrained zonotopes [SRMB16] or more
generally constrained affine sets [GGP10]. Constrained zonotopes are briefly de-
scribed in the introductory chapter. In these representations, in addition to the
interval constraints on the combining coefficients, there can be more general lin-
ear constraints. This permits exact representation of the intersection with hyper-
planes, in the case of constrained zonotopes, and half-spaces, in the case of con-
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strained affine sets. In these extended representations, the support function can
still be computed efficiently by linear programming because there are only lin-
ear constraints on the combining coefficients. Similarly, in our complex zonotope
representation, although there are quadratic constraints (absolute value bounds)
on the combining coefficients, the support function can be computed by a simple
affine expression given in Lemma 2.2.5. However, if we introduce linear con-
straints on the complex combining coefficients in addition to the quadratic ab-
solute value bounds, computing the support function becomes intractable. But
accurate computation of the support function is required in verifying bounds on
the reachable set. In other words, extending the idea of constrained zonotope or
constrained affine set to a complex zonotope will make the computation of support
function intractable.

Our solution: We observe that in certain cases, intersection of a version of
the real zonotope representation, called interval zonotope, with a particular class
of linear sub-level sets, called sub-parallelotopes, can be computed efficiently.
Motivated by this, we introduce a more general representation of complex zono-
tope, called augmented complex zonotope, which denotes the Minkowski sum of
a complex zonotope and an interval zonotope. We show that the interval zono-
tope part of an augmented complex zonotope can be used to over-approximate
the intersection. On the other hand, we can still compute the support function
efficiently because an augmented complex zonotope is geometrically equivalent
to a template complex zonotope. Furthermore, we show that the error in overap-
proximation can be regulated by adjusting the scaling factors and the center of the
template complex zonotope part.

This chapter has three main sections. In Section 3.1, we introduce the interval
zonotope and sub-parallelotope set representations, and describe the intersection
between them. We also discuss other operations on interval zonotopes like lin-
ear transformation, Minkowski sum and computation of the support function. In
Section 3.2, we introduce the augmented complex zonotope representation and
discuss the over-approximation of its intersection with a sub-parallelotope. We
compute a bound on the error in over-approximation of the intersection, which
can be regulated by changing the scaling factors and the center. In Section 3.3,
we shall discuss other operations on augmented complex zonotopes like linear
transformation, Minkowski sum and computation of the support function.

3.1 Interval zonotope and sub-parallelotope
Before we introduce an augmented complex zonotope, we shall describe a par-

ticular case when real zonotopes are closed under intersection with sub-level sets
of linear inequalities. We introduce a slight variation of the representation of a
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3.1. INTERVAL ZONOTOPE AND SUB-PARALLELOTOPE 37

real zonotope, called an interval zonotope, so as to express the intersection by a
succinct algebraic expression. In an interval zonotope, we specify interval bounds
on the combining coefficients, without explicitly specifying the center. However,
we note that an interval zonotope is geometrically the same as a real zonotope.

Definition 3.1.1 (Interval Zonotope). Let us consider W € M, (R), called the
template, and [, u € R” such that [ < u, called the upper and lower interval
bounds, respectively. The following is the representation of an interval zonotope.

IW,Lu):={W¢: CeER", 1< <u}.

We consider a particular type of sub-level set of linear inequalities, which
we call as sub-parallelotope, for which the intersection with a suitably aligned
interval zonotope gives another interval zonotope. Furthermore, the intersection
can be computed by a simple algebraic expression. A sub-parallelotope can be
seen as a generalization of parallelotopes to possibly unbounded sets, which is
defined as follows.

Definition 3.1.2 (Sub-parallelotope). Let us consider K € My, (R) such that
(ICICT) is non-singular. We call such a matrix K as a sub-paralleotopic template.

Let us consider [, @ € (R {—00,00})" such that 1 < 4, called lower and upper
offsets, respectively. The following is the representation of a sub-parallelotope.

P(/c,?,a) = {azeR”: Tgic:cga}.

In other words, a sub-level set of a set of linear inequalities is a sub-parallelotope
when the linear functions on which the inequalities are defined are linearly inde-
pendent. For example, because the row vectors [I 1 —1] and [1 —1 1] are
linearly independent, the sub-level set of the linear inequalities

-1 <z+y—2<1
r—y+2<3

can be specified as a sub-parallelotope
11 -1 -1 1
P(b B
On the other hand, the sub-level set of

—1<z+y—2<1
r+y+z<2
—1<z+y
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is not a sub-parallelotope, because there is linear dependence among the row vec-
tors [1 1 —1], [1 1 1}, and [1 1 0}.

A sub-parallelotope can be represented as a union of possibly inifinite set of
interval zonotopes, as described in the following lemma.

Lemma 3.1.3. Let K € My, (R) be a sub-parallelotopic template. Then,
P(/cj,a) _ {c+/cT<: CER" (R, Ke=0,1<¢ ga}.
Proof. Let ( € R*. As KK¢ = ¢, by the rank-nullity theorem we get
{reR": Ke=(}={c+K'(:Ke=0}.
So, {reR": Kz =(}={c+KI(: Ke=0}.
Then, P (K,Zﬁ) - {;c ER": [< Kz < a}
:{xER”:IC:C:C,lAgg“SE}
:{c+KTg:Kc:o,ngga}. 0

The above similarity between sub-parallelotopes and interval zonotopes pro-
vides an intuition that interval zonotopes can be closed under intersection with
suitably aligned sub-parallelotopes. In fact, we observe that when a sub-parallelotope
has its template aligned with that of an interval zonotope, their intersection can be
exactly represented by another interval zonotope. As an example, the intersection

L)

with the sub-level sets of: z; <1, x5 > 0.5,

which is the sub-parallelotope P ([(1) (1)} , [—oo 0.5} , [1 oo])

e 7 ([0 V] Las ] [2])

In the general case, we express the intersection between a a sub-parallelotope and
a possibly translated interval zonotope as follows.

Lemma 3.1.4. Let K € My, (R) be a sub-parallelotopic template and ¢ € R".
Then (c +7Z (/CT, l, u)) ﬂP (K,T,ﬂ)
:c+I</CT,l\/<z\—ICc>,u/\(ﬂ—lCc)). (3.1)
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3.1. INTERVAL ZONOTOPE AND SUB-PARALLELOTOPE 39

Proof. Letus denote Sy = (c+Z (K',1,u)) NP <IC,lA,ﬂ> and
Sy =c+7T (ICT, AV} (ZA— ICC> su\ (u— ICc)). We shall first prove that S; C .Ss.
Let us consider that x € S;. So, x € P (lC,z\, ﬁ) and

I eR: 2 =c+KI¢, 1< <u

Then we get

Also, we have [ < ¢ < w as given previously. Therefore,

z\/(i—/cc) <¢<ul\@-Ke).

As x = ¢ + K¢, the above constraint implies x € S,. This shows that S; C S,.
Now, we shall prove Sy C 5. Since

[ < l\/ (ZA— ICc) and u/\ (u— Kc) < u, we derive
Sy = e+ I (KL (T=Ke) u\(@—Ke)) Ce+T (K Lu) (32
Now, let us consider a point y € S,. So, (' € R* :
y=c+ K¢, l\/(lA—lCc) §C'§u/\(ﬂ—l€c).
Then Ky = K (c—f—lCTC’) =Ke+ ('
%% sincel\/ (ZA— lCc> <({< u/\ (u—Kc)
— Ke+ (T—/@) < Ky < Ke + (@ — Ke)
— 1< Ky<a.

Therefore, y € P (IC,ZA, @) This shows that S, C P (IC,ZA, ﬁ) Using this result

along with Equation 3.2, we get that Sy C S;. We have also shown earlier that
S; C S,. Therefore, S; = Ss. O

Now, we shall derive an over-approximation of intersection of a sub-parallelotope
with the Minkowski sum of an interval zonotope and a general convex set. Before
that, we describe the following result about convex sets which is latter used in the
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40 CHAPTER 3. AUGMENTED COMPLEX ZONOTOPES

proof of the over-approximation. We use the following notation for the rest of this
chapter, unless otherwise specified.

LueR k<n, Te (RJ{o0)) . ae (BRfoo})
K € Mgy, (R) : (ICICT) is non-singular

For any i € {1,...,k}, we consider a; € R* such that for any j € {1,...,k},
(e); =0if i =jand (o;); = 1 otherwise.

Lemma 3.1.5. Let U C R* be a convex set such that diag (a;) U € V¥ for all
i€{l,...k}. Letv € V. Then

H Conv ({0,v;}) C 0.

Proof. We prove the above by induction. We have

k
diag (o) v = 0 X H {v;} CW. As VU is aconvex set and v € U, we get

=2
k
Conv ({0,0:}) x [[{vi} S V. (3.3)
; 1=2 .
If for j <k [ Conv ({0,v:}) x J] {vi} C ¥, (3.4)

i=1 i=j+1

J k
then diag(oyi1) HCon'v ({0,v;}) x H {v;} C diag (aj11) ¥ C W

& [[Conv ({0,v:}) x {0} x J] {v:} C ¥

i=1 i=j+2
As VU is a convex set, by the above equation and Equation 3.4, we get

Jj+1 k
= [[Conv({0,v:}) x [ {v:i} C . (3.5)
i=1 i=j+2
Using Equations 3.3 and 3.5, the lemma follows by induction. U

Now we state a result about over-approximating the intersection of a sub-
parallelotope with the Minkowski sum of a convex set and interval zonotope. We
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3.1. INTERVAL ZONOTOPE AND SUB-PARALLELOTOPE 41

also find an under-approximation of the former so that we can bound the error in
over-approximation. We use the following notation for the rest of this chapter.

If k < n, then we consider Y € M, (,—x) (R) such that the column vectors of
Y form the basis of K. Otherwise when & = n, we consider Y = 0.

Lemma 3.1.6 (Intersection with Minkowski sum). Let S € R"™ be a convex set
and

Vie{l,.., k} diag(a;) S CKS, (3.6)
Zgz\/fgu/\agu. (3.7)

Then {;JT} Sa {l’f_p] 7 (k' 1\/Tu \7)
C [fT] ((soz(KLu) P (K L7)) (3.8)

C {ﬁ} (S@I(id,z\/?,u/\a)). (3.9)

Proof. First we shall prove Equation 3.8. By Equation 3.6, we get 0 € KCS. So,
{}94 S c {SI/CT} S. (3.10)

By Equation 3.7 we get

{f%z(n*,z/\f,u\/a) - K/CT}I(ICT,Z,u). G.11)

Then, Equation 3.8 follows from Equations 3.10 and 3.11.
Now we shall prove Equation 3.9.

Let us consider z € (S @ Z (KT, 1,u)) P <lC,lA,ﬂ) where
x:v—i-/CTC: ve S [ <(<u.
Asx e P <IC,ZA,G>, we getlAg K (v +ICTC) <u
— 1< Kv+(<a (3.12)
Let us consider
inf {w;, u;} if §; > inf {u;, u;}
ceRF: ¢ = sup {li,/l\i} if ; < sup {li,/l;}

(; otherwise.
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42 CHAPTER 3. AUGMENTED COMPLEX ZONOTOPES

By the above definition, we get
\/1<e<uAa (3.13)

Letw =2 — Kle =v+ K¢ — KTe.

Forany i € {1,...,k}, we analyze the following cases.

Case 1: Let us consider (; > inf {u;,u;}. Then ¢; = inf {u;, w;}. Since
¢ < uy, we getinf {u;, w;} = u; = ¢;. Then by using Equation 3.12, we derive

]CZ'UJ = ICZZE — €;
Also by using Equation 3.13, we get
ICZ'UJ = ICZ'U + Cz — €
Z K:Z'U + inf {Ui, az} — inf {Uz‘, ﬂz} = K:’UZ‘.

Therefore K;w € Conv ({0,Kv}). (3.14)

Case 2: Let us consider that (; < sup {ll,l:} Then ¢; = sup {ll,lAz} Since

¢; > 1;, we get sup {li,ﬁ} = l; = ¢;. Then by using Equation 3.12, we derive

Also by using Equation 3.13, we derive
ICZ-w = ICZ'U + Cl — €
< K;v + sup {li,lAi} — sup {li,l:-} = K.

Therefore IC;w € Conwv ({0, K;v}). (3.15)
Case 3: Let us consider that the above two cases are not true. Then ¢; = (;. So,
,CZU}:ICZU—{—Q—EZ :,CZU—FO:UZ (316)

From Equations 3.14-3.16, we get

k
Kw € H Conv ({0,v;}). (3.17)

=1
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3.1. INTERVAL ZONOTOPE AND SUB-PARALLELOTOPE 43

As S'is a convex set and v € .S, using Lemma 3.1.5 and Equations 3.6, we get

k
HCon'v ({0,v;}) CKS

%% by Equation 3.17
= Kw € KS.

As YT is orthogonal to K, we get
Yiw=Yv+YKI((—e)=YTv+0=YTvecYTs.

So, [}I/CT} w e [}I/.CT] S.

By Equation 3.13, we get Kfe € 7 (ICT, [ \/lA, u ﬂ) So, we get

[fT] z= [;CT] (w+Kle) € {}’fT] (sez(Khi1\Tu/a)).

As the above is true forany z € S ® T <ICT, [ \/lA7 u ﬂ), we have proved Equa-
tion 3.9. U

Other computations on interval zonotopes

An interval zonotope can be equivalently specified as the real projection of a tem-
plate complex zonotope, as described in the following lemma. We use this re-
sult to compute other operations on interval zonotopes, like linear transformation,
Minkowski sum, inclusion-checking and support function.

Lemma 3.1.7. The following is true.

T (W, 1,u) = Re (T(W,Wu+l “_l)) .

2 72
Proof. Let us consider a point x € Z (W, [, u) expressed as
r=W(:(eR"I<(<u.
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44 CHAPTER 3. AUGMENTED COMPLEX ZONOTOPES

Let (' =( — “T” Then we get,

l [
r=We =Wl +w(g—“+)
2 2
:Wu;_l—l—WC' and
no _u+l
1=|c- 5]
%% As ( is areal vector and [ < ¢ < u
u+1 u+1 u—1
<li- _ _
<= Vi1
So, z € Re (T (W, W, “=1)). Therefore,
[ u—1
I(W,l,u)QRe(T(W,Wu; - ))
Next consider y € Re (T (W, W“T”, “T_l)), expressed as
u—+1 u—1
y=WCe+W——: [t = :

Let ¢" = ¢ + “H. As (| < %5, so we get

u+l  u—1 g o u—10 u+l
— < <

2 2 S 2 * 2

sSi<"<u

Furthermore, y = W( + W = W(". So, y € Z (W, 1, u). Therefore,

T(W,1,u) D Re (T(W,Wu;l,u;l)).

Combining the previous two conclusions about the set inclusions, we get

T(W,1,u) = Re <T<W,W“2+l,“2_l)>. 0

An interval zonotope can be equivalently represented as a simple zonotope,
which is stated in the following lemma.

Lemma 3.1.8. The following is true.

TOW,Lu) = Z (Wdiag (“T_l> ,Wu;l) |
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Proof. Based on Lemma 3.1.7, we have

T (W, l,u) = Re (T(W,W”;l,“;l» .

Next based on Lemma 2.1.4, we have

ut+l u—1 . u—1 u—1
T(W,W 5 3 )—C(leag( 5 ),W 5 )

As V is real, so

Re (C (Vdiag (“;l> ,w”;l)> —z (Vdiag (“T_l) ,Wu2_Z> .

Combining the above results, we get

ITW.lu) =2 <Wdiag (“T_l) ,W“é”). [

Interval zonotopes are closed under linear transformation and Minkowski sum
operations. The parameters of the resultant interval zonotopes are an affine trans-
formation of the original parameters. This is described in the following lemmas.

Lemma 3.1.9 (Linear transformation). Let us consider A € M., (R™). Then,
AT (W, l,u) =T (AW, l,u).

Proof. Based on Lemma 3.1.8, we get

AT (W, Lu) = AZ (Wdiag (”;l) “;l>

%% by Lemma 1.1.3

=Z (AWdiag <u2—l) 7u;—l>

%% by Lemma 3.1.8
=Z(AW,l,u). O

Lemma 3.1.10 (Minkowski sum). The following is true.

IV, Lw) eI W, I J)=T ([W w1, m , {“D :

ul
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46 CHAPTER 3. AUGMENTED COMPLEX ZONOTOPES

Proof. By Lemma 3.1.8, we get

IW,Lu)eZ W, u)

. u—1\ u-+l! . u—=U\ o+l
—Z(Wdlag< 5 ), 5 >@Z<Wd1ag( 5 ), 5 )

%% by Lemma 1.1.4

=Z ([Wdiag (%1) W’diag(“/;l/)] 7u;—l + = ;—l >

oo e [N el

2 ’ 2

%% by Lemma 3.1.8

:z<[W w]L’Hﬂ) ]

The support of an interval zonotope along a vector is an affine function of the
lower and upper interval bounds, which is stated in the following proposition.

Lemma 3.1.11 (Support of a vector). Let v € R". Then

(0, (W, L)) = oTW (“ il Z) + [0 W) (“ > l) .

2

Proof. By Lemma 3.1.7, we get

o (0. (W, 1) = p (R (T (w,“jl,“;l)))
%% by Lemma 2.2.5

T u+1 T u—1
UW(2)+va|(2). O

3.2 Augmented complex zonotope and intersection

We shall now introduce the augmented complex zonotope set representation and
describe the over-approximation of its intersection with a sub-parallelotope. In
Lemma 3.1.4, we have shown that the intersection of a suitably aligned interval
zonotope with a sub-parallelotope can be computed exactly by a simple algebraic
formula. Afterwards, in Lemma 3.1.6, we gave an over-approximation and also
an under-approximation of the intersection between a sub-parallelotope and the
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Minkowski sum of a convex set with interval zonotope. Motivated by this, we
specify an augmented complex zonotope as a Minkowski sum of a template com-
plex zonotope and an interval zonotope. The idea behind such a representation
is that the interval zonotope part is used to compute the intersection with a sub-
parallelotope, while the template complex zonotope may capture positive invari-
ance based on complex eigenstructure.

Definition 3.2.1. Let us consider a template complex zonotope 7 (V, ¢, s) C C"
and an interval zonotope Z (W, [, u) C R". Then the following is the representa-
tion of an augmented complex zonotope.

GV,e,s, W, Lu)=T (V,¢,8) 8L (W, 1, u).

Now we state an over-approximation by an augmented complex zonotope for
the the intersection between an augmented complex zonotope and a sub-parallelotope.
We also derive a bound on the over-approximation error expressed in terms of the
Hausdorff distance.

We recall the notation used in Lemma 3.1.6. We define the Hausdorff distance
as follows.

Oy (S1,S2) = sup (sup inf ||z —yll,,sup inf ||z — y||2> )
S 2ESs yeST

€S YyEO2
Theorem 3.2.2. Let us denote V1 = G (V, ¢, s, KT, 1, u) P (/C,Zﬁ),
Py =P (K,Zﬂ) and V5 =G (V,C,S,ICT,Z\/ZA,U/\Q). Let us consider that
[ < l\/lAg u/\ﬁguandw e{l,....k}

T (diag (a;) KV, diag (a;) Ke,s) & T (KV, Ke, s) . (3.18)
Then W, (| Wy C U3 and (3.19)

o (W1 (02,95 ) < [[[KT YT, 00 (T (KV, Ke.5),0). (320)

Proof. Letusdenote S =T (V, ¢, s). We get by Equation 3.18 and Theorem 2.3.8
that Vi € {1,...,k}, diag(a;) KS C KS.
Then by Lemma 3.1.6, we get

Then [QT] Se H,CT] 7 (K1 Tu\7)
c [}’ET] ((sez(KiLuw)OP(k1a)) (3.21)

C {}’/CT} (S@Z(KT,J\/Zu/\a)). (3.22)
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48 CHAPTER 3. AUGMENTED COMPLEX ZONOTOPES

By the definition of an augmented complex zonotope, we have
= SaT (K Lu), U= 5@I</<;T,z\/i,u/\a) .

Then by Equation 3.22 we get
K K
] (mnes) <[5 e

As {}I/CT] is a non-singular (invertible) matrix, we get Equation 3.19.

Next, we shall prove Equation 3.20. By Equation 3.21 and 3.22 we get

5H<[ ](wlﬂ%) [ }\Ifﬁ)ﬁéH(ICS,O).

— Oy (\111 M .. \1/3)

<t 0l (5] (e 1:) [ 15] )

< |[[ET YT, 0m (KS,0) = ||[€T YT]||,0m (T (KV,Ke,s),0). O

[P I

In Theorem 3.2.2, the above bound on the over-approximation error is posi-
tively correlated with KV and K¢, i.e., the orientation between the sub-parallelotopic
template /C the the primary template V' and primary offset c. The bound is zero
when the K is orthogonal to V and ¢, in which case the we can exactly specify the
intersection by the augmented complex zonotope.

Example 3.2.3. Let us consider an augmented complex zonotope
S1=¢g (V, 0, 15, KT, 1, 1) and a sub-parallelotope S; = P (K, 0.5,0.5) where

1+2. 10
V=1|1-¢ 00|, K=[0 0 1].
0 0 e

for some ¢ € R. Then

S1()S2 € G (V.0,[1],,,,K,0.5,05) .

Furthermore, the over-approximation error is proportional to |e
| KV||,. For example, when e = 0, then the over-approximation error is zero, i.e.,
the above is an equality. On the other hand, when e # 0, then the Hausdorff dis-
tance between the intersected set and the over-approximation is equal to e. This is
illustrated in Figures 3.1, 3.1 and 3.1 that display the projection of the intersected
set and the over-approximation along the XY and Y Z planes fore =0, e = 0.5
and e = 1, respectively.
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ugmented complex .
Augmented complex | zonotope before intersection
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Figure 3.1: Over-approximation of intersection for e = 0.
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Augmented complex ugmented complex .
zonotope after intersection zonotope before intersection
T T T T T T T
151 ,"'f B
Sub-parallelotope
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Figure 3.2: Over-approximation of intersection for e = 0.5.

Friday 25" May, 2018 (11:24)



3.2. AUGMENTED COMPLEX ZONOTOPE AND INTERSECTION 51

Augmented complex

ugmented complex .
onotope before intersection

zonotope after intersection

15+ ‘S};-paraﬂelotope
L _

Figure 3.3: Over-approximation of intersection for e = 1.
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3.3 Other operations on augmented complex zono-
topes

We shall now describe other operations on augmented complex zonotopes like are
linear transformation, Minkowski sum, support function and checking inclusion.
Augmented complex zonotopes are closed under linear transformation and
Minkowski sum, as described in the following two lemmas. This is because an
augmented complex is specified as a Minkowski sum of a template complex zono-
tope and an interval zonotope, both of which are closed under these operations.

Lemma 3.3.1 (Linear transformation). Let us consider A € M, (R). Then
AG (V, e, 8, W, l,u) =G (AV, Ac, s, AW, [, u).
Proof. We derive the following.
AG (V, e, s, W, lLu) = A(T (V,¢,s) BT (W, 1, u))
%% by Lemmas 2.2.1 and 3.1.9
=T (AV, Ac,s) DL (AW, L, u)
=G (AV, Ac,s, AW, ,u) . O
Lemma 3.3.2 (Minkowski sum). The following is true.
GV, e, s, W, Lu)eG(V',d, s, Wl u)

o (v e 3] v Wiy )

Proof. We derive the following.

GWV,e, s, W Lu)ad gV, d, s, W' )

=T V,¢,8) LI W, Lbu)aT V., d,sYeZW, I u)
=(TV,e,s) T (V',d,s")) e (T W, LLu)aZ W, u))
%% by Lemmas 2.2.3 and 3.1.10

:T([v V], e+, LSD @I([W W, m : BD

A R

To problem of checking inclusion between two augmented complex zonotopes
can be equivalently expressed as the problem of checking inclusion between two
geometrically equivalent template complex zonotopes. For this, we use the fol-
lowing equivalence between the real projections of an augmented complex zono-
tope and a template complex zonotope.
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Lemma 3.3.3. The following is true.

Re (G (V,¢,s,W,l,u)) = Re (T ([V W], e+ utl |:u—l:|)) .
Proof. We derive the following.
Re (G (V,c,s, W, l,u)) =Re(T (V,¢,s)) L (W,l,u)
%% By Lemma 3.1.7

=Re (T (V,c,5)) @ Re <T<W,W“‘2H’u2—l)>

—re (T (v Wer it || )). n

In Definition 2.3.7 of the previous chapter, we introduced a partial order “C”,
as a sufficient convex condition for checking inclusion between two template com-
plex zonotopes. We extend the relation for checking inclusion between two aug-
mented complex zonotopes as follows.

Definition 3.3.4 (Ordering between augmented complex zonotopes). We say that
gV, d, s W Il W)YEG(V, e, 8, W, 1, u) iff

T([V’ W’},c’+“/§",{L_IyDET<[V W], e+ {LD (3.23)

2 2
Theorem 3.3.5 (Inclusion-checking and partial order). All of the following is
true.

1. Sufficient condition for inclusion:
gV, d, s W W )YEG(V, e, 8, W, 1, u)
= Re(G(V',d, s W, I',u)) CRe(G(V,c, s, W,l,u)).
2. The relation “C" is equivalent to a set of second order conic constraints on
the primary offset, scaling factors and upper and lower interval bounds.
Proof. We derive the following.
gV,d, s W d)YEG(V, e, 8, W, 1, u)

<:>T([V' W'],c/—l—“/;‘”,{&}) ET([V W},C—F“T'H, {é})

3 P
%% By Theorem 2.3.8

E T([V’ W’} 7c/—|— u’;_l/’ |:&:|) C T([V W} ,C+ UTH7 [é])
2 2
%% By Lemma 3.3.3
— Re (g (Vla Clv Sluwla lluul>> C Re (g (V,C, S,W, l,u)) .
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Since “C” is equivalent to SOCC constraints on the center and scaling factors
of template complex zonotope, Equation 3.23 translates them to SOCC on the
primary offset, scaling factors and lower and upper interval bounds. U

Remark 3.3.6. We have explained for template complex zonotopes that the re-
lation “C” is equivalent to second order conic constraints on the center, scaling
factors and some auxiliary variables. Therefore, according to Equation 3.23, the
extension of “C” to augmented complex zonotopes is equivalent to second order
conic constraints on the primary offset, scaling factors, lower and upper interval
bounds and some auxiliary variables.

The support function of an augmented complex zonotope is as an affine ex-
pression of the primary offset, scaling factors and the upper and lower interval
bounds. This is described in the following lemma.

Lemma 3.3.7 (Support function). Let us consider v € R". Then
p(v,Re (G (V,¢c,s, W, 1, u)))
l
— Re (UT v W (c+“2+ )) + " v W {é] .
2

Proof. By using Lemmas 2.2.5 and 3.1.11, we get

p(v,Re(G(V,c,s, W,l,u)))
=p(v,Re(T (V,¢,s)))+ p(v,Z(W,l,u))

=ovlc+ ’vTW‘ s+ ot (U;Ll) + ‘UTW| (u 2_ l)

:Re(uT[v W] (c+“T+l>)+}uT[v WH[Q]. O
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CHAPTER

Invariance Verification for Discrete
Time Affine Hybrid Systems

In many verification problems, the safe set can be given linear constraints. In
this case, to verify safety, we have to verify the bounds on the reachable set of
the system along the directions of the normals to the bounding hyperplanes. We
shall call the boundedness of the reachable set along a given set of directions
as a linear invariance property. In other words, a linear invariance property is
a linear constraint that is true for all reachable states of the system at all time
instants. We consider the problem of verifying a linear invariance property of a
discrete time affine hybrid system. We show that a linear invariance property is
equivalent to the existence of a positive invariant containing the initial set and
satisfying the linear constraints of the invariance property. However, the smallest
positive invariant satisfying the property can be computationally intractable to
represent. Alternatively, we can use a set representation by which we can compute
sufficiently accurate positive invariants that verify the property.

We shall use augmented complex zonotopes to compute the positive invari-
ants. As discussed earlier, complex zonotopes have the advantage that they are
closed under linear transformation and Minkowski sum, and efficiently capture
positive invariants for linear systems using the complex eigenstructure. Their rep-
resentation is generalized to augmented complex zonotopes to compute an over-
approximation of the intersection with linear guards such that the support function
can still be computed efficiently. The efficient computation of support function is
crucial for verifying the satisfaction of linear constraints given in a linear invari-
ance property. We shall derive a convex program for finding augmented complex
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zonotope positive invariants to verify a linear invariance property. The derivation
of the convex program uses the computations on augmented complex zonotopes
that we have developed earlier.

This chapter is organized into four main sections. In Section 4.1, we describe
a discrete time affine hybrid system and positive invariants of the system. In Sec-
tion 4.2, we define a linear invariance property and show its equivalence to the
existence of a certain positive invariant. In Section 4.3, we derive a convex pro-
gram for computing a positive invariant that verifies a linear invariance property.
We also explain heuristics for choosing the template of the augmented complex
to leverage the efficiency of the verification procedure. In Section 4.4, we discuss
experiments on three benchmark examples that demonstrate the efficiency of our
approach.

4.1 Discrete time affine hybrid system

In a discrete time affine hybrid system, the state of the system is specified by a
discrete valued variable, called location, and a continuous variable whose valua-
tion is in the real Euclidean space of a finite dimension. The state of the system
in each location has to stay within a polyhedral set, called the staying condition.
The state of the system can change by two kinds of transitions, continuous tran-
sition and discrete transit on. In a continuous transition, the discrete state of the
system remains constant while the continuous state changes by an affine transfor-
mation. The affine transformation has possible additive disturbance input, which
is bounded. The parameters of the affine transformation of a continuous transition
depend on the location in which the transition takes place. In a discrete transition,
there is a change in the discrete variable accompanied by an affine transformation
of the continuous variable. The transition is has precondition specified by a lin-
ear constraint, called a guard, while the post-condition is the staying condition in
the location reached after transition. A set of edges specifies the possible discrete
transitions, vis a vis, the locations between which a discrete transition takes place,
the parameters of the affine transformation and the guard.

Sub-parallelotopic guards and staying conditions: In this paper, we consider
hybrid systems where the guards and staying conditions can be specified by a sub-
parallelotope with a common template. We note that the class of sub-parallelotopic
constraints are quite general and can be used in the specification of many practical
affine hybrid systems.

Model. We specify the discrete time affine hybrid system by a tuple

H: <Q7IC777A7U7E)'
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The finite set of locations is ). The sub-parallelotopic template for specifying the
guards and staying conditions is I € M, (R). The staying set in a location ¢ €
(@ is a sub-parallelotope P (IC, Vg o ’y; ), whose pair of lower and upper interval
bounds is v, = (7(1_ , 7; ) . The parameters affine transformation in a location
q € () consist of a linear transformation, specified by a matrix A, € M, ., (R),
and a bounded additive disturbance input set U, C R". The set of edges is £. An
edge o € E is specified by a tuple

0 = <0170270-+70-_7A07 Ua) .

The before and after locations of a discrete transition along an edge o are 01, 05 € ().
The sub-parallelotope P (K, 0, 0™") is the guard on the transition along the edge
o, where (07,07") is the pair of lower and upper interval bounds of the sub-
parallelotope. The parameters of the affine transformation for the discrete tran-
sition along the edge o are specified by a matrix A, € M,,,, (R) and a bounded
additive disturbance input set U, C R". The set of initial states is ¥ C ) x R".

Dynamics. A state of the hybrid system, called a hybrid state, is a pair (z, q),
where x € R", called the continuous state, and q € (), called the discrete state. A
trajectory is the evolution of the state of the system as a function of discrete time
instants. A trajectory is a function (X, q) : Z%, x @, such that V¢ € Z>,, one of
the following conditions is true. -

1. Continuous transition:

Ju € Uqg) such that all of the following are collectively true.
x(t+1) = Agqu + u, (affine map with uncertain input)
q(t+1)=q(t) (location does not change)

x(t),x(t+1)eP (IC, Vo) 7;“@)) (staying condition) 4.1)

2. Discrete transition:

Jo € E and u € U, all the following are collectively true.
q(t) =01, q(t+1) =0y (possible change in location)
%% satisfaction of guard and staying condition before transition:

x(t) € P (K, 0"\ 9q 0" N

%% satisfaction of staying condition after transition:

x(t+1)eP <K> 7;(t+1)> ’Y:(t)) “4.2)
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In the definition, we use the following notation for the set of continuous states
corresponding to a set of hybrid states W for a fixed location g.

VU, ={zeR": (z,q) € V}.

We denote the set of all possible trajectories of the system as I'. We denote the
set of next reachable states by every possible transition from a set of states W as
R (¥), which is mathematically defined as follows.

Definition 4.1.1 (Next set of reachable states). Let us consider a subset of states
U C R™ x @. The next set of reachable states of U is

R (V) ={(x(),a®): (x(0),q(0)) ¥, (x,q)el'} <.

So, we define the set of reachable states at a time ¢ starting from an initial set
of states ¥, denoted R (), as follows.

Definition 4.1.2 (Reachable states at a time point). Let us consider a subset of
states U C R" x Q. For all t € Z>, we define R" (¥) inductively as follows.

1. R°(¥) = 0.
2. Ift > 1, R (T) = R (R (1))

Based on Equation 4.1, the continuous projection of the set of reachable states
of a system from a set of states W, after a continuous transition in a location ¢,
denoted R, (), can be represented as follows.

R, (1) ( (\1/ NP (K. .77 )@Uq>ﬂ73(l€,7;,7;). 4.3)

Similarly, based on Equation 4.2, the continuous projection of the set of reachable
states of a system from a set of states W, after a discrete transition along an edge
o, denoted R,, (V), can be represented as follows.

Ry (V) = (A(, (xpm Ak (lC,a‘\/v;l,a’L /\ﬂ)) @ UJ) NP (Kvm7d) -
(4.4)

Therefore, we can represented the set of reachable states of the system in one time
step from a set of states W as follows.

R (\Ij> = U (Rq (\D) 7Q> U (RU (\Ij> 702) .
qeQ S
If a set of states of the system are such that its next set of states is contained within

itself, then it is called a positive invariant.
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Definition 4.1.3 (Positive invariant). A subset of states 2 C R"™ x () is a positive
invariant iff R (2) C Q.

The reachable set of states for all time instants can be over-approximated by
computing a positive invariant which contains the initial set. This is described in
the following lemma.

Lemma 4.1.4 (Positive invariant based over-approximation of reachable states).
Let us consider a positive invariant ) such that ¥ C €. Then

Vt € Zog R (T) C O

Proof. We prove the result by induction. We have R° (t) = ¥ C Q as given,
which means that the result holds for ¢ = 0. Assume that forat > 0, R* (V) C .
Then we derive the following.

R (W) =R (R (1)) € R ()
%% by the definition of positive invariant
c Q.

The lemma then follows by the principle of induction. U

The set of all reachable states of the system at all discrete time instants is itself
a positive invariant. This is described in the following lemma.

Lemma 4.1.5. Let us consider a subset of states W C R" x ) and
Q=R (7).
t=0

Then ) is a positive invariant.

Proof. We derive the following.

7am:R(URmm>:Umew)

_ URH—I (\I’) _ URt (\I/)
C DRt (0) = Q. O
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4.2 Linear invariance property

A linear invariance property is a set of linear inequalities that are satisfied by the
state of the system at all time instants for every trajectory starting in a given initial
set. Mathematically, it is defined as follows.

Definition 4.2.1 (Linear Invariance). Let us consider a set of states ¥ C R™ x (),
a real matrix 7' € M,.»,, (R) and a real vector d € R". We say that

(H, V) = (T,d) (Linear invariance property) iff

Vt € Zzo, Vo € | ) (RY(D)), : Te<d

q
qeqQ

To prove that a set of initial states satisfies a linear invariance property, we can
equivalently show the existence of a positive invariant containing the initial states
and satisfying the linear constraints given in the property specification. This is
described below.

Lemma 4.2.2. We have (H, V) = (T,d) iff there exists a positive invariant )
such that V. C QandVq € QVx € Q,: Tx <d.

Proof. Case 1: Let us consider that there exists a positive invariant ) such that
U CQandVg e QVr € Q,: Tr <d. Since () is a positive invariant, we have

U R @ ca

teZZO

Vt € ZZO V(] € QVZL‘ € (Rt (Q))q Tx S d
%% since ¥ C

thZZQVQEQVZ’E (Rt(‘lj))q TISd
(0, H) | (T,d).

Case 2: Let us consider that (H, V) = (7, d). Let us denote
Q=R ().
=0
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Then by Lemma 4.1.5, €2 is a positive invariant. By the definition of linear invari-
ant property, we get

Vt € Zo,Vr € | (RY(D)),: Tx<d

q
qeQ

SVYqgeQVr e (UR%@)) . Tx<d
t=0 q

SVeeQVreQy: Te <d.

The lemma follows from the results in both the above cases. O

4.3 Verification using complex zonotope

By Lemma 4.2.2, to prove a linear invariance property, we can compute a positive
invariant containing the initial set and which satisfies the property. We shall derive
a convex program to compute a positively invariant satisfying a linear invariance
property and containing an initial set, whose continuous projection in any location
is represented as an augmented complex zonotope. Our procedure a priori fixes
the templates of the augmented complex zonotope and synthesizes the set of scal-
ing factors, and lower and upper interval bounds for verifying the property. We
shall discuss in a latter section how to select a suitable primary template. But the
secondary template has to be the pseudo-inverse of the sub-parallelotopic template
of the system, so that we can over-approximate the intersection with the guards
and staying conditions based on Theorem 3.2.2.

Let us consider a set of states {2 whose projection onto continuous states in a
location ¢ is an augmented complex zonotope specified as

Q,=G (V, Cqs sq,ICT, lq,uq) .

where V € M, (C). Furthermore, we have the following condition on the
templates so as to compute a sound intersection with the guards and staying con-
ditions, based on Theorem 3.2.2.

Vied{l, ...k}, YgeQ

T (diag (a;) KV, diag (o) Key, s4) T T (KV, Key, sq)
We consider an over-approximation of the input disturbance set in any transition
function, by an augmented complex zonotope, as follows.

4.5)

Vg € Q, Uy CG (VP cliP sitP WP [InP qinP) (4.6)
Vo € E, U, € G (VFP, P, sitP WP [P 4yP) 4.7)
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Min and Max-approximation functions: The over-approximation of an inter-
section between an augmented complex zonotope and a sub-parallelotope, given
in Theorem 3.2.2 requires computing component wise minimum (meet) and maxi-
mum (join) of two real vectors. The meet and join operations on real vectors are in
general not affine functions of the arguments. Since we are interested in deriving
a convex program, we want to find an affine expression for the meet and join oper-
ations. In this regard, we observe that under a certain affine constraint on the vari-
ables, the meet and join operations can be expressed as affine expressions of the
variables. We consider two affine functions called min-approximation and max-
approximation functions, defined as follows. A function [A] : R* x (R {oco})"
is a min-approximation function if for all ¢ € {1, ..., k}

(INwm),={ 5ite %

By the above definition, [A] (u, @) is an affine function of its first argument u, and
1s a finite valued real vector.

NIRRT 4.8)

Similarly, a function [\/] : R* x (R|J{—o00})* is a max-approximation function

ifforalli € {1,...,k}
(V1 0), - {

By the above definition, [\/] (l, ZA) is an affine function of its first argument /, and
is a finite valued real vector.

[[/\]] (z?) >1\/1. 4.9)

The following lemma states an affine condition when the meet and join operations
can be equivalently computed by min and max-approximation functions, respec-
tively.

Lemma 4.3.1. Let us consider vectors |,u € R¥ and |, € (R U {—o0,00})". If

1< V] (z,f) < [A] (w, @) < u, then

1\ 7= [[\/]] (zﬂ (4.10)
u N\ = HAH (u, 7). @.11)
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Proof. Forany i € {1,...,k}, we derive results for the following four cases

~

Case 1: Let us consider that [; > —oco. So, ([[\/]] (z,f)) = [;. Then by

(VD) =t=([V] (1))

Case 2: Let us consider that /; = —occ. Then ([[\/]] (l,f)) = [;. Then by

(V1) == (VI (1),

Case 3: Let us consider that u; < oo. So, ([A] (u,u)), = @;. Then by

Equation 4.11, we get
(A7), =T = ([A] @),

3 K3

Case 4: Let us consider that u; = oo. Then ([A] (u,u)); = w;. Then by
Equation 4.11, we get

Equation 4.10, we get

Equation 4.10, we get

g

Deriving sufficient conditions for positive invariance. We introduce the
following condition, which along with Equation 4.5 is sufficient for the inclusion
of the set of continuous reachable states R, (£2) inside €2,. We shall prove this
inclusion in Lemma 4.3.3.

Definition 4.3.2. For ¢ € @), we say that Q) C (H, ¢) iff all of the following is
collectively true.

31 0" e RF

= [[\/ﬂ (lar7g) < [[/\]] (g, 77) < ug, (4.12)
= V] (o) o= |\ (i) (4.13)
6 (1A verley e | ] LA Wl )] )

q

C G (Vg 84, K017 0"), (4.14)
v< V] ) < [A] o) < @19
l, < [[\/H ("), [[/\]] (u", 7)) <ug. (4.16)
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Lemma 4.3.3. For a location q € Q, if Q T (H, q), and Equation 4.5 holds, then
R, (£2) C Q.

Proof. By Theorem 3.2.2, Equations 4.12, 4.13, 4.5 and Lemma 4.3.1, we get
Q np 77(1 7,7q C g<VQ7CQ7Sq7IC7l/7u,)'

Using the above over-approximation and the expressions for the linear transfor-
mation and Minkowski sum of augmented complex zonotopes, we get

(Q ﬂP Vg s 'yq )@Uq

in in in r u’
cs (1o vl e w1 )
%% by Theorem 3.3.5 and Equation 4.14
C GV, cq, 80, K17 0") . 4.17)
Again by Theorem 3.2.2, Equations 4.15, 4.5 and Lemma 4.3.1, we get

G (Vy, ¢4, 84, K, 1" ") ﬂ P (K, 7, 71)

- g (Vm Cq> Sq> K? [[\/]] (l//’fyq_) ’ H/\ﬂ (u//’7;)>

%% by Equation 4.16

CGVy ey, 80, K g, uq) =8y . (4.18)
Using Equations 4.3, 4.17, and 4.18, we get R, (2) C Q,,. O

For the set of continuous states reached from (2 after a discrete transition,
R, (€2), to be contained within 2,,, we introduce the following condition. We
shall show in Lemma 4.3.5 that this condition is sufficient for R, (2) C Q,,.

Definition 4.3.4. For an edge 0 € E, we say that Q C (H, o) iff all of the
following is collectively true.

W 1 0" e RF
loy < [[\/]] (cm \/%) < [{/\ (ugl,o—+/\7:1) < u,, 4.19)
= V] (o Vo) v = [A] (oo™ A2 (4.20)

g ([ Ul V(ifnp} y Coq + Cglp7 |:::£11p s [AJ}C W;np:| ) [lgp] ) |:u1111rip:|> )
C

g

G (Vays Cony S, K, 1" ") (4.21)
< V] @z < [A] (k) < (422)
ly, < [[\/H (", 7,) [{/\ﬂ (")) < o, (4.23)
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Lemma 4.3.5. Foranedgeo € E, if Q C (H, o), then R, () C Q,,.

Proof. By Theorem 3.2.2, Equations 4.19, 4.20, 4.5, and Lemma 4.3.1 we get

QUI mp (Icvo'i \/7;170-+/\70+1) - g(val,Cgl,Sgl,’C,l/,u/) .

Using the above over-approximation and the expressions for the linear transfor-
mation and Minkowski sum of augmented complex zonotopes, we get

A (QUI ok (/c,o— \/7;1,a+/\7:1)) U,

/ /
co(vn s ] o e [5].[2])
%% by Theorem 3.3.5 and Equation 4.21
C G Vi, Coys Son, K, 1" U (4.24)

Again by Theorem 3.2.2, Equations 4.22, 4.5 and Lemma 4.3.1, we get
g (V027 CO’27 80'27 IC? l,/J U’N) m 7) (IC, 7;27 ’70_"—2)

cg <V0-2,CO'27 So, IC, [{\/ﬂ (l//’,yC;) ) [{/\ﬂ (U,/,V(j;))
%% by Equation 4.23
C G Vg, Cogs So0s Ky Loy, Ugy) = Qg (4.25)

Using Equations 4.4, 4.24 and 4.25, we get R, (¥) C Q,,. g

The following condition is sufficient to check a linear invariance property.
Theorem 4.3.6. We get (H, V) = (T, d) if all of the following is true.
Vie{l,...,k},VgeQ, Vo e FE

T (diag (a;) KV, diag (o) Ky, 54) T T (KV, Key, sq) ,
QC (H,q) A QC(H,o),

ly +u s
T Gﬁl@%) +|T [V K| {u;‘ll] <d. (4.26)
Proof. By Lemmas 4.3.3 and 4.3.5, we get that {2 is a positive invariant. Accord-
ing to the expression for support function in Lemma 3.3.7 which matches the last

part of Equation 4.26, we get that all continuous states x € {2, for all the locations
satisfy Tz < d. By Lemma 4.2.2, the linear invariance property is satisfied.  [J
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Algorithm for verification: For fixed primary template and the secondary
template chosen as explained previously, the verification procedure is given in
Algorithm 1. The algorithm if successful guarantees the verification of a linear
invariance property. But it can not invalidate a linear invariance property because
it is based on a sufficient but not necessary condition. It can be implemented by
a single step of second order conic programming. This follows from the fact that
min and max-approximation functions are affine and the relation “C” between
complex zonotopes is equivalent to a set of second order conic constraints on the
center, scaling factors and lower and upper interval bounds.

Algorithm 1 Verification of linear invariance property
For all ¢ € @, solve for ¢, s4, [, and u, satisfying Equation 4.26.

Selecting the primary template: We note that adding any arbitrary vector
to a primary template increases the accuracy of the verification procedure because
the scaling factors are adjusted by the optimizer. However, there the computa-
tional cost also increases by adding more vectors to a template. Therefore, we
have to select the primary template wisely. In this regard, we provide some sug-
gestions for choosing the primary template, which are based on the properties of
complex zonotopes that we derived earlier.

1. Eigenvectors: We can add eigenvectors of the linear transformation matri-
ces and their products. This choice is based on Lemma 2.2.2 which states
that a complex zonotope can capture the contraction by a linear transforma-
tion along the eigenvectors of the transformation.

2. Orthonormal vectors and their projections: ~ We can add the orthonor-
mal vectors in the null space of the secondary template and the projec-
tion of template vectors in the space orthogonal to the null space. This
is based on Theorem 3.2.2 where the upper bound on the error in over-
approximation of the intersection between an augmented complex zonotope
and sub-parallelotope is proportional to the orientation between the primary
template and the sub-parallelotopic template.

3. Template of the input set and its transformations: We can add the templates
used to over-approximate the disturbance input set and its transformations
by the system matrices. This is based on Proposition 2.2.4 which states that
the template size of the resultant complex zonotope from the Minkowski
sum of two complex zonotopes does not increase when their templates are
the same. Since we take Minkowski sum with the disturbance input in our
verification procedure, we expect to increase accuracy by incorporating the
input template and its transformations in the primary template.

Friday 25t May, 2018 (11:24)



4.4. EXPERIMENTS 67

4. Adding any vector to the primary template will increase the accuracy be-
cause the scaling factors can be adjusted by the optimizer.

4.4 Experiments

We performed experiments on 3 benchmark examples from the literature and
compared the results with that obtained by the tool SpaceEx [FLGD" 11], which
performs verification by step-by-step reachability computation. On one exam-
ple, we compared the computational time with the reported results of the MPT
tool [RGK04]. For convex optimization, we used CVX (version 2.1) with MOSEK
solver (version 7.1) and Matlab (version: 8.5/R2015a) on a computer with 1.4
GHz Intel Core i5 processor and 4 GB 1600 MHz DDR3. The precision of the
solver is set to the default precision of CVX.

4.4.1 Robot with a saturated controller

Our first example is a verification problem for the model of a self-balancing two
wheeled robot called NXTway-GS1' by Yorihisa Yamamoto, which was presented
in the ARCH workshop [HOW 14]. We consider the linearized sampled data (dis-
crete time) networked control system model from the paper. The state of the plant
is represented by a 6-dimensional vector x, = (0, 0, ¢, W, ng, ®)T, where 0 is the
average angle of the left and right wheel, v is the body pitch angle, ¢ is the body
yaw angle, and the rest coordinates are their respective angular velocities. The

output of the plant is represented by a 3-dimensional vector (¢0ut, Oy s er>

such that y, = C,z,. The input to the plant is a two dimensional vector u,. The
dynamics of the plant is given by the differential equation =, = A,x, + Byu,. In
the sampled data system, the state of the plant is sampled every 4s.

The controller state is represented by a 6-dimensional vector z., and the input
to the controller is denoted u. = (u',u”). The controller inputs . and ! are
both 2-dimensional inputs. The input »” is an uncertain input which is in the range
[—100, 100]. The controller dynamics is given by the equations

"Mttp://www.mathworks.com/matlabcentral/fileexchange/
19147-nxtway—-gs—-self-balancing-two-wheeled-robot-controller-design
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r 3.6929 0 0.7302  7.9715  14.5019 —0.0072 0.0720  —2.7354
3.6929 0 0.7302  7.9715 14.5019 —0.0072 0.0720 —2.7354
0.9562 0 0.0019  —0.0021 —0.0022 —0.0000 —0.0001 —0.0002
0 0.6910 0 0 0 0 0 0
Fy | 08833 0 —0.1154 —1.2943 —2.3520 0.0012 —0.0118  0.4427
—0.4712 0 —0.0812 0.1151 —1.4845 0.0007 —0.0071  0.2819
—0.1560 0 —0.0459 —0.3173 0.3650  0.0003 —0.0023  0.1162
—0.7719 0 —0.1248 —1.4264 —2.5901 0.9973 —0.0131  0.4869
—0.7544 0 —0.1243 —1.4204 —2.5792 0.0013  0.9825  0.4796
| —0.1905 0 —0.0148 —0.2081 —0.3751 0.0002  0.0033  1.0651 |
F0.2543  0.2543 - 0.0000 0 —0.0330 2.0218 T
0.2543  0.2543 0 0 —0.0330 —2.0218
—0.0001 —0.0001 0 0 -0 0
0 0 -0 0 0 0.0109
—0.0413 —0.0413 L —0.0118 0 0.0172 0
Fo=1 00219 00219 | PB=107X 1 go436 0 0.0003 0
0.0102  0.0102 —0.0478 0  0.0034 0
0.0431  0.0431 —13.3924 0  0.0062 0
0.0428  0.0428 0.0909 0  0.0061 0
| 0.0065  0.0065 | | —0.0798 0  0.0017 0o

Table 4.1: Matrices of the transformed system dynamics

The controller has a 2-dimensional output ¥, which is processed to provide input
to the plant. The processor has a saturation limit on the output received from the
controller. The saturated controller output is given by the equation

w0, (AL V]2 @)

where v = 100 is a saturation limit. The sampled data dynamics with saturation
can be modeled by an affine discrete time hybrid system, where the switching
is controlled by relevant guards on u,. However, if we consider the continu-
ous state of the affine hybrid system as (x,, z., u,)’ , we observed that some of
the directions are unbounded. Therefore, we decoupled some unbounded direc-
tions of the dynamics from the bounded directions by making appropriate linear
transformation of the coordinates. The linear transformation is composed by two
transformations, one of which involved Jordan decomposition in Matlab.

After decomposition, the bounded dynamics with saturation could be modeled
in a 10-dimensional state space, which is described below.

B’gi 3] — Fix (1) + Fysat (y (1) + Fyu (t).

where x (1) € R® is the transformed state of the composite system of plant and
controller, y (t) € R? is the input sent by the controller, u (t) € [—100,100]" is
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the bounded additive disturbance input and sat is the saturation function which
limits the controller input received by the plant. The body pitch angle is the first
co-ordinate, i.e., ¢ = x;. The matrices F}, F; and F3 are given in Table 4.1.
The saturation function is defined as follows. The saturation function is given as
follows.

If saturated sat (y;) = max (—dd,, min (y;,dd,)), Vi € {1,2},
If unsaturated sat (y;) = y; Vi € {1,2}.

where 6 = 100 and d,, = 0.0807.

Model complexity: The 2-dimensional input y on which the positive and neg-
ative saturation is defined can thus be divided into 9 different regions, where the
system exhibits different dynamics. We model each of the discrete time dynamics
by a self edge on a common location. Therefore, the saturated model consists of
a single location with 9 self-edges having appropriate linear guards and transi-
tion matrices. On the other hand, the unsaturated model is a linear system having
uncertain input, which is therefore modeled by only one location.

Size of saturated model: 10 dimensional, 1 location and 9 edges.

Size of unsaturated model: 10 dimensional, 1 location, 0 edges.

Linear invariance property to verify: The safety requirement is that the body
pitch angle of the robot, which in our model is denoted by x1, should be bounded
within some value. In the benchmark, it was suggested that for the saturated
system 1 € [—2 +¢€,% —¢| : € >0, while 21 € [55, 7%5] for the unsaturated
system. The initial set is the origin. Therefore, we want to find a small bound d
on the valued of || = |x;|. As the model is symmetric, it is sufficient to find a
bound along the positive direction. Therefore, we have to find a small enough d
such that (T, d), where T = [1 [0],,,], is a linear invariance property.

Experiment settings.

Augmented complex zonotope: The primary template for the hybrid system
is chosen as the collection of the (complex) eigenvectors of linear matrices of all
affine maps for the edge transitions, the orthonormal vectors to the guarding hy-
perplane normals and the projections of the eigenvectors on the subspace spanned
by the orthonormal vectors. For the linear system, it consists of the eigenvectors
of the linear map, the input set template and its multiplication by the linear matrix
(related to affine map) and square of the linear matrix.

SpaceEx: Concerning the experiment using SpaceEx, we tested with the oc-
tagon template and a template with 400 uniformly sampled support vectors dis-
tributed uniformly in space.

Results. For both the hybrid and the linear systems, we could verify smaller
magnitudes for the bounds on the pitch angle than what is proposed in the bench-
mark [HOW14]. But the SpaceEx tool could not find a finite bound for either of
the above systems. The results are reported in the Tables 4.2 and 4.3.
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Method Bound on pitch angle Comp. time (s)
octagon > 1000 Not terminate in < 180s
template

SpaceEx 400 support
bp > 1000 Not terminate in < 180s
vectors
Suggested in [HOW 14] 1.39 n/a
Augmented complex zonotope 1.29 4

Table 4.2: Unsaturated robot model: results

Method Bound on pitch angle Comp. time (s)
octagon > 1000 Not terminate in < 180s
SpaceEx template
400 support > 1000 Not terminate in < 180s
vectors
Suggested in [HOW 14] 1571 —€e: >0 n/a
Augmented complex zonotope 1.16 45

Table 4.3: Saturated robot model: results
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Remark. We have discussed in the review of polytopes that although a linear
system has a polytopic invariant, computing it can be difficult. The representation
size of a polytopic invariant for a fixed dimension can be arbitrarily large. In our
unsaturated model which is linear, some of the eigenvalues are complex and their
magnitudes are close to one. Possibly this is the reason SpaceEx could not find
an invariant even with 400 support vectors distributed uniformly in space. But in
our approach, since we use the complex eigenstructure, we could find the desired
invariant for the unsaturated (linear) model. Furthermore, we we also computed
the invariant for the saturated (hybrid) model.

4.4.2 Networked platoon of vehicles

Our third example is a model of a networked cooperative platoon of vehicles,
which is presented as a benchmark in the ARCH workshop [MK14]. The platoon
consists of three vehicles M, M, and M3 along with a leader board ahead M.
The movement of the vehicles is dependent on the communication between them
their relative distances, velocities and accelerations. The distance between a vehi-
cle M; and its next vehicle M, 4, relative to a reference distances d:ef is denoted
e;. The acceleration of the leader vehicle is a;, which ranges between [—9, 1]m/s.
The state of the system is denoted by a vector x = [ey, €1, €1, €3, €9, €a, €3, €3, E3].
The dynamics of the platoon is different in the two cases when there is full com-
munication and when there is total failure of communication. These dynamics are
described by differential equations,

& = A.x + B.a;, when there is communication

T = A, x + B,ar when there is failure of communication.

where the pairs of matrices (A, B.) and (A, B,,) are different. In any given
mode, the dynamics of the system is exponentially stable. So, the lyapunov expo-
nent (measure of stability) is higher in case of slow switching than fast switching.
Therefore, in our evaluation of this example, we also consider a model having
integer switching times, which is less stable.

Time discretized models: We could discretized the dynamics of both mod-
els with large minimum switching time and integer switching time. The time
discretized model has 2 locations and 4 edges, as described in Figure 4.1. The
continuous state is 9-dimensional. The matrices denoted in the figure are differ-
ent for the case of slow switching and fast switching and are given in Tables 4.4
and 4.5, respectively.

Linear invariance property: The verification challenge proposed in [MK14]
is to find the minimum possible reference distances dfef Vi € {1,2,3}, such
that the vehicles do not collide. Any set of upper bounds on —e;, —es, and —ej3
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x(k+1)
= A3z + Bzag,
= A1z + BlaL/
x(k+1)
= Ajx + Byag,
Figure 4.1: Time discretized model of networked platoon
Table 4.4: Matrices for discrete time slow switching model
02766 0.2855  —0.0235  0.2550  0.2352  —0.0429  0.1245  0.0956  —0.0234]
—0.0917 —0.0848 0.0392 —0.0517 0.0134  0.0023  0.0003  0.0385 —0.0166
~0.0531 —0.0485 0.0404  0.0434  0.0807 —0.0172 0.0301  0.0363  —0.0097
0.1406  0.1632  0.0002  0.0313  0.1166 —0.0122  0.1017  0.1309  —0.0431
A; = |—0.0411 —0.0589 —0.0421 —0.0512 —0.1530 0.0575 —0.0476 —0.0321  0.0051
—0.0393 —0.0402 —0.0111 —0.0641 —0.0754 0.0467  0.0497  0.0760  —0.0251
0.0628  0.0763  0.0095  0.0634  0.0987  0.0081 —0.0788  0.0489  —0.0436
—0.0088 —0.0158 —0.0081 —0.0351 —0.0452 —0.0726 —0.0621 —0.2082  0.0863
[—0.0246 —0.0235 —0.0078 —0.0572 —0.0547 —0.0183 —0.1049 —0.1146  0.0307 ]
02398 0.2204  —0.0715 —0.0000  0.0000  —0.0000 —0.0000  0.0000  —0.00007
—0.1148 —0.1083  0.0352  —0.0000 —0.0000  0.0000  —0.0000 —0.0000  0.0000
—0.0565 —0.0567  0.0176  —0.0000 —0.0000 —0.0000 —0.0000 —0.0000  0.0000
0.0178  0.5068 —0.0658 0.2410  0.3042 —0.1113 —0.0000  0.0000  —0.0000
Ay = |-0.1056 —0.3026 0.0327 —0.1329 —0.1627 0.05657 —0.0000 —0.0000  0.0000
~0.1089 —0.1100 —0.0055 —0.0675 —0.0720  0.0204  —0.0000 —0.0000  0.0000
0.2386  —0.0802 0.0965  0.1118  0.1544  0.0604  0.1197  0.2679  —0.1103
0.0762  0.3143  —0.0998 —0.0213 —0.0283 —0.0726 —0.1404 —0.2191  0.0779
[-0.0043  0.0212  —0.0122 —0.0468 —0.0413 —0.0171 —0.0991 —0.0990  0.0251 |
r1.85931 [ 1.7651 7 r2.84117 [2.2276 7
0.2855 0.2204 0.0019 0.0001
1.0848 1.1083 1.0006 1.0001
0.5394 2.1977 0.9508 2.7152
Bi = [0.1632| Bo = | 0.5068 | B3 = [0.0007| By = |—0.0005| Az = As = [0]g,-
1.1437 1.4109 1.0009 1.0000
0.1950 —1.2748 0.3775 —0.4469
0.0763 —0.0802 0.0003 0.0001
[1.1596] L 1.0966 | [1.0009] L 1.0000 |
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Table 4.5: Matrices for discrete time fast switching model
r0.8902  0.6370 —0.1484 0.0588 —0.0050 0.0001  0.0157 —0.0148  0.0059 T
—0.2340 0.1889 —0.1119 0.1267  0.0147 —0.0039  0.0363 —0.0201  0.0104
0.1755  0.7560 —0.2251 —0.0959 —0.0989 0.0181  —0.0373 —0.0273  0.0018
0.0462  0.0643 0.1514  0.8509  0.7076  —0.1685 0.0303  0.0218 —0.0038
Ap=Az= | 00934 0.1271 0.1151 -0.3284 0.2923 —0.1466 0.0660  0.0517  —0.0108
0.1262  0.6998 0.0092  0.1826  0.7469 —0.2119 —0.0885 —0.0830 0.0189
0.0116 0.0170  0.0026  0.0241  0.0282  0.1719  0.8532  0.7238  —0.1801
0.0256  0.0364 0.0064  0.0505  0.0619  0.1543 —0.3320 0.3231 —0.1730
[ 01047 0.6724 0.0017  0.1502  0.6976  0.0119  0.2247  0.7581  —0.1875]
r0.8898  0.6325 —0.1463 0.0000  0.0000  0.0000  0.0000  0.0000 —0.00007
—0.2348  0.1775  —0.1094  0.0000  0.0000  0.0000  0.0000  0.0000 —0.0000
0.1756  0.7674 —0.2136  0.0000  0.0000  0.0000  0.0000  0.0000 —0.0000
0.0939  0.3146  0.1064  0.9098  0.6995 —0.1686  0.0000  0.0000 —0.0000
Ay = A4 = | 0.1708 0.6120  0.0043 —0.2012 0.2985 —0.1533  0.0000  0.0000 —0.0000
0.1687  0.5757  0.1151  0.1829 0.7569 —0.1980  0.0000  0.0000 —0.0000
—-0.0364 —0.2331 0.0460  0.0254 0.0312 0.1721  0.9004 0.7304 —0.1778
—0.0529 —0.4476 0.1169  0.0548 0.0704 0.1571 —0.2263 0.3541 —0.1728
[ 0.1044  0.6771 —0.0016 0.1418 0.6953 0.0121  0.2199  0.7571 —0.1877]
r0.39307 [ 0.3918
0.6370 0.6325
0.8111 0.8225
0.0200 0.0979
Bi =Bz = [0.0643| B2 = By = | 0.3146
0.6840 0.2105
0.0051 —0.0727
0.0170 —0.2331
10.6476 ] L 0.6581

are safe lower limits on the respective reference distances. We express the ver-
ification problem in terms of three linear invariance properties, as follows. For
eachT;: 1 <i<3 whereT) = [—1 [0],,4], To = [[0],,5 —1 [0];,] and
Ts = [[0],,6 —1 [0]yys], find an upper bound on each d; : i € {1,2,3} such
that (7}, d;) is a linear invariance property of the system.

Experiment settings. We chose the primary template as the collection of the
(complex) eigenvectors of linear matrices of the affine maps in the the two loca-
tions and their binary products, the axis aligned box template and the templates
used for overapproximating the input sets. For the SpaceEx tool, we experimented
with two templates, octagon and hundred uniformly sampled support vectors.

Results. For the large minimum dwell time of 20s, the discrete time SpaceEx
implementation and also a method based on using real zonotopes [MK14] could
verify slightly smaller bounds compared to our approach. But for the small min-
imum dwell time (1s) model, SpaceEx could not even find a finite set of bounds,
whereas our approach could verify a finite set of bounds. The reason is that the fast
system model is more stable compared to the slow switching. Possibly because
complex zonotope captures contraction along complex eigenvectors, we could find
a finite invariant for even the less stable fast switching model. These results are
reported in the Tables 4.6 and 4.7.
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Slow switching
Method Comp
—e1 < | —ea < | —e3 < time (s)
octagon 28 | 27 10 | > 180s
template
SpaceEx 100 support
bb 28 25 13 1.3
vectors
Real zonotope [MK14] 25 25 10 n/a
Augmented complex zonotope 28 26 12 12

Table 4.6: Experimental results: Slow switching networked platoon

Fast switching
Method Comp
—e < —ey < —eq < )
f1= €2 = € = time (s)
octagon > 1000 | > 1000 | > 1000 | > 180s
template
Spacebx 100 support
bp > 1000 | > 1000 | > 1000 | > 180s
vectors
Augmented complex zonotope 46 54 57 12.6

Table 4.7: Experimental results: Fast switching networked Platoon
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4.4.3 Perturbed double integrator

Our second example is a perturbed double integrator system given in [RGKT04].
The closed loop system with a feedback control is piecewise affine, having four
different affine dynamics in four different regions of space, as

1, ifxy > 0and 2z, > 0
2, ifz; <0Oandzy <0
3,ifz; <0Oandzy >0 ’
4, 1fI1 ZOandeSO

x(t+1)=Mx(t)+w. i=

0.4103  0.0653

M=M= [—0.2949 0.5327

} My = M, = [0.4103 —0.0653] _

0.2949  0.5327

The additive disturbance input w is bounded as ||w||» < 0.2.

We perform two different experiments on this system. In the first experiment,
we try to verify the smallest possible magnitude of bounds on the two coordinates,
denoted z; and z,. We compare these bounds with that found by the SpaceEx tool.
In the second experiment, we try to quickly compute a large invariant for the sys-
tem under the safety constraints given in [RGK*04]. The given safety constraints
are ||z||oc < 5. In the latter case, we maximize the sum of the scaling factors
and differences of the upper and lower interval bounds of the augmented complex
zonotopic invaraint. Furthermore, we decompose the given safety constraints as
the intersection of four different sets of safety constraints. For each set of safety
constraints, we compute a large augmented complex zonotopic invariant. Then
the desired invariant is the intersection of four augmented complex zonotopic in-
variants. Although we may not find the largest possible (maximal) invariant by
this approach, still the optimizer will try to maximize the size of the invariant. We
draw comparison in terms of the computation time with the reported result for the
MPT tool [RGK™04].

In our formalism, we model the system with 4 locations and 12 edges connect-
ing all the locations. Appropriate staying conditions are specified in each location,
reflecting the division of the state space into different regions where the dynamics
is affine. The initial set is the origin. The same model is specified in SpaceEx.

Size of model: 2 dimensions, 4 locations and 12 edges.

Experiment settings. For the primary template, we collected the (complex)
eigenvectors of all linear matrices of the affine maps and their binary products.
For the SpaceEx tool, we experimented with two different templates, the octagon
template and a template with 100 uniformly sampled support vectors.

Results. In the first experiment, we verified sligtly smaller bounds for z; than
that of SpaceEx, while the bounds verified for x5 were equal for both methods. In
our second experiment on this example, the computation time for finding a large
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Comp.
< <

Method |ZL’1| = ‘ZUQ’ = | time (S)

t‘;t;gl;’; 038 | 043 | 17

SpaceEx
100 support | 20 | 043 | 236
vectors
ACZ invariant 0.37 0.43 5.1

Table 4.8: Small invariant computation: Perturbed double integrator

Comp.

Method )
time (s)

MPT tool [RGK™04] 107

ACZ 12

Table 4.9: Large invariant computation: Perturbed double integrator

invariant by our method is significantly smaller than that of the reported result for
the MPT tool. The results are summarized in the Tables 4.8 and 4.9.
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Stability Verification of Nearly
Periodic Linear Impulsive Systems

CHAPTER

Since computers work with digital signals and the physical system they con-
trol operates in the analog world, sampling is required. Various parameters re-
lated to sampling of the system can be subject to uncertainty like the sampling
period, delay, digital output of the controller, output feedback from the system,
etc. These uncertainties can lead to instability of the system. Henceforth, we
are faced with the challenge of verifying system stability in the presence of these
uncertainties. We address this issue by considering the problem of verifying sta-
bility of nearly-periodic impulsive systems, which can be used to model sampled-
data systems [NUoC07] and networked control systems [NHTOS8]. This problem
has been tackled using control approaches, which mainly involve deriving sta-
bility conditions in terms of Lyapunov functions and checking these conditions
using optimization (Linear Matrix Inequalities (LMI) or Sum of Squares (SOS)).
In this work, we use a stability condition based on set contractiveness proposed in
[AL14, FM14, KGDI15] and propose a new method for checking it using compu-
tational techniques, inspired by hybrid systems verification techniques. Globally
exponential stability (GES) of nearly-periodic linear impulsive systems can be
proved by showing the contractiveness of a compact and convex set containing
the origin in its interior, also called as a C'-set [LDA13, AL14, FM14, KGD15].
The uncertainty in impulse times for which stability can be proved depends on
the choice of the contractive C-set. A nearly-periodic linear impulsive system is
stable only if all of its reachability operators, which compute the state reached
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after an impulse, are stable. This motivates us to use complex zonotopes since we
can find good candidate complex zonotope for contractive sets using the eigen-
vectors of the reachability operators. For proving stability condition, we consider
complex zonotopes whose generator sets are chosen among the eigenvectors of
reachability operators of the nearly-periodic linear impulsive system. We then
derive a condition for the contractiveness of a complex zonotope that can be ver-
ified by convex optimization. Concerning experimental results, our approach is
either competitive or better compared to the existing approaches, in terms of the
largeness of uncertainty of sampling periods for which stability could be proved.

The chapter is organized into five main sections. We discuss the related work
in Section 5.1. In Section 5.2, we describe the dynamics of a nearly-periodic lin-
ear impulsive system. In Section 5.3, we explain global exponential stability, the
verification problem and its relation to finding a contractive C-set of the system.
In Section 5.4, we explain our algorithm for stability verification based on com-
plex zonotopes. The experiments on two benchmark examples are discussed in
Section 5.5

5.1 Related work

A major approach to stability analysis of aperiodic sampling control uses time-
delay systems, and stability can be proved using Lyapunov Krakovskii functional
[YVESS, TNK98, LSF10, MMD13], or time-dependent Lyapunov functional [Fril0].
Using a continuous-time model, discrete-time Lyapunov functions is proposed for
stability condition [Seul2], which can be checked using Sum of Squares (SOS)
[SP13]. Robust stability with respect to time-varying input delay can also be
handled by input/output approach [Mir07, Fuj, KW14, OHRLLI13, OHRLL14].
Another important approach is based on the hybrid systems modeling frame-
work, in particular time-varying impulsive systems [HLCS03, NT04, GSTO09,
CGTO08, BVLD"12] and employs Lyapunov-based methods in various forms in-
cluding discontinuous time-independent [NHTO8] or time-dependent Lyapunov
functions [Fril0]. Another popular approach involves using convex embedding
[HDI06, Fuj09, HKPR11, HDTP13, OHRLL14]. In this approach, stability tests
can be formulated as parametric Linear Matrix Inequalities (LMIs) [HDIO6], or as
set contractiveness (such as, polytopic set contractiveness is equivalent to polyhe-
dral Lyapunov functions) [FM14, Bril13, LDA13, AL14, KGDI15]. In this work,
we focus on exponential stability and are inspired by set theory conditions [FM 14,
AL14, KGD15] to derive a stability condition which is more conservative but can
be efficiently verified. The novelty of our work lies in the use of complex zono-
topes to efficiently find contractive sets. Computationally speaking, our approach
is close in spirit to abstract interpretation and hybrid systems analysis. Indeed the
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way we find contractive sets using such zonotopes is similar to the way invariant
sets are computed using some zonotope [Gir05b, AK11a, GPV12] and template-
polyhedral abstract domains [SDI08b, JM09].

5.2 Dynamics

A nearly periodic linear impulsive system is specified by a tuple
H = (an Ara Am A)

where R" is the state space with dimension n € Z-(, A, and A, are n X n real
matrices called the impulse matrix and the linear vector field matrix, respectively.
The interval A = [, 7], such that 0 < 7,,, < Ty, is called the sampling interval.
A trajectory of the system is a function x : R>y — R", such that there exists a
sequence of sampling times (t;)52, satisfying all the following for any k € Zxo.

X (t) = ACX(t) YVt € [tk,tk+1)

x (tF) = Ax(ty) (5.1)
tk+1 - tk 6 A
x(0) = xg

Here, x(¢) € R™ is the state of the system at a time instant ¢. For any k& € N, we
shall denote the state reached just after the impulse at ¢ as X, = x(¢;7). When
there is continuous evolution of a state x until time ¢, then the state reached at
time ¢ is x (t) = e“<!x. If there is an impulse at time ¢ = 0, then the state reached
immediately afterwards is A,x,. Therefore, using Equation 5.1, we get

Xp11t € {eActATXk cte A} )

We call the change in the state of the system from the time just before one impulse
to the next impulse as a step. Therefore, for any set ¥ C R", the set of all
reachable points from a state x in one step is

R(U) = {e?'A,xo : Xo € U, t € A}
Then, the set of all points reachable after £ steps is
RN (W) = {(IIF_ e A,) xo : X € U, Vi € {1, ...,k}t; € A},
Therefore, we define a reachability operator as follows.
Vt e A, H, = e A,.

As the the sampling period interval A is an uncountable set, there are uncountable
number of reachability operators. For a sub-interval |17, 73] € A, we shall denote
the set of reachability operators as

O([r, ) ={H, : 7 € [11, 1]} . (5.2)
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5.3 Globally exponential stability and set contrac-
tion

A nearly periodic linear impulsive system is globally exponentially stable (GES)
if any point in the state space reaches arbitrarily close to the origin at an exponen-
tial rate. This property is mathematically stated as follows.

Definition 5.3.1. [Global exponential stability (GES)] The system H is globally
exponentially stable (GES) if there exists A € [0,1) and ¢ > 0 such that for all
xo € R"and k € Z, ||xz]| < c\¥||x0]].

The following is the stability verification problem.

Problem 5.3.1. Given a sampling period interval A = [1, 7|, verify that the sys-
tem H is globally exponentially stable.

The GES of a system is related to the reachable sets of the system. Indeed
if all bounded sets containing the origin eventually contract to arbitrarily small
sets around the origin, then every point eventually reaches close to the origin and
the system is thus GES. Instead of verifying the contraction of all bounded sets
containing the origin, we can verify the contraction of any compact and convex
set containing the origin, because it can be scaled to include any bounded set. We
call such sets as C-sets, defined as follows.

Definition 5.3.2. A set ¥ C R" is called a C-set if it is compact, convex and
contains the origin in its interior.

The contraction of a C-set is defined as follows.

Definition 5.3.3 ([FM14]). Given A € [0, 1], a set C-set ¥ C R™ is A-contractive
for the system H iff
Vee VW, Vte A, Hux € \V.

Remark 5.3.4. It has been shown previously in ([FM14, AL14, KGD15]) that
globally exponentially stability of a nearly-periodic linear impulsive system is
equivalent to the existence of a A-contractive C-set for a A € [0,1). So, we can
find a A-contractive C'-set for A < 1 to prove global exponential stability.

A stability verification algorithm was proposed in [FM14] that definitely com-
putes a contractive C'-set for a globally exponentially stable system. But the algo-
rithm involves iterative intersections. During iterative intersections, the complex-
ity of representing the set can grow uncontrollably. So, the algorithm [FM14] can
be costly, especially in higher dimensions. Alternatively, we propose a stability
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verification algorithm using complex zonotope and convex optimization, where
the size of the template is fixed a priori. Although the existence of a contractive
complex zonotope is only a sufficient condition for global exponential stability, we
demonstrate the efficiency of our procedure by experiments on some benchmark
examples. Our algorithm, described in the next section, uses some properties of
contraction of sets, which we shall discuss now.

As the state change of the system can be identified by the transformation by a
reachability operator, we define contraction by a matrix as follows. From here on,
we denote J as an n X n real matrix.

Definition 5.3.2. The amount of contraction of a set ¥ C R" upon transformation
by the matrix J, denoted as x (¥, J), is

x(U,J) =inf{a € R5¢: J(¥) C aV}.

The amount of contraction being greater than one would indicate that the set
is actually expanding, which will also be referred mathematically as “contraction”
parameter, in a general sense. For any p : 0 < p < €, we want to derive a bound
on the contraction of the operator H,,, as a function of H; and e. Using Taylor
expansion of an order r, we can write

Hyyp = e AP H, = P.(p)H; + E,(6)H; where

Aipi AZ+1(5T+1
i=0 ’ ’

To use the above expansion for deriving the bound on contraction, we shall de-
scribe some of its properties. The following lemma states that the contraction upon
transformation by the product of any two matrices is bounded by the product of
the contractions by individual matrices. Also, the contraction upon transforma-
tion by the sum of two matrices is bounded by the sum of the contractions by the
individual matrices.

Lemma 5.3.5. Let us consider Jy, Jo € M, (R") and ¥ C R". Then the all of
the following is true.

1. X(\I/7J1+J2) SX(q/)JI)_{—X(\I/)JQ)
2. X(\II>J1J2) S X(qj>J1)X(kIj>J2)
Proof. For proving the first part, we derive the following.

Since J1 ¥ C x (¥, J1)¥ and Jo¥ C x (U, J), we get
(Ji + )W C X (¥, J1)V D X (¥, J)¥ = (x(¥, 1) + x(¥, J2))¥.
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For proving the second part, we derive the following.

J1J2\I’ = J1<J2\I/) Q Jl(X(‘I;, Jg)\I/)
= x (U, 1) (J1¥) C x (¥, J;)x (¥, J,) . O

If a matrix is embedded inside the convex hull of a set of matrices, then we get
the following bound on contraction by the matrix.

Lemma 5.3.6. Let us consider that J € Conv ({4, ..., A.}) and ¥ C R™
Then

X (U, J) <supx (¥, 4,).
=1

Proof. As J € Conv ({4, ..., A.}), there exists ay,...,a, € Rs( such that
Yoi,a;=1and J =3, o;A; Then by using Lemma 5.3.5, we get

X (¥, J) < Z%’X (U, Ay)

i=1

=1

If we want to bound the contraction of a polynomial with matrix co-coefficients,
where the variable has a bound, then the following lemma is useful. The set of all
possible values of the polynomial can be embedded inside a convex hull of a finite
set of matrices, as described below.

Lemma 5.3.7. [HDTPI13] Let us consider {Ag, A1, ..., A, } € M, (R) where

J
VjeA{0,..,r}, Ui(p) = ZAipZ.
i=0

If 0 < p < then U,.(p) € Conv (Uy(e), Uy (€), ..., U.(€)).
Proof. This has been proved in [HDTP13]. L]

Using the above results, we derive the following bound on contraction by the
operator H;, ,, when p € [0, ].

Lemma 5.3.8. Let us consider V C R" and p € [0,¢]. If 0 < p < ¢, then

r AT+_1
\Il H < \Ij PT H lIl c H T+1'
X (¥, t+p)—§1:1£)X(  Pr(e) t>+X( T(r+1)! t>€
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Proof. Using Equation 5.3, there exists d € [0, €] such that,

X (U, Heyp) = X (¥, Pr(p) + E;(9))
%% by Lemma 5.3.5

Ar+1
< c r—+1

%% by Lemmas 5.3.6 and 5.3.7

< sup x (¥, Pr(e)Hy) + x (\I’
=1

r—+1 .
c T+
(r+ 1)!Ht> d

. Artl
< v, P.(e)H v € __H, )t U
< sipx (1R (O) +x (W )

5.4 Stability verification using complex zonotope

We verify global exponential stability by finding a contractive complex zono-
tope that contains the origin in its interior. A motivation for considering complex
zonotope for stability verification is that they can capture contraction along the
complex eigenvectors of reachability operators, based on Lemma 2.2.2 described
earlier. We find a complex zonotope by sampling the eigenvectors of some of the
reachability operators, synthesizing suitable scaling factors and latter verifying
that the complex zonotope contracts. Our algorithm for stability verification has
two stages. In the first stage, we synthesize a complex zonotope that contracts
with respect to a few sampled operators. In the next stage, we verify that the
synthesized complex zonotope contracts with respect to all the sampled operators.
We fix the template a priori by the collection of unit eigenvectors of a finite num-
ber of uniformly sampled reachability operators. Therefore, we have control over
the representation size of the contractive set.

Synthesizing a candidate template complex zonotope. Let us sample uni-
form k time points in the interval A as

k (T —1)

wi =141 k c1€{0,....k—1}

Ap={wi:ie{l,... k}}.

Let us denote ©F as a matrix with n columns consisting of all possible unit eigen-
vectors of H » with possible repetition. Let us consider =, as the matrix contain-
ing all the eigenvectors of £ uniformly sampled operators, i.e.,

== [0F ... Of].
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We fix = as the template of the complex zonotope and synthesize suitable scaling
factors based on the following theorem. The theorem uses the inclusion checking
condition from Theorem 2.3.8.

Theorem 5.4.1. For a vector of scaling factors s € RY, the template complex
zonotope T (Zk, 0, s) is A-contractive with respect to all H; : ¢ € Ay and repre-
sents a C'-set, if all of following is true.

T (Id,xn,0,[1],,51) T T (Ek,0,5) (5.4)
Vt € Ay, T (H,Z,0,5) C T (Z,0,As). (5.5)

Proof. A complex zonotope is a compact and convex set. Furthermore, the real
projection of T (I d,xn, 0, [1}nx1) is the hypercube containing the origin. So, by
Theorem 2.3.8 and Equation 5.4, 7 (=, 0, s) contains the origin in its interior and
hence a C-set. By Lemma 2.2.1, Theorem 2.3.8 and Equations 2.3 and 5.5, we
get H,T (Ex,0,5) C AT (2, 0, s). O

Verifying contraction: To verify that the template complex zonotope syn-
thesized in the first stage contracts with respect to all the reachability operators
H, : t € A, we divide the sampling interval into small enough sub-intervals
and verify contraction in each interval. For this, we need to find a bound on con-
traction of a complex zonotope with respect to any reachability operator. When
the synthesized complex zonotope contains the eigenvectors of only one reacha-
bility operator, then the contraction by the operator is bounded by the maximum
magnitude of the eigenvalues of the operator. This is described in the following
lemma.

Lemma 5.4.1. Let us consider that H ;O] = O} diag (1) : 1 € C". Let s € R%,.
Then,

X (T(E,O, s), szz_q) = s{ﬁlo | il -
Proof. By using Lemma 2.2.2, we get
H.T (©F,0,5) =T (©F,0,diag (|u]) s) -
Y (’T (@f,O, 8) ,lez;) < sﬁg) | i) - .

However, when the eigenvectors of multiple reachability operators are sam-
pled to form the template, the above lemma can not be used to compute the con-

traction bound. In the latter case, we compute the contraction bound using convex
optimization, as follows. Let us define

Br(s,J) = inf{[| X||oc : X € Mpxm (C) A Epdiag(s) X = J=diag(s)}
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Lemma 5.4.2. We get x (J, T (E,0,5s)) < Br(s, J).

Proof. Let us consider J=, diag (s) = = diag (s) X. We have to prove that
JT (2k,0,8) =T (JEk,0,8) C | X]|ooT (Zk, 0, 5) .

We derive the following. By using Lemma 2.1.4, we get

T (JEk,0,5) = C (JZ, diag (s),0)

— {JZdiag (5)¢' 5 ¢l < 1}

— {J diag (5) XC': ¢l < 1}

C | Xl {Zx diag (s) ¢" : [|¢'lloc < 1}

= [|X|C (Ex diag (s) ,0) = | X[|T (i, 0, 5) . O

In our verification procedure, we verify contraction in the neighborhoods of a
finite set of time points in the sampling interval, such that the union of neighbor-
hoods contains the time interval. Therefore, we derive a bound on the contraction
in a neighborhood of a time point, as follows. Forany ¢t € A, r € Z>, and € > 0,
let us denote

T( t ) i ( ( ) ) Z : T
S € sup G, (s lz €) H + 5] H € .
,r]k: ] s Il) k ) t k (T' 1)| t

Theorem 5.4.3. The following is true.

sup X (T (Ek7 07 S) 7Hp) < 77]2 (Sa t, E) .
pElt,t+e]

Proof. Letus denote U = T (Z, 0, s). Using Lemma 5.3.8, for any p € [t,t + €],
we derive the following.

: AN
X (¥, H,) < SZE?X (U, P(e)Hy) + x (\I’7 mHt) et

%% by Lemma 5.4.2

k Ar+l 1
<su s, P (e) Hy) + —<S—H, ). O
<so s (5. P (@) 1)+ 40 ()

Verification algorithm. We begin with £ = 3 reference operators that cor-
respond to the two end points of the sampling interval and the middle point.
The algorithm first finds suitable scaling factors s such that the template com-
plex zonotope with =, as the template operators contracts with respect to w¥Vi €
{1,..., k}. Then we check whether the contraction of the template complex zono-
tope by all the reachability operators is less than one. For checking contraction,
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Algorithm 2 Exponential stability verification of H

Initialize k = 3.
Choose an M € Z-3 as the bound of k.
Choose tol > 0 as the discretization parameter.
while £k < M and ¢t < T do
Find a vector of scaling factors s solving Equations 5.4 and 5.5.
Initialize t = 7 and h = tol.
Set r := order of Taylor expansion (typically < 2).
while h > tol do
if 0} (s,t,h) < 1 then
t<t+h;h < h+tol
else
h < h —tol
end if
if h < tol then
k<« k+1.
end if
end while
: end while
. if t > 7T then
System is exponentially stable
. else
Inconclusive
. end if

R A o s e

[ NS T NG T NS R NS R e e e e e e T e
D S e AL i e
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we first discretize the sampling interval by a grid of size tol > 0 and then compute
the bound on contraction in the forward tol neighborhood of each gird point using
Theorem 5.4.3. We choose an order of Taylor expansion, typically not greater
than two. Starting with ¢ = 7 and h = tol, for any ¢t and h, we check that
np (s,t,h) < 1. If successfully, we increment the value of ¢ to ¢t + h and A to
h + tol. If not successful, we reduce the value of h to h — tol. If we have verified
contraction until a point ¢ > 7, then we have successfully verified global expo-
nential stability of the system. Otherwise, if h becomes less than zero at some
point, we start another loop by increasing & to k + 1 and repeat the procedure. We
hope to verify contraction within a reasonable value of k. Otherwise, we terminate
without any conclusion. The steps of the procedure are systematically described
in Algorithm 2. We shall discuss the experimental results based on this algorithm
in the next section.

5.5 Experiments

We evaluated our algorithm on two benchmark examples of linear impulsive sys-

tems below and compared it with other state-of-the-art approaches. For convex
optimization, we use CVX version 2.1 with Matlab 8.5.0.197613 (R2015a). The
reported experimental results were obtained on Intel(R) Core(TM) i15-3470 CPU
@ 3.20GHz.

Example 1. 'We consider a networked control system with uncertain but bounded

transmission period. A networked control system is composed of a plant and a
controller that interact with each other by transmission of feedback input from
controller to the plant. If the system dynamics is linear with linear feedback, then
for uncertain but bounded transmission period, we can equivalently represent it as
a linear impulsive system where

A, 0 B, I 0 0
A= 0 0 0 |, 4 =] BC, A, 0
00 0 D,C, C, 0

for some parameter matrices A,, B,, B,, C,, A,, C,, and D,. The sampling inter-
val A of the linear impulsive system specifies bounds on the transmission interval.
Our example of a networked control system is taken from Bjorn et al. [WAAO02].
The system is originally described by discrete time transfer functions, which has
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Reference tmin | tmaa
Value recommended in [WAAOQO2] | 0.08 | 0.22
NCS toolbox [BvLD'12] 0.08| 04
Template complex zonotope 0.08 | 0.58

Table 5.1: Experimental results: Example 1

Reference toin | tmaz
Lyapunov, parametric LMI [HDTP13] | 0.1 0.3
Polytopic set contractiveness [FM14] | 0.1 | 0.475
Khatib et al. [KGD15] 0.1 | 0514
Template complex zonotope 0.1 | 0.496

Table 5.2: Experimental results: Example 2

an equivalent state space representation with parameter matrices

v (38 (1) om0

A, = 0.4286, B, = —0.8163, C, = —1D, = —3.4286.

Given the lower bound on the transmission period as %,,,;,, = 0.8, we want to find
as high a value of ¢,,,,, as possible for which the system is GES.

Example 2. We consider the following linear impulsive system from Hetel et.
al. [HDTP13], that describes an LMI based approach to verify stability. The spec-
ification is given by

0 -3 1 100
A= 14 -26 06 |, A =010
8.4 —18.6 4.6 00 0

Setting and Results. While implementing the algorithm for stability verifica-
tion, we used first order Taylor expansion, a tolerance of tol = 0.01 for Example
1 and tol = 0.006 for Example 2. We required £ = 3 number of reachability op-
erators for both examples, for synthesizing a suitable template complex zonotope
used in checking contraction. We could verify exponential stability in a sampling
interval [0.08, 0.58] for Example 1 and [0.1,0.496] for Example 2. For the first
example, our method outperforms other approaches as given in Table 5.1. For
the second example, our method larger bounds than the Lyapunov function ap-
proach [HDTP13] and polytopic set contractiveness based approach [FM14], as
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reported in Table 5.2. Although our bound is smaller than the one found by the
approach of [KGD15], still the difference is only 0.018.
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CHAPTER

Conclusion

6.1 Contributions

The complex zonotope set representation provides a computationally efficient
framework for utilizing the complex valued eigenstructure of affine hybrid sys-
tems for their verification, while retaining the essential computational advantages
of real zonotopes. We have developed practical algorithms using complex zono-
topes for verification of linear invariance properties of discrete time systems and
exponential stability of linear impulsive systems. We summarize the main contri-
butions of this dissertation below.

— Complex zonotope: Our most important contribution is the extension of
real zonotopes to the complex valued domain by complex zonotopes, which
can capture contraction along complex vectors, but still are computation-
ally as efficient as a real zonotope. Just like real zonotopes, a complex
zonotope is closed under Minkowski sum, linear transformation and their
computation is also efficient. The support function of a complex zonotope
can also be computed by a simple algebraic expression. But additionally,
a complex zonotope can efficiently encode positive invariants for linear
transformations by incorporating complex eigenvectors as generators. On
the other hand, eigenvectors having non-zero real and imaginary parts can
not be used as generators in real zonotopes. Moreover, complex zonotopes
are geometrically more expressive since their real projections can represent
non-polytopic sets in addition to polytopic zonotopes.

— Template based representation: We introduced a template based represen-
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tation of a complex zonotope, by which we can add generators to a complex
zonotope to find better approximations. In a real zonotope, adding a gener-
ator can increase the size of the denoted set. This problem is addressed by
the template based representation of a complex zonotope, which has a set of
scaling factors that determine the amount of contribution of each generator
to the size of the set. Henceforth, to find a better approximations, we can
add more generators to a complex zonotope and adjust the scaling factors.

Set operations: Apart from the simpler computations like linear transfor-
mation, Minkowski sum and support function, we developed a convex pro-
gram to efficiently check-inclusion between template complex zonotopes.
Then, we developed the augmented complex zonotope representation to ef-
ficiently over-approximate the intersection with sub-parallelotopes. The er-
ror in over-approximation can be regulated by adjusting the scaling factors.
The main advantage of augmented complex zonotope is that we can still
compute the support function efficiently. It provided an alternative to the
previous known variations of real zonotopes for computing the intersection,
because their extension to complex zonotope makes computation of the sup-
port function intractable.

Verification of discrete time affine hybrid systems: We developed a con-
vex program based on computing positively invariant augmented complex
zonotopes to verify linear invariance properties of discrete time affine hy-
brid systems. We performed experiments on three benchmark examples that
demonstrate the efficiency of our approach.

Stability verification of linear impulsive systems: We developed an algo-
rithm to find contractive complex zonotopes that verify global exponential
stability of linear impulsive systems with sampling uncertainty. The novelty
of our algorithm lies in using the eigenstructure of reachability operators for
stability verification, i.e., to find contractive complex zonotopes. Our exper-
iments on two benchmark examples demonstrate either better or competitive
performance compared to state of the art approaches.

6.2 Future work

Some of the directions for extending this research on complex zonotopes are dis-
cussed below.

1. Non-linear systems: Hybrid systems with non-linear differential and dif-

ference equations are inherently more difficult to verify than affine hybrid
systems having linear differential or difference equations. For reachability
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analysis of affine hybrid systems, complex zonotopes have the advantage
that they are closed and have low computational complexity under affine
transformations. However, complex zonotopes are not closed under non-
affine transformations due to which extending their usage to non-affine hy-
brid systems is computationally challenging. To address this problem, we
can develop convex relaxations to approximate the non-affine images of
complex zonotopes. Alternatively, just like polynomial real zonotopes, we
can extend complex zonotopes to polynomial complex zonotopes. But then
the degree of a polynomial complex zonotope grows exponentially with the
iterative application of non-affine functions. So, we have to compute over-
approximations a polynomial complex zonotope of higher degree with a
polynomial complex zonotope of lower degree.

2. Continuous time dynamics: The set operations we have developed are
mainly useful for computing positive invariants of discrete time dynamics or
simpler cases of continuous dynamics that can be easily discretized in time.
But for computing positively invariant complex zonotopes for more general
continuous time dynamics, we have to compute bounds on the vector field
at the boundary of a complex zonotope.

3. Program verification: Complex zonotopes can be used as an abstract do-
main for program verification. Indeed, our template based representation
of complex zonotope is closer in spirit to the template based approaches in
abstract interpretation. We have to experimentally find out the performance
of complex zonotopes when applied to numerical program verification.

More experimentation has to be done to understand the practical issues with us-
ing complex zonotopes. Nevertheless, complex zonotopes provide an exemplary
approach for future set representations to efficiently encode the eigenstructure of
a system for increasing the accuracy of reachability analysis techniques.
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