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Abstract

Time series are one of the most common types of recorded data in various scientific,
industrial, and financial domains. Depending on the context, time series analysis are
used for a variety of purposes: forecasting, estimation, classification, and trend and
event detection. Thanks to the outstanding capabilities of human visual perception,
visualization remains one of the most powerful tools for data analysis, particularly for
time series. With the increase in data sets’ volume and complexity, new visualization
techniques are clearly needed to improve data analysis. They aim to facilitate visual
analysis in specified situations, tasks, or for unguided exploratory analysis.

Visualization is based upon visual mapping, which consists in association of data
values to visual channels, e.g. position, size, and color of the graphical elements. In
this regard, the most familiar form of time series visualization, i.e. line charts, consists
in a mapping of data values to the vertical position of the line. However, a single
visual mapping is not suitable for all situations and analytical objectives. Our goal is to
introduce alternatives to the conventional visual mapping and find situations in which,
the new approach compensate for the simplicity and familiarity of the existing techniques.
We present a review of the existing literature on time series visualization and then, we
focus on the existing approaches to visual mapping.

Next, we present our contributions. Our first contribution is a systematic study
of a composite visual mapping which consists in using combinations of visual channels
to communicate different facets of a time series. By means of several user studies, we
compare our new visual mappings with an existing reference technique and we measure
users’ speed and accuracy in different analytical tasks. Our results show that the new
visual designs lead to analytical performances close to those of the existing techniques
without being unnecessarily complex or requiring training. Also, some of the proposed
mappings outperform the existing techniques in space constrained situations. Space
efficiency is of great importance to simultaneous visualization of large volumes of data
or visualization on small screens. Both scenarios are among the current challenges in
information visualization.
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Résumé

Les séries temporelles sont l’un des types de données les plus courants dans divers do-
maines scientifiques, industriels et financiers. Selon le contexte, l’analyse des séries tem-
porelles est effectuée à diverses fins : prévision, estimation, classification et détection
des tendances et des événements. Grâce aux capacités exceptionnelles de la perception
visuelle humaine, la visualisation reste l’un des outils les plus puissants pour l’analyse de
données, en particulier pour les données temporelles. Avec la croissance de volume et de
la complexité des jeux de données, de nouvelles techniques de visualisation sont claire-
ment nécessaires pour améliorer l’analyse des données. Elles visent à faciliter l’analyse
visuelle dans le cas où des situations ou des tâches sont bien spécifiées, ou à favoriser
l’analyse exploratoire non guidée.

La visualisation est basée sur l’encodage visuel, un processus qui consiste à associer
les valeurs de données aux canaux visuels comme la position, la taille et la couleur des
éléments graphiques. A cet égard, la forme la plus connue de visualisation des séries
temporelles, c’est-à-dire les graphiques linéaires (line charts en anglais), consiste en une
mise en correspondance des valeurs de données avec la position verticale de la ligne.
Cependant, un seul encodage visuel ne convient pas à toutes les situations et objectifs
analytiques. Notre but est d’introduire des alternatives à l’encodage visuel conventionnel
et de trouver des situations dans lesquelles, la nouvelle approche compense la simplicité
et la familiarité des techniques existantes. Nous présentons une revue de l’état de l’art
sur la visualisation des séries temporelles, puis nous nous concentrons sur les approches
existantes de l’encodage visuel.

Ensuite, nous présentons nos contributions. Notre première contribution est une
étude systématique d’un encodage visuel composite qui consiste à utiliser des combi-
naisons de canaux visuels pour communiquer différentes facettes d’une série temporelle.
Au moyen de plusieurs expériences avec des utilisateurs, nous comparons les nouveaux
encodages visuels à une technique de référence existante et nous mesurons la vitesse et la
précision des utilisateurs dans différentes tâches. Nos résultats montrent que les nouvelles
conceptions visuelles conduisent à des performances proches de celles des techniques exis-
tantes sans être inutilement complexes ou nécessiter un apprentissage. De plus, certains
encodages proposés surpassent les techniques existantes dans les situations de contraintes
spatiales. L’efficacité spatiale est d’une grande importance pour la visualisation simul-
tanée de grands volumes de données ou pour la visualisation sur de petits écrans. Les
deux scénarios font partie des défis actuels de la visualisation d’information.
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Introduction

“A full 90 percent of all the data in the world has been generated over the
last two years.”

— Åse Dragland, SINTEF

You must have heard this fun fact or similar ones lately. Big Data, Data Mining, or
Data Science are all among the buzz words in the recent years. From industry processes to
personal activities, terabytes of data is created every second around the word. However,
massive collection of data is futile, unless stored data is processed and analyzed. Data
analysis is the process of inspecting data with the goal of discovering information and
constructing useful knowledge from the gathered data.

Data analysis is an essential part of all scientific research and problem solving in
industry. There exist different approaches to data analysis. At the most basic level,
descriptive statistics derive aggregated information such as mean and variance of data
values which can help the analyst to understand the global properties of the data. More
recently, data mining and machine learning methods are applied to extract categories,
patterns and unusual records in data. In addition to the computational methods, visual-
ization aims to communicate information by means of plots and graphical representations
of data. Visualization is used as a tool to present discovered information, but also, as a
exploratory tool to examine data and extract the information.

Among data analysis approaches, data visualization is the most relient on human
cognitive skills. The analyst does not require any sophisticated skill to be able to in-
terpret the visual representation of data. While computational approaches need defined
analytical objectives, data visualization allow for uninstructed exploration of data and
unstructured insights. Such exploration of data is only limited by human visual per-
ception, creativity, and imagination. Considering its characteristics, the field of data
visualization and visual analysis is closely related to other areas such as data architec-
ture, human-computer interaction, visual perception, and graphic design.

The great facility of visualization for presentation and exploration of data has made
it a common tool in diverse areas. The applications of visualization vary from data
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2 INTRODUCTION

analysis in technical domains, to fields more accessible to general public, i.e., business
analytics and data-driven journalism. Such diversity of interests and goals has led to
great variety of visualization techniques.

In this thesis, we only focus on visualization of a specific type of data, i.e., time
series data. First, we motivate our interest in time series visualization and we point out
to the current challenges in this field.

Focus: Time Series Visualization

A time series is a set of observations (i.e. events or measured values) indexed in temporal
order. Time series are widely used in science, engineering, finance, and industrial con-
texts. Visualization of the data collected in this form is a vital tool for experts in many
domains (climatology, financial markets, production monitoring, just to name a few) for
making decisions, detecting events and abnormalities, and forecasting a future event or
trend.

Despite the large number of publications in recent years, visualization of time series
remains an open question worth study. Most of the proposed approaches are specific to
only a certain analytic problem. The existence of so many purpose-built is mainly due to
the fact that it is extremely difficult to consider all task, data, and representation related
aspects involved when visualizing time series. Each approach can at best enhance visual
analysis with a set of specified tasks performed on specified datasets. For example, a
visualization technique which is appropriate for smooth periodic time series might not
be compatible with noisy time series where the undesired noise obscures the periodicity
of data.

As the field of application of time series visualization grows wider, new contributions
to this domain can benefit a large number of scientific and industrial domains. This
promising perspective has convinced us to focus our research on improvements in time
series visualization. The solutions proposed in this work aim to meet several requirements
currently facing time series visualization.

Requirement: Data Volume and Complexity Management

Visualization is a means to understand the available data and to help users analyze and
reason about it. The presence of the temporal dimension in data introduces further
implications. Specifically, analysis of the data through time allows to understand the
behavior of the source of data. This reasoning allows users to model the behavior of the
data in the past and predict its evolution in the future. Such analytical process is a key
part of studies in many fields from industrial processes to scientific measurements.



INTRODUCTION 3

With the advances in sensor technology and other data gathering techniques, the
need for visualization of data parameters faces several challenges. First, the number of
data parameters is growing, leading to high dimensional data sets consisting of hundreds
of data variables. Higher dimensionality consequently complicates simultaneous overview
of all data parameters. Second, the volume of data that is recorded is ever increasing
growing past billions of records per data variable. In such conditions, visualization of all
data without information loss becomes practically impossible. We hence seek solutions
which allow visualization of complex datasets without introducing excessive information
loss.

Requirement: High Space Efficiency

The visualized data is often displayed in a visualization dashboard on a workstation
screen. In many scenarios involving visualization of multidimensional data (e.g. simul-
taneous monitoring of tens or hundreds of production processes), the human analyst is
interested in visualizing and comparing a multitude of data variables at the same time
on a limited screen size. Besides stationary dashboards, handheld devices (e.g. touch
screen tablets) have emerged in recent years as a new medium for visualization which
offers more mobility at the expense of less exploitable screen real estate.

One common challenge at the core of both situations (stationary dashboards with
multiple time series, and mobile devices) is the limit of the available screen space in terms
of exploitable pixels. Screen space is thus a valuable commodity in visualization systems,
since it is in propostion to the amount of data that can be visualized.

Tufte [81] introduced data-to-ink ratio as the proportion of a graphic’s ink (or pixels
in digital media) devoted to non-redundant visualization of data and argued that data-to-
ink ratio should always be maximized within reason. In the past, various techniques have
been proposed to enhance space efficiency management. We summarized these techniques
in Chapter 1. These techniques either control the amount of visualized data at any given
time or distort the visual configuration to represent information more efficiently.

Despite all previous efforts, the ever increasing dimensionality and volume of data
sets impose space efficiency of visualization as a remaining current challenge. The com-
pactness of our visual designs is one of the qualities that makes them appropriate for
visualization of time series in current applications.

Requirement: Minimum Visual Artefacts

Practically, as the number of graphical objects (points and lines) becomes large com-
pared to available pixels on screen, no accurate visualization of data is possible. Once
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the number of graphical objects exceeds a certain level, humans perceive the resulting
visualization as a shapeless blob due to occlusion [26].

The resulting visual clutter obscures data structures and makes data exploration
extremely difficult. In order to address this recurring problem, several methods have been
proposed in literature. Some methods reduce the number of graphical entities by sampling
data points or dimensions [26], while others aim to reduce the clutter by dimension
reduction or dimension reordering techniques [88]. While these methods resolve visual
clutter to a certain degree, appropriate interaction techniques are required in order to
preserve the integrity of data and expressiveness of the visualization.

Moreover, as the size of data increases, dynamic representation (e.g. animations)
becomes confusing. In addition, 3D representation of data becomes less efficient due
to the increased overlapping and occultation, and density control measures would be
necessary for seeing through a 3D space [26]. Visual clutter remains an ongoing challenge
in design of new visualizations. We decided to avoid such visual constraints as much as
possible in design of our visualization techniques.

Possible Solutions

We can outline two approaches that address such challenges. The first approach aims
to adapt complex datasets to conventional visualization techniques by volume and com-
plexity management techniques. While this family of computational techniques are out
of the scope of this thesis, we briefly overview such approach in Chapter 1. Nevertheless,
these techniques can be adapted to be integrated into any visualization technique.

The second approach which concerns this thesis, consists in conceiving new visual-
ization techniques or enhancing the existing ones in order to make them compatible with
complex data sets. The most well known technique for visualization of temporal data
is a line chart. Since its introduction in the 18th century, line charts have been used in
many fields to visualize a trend in data over time – a time series (See Figure 1). How-
ever, as the data sets become larger and more complex and analytical objectives become
more sophisticated, such simple visualization techniques need enhancements to maintain
accuracy and speed.

In this regard, new visualization techniques exploit human visual capabilities in or-
der to offer visualization techniques for complex data sets. The new techniques should
maximize the amount of communicated information while taking into account the com-
plexity and volume of data, the limits of human vision, and thrifty use of viewing space.
Hence in this thesis, we look for new visual designs which improve communication of
information, boost space efficiency, and profit from the less used capabilities of human
vision.
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Figure 1: Playfair’s line chart [71] is considered as one of the earliest examples of the visu-
alization technique. Here, showing the balance of trade between England, and Denmark
and Norway.

We consider visual mapping as the most critical step of visualization process. We
noticed in our review of the existing works that improvements in visual mapping can
remarkably boost performance of the users in the evaluated analytical tasks. The most
closely related existing techniques have been successfully implemented in the time series
visualization systems. Their has convinced us that alternatives to conventional visual
mapping are worth a systematic study.

Approach and Contributions

Our approach to visual design for time series is based on the notion of visual channels.
Visual channels act as the basis for any visualization and their appropriate selection and
modification can improve the overall quality of visualization. We employ combinations
of visual channels in order to reinforce information communication. We make use of
the extra visual channels to communicate additional information on desired properties
of data. This auxiliary information is determined based on the goals of the analysis. For
instance, if the analyst is interested in comparing data values at different points, such
auxiliary could be the order of magnitude. Separating different facets of data in such
way allows to dedicate a full range visual channel (e.g. color saturation) to the most
important aspects of data and allow users to selectively attend those characteristics of
data. We call this approach Composite Visual Mapping.
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To this aim, we review the literature with a focus on the type of visual mapping.
Next, we systematically study possible combinations of visual channels along with sev-
eral decomposition operations. We selected some promising techniques among this design
space for more in depth study. Our second contribution consists in an empirical study in
which we compare our selected techniques with an existing reference technique, i.e. hori-
zon graphs in some common analytical tasks. Our results show that our techniques are
in general on a par with the reference technique. We hypothesize that some of our visual
channels can outperform the existing techniques in specific scenarios. Our third contribu-
tion is thus an empirical study on the performance of a selection of composite mappings
across different chart sizes. We show that at least some of the examined composite visual
mappings perform more accurately or faster than existing techniques at small sizes.

Overall, we demonstrate that our approach to visual mapping can improve com-
munication of target information especially in space-constrained situations. This is a
recurrent situation in visualization of large amounts of data on limited screen space. At
the same time, the new visual designs turned out to be easy to learn for the users and
allow to benefit from underused capabilities of human vision without being unnecessarily
complicated. Also, thanks to our empirical evaluations, we come up with several de-
sign guidelines for the implementation of composite mapping and combination of visual
channels.

Outline of the Thesis

This thesis is structured as follows:

In Chapter 1, we present the theoretical background of our work. We provide the
definitions and general concepts in visualization of temporal data. We also analyse the
global classification of visualization techniques based on different visualization criteria.

Due to the importance of the notion of visual channels in our work, we dedicate
Chapter 2 to introducing the visual channels used through current work and the most
relevant existing works. We review the literature from the perpective of visual mapping
and the combinations of visual channels.

In Chapter 3, we introduce the notion of composite visual mappings and decompo-
sitional functions. We subsequently describe our systematic review of the entire design
space using our exploratory table.

Chapter 4 describes our first evaluation of a selection of composite visual mappings.
This evaluation allowed us to identify the overall strengths and limits of our approach
and refine our visual designs for later studies.

Finally, Chapter 5 presents our second evaluation on the use of composite visual
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mappings and the effects of chart height. Thanks to this evaluations, we showed that
at least some of our techniques outperform the existing techniques in space constraint
situations. Based on our findings, we provide design guidelines on the use of composite
visual mappings and combinations of visual channels.





Part I

State of the Art
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Chapter 1

Background

In this first chapter, we introduce the theoretical background of our work. We provide the
definitions of a few key concepts which are essential for better understanding of the work
presented in this thesis. We present the general considerations in design of visualizations
and overview the classification of visual representations.

1.1 Visualization

Until recently, the term visualization referred to forming a mental image of something
in the mind. In 1987, McCormick et al. [64] introduced the notion of visualization in
computer science. They defined the term visualization as follows:

“Visualization is a method of computing. It transforms the symbolic into
the geometric, enabling researchers to observe their simulations and compu-
tations. Visualization offers a method for seeing the unseen. It enriches the
process of scientific discovery and fosters profound and unexpected insights.”

Visualization has hence transformed from a merely internal process of constructing
images in the mind to an external representation of data and ideas supporting human
users in their cognitive tasks. Visualization has advantages that explain its ubiquity in
many fields, from daily life to technical and scientific contexts [84]:

• Visualization harness fast and effective communication of information. The most
important insights from thousands of collected measurements (e.g., maps) can be
obtained by a brief glance at an image.

11
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Figure 1.1: Visualization reference model as formalized by Card et al. [17]. The stage of
visual mapping is the focus of this thesis.

• Visualization allows the perception of emergent properties that are otherwise im-
plicit. Viewers of a visualization can detect patterns and other unanticipated
properties and establish basis for further insights such as prediction, hypothesis
formation, and decision making.

• Visualization can also be used as a tool for evaluating the quality of data collection
by showing missing records, errors and anomalies.

In short, visualization bridges the cognitive gap between data and human user.
But before proposing any new visualization technique, designers should acknowledge the
fundaments of the visualization process and its determining criteria and aspects.

1.1.1 Visualization Reference Model

We can think of visualization as a pipeline from raw data to the human viewer. The
reference model proposed by Card et al. [17] shows the process of visualization which
includes three stages and several feedback loops enabled by user interaction (see Fig-
ure 1.1). Using such a model allows the readers of this thesis to locate the focus of our
efforts in the visualization process. We first explain each step in Figure 1.1.

Data Transformations

Collected data are often stored as raw data barely comprehensible to human users. The
first step for visualization is thus to transform the raw data into structured sets of
relations known as data tables. In Bertin’s [14] terminology each raw data record, or
case is called an object. He presents functions as special mathematical relationships that
convert objects to variables, or characteristics in his terminology:
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MovieA MovieB ...

T itle V ertigo T itanic ...

Y ear 1958 1997 ...

Genre Thriller Romance ...

... ... ... ...

Table 1.1: A data table containing movies data. Each movie is a case and variables are
Title, Year, etc.

f(Casei) =< V ariableix, V ariableiy, · · · >

Table 1.1 shows the structured data table that is obtained from a transformation
function. For example in a movie data set, each case of the resulting data table is a
movie and the variables or dimensions are the properties (e.g., genre, duration, ranking
in box office) of that movie.

Most common data transformation functions separate each data record into indepen-
dent variables (e.g., a location record is transformed into cartesian x, y, and z variables).
The transformation of raw data into data tables frequently involves the gain or loss of
information. The outcome of a data transformation is either a derived data structure
(i.e., aggregation), or a derived value (e.g., mean of a series of values). These two types of
transformations can be chained to form more complex data transformations e.g., deriva-
tion of the mean of a category of data (aggregated values). Bertin calls this process the
aggregation cycle. Such cycle rearrange data tables at each level of aggregation which
can the be used to reveal different aspects of data. User therefore controls the kind and
level of data transformation based on their interest. The choice of data transformation
and the desired aspects of data lead to different choices of visual structures which is
determined in visual mapping process.

Some other works have proposed metadata integration for more efficient visualiza-
tions. Nocke and Schumann [67] present descriptive (underlying properties of a data
set), derived (extracted from a data set), and historical (origin of a data set) as a clas-
sification of metadata. Although integrating metadata in data transformation increases
the available information, it comes with some important constraints. These constraints
require the need for a priori knowledge of the domain for descriptive metadata, extra pre-
processing of already too big data sets to derive metadata, and information about errors
and uncertainty introduced due to operations previously applied to data for historical
metadata.
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Visual Mapping

Visual Mapping is the processes where focus data attributes (those attributes that are
intended to be visualized) are associated to visual structures perceivable by human eye.
These visual structures or marks (such as Points, Lines, Areas, Surfaces, or Volumes)
are the building blocks of any visualization and have different properties (such as color
and size). Visual mapping and such visual properties are at the core of our works in this
thesis.

The quality of the visual mapping process is determined by the characteristic of the
data and visual entities on both side of the link. The data attributes come in three basic
types:

• Nominal (i.e., categorial, can only be equal or not equal to other attributes),

• Ordinal (obey a < relation),

• Quantitative (allow numerical operations to calculate statistical attributes e.g.,
difference, ratio, mean).

We should note that the all quantitative data do not allow for the same numerical
operations. For instance, we can calculate the difference between two timestamps (date
and time) while the ratio between the two is meaningless. The visual properties also
should reflect the properties of data attributes. For example, color of a visual mark does
not bear any natural order and thus, is suitable for representing categorial data. Also,
different shades of the same color can be appropriate for ordinal data, if the difference
is perceivable without too much effort by human eye. In the Chapter 2, we will discuss
such visual properties (also called visual channels, visual attributes, and visual variables)
in more details.

Data attributes can be mapped to visual structures in multiple ways. Good and
expressive mappings preserve and represent all and only the desired data attributes [62].
For instance, consider the list of the world’s largest companies by revenue. The name of
the companies are nominal (e.g., Toyota, Walmart), their position is the list is ordinal,
and their revenue is quantitative (expressed in USD). The visual mapping in Figure 1.2,
is an example of inappropriate visual mapping for such data. The height of the bars
which is a quantitative visual attribute is used to map the nominal data of the country
of origin. Such mapping is not expressive, as it is missing the important revenue data
and implies incorrect ordinal relationship among countries.
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Figure 1.2: An example of unsuitable visual mapping in which, the ordinal Y axis is used
to communicate nominal data attribute Country

View Transformations

The visual structures issued from visual mapping are barely a single view of the entire
visualization where the whole researched information may not be viewable at once. View
transformation exploit space and time to deliver more information and details on data.
There are roughly three types of view transformations according to Card et al. [17]:

• Location Probes reveal supplementary information based on location. These
include pop-up windows that are activated by clicking on a visual structure, or
cross section planes that reveal the interiors of 3D objects.

• Viewpoint Controls magnify visual structures or change the viewpoint of the
viewer in order to make details more visible. Sheiderman’s information seeking
mantra [79] also recommends viewpoint controls for any interactive visualization:
Overview first, zoom and filter, then details-on-demand.

• Distortion deforms visual structures in order to create focus + context views.
Various zoom techniques such as fish-eyes [77] and tree visualizations where nodes
far from the root are proportionally shrunk [59] are examples are distortion. Dis-
tortion is effective when users can perceive the undistorted overview through the
distortion [17].

Almost every such view transformations are activated by some action of the visu-
alization’s viewer. Based on their research interest, users decide to zoom or change the
view to locate the information they seek. Hence, the implementation of such interactive
transformations needs sufficient understanding of the users’ needs and behavior.
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1.1.2 Human interaction

As discussed earlier, each stage of the visualization reference model may involve some
gain and loss of information. The information that user seeks may be accessible by
different data and view transformations. Also, displaying the entire may not be possible
or desirable due to technical and perceptual constraints. Interaction is the remaining
part of the visualization pipeline which enables users to access and mentally combine
the needed information by parametrizing each step and transformation. Interaction may
stem from various intents: to mark something as interesting, to filter data and search
only for particular data items, to abstract and elaborate to view less or more details,
to encode and change the visual representations of data, to reconfigure and modify the
views of the visualizations, and so on.

There are several means of interaction beyond standard graphical user interface
controls [4]:

• Direct Manipulation: The main advantage of direct manipulation is that the
visual feedback occurs at the imminent vicinity of the user’s input. This includes
point and click (or tap) selection, or zooming into detail under cursor by rotating
mouse wheel.

• Brushing and Linking: Brushing acts like interactive queries achieved via direct
manipulation. Users can highlight a selection of data by lassoing or “brushing" a
subset of data items.

• Dynamic Queries: Dynamic queries enables users to filter out undesired data
and focus on data of interest. This can be achieved by graphical widgets (e.g.,
sliders).

Whatever the technique of interaction, this iterative loop (See Figure 1.3) combines
the computational powers of the machine and the analytical capabilities of the human
user. In order to achieve a full synergy, an appropriate user interface must take human
mental models into account and address computational challenges to ensure smooth
execution of the interactions. A few important criteria can assess the adhesion of the
visualization design to the principles of human interaction and visual expressiveness.

1.2 Visualization Criteria

In a human-centered approach, the characteristics of data and more importantly the
user’s goal shape the visualization design. A visualization system aims to integrate
human visual perception and machine’s computational power and amplify user cognition.
A visualization design should thus, take a few quality criteria into account [4]:
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Figure 1.3: The main aspects of a visualization system and the quality criteria to consider
when designing a visualization system. Interaction allows to maintain such criteria.

• Expressiveness: The visualization shows exactly the information contained in data

• Effectiveness: The visualization is compatible with human cognition, the applica-
tion and the context

• Appropriateness: The visualization is cost effective with respect to the task and
the expected goals.

Fulfilment of these quality criteria involve different underlying criteria that we dis-
cuss below. The interaction techniques that are implemented in a visualization tool also
should be chosen according to these criteria. Besides the conception level, these criteria
are also important for evaluation of a visualization.

Overall, a good visualization technique improves user’s graphical perception of data
and enhances her accuracy, performance and speed in the corresponding tasks. To ensure
expressiveness, effectiveness, and appropriateness, the following factors or visualization
aspects should be considered in design of visualization techniques [4].

1.2.1 Visualization Aspect: Goals and Tasks

In order to guarantee the effectiveness and appropriateness of a visualization, it is im-
portant to first acknowledge users’ points of visual focus, their objectives, and the nature
of the analytical tasks for achieving those goals.
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Visual focus

Point vs. Local vs. Global: Human visual perception has the capacity to focus on
a particular element (point), on groups of elements (local) or on an image as a whole
(global) [74]. Point and line visualizations rely on the human Gestalt visual system [56].
Humans tend to see wholes and patterns, rather than a group of independent points.
Nevertheless, in some cases user needs to extract information from a single point of data,
or perform a task on a sub-group of points on a local level. For a given dataset and a
specific exploring task, an effective visualization should favor the appropriate point of
focus. General visualizations on the other hand, should minimize perceptual harm when
the user alters her point of focus.

Objectives and Analytical Tasks

The analytical tasks that a user performs determine objectives of the visualization. A
visualization’s main purpose may be explorative analysis, confirmative analysis, or pre-
sentation [52].

In exploratory analysis, users do not assume any a priori hypothesis about data.
Instead, they explore the data interactively and look for possible structures, trends, etc.
Common tasks therefore involve structure change detection, cycle detection and other
discovery tasks.

In contrast, in confirmatory analysis users assume hypothesis about data values
and trends, and by performing goal-oriented tasks, they try to validate their hypotheses.
Examples of such tasks include finding missing values in data, detecting if data is collected
with error, comparing data point values and looking up special events.

Finally, presentation is the case where visualization’s goal is to present already
concluded facts in order to convey insights of data.

Each of these tasks engages a specific point of focus: users in tasks such as identi-
fication, i.e., looking up a data value, focus on single data points (point focus), while in
comparison and relations seeking tasks they consider a group of data points (local focus).
In cases where the aim is detecting overall trends and cycles in data, users consider the
visualization as a whole (global focus).

1.2.2 Visualization Aspect: Data

The nature of the data is another aspect which crucially impacts the choice of visual-
ization. We should distinguish two frames of reference for data: abstract and spatial
data [3]. By abstract, we mean data that are not tied to a spatial context, whereas



1.2. VISUALIZATION CRITERIA 19

spatial data have an inherent spatial layout. The former concerns mostly the field of
information visualization (e.g., time series visualization) while the later are mostly ad-
dressed in the field of scientific visualization (i.e., volume visualization) or geographic
visualization (i.e., geographic information systems - GIS). Each category requires differ-
ent design approaches, since visualization of spatial data is aimed to preserve the spatial
relationships between data points, while for abstract data, screen real estate can be used
exclusively for conveying abstract relationships.

Visualization of the time series which are not bound to a specific spatial layout thus
sits in the category of information visualization and abstract data. In the absence of any
spatial mapping, the entire screen can be used to display temporal data. However, the
size and ordering of data should be managed in oder to obtain an efficient visualization.

Data Size Management

In any display configuration, the maximum number of data instances that could be
displayed simultaneously corresponds to the number of available pixels on the screen.
This means even with today’s high pixel density screens, we are still constrained to a
few millions of data points; and when the number of data points exceeds this limit, no
visual representation can actually show all data in a single frame [49]. Even with fewer
data points, visual clutter can make visualization useless, unless we control the number
of displayed entities [29]. Therefore, data preprocessing and abstraction techniques are
required to manage the number of displayed data points:

Data subsetting: using such techniques, we derive a subset of data from the
original dataset. This can be a representative subset (by sampling) or a certain pre-fixed
subset (by querying) [26].

Data segmentation: data can be divided into multiple segments based upon data
attributes or data ranges [48].

Data aggregation: based upon attribute values or other properties, fewer aggre-
gated values such as minimum, maximum, average, etc. can be constructed in order to
represent the original data points. [29]

Event extraction: events are special situations in the development of time-oriented
data. Events can be defined by user or be extracted by automated algorithms. In this
way, information analysis is concentrated on an even higher level abstracted data which
is more adequately tuned to users’ goals and tasks [4].

These measures help a visualization designer to ensure the effectiveness of the result-
ing representation. Ideally, the visualization tuned regarding these criteria shows exactly
the information contained in data without any missing or extra information.
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Figure 1.4: In this visualization of the exports of France, dimensions (e.g., cars, planes)
are grouped by sector (e.g., transportation) to form a hierarchical view of the data. The
resulting clusters are distinguishable by color. Figure adopted from The Observatory of
Economic Complexity [80].

Dimension Management

Datasets with large numbers of dimensions (data variables) are going widespread in
applications, among others, such as process monitoring, simulations and surveys. In
industrial process monitoring in particular, the number of dimensions can rise to tens,
even a few hundreds. We should also consider that not all dimensions share the same
baseline for values or magnitude scale. Besides, each variable may be sampled at different
rates and the rates can vary from milliseconds to days, depending on the characteristics
of the respective sensor.

This brings a serious challenge to existing multi-dimensional visualizations: for
datasets containing a few hundreds of dimensions, none of existing methods can map
all dimensions at the same time without cluttering the display [88]. Dimension reduc-
tion methods (e.g. principal component analysis [7], factor analysis [37]) are aimed to
find a combination of original dimensions which can explain main variations of data.
Furthermore, effective dimension management techniques such as dimension ordering,
spacing and filtering can ease exploration of such datasets without replacing them with
non-intuitive new dimensions.

Dimension Hierarchies Ankerst et al. [8] identify the role of dimension arrangement
for order-sensitive multivariate data where different arrangements of dimensions may lead
to different insights of data. They define the notion of similarity between dimensions and
discuss different similarity measures. They suggest rearranging dimensions by positioning
those of them that exhibit similar behavior close to one another. They propose the idea
of dimension hierarchies derived from similarities among dimensions. Using a dimension
clustering approach, similar dimensions are tied into clusters and similar clusters into
higher clusters, resulting in a hierarchical clustering of similar dimensions. In this way,
a single dimension whose value is normally the average of the underlying dimensions
represents the invisible dimensions of the cluster (see Figure 1.4 for an example). In order
to explore all the underlying dimensions, user can traverse the resulting aggregation by
interactions such as drill-down/roll-up, pan, zoom and rotation and distortion.
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Figure 1.5: Two ordering of dimensions for the same multi-dimensional data. Ordering
of dimensions in a parallel coordinate plot drastically influences cluster and correlation
analysis. Figure adopted from [50]

Dimension Ordering In his book [14], Bertin illustrates the importance of dimen-
sion ordering by demonstrating how an appropriate permutation of dimensions reveal
patterns and improve user’s visual understanding. In order-sensitive multivariate data
visualizations, different arrangements of dimensions can reveal various aspects of the
datasets. For instance, in similarity-based ordering of dimensions, those dimensions with
similar patterns are positioned close to each other. This ordering enables users to find
interdependencies among dimensions and reveals dominant patterns (See Figure 1.5).

Also, importance-oriented dimension ordering directs user’s attention toward more
important dimensions by mapping them to more pre-attentive attributes. The impor-
tance of each dimension is decided depending user’s analytical goals [88].

However, some relationships between dimensions may stay undetected using exclu-
sively automatic methods of dimension ordering. Given that users of a visualization
often have expert knowledge of the visualized dataset, they can improve the outcomes of
the automated procedure. Therefore, allowing users to interactively alter the dimension
ordering is valuable. Manual rearrangement of the ordering of single dimensions or clus-
ters of multiple similar dimensions can help users in exploratory tasks and enhance their
analytic findings [68].

Dimension Spacing Dimension ordering provides users with useful information about
dimension relationships. However, this information may be misleading in some cases. For
example, two adjacent dimensions may be categorized in two distinct dimension clusters,
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one being the ending dimension of a cluster and the other the starting dimension of the
next cluster [88]. In such situation, the viewer may wrongly determine the two dimen-
sions distant from each other. Such occurrences consequently affect users’ perception of
data. Dimension spacing tries to address this problem by varying the spacing between
two adjacent axes or angles. This variation of spacing conveys dimension relationship
information in an explicit way.

Dimension Filtering The usual dimension reduction techniques such as clustering
compress the many dimensions into a few. However, the generated dimensions have little
intuitive significance to users. Dimension filtering is therefore, in some way more intuitive
to users as the remaining dimensions are all original dimensions of the dataset. In large
dimensionality in particular, individual plots and overall trends are not visible without
some kind of filtering.

Besides manual filtering, several automated filtering algorithms have been pro-
posed [88]. However, as discussed earlier about dimension ordering, a mixture of au-
tomated algorithms and manual interactivity may be more interesting for expert users.
In this manner, a dimension-filtering algorithm generates an initial filtering result, which
is necessary for dealing with large dimensionality. Next, users can modify this default
scheme by selecting single, multiple or clusters of dimensions to hide. This user interactiv-
ity is also necessary as they usually complement and/or improve automatic approaches.

In summary, as the number of dimensions increases, visual clutter is common and can
trouble human perception of data. Several visual clutter measures have been introduced
in literature [28]. Dimension reduction or management methods are then required for
controlling its effects.

1.2.3 Visualization Aspect: Representation

The last aspect concerns the visual representation of time-oriented data. In this section,
we discuss the fundamental sub-criteria that shape visual representation of data.

Dimensionality: 2D vs. 3D

The question of whether the use of three dimensions for visualization is useful or not has
been discussed for a long time [3]. On one hand, one argument is that two dimensions
are sufficient for effective data exploration. In this sense, the third dimension causes
unnecessary complexity and it can also reduce analysis accuracy by occluding some data
and thus, cause loss information. On the other hand, those in favor of 3D representations
argue that the third dimension can encode more information into the visualization. They



1.3. TEMPORALITY 23

try to overcome the subsequent difficulties of the third dimension by introducing novel
interaction techniques.

Once again, the decision on dimensionality depends on data, user’s analytical goals,
and tasks. Volume visualization for instance, requires a third dimension to reflect the
3D nature of the object, while the analysis of many abstract data do not gain significant
improvement using a 3D representation.

Classification of Visualization Representations

Visualization of data which have some inherent multidimensional characteristics has been
done for many years even before the introduction of computers [81]. Since the computers
have been used for visualization, many existing techniques have been improved and new
ones have been introduced to deal with much larger datasets and enhance user’s experi-
ence in exploring data. As specified by Keim’s [53] scheme, visualization techniques can
be classified into the six categories presented in Table 1.2.

Representation aspects aim to fulfil the effectiveness of the visualization by guaran-
teeing that all information is present in data (e.g. by 3D representation of a volume). The
choice of visualization technique influences the effectiveness of the system regarding the
tasks at hand. The choice of representation technique impacts also the appropriateness
of the visualization system which can be assessed as a cost-value ratio.

1.3 Temporality

In addition to general data-related criteria discussed earlier, temporal data possess extra
characteristics that should be considered carefully in the process of visualization design.
Considering time as an ordinal dimension in a 2D or 3D visualization is inadequate to
express many characteristics of time-dependent information [2]. Also, there is no single
correct model of time that suits all visualizations and temporal granularities [32]. The
way we represent time in a visualization has important consequences on its significance
and may lead to gain or loss of considerable information. Temporal primitives and
temporal structure adopted from from Frank’s taxonomy [32] are worth discussing in
this regard.

1.3.1 Temporal Primitives: Points vs. Intervals

Data and time are related by using a set of basic elements called time primitives. These
primitives can be seen as an intermediate level between time axis and data components.
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Visualization Technique Basic Idea Notable Techniques
Geometric Projection Visualization of geo-

metric transformations
and projections of the
data

scatterplot ma-
trices [20], land-
scapes [87], parallel
coordinates [42]

Hierarchical Visualization of the
data using a hierar-
chical partitioning into
subspaces

dimensional
stacking [60],
Treemap [78]

Icon-based Visualization of data
values as features of
icons

shape-coding [11],
color icons [61]

Graph-based Visualization of large
graphs using tech-
niques to convey the
meaning of the graph
clearly and quickly

basic graphs (e.g.
straight-line, poly-
line, etc.), specific
graphs (e.g. symetry-
optimized and cluster-
optimized graphs)

Pixel-based each attribute value
is represented by one
colored pixel. For
multivariate data, the
attribute values for
each attribute are
presented in separate
subwindows

recursive pat-
tern [54], circle seg-
ment techniques [9],
spiral [51]

Hybrid methods Integrated use of mul-
tiple techniques to en-
hance the expressive-
ness of the visualiza-
tion

IVEE [79] (combi-
nation of geometric,
icon-based, and dy-
namic techniques),
XmDv [75] (combi-
nation of geometric,
icon-based, hierar-
chical and dynamic
techniques)

Table 1.2: Main categories of visualization techniques according to Keim’s [53] scheme
with the most well known examples in bold type.
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Depending on the desired application, time axis can be represented using time points or
time intervals [4].

Time points are absolute time primitives, i.e. they are fixed instants along time scale.
For example, data involving events during time is associated to time domain by means
of time instants. On the contrary, an interval is a time primitive with an extent. It can
be specified by two instants marking the beginning and the end of the interval, or by
a starting point and a given duration of time. Rather than separate events in time, an
interval represents the state of a variable during its length.

As shown in Figure 1.6, different relations are possible among time points and among
time intervals [4]. Therefore, the choice of time primitives is important in accomplishing
different analysis tasks and data exploration goals. Also, the selected time primitive
affects the validity of data. For example, using time points, data values are only valid
at given instants and nothing can be said about the values between two adjacent time
points. Therefore, the duration for which the data values are valid should be visualized
to avoid misinterpretation.

Figure 1.6: Temporal relations: (a) relations between time points; (b) relations between
time intervals; respective inverse relations are possible as well. Intervals in contrast with
points, can overlap to different degrees. Figure adapted from [4].

1.3.2 Temporal Structure: Linear vs. Cyclic

We naturally perceive time as proceeding linearly from past to future. A linear structure
of time, thus, considers time axis as a collection of time primitives, one after the other.
However, periodicity is very common in many types of data (e.g. the months of the
year). On a cyclic time axis, a primitive is preceded and succeeded at the same time
by any other primitive (e.g. September precedes January, but September also succeeds
January). A cyclic arrangement of the time axis can incorporate temporal periodicity
into the visualization and support identification of recursive structures in data.

The choice of time structure depends on the users’s analytical goals. If for instance,
a user aims to find a general trend in data, a linear arrangement of time axis should be
sufficient. While if the user seeks to detect monthly effects on data, a cyclic temporal
structure is more convenient [4].
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1.4 Space Efficiency Management Techniques

Screen size is a visualization criterion that is directly correlated with the amount of
data and thus, the information that can be displayed at once [86]. This makes screen
size a physical limit to the amount of information that can be communicated through a
visualization and marks the importance of space efficiency in visualization techniques.

Space efficiency is one of the characteristics of the visual designs studied in this
thesis. We therefore, review the main approaches for improving space efficiency and
reducing visual clutter. Ellis et al. [28] classify these approaches into three groups:

• Appearance: This group includes techniques that control how much data appear
on the screen by sampling (e.g. [26]), filtering (e.g. [1]) changing marks’ size or
opacity (e.g. [12]), and clustering (e.g. [33]);

• Spatial distortion: This can be achieved by displacing marks (e.g. [55]), topologi-
cal distortion (e.g. zooming and Fish-eye lenses), space-filling (e.g. Tree-Maps [78]),
and pixel-oriented techniques (e.g. [53]);

• Temporal: This category refers to animation techniques (e.g. [25]) which display
different data within a temporal interval.

In this thesis, we are interested in space efficient designs for time series visualizations
with the most familiar form, i.e., horizontal charts and we focus our work on improve-
ments on visual mapping of data by means of combinations of visual channels. In this
regard, our approach is more close to space-filling and pixel-oriented techniques.

1.5 Summary

In this chapter, we presented the scientific context of this thesis. We demonstrated
the role of user interaction in this process and we detailed visualization aspects related
to user, data, and representation in order to show a glimpse of possible iterations in
visual design. Also, in this thesis we concentrate on temporal data and so this chapter
introduced the specific characteristics of the temporal axis.

We defined the most important concepts in visualization in order to better under-
stand the theoretical and empirical work detailed in the following chapters. We detailed
the visualization reference model and pointed to the process of visual mapping as the
focus of the current thesis. Because of the importance of this step, we dedicate the next
chapter to elaborate the visual channels and the existing approaches to visual mapping.



Chapter 2

Visual Channels &
Their Conjunctions

In chapter 1, we introduced the visualization reference model. In this model, visual
mapping relates data side and visual side of a visualization and controls how each data
attribute is linked to visual structures. Visual mapping determines which properties of
visual structures are used to convey information.

The bridging nature of the visual mapping process makes it sensitive both to char-
acteristics of data and to human visual perception. It is hence important to identify the
building blocks of visual mapping and the properties of the visual structures.

The notions of such visual properties, their combinations, and the resulting visual
mappings are at the core of the visual designs presented in this study. Hence, we de-
cided to dedicate this chapter to presentation of the visual channels used throughout our
work, as well as the existing approaches to visual mapping in literature of time series
visualization.

2.1 Marks and Visual Channels

Marks are the basic visual structures of visualizations. The elementary marks consist in
Points ( 0 Dimension), Lines (1 Dimension), Surfaces (2 Dimensions), and Volumes (3
dimensions) [14]. Each visual mark can be displayed in different positions and various
modes. The properties that describe the position and appearance of visual marks are
called visual variables, also known as visual channels and visual attributes. For the sake
of consistency, we will use the term visual channel in the rest of this thesis to refer to
the properties of visual marks. This choice of terminology was made in analogy with

27



28 2.1. MARKS AND VISUAL CHANNELS

Figure 2.1: Visual channel Shape, for instance, is selective and associative, but it is neither
qualitative, nor ordered. Theoretically, indefinite number of sign shapes are conceivable.

the concept of channels in telecommunications and computer networking. Similar to
a communication channels, a visual attribute acts as a medium to convey information
signal from the display to viewer’s eye .

Furthermore, Bertin defines perceptual characteristics for visual channels which help
to determine if a visual channel is suitable for representing a given aspect of data. The
five visual channel characteristics according to Bertin are [14]:

• Selective: If a mark change in this channel can be perceived selectively in presence
of other marks and channels,

• Associative: If marks can be grouped as a whole according to this channel,

• Quantitative: If a numerical reading of the channel is possible,

• Order: If changes in channel are perceived as ordered,

• Length: How many separate values can be perceived using this channel.

The choice of a proper visual channels for each data attribute is made based on
the such criteria with regards to the characteristics of the data and the tasks and goals
of visual analysis. For examples, consider the visual channel Shape as presented in
Figure 2.1. A change in shape is associative as a mark with particular shape can mostly
be perceived selectively in the presence of other shapes. It is also more or less associative
as the viewer can group the same shapes together to form a “family" or cluster. Shape
however is not quantitative as no numerical reading of the channel is possible. It does not
assert any order neither. Marks can support numerous distinct shapes and thus the length
of the variable shape is theoretically infinite. Hence, shape is not an appropriate visual
channel for communicating quantitative values. However, it may be used for categorial
data which do not inhibit a natural order.
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2.2 List of Visual Channels

The first list of visual channels proposed by Bertin [14] included seven visual channels.
The list of visual channels was later extended by Mackinlay [62] and Chen [36] to include
13 and more than 30 visual channels, respectively. However, a visual design space cannot
be analyzed without setting its limits in advance. This study does not aim to include all
visual channels. Instead, we choose Bertin’s list of visual channels with some modification
as the basis of our study. Bertin’s list of visual channels includes the most basic channels
and most additional channels can be considered as abstraction of Bertin’s basic channels.
For instance, angle is not genuinely distinct from Bertin’s position.

As discussed in earlier, the visual channel shape is not quantitative and thus, not
appropriate for quantitative data such as time series. Our focus on quantitative charac-
teristics of data persuaded us to exclude shape and other glyph-related visual channels
from the scope of our study.

In line with Bertin, visual motion (animation) is not included in our list of visual
channels. Animation inherently alters the perception of time in visualization, which
seems critical for visualization of time series. While dynamic representation of time
(i.e. animation) may facilitate discovery of some patterns through time, it deprives users
from the ability of users to read data values at more than one point in time. Such ability
is essential for comparing and estimation tasks. Also, we focus on quantitative data
(i.e. time series) where these tasks are quite common. For these reasons, we excluded
animation from the scope of our study.

As explained in Chapter 1, in addition to the introduced occlusions and perspective
distortions, three dimensional display of abstract data (i.e. time series in our application)
do not lead to significant perceptual gains. We have therefore excluded three dimensional
visualization from the scope of our study in line with Bertin.

The following are the visual channels most relevant to the visualization of time series.

2.2.1 Position

Planar position is the visual channels that satisfies all four perceptual characteristics (See
Figure 2.2). It is selective, i.e. similar marks varying only in position on the plane can
be perceived as different. It is also associative, i.e. similar marks differing in position on
the plane can be perceived as similar and in the same group of marks.

The plane also allows for ordering of marks based on their position. The order
however has a direction which can be defined relative to one axis (X or Y ) or as rotation
around a given reference point, or as marks run along a straight line. Position is also
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Figure 2.2: Visual channel planar Position, is selective and associative, as each of the
marks A, B, and C can be perceived selectively or together as a group of similar marks.
They also inherit an order with two possible directions: A,B,C or C,B,A. It is also
quantitative, numerical values can be obtained based on the coordinated of the marks
(left), their lengths (middle), or their angles relative to a reference point (right).

quantitative. It permits numerical calculation based on the X and Y coordinated of a
mark, as well as its length and angle (for lines) and area (for surfaces).

The two planar dimensions X and Y can be used in different ways or impositions
in Bertin’s terminology [14]. He classifies two dimensional representations in four impo-
sitions primarily based on the nature of the expressed correspondences:

• Diagrams

• Networks

• Maps

• Symbols

Diagrams allow for the correspondance between all the divisions of one component
of the plane and all the divisions of another component. In Figure 2.3a, any price value
can be related to any date and vice versa. Two dates or two prices however do not
need to be correlated. Whereas networks allow establishing correspondances between
the divisions or individuals of the same component. Maps are similar to networks while
correspondances are established according to geographical order. Hence, the correspon-
dances produce a geographical map which cannot be reordered arbitrarily. In all of the
aforementioned types of impositions, any correspondence is established between the com-
ponents present on the plane. However, in a symbol the correspondence is between one
component on the plane and the user (exterior to the graphic) via a sign system. symbols
are thus, conventional and limited to their ecosystem (e.g. washing instructions, railroad
system).
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(a) Diagram (b) Network (c) Map (d) Symbol

Figure 2.3: (a) Presentation of time series as diagrams allows for correlation between
any timestamp (dates) and any quantity (prices) and vice versa. (b) Networks allow for
displaying the correspondances between the individuals of a group (a component). (c)
Maps are networks constrained by a geographical ordering. Example adapted from [22].
(d) A simple triangle symbol can be interpreted as a mountain, an increase of value, etc.
based on the context and conventions.

Visualization of quantitative temporal data such as time series, which is the focus
of this study, needs at least to components: one temporal component and one numerical
component. Hence, networks which suit for representing the relationships between the
individuals of the same component is not appropriate for our case. Also, such abstract
data are not bound to any geographical and spatial arrangement and this excludes the
study of maps from our scope. While other types of impositions try to reduce the
representation to its essential elements, symbols like language aim to achieve immediate
recognition based on a learned signification system or convention.

The imposition that corresponds best to the characteristics of time series visualiza-
tion is thus, Diagrams. Diagrams allows for displaying both quantitative and temporal
components and the correspondences between their individuals. This allows user to eas-
ily recover information about temporal instances of a given value or otherwise, read the
values at a given timestamp.

With diagrams, different constructions are possible: Rectilinear, Orthogonal, and
Circular, Polar (see Figure 2.4). We should note that no single representation is suitable
for all analytical goals. For instance, rectilinear and orthogonal representations (e.g.,
simple line charts) are widely used for visualizing time series data. However, they only
facilitate specific tasks such as finding the minima and maxima of data and observing of
the overall behavior of data. For other tasks, e.g. detecting trends and temporal patterns,
circular representations may be more helpful. With right (interactive) parametrization,
circular representation reveals recurring patterns and events (See Figure 2.5).
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(a) Rectilinear (b) Orthogonal (c) Circular (d) Polar

Figure 2.4: Different types of imposition for diagrams.

Figure 2.5: Line chart (left) and spiral (right) representations of the same sunshine
intensity data. The spiral visualization is more suitable to compare days, detect cloudy
periods, and spot sunrises/sunsets. Figures adapted from [85].
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(a) Variation in dimensions (b) Variation in number (c) Variation in length (d) Variation in thickness

Figure 2.6: Variation in size is possible in multiple ways.

2.2.2 Size

Any visual mark can vary in size without changing in position, color, or any other visual
property. A change in a mark’s size is the result of the variation of its dimensions. In
point representation the change in size is perceived as a change in the area occupied
by that mark. It can also be achieved by multiplication of the number of the mark’s
identical constituent parts (see Figure 2.6b). In case of linear representation, the change
in size can manifest in form of the varying thickness or length of lines. In area and
volume representations, the variation in size is achieved by changing the dimensions of
the surface or the volume.

The number of possible steps for size is theoretically unlimited. However, the human
eye cannot distinguish more than twenty steps between two marks whose areas respec-
tively are 1 and 10 units [14]. With selective perception, size is even more limited. Bertin
advises not to use more than four or five size steps when the viewer intends to isolate
marks solely based on size. Size is dissociative as the viewer cannot completely disre-
gard it while other visual properties are present. The size of a mark can dominate other
visual properties to a degree that for instance, the color of a very small mark becomes
imperceptible. Size is ordinal: marks varying only in size can be ordered from small to
large (or from large to small).

Color

Color is not essential for perceiving form and size of objects. However, it can be the
only property to discriminate similar objects. This makes color extremely useful in data
visualization. Nevertheless, its use has important limits. Besides involuntary differences
in color reproduction on different screens, all humans do not perceive the colors in the
same way: near 10% of the male population and 1% of the female population have some
kind of color deficiency [84]. Neglecting this fact can lead to impaired perception of
information for a large portion of visualization users.

Human perception of color does not correspond to the physiological properties of
human eye (Three color receptors, i.e. cones). For this reason, perceptually-based color
spaces reflect color vision better than color spaces such as RGB (Red-Green-Blue). A
popular transformation of RGB color space is HSV (Hue-Saturation-Value). However,
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HSV has a major drawback: the value (lightness) of color is not uniform across hues and
saturation. Hence, HSV poorly corresponds to perceptual axes.

To overcome these perceptual drawbacks, Commission Internationale de l’Eclairage
(CIE) introduced CIELUV color space in 1976. Polar transformation of CIELUV space
allows to obtain HCL space with perceptual dimensions [41]: Hue (the dominent wave-
length), Chroma (intensity of color as compared to gray), and Lightness (sensation ac-
cording to which a color emits more or less light). HCL color space has been adopted
by information visualization practitioners, notably ColorBrewer [38], for its accord with
human perception. For the same reason, we choose HCL’s hue, chroma, and lightness as
color related visual channels in our study.

2.2.3 Hue

The typical human eye can perceive more than 10,000 different colors. However, cross-
cultural studies strongly support the idea that certain colors, specifically, red, green,
yellow, and blue, are far more valuable for information representation than others [13].
Hue can be interpreted as the degree to which a color can be described as similar to or
different from the pure or unique colors, i.e., red, green, blue, and yellow. In Bertin’s
words, “hue variation is simply the perceptible difference which can be perceived between
uniform uniform areas having the same value [14].

Distinct color hue may be arranged by their wavelength in the visible spectrum,
otherwise, they do not inherit any natural order. Hence, color hue is selective and is
more suitable for representing categories of data. Hue is also associative as the marks
with the same color can be perceived as a group without major effort. Figure 2.7a shows
hue variation at constant value and saturation.

2.2.4 Chroma

When asked to describe a color, people generally use adjectives such as vivid, faint,
intense, or colorful. Technically speaking, colorfulness is the perceived quantity of hue
content (difference from gray) in a stimulus [30]. However, colorfulness increases with
luminance. In order to separate these two characteristics of color, HCL color system
uses Chroma which, as defined by International Commission on Illumination (CIE), the
colorfulness relative to the brightness of a similarly illuminated white [30].

In this way, the perceptual attributes hue, chroma, and Lightness are adequate for
describing colors in typical environments. Other attributes, i.e. saturation, brightness
can be derived from these attributes and their inclusion is thus, redundant. Figure 2.7b
shows chroma variation for a certain green hue in constant lightness.
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(a) Hue variation at constant chroma and lightness

(b) Chroma variation at constant hue and lightness

(c) Lightness variation at constant hue and chroma

Figure 2.7: Variation of hue, color, and lightness, respectively, while keeping other at-
tributes constant.

2.2.5 Lightness

Lightness or value is defined as the brightness of a stimulus relative to the brightness
of a similarly illuminated white, i.e., a reference point which appears as white in the
same viewing conditions. Brightness in this regard, is the attribute of a visual sensation
according to which an area appears to emit more or less light [30].

A color with low lightness, or value, is nearly black, and a color with high lightness,
or value, appears white. The transition from black to white is independent of the color
(hue). It can be a succession of grays, blues, reds, or any other color. Lightness variation
is hence, ordered from black to white, or from white to black. Lightness is selective,
however, Bertin advises to restrict the number of value steps to six or seven – black
and white included [14]. It is dissociative, as it can impact the perception of other
characteristics of the marks: for instance at high lightness, i.e., white, the size of a mark
is not distinguishable on white background. Figure 2.7c shows variation of lightness at
constant color hue and chroma.
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2.2.6 Texture and Pattern

It is common in the literature to use the terms texture and pattern interchangeably.
Although being closely related, it is important to distinguish the two concepts.

A Pattern is produced by orderly repetition of a mark. A variation of pattern
can be obtained by changing the size, the arrangement, or the shape of the marks (see
Figure 2.8). Texture variation on the other hand, is the effect created by photographic
reductions or a sort of zooming of a pattern of marks [14]. In this way, the constituent
marks of the pattern conserve their relative sizes and distances and thus, the number of
marks per area remains constant. Therefore, texture variation, in contrast to pattern
variation, does not vary the value of the area. In Bertin’s words, at a given value, the
texture is the number of separable marks contained in a unitary area. Figure 2.8 shows
some examples of pattern from top to bottom, while showing also variation of texture
from left to right, corresponding to variation from fine to coarse.

The change of value due to pattern variation is obvious in Figure 2.8. For this
reason, pattern variation and value are not separable in practice and should be used
together cautiously. Another point to consider when dealing with patterns and texture
is the spatial frequency, i.e., the rate of repetition of the marks. Look at Figure 2.9 for
instance. The high rate of repetition of black and white stripes creates an uncomfortable
sensation for most of the viewers. This "vibratory" effect of texture seems to result from
a some resonance at retinal level [14]. This effect therefore, should be considered when
using texture and pattern in visualization.

2.2.7 Classification of Visual Channels

The visual channels position, hue, chroma, lightness, texture, and size detailed in Sec-
tion 2.2 will be the channels we study throughout this study. It is important to take
characteristics of each channel into account for encoding data. Table 2.1 summarizes the
characteristics of the presented channels regarding to the criteria defined by Bertin.

In addition, these visual channels can be categorized by their nature into geometric
channels and optical channels [19]. In this way, planar position, size (length, area, vol-
ume), and similar channels which are related to the position of marks and their occupied
space on the screen are included in geometric channels. On the other hand, visual chan-
nels such as color hue, chroma, and brightness depend on the optical properties of the
marks and hence, are inherently different from geometric channels. This categorization,
however, is not strict and some visual channels, e.g. texture, locate on the border of the
two categories. The variation in texture is made by changes in geometrical properties of
the constructing pattern, however, it creates an optical effect.
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Figure 2.8: This figure shows three patterns (corresponding to the rows) and their texture
variations (varying horizontally). Here, the value (the black to white ratio) increases by
varying pattern (from top to bottom). By definition, it remains constant when varying
texture (from left to right).

Figure 2.9: Repetition of black and white stripes can induce an uncomfortable vibratory
effect.
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Figure 2.10: Ranking of visual channels based on type of the searched information and
perceptual task. Figure adapted from [62].

Such differences in characteristics of visual channels lead to varied performance in
perceptual tasks. Mackinlay [62] provides a sorting of visual channels based on the type
of the perceptual task (see Figure 2.10). In this raking, position is superior to all other
visual channels in every perceptual type task. Interestingly, geometric channels, i.e.,
position (and consequently, angle and slope) and size (length, area, and volume) are the
best visual channels for conveying quantitative information. Optical channels on the
other hand, are better channels for communicating ordinal and nominal information in
general. These disparities are of great importance when choosing a proper visual mapping
and visual design.

2.3 Visual Channels Conjunctions

Visual channels described in Section 2.2 can be combined in various ways to form multi-
channel or multi-variate visual mappings. In this section, we present the existing multi-
variate visual mappings in order to illustrate the different approaches.

2.3.1 Bivariate Maps

Maps and spatial data visualization are situated on the borderline between the scientific
visualization and information visualization. Although spatial data is not the focus of
this thesis, It is worth to review bivariate maps as an example of combination of visual
channels which has been widely implemented and evaluated in the literature. Bivariate
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Visual Channel Selective Associative Quantitative Ordered Length
Position Theoretically

infinite, con-
strained by
space on the
screen

Size size dom-
inates most
other chan-
nels

Theoretically
infinite, con-
strained by
space on the
screen

Hue There is
no natural
ordering for
color hues

Theoretically
infinite,
practically
limited

Chroma it can in-
terfere with
other optical
properties

Theoretically
infinite,
practically
limited

Lightness six or
seven steps
at maximum

Lightness
dominates
other color
attributes

Theoretically
infinite,
practically
limited

Texture it can in-
terfere with
color percep-
tion

Theoretically
infinite,
practically
limited to
available
resolution

Table 2.1: Recapitulation of the characteristics of the visual channels detailed in Sec-
tion 2.2. Filled and half-filled circles indicate full and limited presence of the character-
istic, respectively.
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(a) Color – Color (b) Color – Texture

Figure 2.11: (a) using two color channels is more suitable when interaction between
uncertainty and value reading is desired. (b) using texture along with color keeps values
and uncertainty more separable.

maps are used to display two data variables over the same map area. In geospatial
visualizations, i.e. maps, the position channel is reserved for geographical coordinates
and therefore, is not available for visual mapping of other data values. This constraint
requires the map designers to one or several other visual channels in the same position.
The literature in cartography has examined how the combination of color and texture in
maps affect users’ abilities to attend each visual channel separately or to understand the
interaction between them [66]. For instance, climatological maps of observed/projected
temperature changes use coincident bivariate maps to communicate information on the
temperature change and its certainty via two visual channels (See Figure 2.11).

The combination of visual channels however depends on the map maker’s goals:
studies [73] have shown that if the goal is to easily separate the values (temperature)
and uncertainty, color for the former and texture for the later seems more suitable.
Meanwhile, it may also be desirable to obscure the main value where the certainty is
low. In such cases, color hue for the main value and saturation/value for certainty is an
example of appropriate combination in order to introduce a fading effect.

In contrast to bivariate maps in which two visual channels are used for two data
dimensions sharing the same space, other cartographers have examined the idea of re-
dundant mapping for map symbols. Dobson [27], for instance, showed that adding color
value as well as the size of a map symbol improved map interpretation. The greater the
quantity represented by the symbol, the larger and the darker the symbol was. Such re-
dundant mapping increased users’ accuracy and speed compared to univariate mappings.
This was a surprising finding, as selective attention studies indicate that size and value
are separable visual channels.

The empirical findings in cartography and the advantages of combination of visual
channels motivate us to look for their correspondences in time series visualization. In
addition, the categorization of visual channels into separable, integral, and configural
and the empirical evaluation of their interactions in cartography lay a foundation for our



2.3. VISUAL CHANNELS CONJUNCTIONS 41

proposed visual designs for time series.

2.3.2 Scale Manipulation Techniques

When a dataset covers a large range of magnitudes which is far greater than the the
number of available pixels, quantization error is inevitable. Many quantities thus, share
the same visual representation. In such cases, a single pixel can represent a large number
of values with considerable quantitative differences. There exist several solutions to
this problem in the literature which are mostly based on distortion of the position visual
channel. The distorted position channel is sometimes accompanied with additional visual
channels like color (see Figure 2.12e).

Re-expression of data

One of the most common solutions for representing numbers with varying magnitudes
is to re-express them using power functions known as Tukey power ladder [82]. These
functions include powers such as −1, − 1

2 , log, + 1
2 , +1 or higher. In this way, exponential

changes are shown as linear when plotted on logarithmic axis. The inconvenience of such
transformations is that it makes it difficult to read and compare numerical values.

Dual scale charts

In their study on dual-scale data charts [43], Isenberg et al. survey the existing dual-scale
charts. They identify bifocal charts with two regions of different scales (Figure 2.12b),
lens charts similar to bifocal charts with addition of a drop-off between the two scale
regions (Figure 2.12c), broken charts similar to bifocal charts with addition of a visible
gap between the two scale regions (Figure 2.12d), superimposed charts where focus and
context charts share the same area while using two different scales on the common axis
(Figure 2.12e) and finally, cut-out charts where a dedicated area displays focus the region
separate from the context (Figure 2.12f).

2.3.3 LifeLines & MIDGAARD

Visualization of multi-dimensional and time-oriented data is commonplace in medical
applications for monitoring different health indictors of patients during time. One of
the visualization systems close to our work is LifeLines [70], where colored horizontal
bars plotted on timelines represent an assigned symptom or action. The length of a bar
is derived from the duration of the condition or event they represent. The thickness
of the bar represents the significance of that action, and its color is used to visualize
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(a) A Regular Chart (b) Bifocal Chart (c) Lens Chart

(d) Broken Chart (e) Superimposed Charts (f) Cut-Out Chart

Figure 2.12: Different approaches to dual scale charts as surveyed by Isenberg et al.
Figures adapted from [43].

relationships. While LifeLines can display presence of a symptom (e.g., fever during a
time period), it is not able to visualize the quantitative variations, i.e., temperatures,
during that period (see Figure 2.13).

In Midgaard project, Bade et al. [10] introduce a hybrid technique built on top of the
qualitative approach of LifeLines. In addition to the qualitative approach of LifeLines
which allows to visualize abstract attributes of data, i.e., severity of an event, Midgaard
displays quantitative data, i.e., temperatures, in form of a line chart (see Figure 2.14a).
In both techniques, however, the abstract attribute which is mapped to the additional
visual channel (i.e., color) is derived based on an a priori knowledge of data, e.g., severity
of a symptom, or critical levels of fever temperature, and were not directly calculated
from data.

Another technique presented in Midgaard project, called Extended Information Mu-
ral aims to address the limits of data curves in visualization of high-frequency data. This
technique uses slim Tukey box-plots [81] which display minima, maxima, the median, and
the 20% and 75% percentile. Connecting these box-plots generates a data representation
as in Figure 2.14b. The space between minima and maxima is filled by lighter color,
and the space between the quartiles are filled with darker color. In this way, additional
information (i.e., statistical measures) is derived directly from data and displayed using
variation in color value. This representation allows for identification of the global trend
of data as well as the variability of the values.
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Figure 2.13: LifeLines [70] use additional visual channels such as the thickness of the
bars and their color to display qualitative data. The mapping is determined by a priory
knowledge of the context, e.g. critical levels of symptoms. Figure adapted from [70].

(a) (b)

Figure 2.14: Midgaard project introduces visualization techniques which use additional
visual channels to map derived data attributes: (a) the derived attribute is knowledge
based and mapped to color hue, (b) the derived attributes are statistical measures directly
obtained from data and mapped to color value. Figure adapted from [10].
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(a) (b)

Figure 2.15: Using color creates a “pop up" effect which attracts viewer’s attention to
the details (here, local maxima). Figures adapted from [58].

2.3.4 Colorfield techniques

There exist several other time series visualization systems which benefit from conjunction
of visual channels. Lam et al. [58] proposes a visualization system which incorporates
multiple visual information resolutions. To achieve this aim, the system uses two visual
mappings for low and high resolution views. Both interfaces use the x axis in the same
way, i.e., dedicated to time dimension. The data values are mapped differently: In the
low resolution view (Figure 2.15a), the values are mapped with color (saturation and
brightness in HSB color space), while in the high resolution view (Figure 2.15b), they
are redundantly mapped with both color and vertical position. This way of using color
exploits visual attention to create a pop out phenomenon which allows users to quickly
find details.

Similarly, Corell et al. [23] use color encoding to draw on perceptual phenomena of
pre-attentive and peripheral processing. They show through empirical experiments that
color mapping significantly improves participants’ perceptual averaging of the values (see
Figure 2.16). However, they come short of evaluating a combination of the line chart
and their colorfield.

Later, Albers et al. [5] conduct a task-driven study of several visual designs. In
their evaluation, they compare two groups of visual designs: the first group includes
position-based mappings such as line chart and its variations (with addition of sampled
maxima and minima or overlaid average chart) or and box plot; the second group includes
color-based mappings similar to the designs in [23].

The results shows that position-based mappings outperform color-based mappings
in point comparison tasks, i.e., finding maxima, minima, and range of values. They also
partially validated the hypothesis that color-based mappings perform better in summary
comparison tasks, i.e. finding average, spread, and outliers. the authors conclude that
no one mapping dominates in every task.

2.3.5 CloudLines

In CloudLines, Krstajic et al. [57] propose a technique for visualization of high volume
event-based time series in limited space. In order to reduce the over-plotting caused by
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(a) (b)

Figure 2.16: (a) Usine color mapping significantly eases mental averaging of the val-
ues. (b) The effect is more dominant in the presence of noise. In both cases, blue color
corresponds to lower, and red to higher values. Figures adapted from [23].

the high number of events, visualization systems often use aggregation methods, e.g.,
sampling, which involves involuntary information loss. CloudLines instead, implements
visual mapping enhancements to address this problem. CoudLine uses maps the impor-
tance of each event onto the opacity (brightness on white background) and the size of
the mark representing the event (see Figure 2.17). The importance of each event is a
function of its age and a density factor of the area where the event has occurred. This
approach to visual mapping allows for easier identification of event sequences or episodes.

2.3.6 Order of Magnitude Markers

Order of Magnitude Markers (OOMMs) is a visualization technique for representing nu-
merical data [15]. The motivation behind OOMMs is to present data with large dynamic
range. OOMM uses logarithmic transformation:

v = sgn(v).(b× 10a)

to divide each data attribute into sign of the data attribute’s value (negative or
positive), coefficient b, and exponent a. We describe such decomposition functions in
more detail in Chapter 3. Each of these components are then respectively mapped onto
hue, height of the coefficient bar, and height of the exponent bar. The two bars are
discriminated by their color saturation (Figure 2.18).
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Figure 2.17: Step-by-step construction of a CloudLine. (top) An event-based time series
on a linear timeline, it is practically impossible to distinguish high and low density areas.
(middle) the calculated importance is mapped to the opacity of the marks. It is still
impossible to see the details in high density regions. (bottom) Importance redundantly
mapped to both opacity and the size of the marks which allows for identification of recent
event episodes. Figure adapted from [57].

Although Order of Magnitude Markers facilitates representation of discrete numeri-
cal data in the form of bar charts, it is not suitable for visualization larger temporal data
due to its modest space management.

2.3.7 Slick Graphs

Slick Graph is a smoothing technique which aims to make time series visualizations
more readable without losing information [24]. In other smoothing techniques [16], high
frequencies’ information is lost in the process of smoothing. Slick graphs on the other
hand, present the whole information to the user while preserving the benefits of the
smoothing process. Compared to traditional smoothing techniques, Slick Graph has
shown its superiority in various comparison tasks.

Slick graphs uses a frequency separation function to divide data attributes into high
frequency and low frequency components. Low frequency components are mapped onto
the vertical position (the line) and high frequency components are mapped onto the
brightness (color value) of the area under the line (Figure 2.19). This separation of the
frequency components allows users to view the trend in data (component of interest)
while preserving noise data in the visualization. The noise component may be used by
viewers to asses the certainty of their data readings.

Alternative designs for slick graph may use other ordinal retinal channels (e.g., color
saturation) instead of gray scale. Such designs need further studies in order to compare
their performance with grayscale.
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Figure 2.18: In Order of Magnitude Markers each data attribute is divided into a co-
efficient and a exponent of the logarithmic expression. Exponents are represented by
colored bars and coefficients by grey ones. The sign of each data value is mapped onto
hue (red/blue) Figure adapted from [15].

2.3.8 Horizon Graphs

Horizon Graphs [72] are one of the best known compact visualization techniques for time
series. Horizon graphs combine the compactness of color mapping with spatial resolution
in order to preserve details. They reduce space by dividing the chart into several bands
and superposing them onto each other to create a layered form.

The horizon graphs implement a technique called two-tone pseudo coloring [76] in
which each scalar value corresponds to two colors. This allows users to read the height
of the chart with more precision. Horizon graphs implement a particular visual mapping
where modulo transformation:

v = sgn(v).(a×M + b)

decomposes each data attribute to sign of the data attribute’s value (negative or
positive), quotient a and reminder b. Each resulting component is then respectively
mapped onto hue, saturation, and vertical position. Figure 2.20 demonstrates this process
step by step.

The reduction in chart height and the resulting increase in data density enable the
visualization system to display more data in a limited space. However, the deformations
may obscure some patterns in data and the mental unstacking of layered charts may
involve cognitive overload in some cases. Heer et al. [39] showed that horizon graphs are
more accurate than line charts in discrimination and estimation tasks. Nevertheless, they
demonstrated for both horizon graphs and line charts that the estimation error increases
as chart height decreases. Javed et al. [49] studied horizon graphs, Stacked Graphs, and
Braided Graphs with perception studies and found that none of them outperforms all
other techniques, but each technique has its strengths and weaknesses depending on the
task.

Later, Perin et al. [69] introduced Interactive Horizon Graphs in which, they im-
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Figure 2.19: Slick Graph applies a frequency separation transformation on each data
attribute. The low frequencies are mapped onto the vertical position (the smoothed line)
and the high frequencies are encoded on the brightness of the area under the line. Figure
adapted from [24].

plement pan and zoom interactions to achieve an interactive baseline. More recently,
Federico et al. [31] introduced Qualizon graphs, a compact time series visualization that
is based on horizon graphs. While it inherently integrates qualitative abstractions, it
does not improve space efficiency further than horizon graph.

Given the strengths, limitations, and the general appeal of horizon graphs in space-
efficient visualization of time series, we set horizon graphs as the comparison point and
reference of our study.

2.4 Discussion of the Related Works

The conventional visual mapping consists in associating each data point to a separate
visual channel. The common practice among the aforementioned techniques is the use
of several visual channels for visualization of a data point. The added visual channels
provide the visualization designer with additional information bandwidth or benefit from
pre-attentive characteristics of human perception to guide viewers’ visual attention.

However, we can note from this review that such “multi-channel" visual mappings are
not achieved in a unique way. We can identify two different approaches in this regard.
Some techniques map the same data value several times on different visual channels.
CloudLines [57] (an event’s importance on both circle’s size and opacity) and redundant
map symbols [27] are in this group.

Other approach is to map each data point onto several visual channels, but with
this approach, the added visual channels do not redundantly show the same information.
Instead, the extra visual channels represent new information extracted from the data
value. Techniques such as horizon graph and Midgaard lie in this group. In horizon
graph, the color brightness shows the order of magnitude calculated from each data
value. Midgaard uses a secondary color hue visual channel to show abstract information
(criticality of values) derived from data values based on a context-related knowledge.
Table 2.2 recapitulates the multi-channel visual mappings reviewed in this chapter.
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(a) (b)

(c) (d)

Figure 2.20: The step-by-step process of creating a three layer horizon graph for a typical
time series. Figure adapted from [72].

While the first group of multi-channel mappings use the extra visual channels to
attract the visual attention of the viewer, the second group aim to use the extra visual
channels (and thus, the extra information bandwidth) to communicate derived informa-
tion, either qualitative and abstract, or quantitative and statistical. We are particularly
interested in the second group of multi-channel mappings, as they allow visual designers
to display non redundant information which can be exploited by the viewers in their
analytical tasks for creating new insights of data. Despite the advantages, this type of
multi-channel visual mapping is less exploited in the existing visualization techniques.
Our contributions in this thesis focus on this type of multi-channel visual mappings.

2.5 Summary

In this chapter, we presented the visual channels used and studied in the current thesis.
We reviewed the existing visual techniques which implement some sort of conjunction of
visual channels in their visual mapping of data. The works covered in this chapter are the
techniques which are the most related to our work, i.e., conjunction of visual channels for
time series visualization, and does not include studies on perception of visual channels
or spatial visualization due to the limits of the scope of this thesis.

We categorized the reviewed techniques in two groups.

The first category includes techniques which achieve a one-to-many mapping by
directly associating each data attribute to several visual channels. This type of redundant
mapping makes use of the additional visual channels to attract the attention of the viewer,
although the information mapped on different visual channels is identical.

The multi-channel visual mapping of the second category has a major distinction.
In such techniques, data values are decomposed into sub-values through various transfor-
mation functions. The generated sub-values bear new information which was not explicit
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Figure 2.21: Qualizon graphs [31] combine horizon graph’s visual mapping technique
with qualitative abstractions which need a priori knowledge of the context. left: original
line chart, right: corresponding qualizon graph. Figure adapted from [31].

beforehand. Each sub-value is then mapped onto different visual channels, resulting in a
one-to-many visual mapping. In contrast to the first category, the visual channels in this
approach convey distinct information which was not visually separable with conventional
(one-to-one) visual mapping.

The promise of increased information through such decompositional approach, mo-
tivated us to focus our efforts on the second category of multi-channel mappings. In the
next chapter, we present a systematic study of this approach to visual mapping.
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Chapter 3

Composite Visual Mapping

Introducing a new visualization paradigm is not an easy endeavor, since it is very difficult
to consider every aspects of data, tasks, and visual perception of users. In case of time
series visualization, the time dimension has a distinct role in the analysis of data and thus,
imposes additional constraints on the design of visualizations. This situation is similar
to cartography where the position of visual marks is constrained by the geographical
arrangement of the corresponding data. In consequence, map designers face limitations
in exploiting the planar position as it is already reserved to geographical coordinates.
Similarly in time series visualizations, certain visual channel (e.g. horizontal position) is
always dedicated to the time dimension. Such constraints should be taken into account
especially in design of alternative visual mappings.

In this work, we support the idea of a form of multi-channel visual mapping for
time-series based on the findings in psychology, cartography, and existing visualization
techniques. In Chapter 2, we reviewed the existing visualization which implement differ-
ent kinds of multi-channel visual mapping and we categorized them in two groups:

1. Redundant mapping of each data value to several visual channels. While can be
effective in drawing users’ attention to that data value, no extra information is
provided,

2. Division of each data attribute to several sub-values and mapping each of them to
a separate visual channel. In this way, unveiled information is conveyed by each
sub-value.

In this chapter, we first introduce the approach we chose, namely composite visual
mapping. It is then necessary to define appropriate data transformations to support such
mapping. These data transformations are decomposition functions which break each data
to its components to reveal underlying information. To explore different possibilities of

55
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composite visual mapping, we propose a systematic analysis and create a design space
by implementing an interactive table. Finally, we point at the existing visualization
techniques in the overview table.

We first introduced our systematic study of composite visual mappings during the
doctoral consortium of the 28th French-speaking Conference on Human-Computer Inter-
action (IHM’16) [45]. The interactive tool is available online for further exploration [44].

3.1 Promises

Mapping sub-values of a single data value onto several visual channels, namely a com-
posite visual mapping, can improve the visualization process for multiple reasons. Using
several visual channels simultaneously, allows to distribute the information load to several
channels, separate different facets of data (e.g. different orders of magnitude, different
frequencies) and dedicate a full bandwidth visual channel to each of them.

The main advantage of this approach is that users can more easily focus on the
desired property of data without losing the rest of information. This approach allows
user to separately analyze two or more aspects of data and perform different analytical
tasks using each channel (e.g. trend detection by using the channel dedicated to low
frequencies, and uncertainty assessment by using the channel dedicated to the noise
component). Also, by distributing the information load on several visual channels, each
channel becomes less congested and thus, more readable.

This approach can be applied to different types of data. In our work we investigate
its use for time series visualization. However, this approach can be put in application for
other data types, i.e. geospatial data: similar to multi-variate maps, this approach can
allow to display several facets of the data on the same area. For example, color value can
be used to display data values and texture to display noise (as an indicator of certainty)
on the same area.

3.2 Decomposition Functions

The first step in our approach to visual mapping consists in a data transforma-
tion in which, each data is decomposed into two or more sub-values. This process is a
type data transformation (see the visualization reference model in Chapter 1) in which,
interdependent sub-values are derived from the original series.
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f(valuei) = 〈subvalueix, subvalueiy, . . . 〉 (3.1)

The decomposition function extracts and provides the data which can help the viewer
with the task at hand. For instance, in a value comparison task, the order of magnitude
of the values is the information which can be used to facilitate the comparison between
the data points. This decomposition function, however, is not suitable for other tasks,
i.e. detecting trends in data. The choice of the decomposition function, hence, depends
on the analytical tasks of the viewer. Below are some of the possible decomposition
functions which can be useful in composite visual mapping.

3.2.1 Modulo Operation

Modulo operation is the process of division of two numbers, which produces a quotient
(a) and a remainder (b). In a division of v by M , the quotient a and b satisfy:

v = sgn(v) · (a×M + b)

a ∈ Z

|b| < |M |

(3.2)

The resulting quotient, remainder, and the sign of the value can be further used as
the sub-values for composite visual mapping. Modulo operation is the transformation
function used in horizon graphs (See Chapter 2).

3.2.2 Logarithmic Transformation

In logarithmic transformation, each data attribute v is broken down into two sub-
attributes, exponent a and coefficient b with K being a constant calculated for each
dataset:

v = sgn(v) · (b×Ka)

a ∈ [0, nb)

b ∈ [1,K)

(3.3)

Similar to modulo operation, one component (a) communicates order of magnitude
of data values and the other component b communicates small variations of data values.
Order of Magnitude Markers (see Chapter 2) for example, uses logarithmic transforma-
tion as its decomposition function. Logarithmic transformation is specially useful for



Figure 3.1: A systematic overview of possible combination of visual channels (here, using
modulo operation: v = a×M + b). Each sub-values a and b is mapped onto a separate
corresponding visual channel. In case of combination of the same visual channels, those
have been shown in two separate spaces.

datasets with magnitudes varying in large ranges.

The range of data values and the selected M or K determine the number possible
discrete values for the sub-value a. When modulo operation is used, the number of
possible quotients of the division corresponds to number of layers or bands (as in horizon
graphs).

3.2.3 Frequency Separation

Another useful decomposition method is to separate the low frequency and high frequency
components of data. The low frequency component is related to the periodicity and the
overall trend of values, while the high frequency component conveys the fluctuations and
consequently, variability of data.

v = flo(v) + fhi(v) (3.4)

This operation is similar to passing a signal through a low-pass filter to obtain
the low frequency signal. The high frequency signal, i.e. the noise, is then obtained
by subtracting the low frequency signal from the input signal. This filtering process
is achieved by different smoothing techniques. Simple moving average is one of the
common smoothing techniques used for time series. The formula for calculating the
moving average of N data points is:



x =
1

N

N−1∑
k=0

xn−k

or
x̄n = x̄n−1 +

xn − xn−N

N
(3.5)

In addition to moving average, other techniques such as kernel smoothers and ex-
ponential smoothing can be used to separate the trend and fluctuation in data. Slick
graphs (see Chapter 2) use frequency separation as their decomposition function in their
visual mapping. The resulting components from frequency separation can be mapped to
different visual channels to create numerous possible composite mappings (for example,
see Figure 3.2).

3.3 Systematic Study of Composite Visual Mapping

The importance of visual mapping and choice of visual channels has convinced us to
concentrate our efforts on this step of the visualization reference model. Combination of
visual channels promise improved visual forms that can better represent different aspects
of data. However, depending on the nature of data and the analytical objectives of the
user, we can imagine various combinations of visual channels. While some combinations
have already been implemented and evaluated in visualization techniques, many others
remain unexplored. This is the reason we think composite visual mapping is an approach
worth a systematic study.

In order to acquire a systematic overview of the design space of composite visual
mappings, we construct an exploratory table of combinations of visual channels. In this
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(a)

(b)

(c)

(d)

Figure 3.2: (a) Original data containing considerable amount of noise. (b) Trend com-
ponent of the data obtained with moving average algorithm. (c) The noise component is
obtained by subtracting the trend component from the original data. (d) A composite
visual mapping using frequency separation where the trend component is mapped to the
position on Y axis, and the noise component to the brightness of the color filling the
curve.
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current form, the table has two dimensions, allowing for composite visual mappings with
two visual channels (see Figure 3). However, It is theoretically possible to generalize the
table to higher dimensions to produce composite visual mappings with more than two
visual channels.

Using one of the data transformation described in Section 3.2, each data value is
decomposed to two sub-values a and b. Each row and column of this table corresponds
to a visual channels described in Chapter 2. We attribute the sub-value a to the visual
channel on each row, and the sub-value b to the visual channel of each column. In this
way, each cell of the table corresponds to a visual mapping which is produced from the
combination of the visual channels attributed to the cell’s row and column.

In the rest of this chapter, we use the notation of Cij to refer to the cell at line i

and column j of the composite visual mapping table (Figure 3). For example, the first
row of the table is attributed to the visual channel position and the second column is
attributed to the visual channel hue. The cell at the intersection of such column and
row (C12) displays the resulting visual mapping from the combination of position and
hue, with sub-value a mapped to position and sub-value b mapped to hue. The cell C21

uses the same visual channels position and hue, but with reversed mapping of sub-values:
the sub-value a is mapped to hue and sub-value b is mapped to position. Although the
two visual mappings are constructed from the same combination of visual channels, the
results present little visual similarities.

In case of diagonal cells (Cii) which are product of the identical visual channels, we
mapped each of the two sub-values to the corresponding visual channel in a one-to-one
way, and displayed them in two separated bands, each occupying a half of the total height
of the chart. We should note that the visual representation of the combinations are not
unique and other representation are possible as well. For instance, we can display most
of the combinations in a spatially separate arrangement similar to those on the diagonal
of the table. However, we were not quite interested by this type of representation for
few reasons. First, this kind of representation is not space efficient as it uses half of
the available space for data mapping, and second, this representation avoids interaction
between the visual channels which is interesting for evaluation and design decisions in
visualizations.

We implemented the exploratory table as an interactive tool which allows to modify
data and visual parameters for visualization of selected test datasets. Such implementa-
tion would allow to investigate different configurations and the resulting visualizations for
different types of data and decompositions. The interactive tool is available online [44]
to explore the whole design space of our approach.
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Figure 3.3: Interactive panel of the composite visual mapping table. Viewer can interac-
tively modify the visual and data parameters of the resulting composite mappings.

3.3.1 Implementation

We implemented the table using JavaScript and HTML5’s canvas element as an ex-
ploratory tool for investigating composite visual mappings. An interactive panel allows
the viewer to set the permitted range of hue values, as well as the baseline chroma and
brightness (see Figure 3.3). The viewer can navigate among different test datasets and
decomposition functions. As the viewer modifies the parameters, the cells of the table,
i.e. the resulting combinations of the visual channels, are updated accordingly.

When modulo transformation is selected as the decomposition function, an extra
parameter nb (number of bands) determines the number of concrete values permitted for
the quotient (sub-value a). The divisor M and the sub-values a and b are calculated
accordingly:

v = sgn(v) · (a×M + b)

M =
|Maxdata −Mindata|

nb

a = b v
M
c, a ∈ [0, nb)

b = v − a ·M, b ∈ [0,M)

(3.6)

Similarly, exponent a and coefficient b are calculated for logarithmic transformation:
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Figure 3.4: The sub-values a and b mapped onto the brightness. In modulo operation
with 3 layers, a (quotient) can have three discrete values, while b is continuously mapped
onto the channel variation. Mapping to other optical channels is achieved similarly.

v = sgn(v) · (b×Ka)

K = nb

√
Maxdata

Mindata

a = blogKvc, a ∈ [0, nb)

b = KlogKv−a, b ∈ [1,K)

(3.7)

The resulting sub-values a and b are then mapped to their corresponding values of
the selected visual channel (in per cent):

Channela = 100× a + 1

nb

Channelb = 100× b

M
(modulo transformation)

Channelb = 100× b

K
(logarithmic transformation)

(3.8)

Figure 3.4 shows the correspondence between the calculated sub-values and the
destination visual channel (color brightness). The sub-values are similarly mapped onto
color hue and chroma. We intentionally removed the two extremes of the values for
brightness and chroma channels, as they correspond to nearly black, white, or gray
colors which do not allow for the perception of the color’s hue.

In case of texture, we chose a pattern of parallel vertical lines drawn at fixed dis-
tances. The widths of the vertical lines are proportional to the corresponding sub-value.
The visual channel size is implemented as the thickness of the line progressing along the
time axis. When size is not coupled with position, the line is vertically centered. You
can refer to Appendix B for details on process of constructing a composite mapping.
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3.3.2 Existing Composite Visual Mappings

Among the conjunctions presented in this table, only few have been implemented in the
literature. Horizon graph [72] is the best known design which adopts composite visual
mapping by means of modulo transformation. Depending on the design, horizon graph
is the conjunction of color chroma or brightness and position in our table (C31 or C41).

Order of Magnitude Markers (OMM) [15] is another existing technique. Using log-
arithmic transformation as the decomposition function, OMM redundantly maps sub-
values to the position channel (C11 in our table). Furthermore, it uses the extra channel
color hue to differentiate the sign of the quantitative values.

Slick graphs, another technique presented in Chapter 2, uses frequency separation
as the the decomposition function. The resulting low frequency component (smoothed
curve) is then mapped onto position and the high frequency component is mapped onto
the brightness of the color filling the area below the curve (similar to C14 in the table).
Evidently, combination of position and other retinal channels i.e. saturation and texture
variation also can achieve similar effects (See Figure 3.2 for more details). Compared to
Position–Brightness, however, the effectiveness of such combinations is debatable due to
less visual contrast.

3.4 Summary

In this chapter, we presented the first contribution of this thesis. We presented the idea
of composite visual mapping based on decomposition of single data value into several
sub-values. We presented an overview of the design space using an exploratory table.
The exploratory table supported by an interactive prototype allows us to systematically
view the composite visual mappings that can be constructed by combination of visual
channels. As mentioned earlier, the presented designs are not the only possible forms of
combined visual channels and can be modified and further enhanced. From this table,
we marked the existing visualization techniques, notably the well established horizon
graphs.

Since the existing horizon graphs have been proved to be efficient for visualization
of time series [39], we are interested to verify if other composite mappings benefit from
the same advantages. In the next chapter, we conduct an empirical study to compare
potential composite mappings with horizon graphs.



Chapter 4

Evaluation of Composite Visual
Mappings

In Chapter 3, we presented the design space of composite visual mappings. We observed
that among all possible combinations of visual channels, only few have been implemented
in the existing visualizations. However, we are aware that not every combination of visual
channels is suitable for data representation. Besides intuition, empirical work is clearly
needed to evaluate the effectiveness of the new visual designs.

In this chapter, we present our evaluation of a promising subset of unexplored com-
posite mappings. The evaluation of all combinations of visual channels is practically
impossible and each combination can be achieved in several forms. Hence, we only ex-
amined a selection of composite mappings in this empirical study. We compare our
selection of techniques with the existing horizon graphs in order to evaluate the overall
relevance of the formers. We used the findings from this evaluation to improve the further
iterations of our visual designs.

This chapter has drawn on our work published at PacificVis conference in 2018,
entitled “Composite Visual Mapping for Time Series Visualization” [47].

4.1 Challenges of Visualization Evaluation

As the research in visualization grows, it is important that its findings are empirically
validated. Many of the questions and challenges in evaluating visualizations are common
to all empirical research in general, and Human-Computer Interaction (HCI), perceptual
psychology, and cognitive sciences in particular. The relationship to psychological and
cognitive sciences is due to the role of the human viewer and her visual perception in
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effectiveness of a visualization technique. Evaluation of visualizations is also closely re-
lated to HCI in that many evaluation scenarios involve interaction tasks such as zooming,
item selection, etc. [18].

Given the methodological affinities between such empirical research and visualiza-
tion evaluation, we can consider the many challenges and guidelines they share with
visualization evaluation. One of the shared challenges is the difficulty of obtaining a
balanced sample of participants. In many cases, the participants of empirical evaluations
are recruited among the domain experts who work in the same research environment,
while the final users of the visualization system would be ordinary people with average
knowledge of computer science. Another common challenge when evaluating a visualiza-
tion system is that we can not say whether the results are due to the used visualization
technique itself or the software as a whole and its usability, ergonomic aspects, etc. Using
sketchy software prototypes can also impact the results from usability evaluations [34].

In addition to challenges common with HCI, there exist more specific challenges
for visualization evaluation. For instance, in visualization we deal with different tasks,
varying from very low level perceptual tasks (e.g. compare associate, and categorize) to
high-level cognitive reasoning (e.g. understanding causal relationships, prediction, and
knowledge learning). Some of these tasks, especially those high-level tasks related to
decision making and interpretation, are not clearly defined and their evaluation is more
challenging.

From this brief overview of challenges in evaluating visualizations, we can identify
three desirable factors [65]:

• Generalizability: a result of the evaluation can be generalized to other people
than those who participated in the experiment or other situations.

• Precision: measurements that were taken were precise and the control of the
experimental factors was definite.

• Realism: a result is considered realistic if the context in which it was evaluated is
similar to the final contexts in which it will be used.

Ideally, we would like to satisfy all three factors in our evaluation. However, each
evaluation methodology favors one or two of these factors. For example, field studies are
typically conducted in the actual context of the technique’s application. The results from
such studies are on one hand highly realistic, but on the other hand less precise than
laboratory experiments due to lack of control in the evaluation process. The methodology
should therefore be chosen wisely beforehand in order to avoid making false conclusions
or exaggerating the results of a visualization evaluation.
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4.2 Approach and Methods

Among the large variety of possible composite mappings, horizon graph is the most widely
adopted and evaluated existing technique. Horizon graphs apply modulo transformation
which allows to distinguish orders of magnitude based on the quotient of the division
and the mapped color variation. Such choice of decomposition function, which is based
on the magnitude of data values, aims to facilitate comparison of data values. Heer et
al. [39] compare horizon graphs with line charts to evaluate their effectiveness in value
comparison tasks. In their empirical evaluation, they measure participants’ accuracy and
speed in estimation of value differences and show the advantage of horizon graphs over
simple line charts in terms of accuracy. Based on their findings, they recommend horizon
graphs as a technique for increasing data density and perceptual optimization.

The proven effect of composite mapping in case of horizon graphs convinced us
to adopt its experimental methodology as the reference of our study. The choice of an
approved experimental protocol helps us to focus on the precision of the results. However,
we are aware that such controlled protocol impacts realism and generalizability of our
results.

We argue that the demonstrated accuracy improvements are not exclusive to horizon
graphs, and at least some other composite mappings can offer similar benefits. We
conducted an experiment to answer the following questions:

H1 The new composite mappings have performances similar to those of horizon graphs
in discrimination and estimation tasks

H2 Logarithmic transformation boosts users’ performance in discrimination and estima-
tion tasks

H3 Like with the horizon graphs, increasing the number of bands/layers will improve
the accuracy and estimation speed of the new composite mappings

4.2.1 Experimental Protocole

Participants

We recruited 12 participants among people working at our laboratory. The participants,
10 male and 2 female, aged between 22 and 28 and were all computer science students
or degree-holders. We acknowledge that such participant pool does not represent the
general public. However, the final users of visualization systems often have above average
knowledge of computers and representations of data.
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Tasks

In order to be able to compare our results with the findings from earlier studies on the use
of composite mapping in horizon graphs [39], we evaluated the same following analytical
tasks:

Discrimination Task: Participants viewed pairs of time series. Each series of the pair
was marked at a specific point. The participants were asked to determine which series
had larger value at its marked point. All pairs had constant physical distance between
their two discrimination points.

Comparison Task: Following the discrimination task, where the participants deter-
mined the point with larger value, they were asked to estimate the absolute value differ-
ence between the two reference points. All series had values varying from 0 to 100 and
hence, value difference between the two points could vary from 0 to 100.

Experimental Interface

Our experimental interface was entirely created with JavaScript. In each trial, the par-
ticipant is presented with a pair of two separate charts, one positioned below the other
one. The two charts of each pair had identical visual configurations, while conveying two
distinct time series. Each chart of a pair was marked either T or B in a fixed position
through all trials (Figure 4.1).

At each trail, the participant was asked to report whether position T or B represents
a greater value via radio buttons marked T and B. Participants were then asked to
estimate the absolute value difference between the two positions. They responded by
using a slider without tick marks in order to avoid anchoring effects [63]. The value
selected via the slider was shown as numerals next to the slider. Upon clicking on “Next"
button, the participant’s responses, as well as the completion time for the trial was
recorded and a new pair of charts replaced the former ones. The correct answer for the
trial was not communicated to the participant to avoid learning effects. Once an answer
was submitted, participants could not go back to review their answers.

The experiment was run in Google Chrome web browser version 59.0 on a 27-inch
Apple iMac with Retina 5K display in full brightness in a room with constant ceiling
lighting and no sunlight.
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Figure 4.1: Interface of the experiment, presenting a pair of charts with Size-Hue mapping
with three-layers modulo transformation. (top) global view, (bottom) detail on the
questions and answers.

Experimental Procedure

For each participant, the experiment begins with a tutorial on each of the selected map-
pings and the global procedure of the experiment. In this phase which lasts a couple
of minutes, we introduce each visual mapping to the participant and answer to their
inquiries. Participant, then, takes control of the experimental interface and starts with
filling a form with information on her age, vision and education.

After this step, the first trial appears and the main experiment begins. For each
trial, we measured the time a participant spent before validating her answer. During an
interview at the end of the experiment, participants shared their views on the experiment
and different visualizations with us.

The experiment consisted in 100 trials (5 mappings × 2 transformations × 2 layers
× 5 trial per condition) divided into 10 blocks of 10 trials. The trials in each of the 10
blocks had the same mapping and data transformation. Participants could voluntarily
take breaks between blocks and resume when they were ready.
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4.2.2 Chart Generation

For each chart, we generated a time series using a moving average smoothing over an
unconstrained random walk. Time series’ minima and maxima were then translated onto
0 and 100 respectively. This resulted in having the same value range for all charts. The
charts were made on HTML 5 Canvas elements using JavaScript. All charts had a width
of 2000 pixels and a height of 160 pixels. All charts measured 233 × 19 mm on our
screen. In an attempt to preserve perceptual uniformity, we used polar CIELUV (HCL)
color space. The data generation algorithm is similar to that of our other experiment
and is detailed in Appendix A.

4.3 Evaluated Composite Mappings

We used our exploratory tool, the composite visual mapping table (Figure 3) to select the
candidate visual mappings for evaluation. We kept high compactness, minimum visual
clutter, and adaptability for quantitative data as the main requirements of our selection.

Toward this end, we consider the categorization of visual channels presented in
Chapter 2: geometric channels (i.e. position and size), and optical channels (i.e. hue,
chroma, lightness, and partially, texture). We tried to have a fair selection of composite
mappings combining channels from each of these groups for both sub-values a and b.

Similar to horizon graphs, our selected composite mappings combine two visual
channels. We had to limit the number of mappings that we test to five (horizon graph
and 4 new composite mappings), otherwise evaluation of all conditions would become
practically impossible. Our selection of visual mappings (see Figure 5.1) consisted of the
following five composite visual mappings:

• Line chart: We included line chart as the reference technique for visualization of
time series. Line chart’s simplicity makes it by far the most familiar visualization
technique for users. Line chart exclusively uses the geometric channel position for
encoding data.

• Horizon graph: Among existing visualization techniques which implement com-
posite visual mapping, horizon graph is the most extensively used technique for
visualization of time series. Its similarity with a layered line chart helps to reduce
the learning effort for novice users. The underlying composite visual mapping of
horizon graph is a combination of color variation and position. The color variation
can be achieved by either hue, chroma, or lightness variation. Similar to existing
implementations of horizon graphs, we used saturation (a variation of both chroma
and brightness) variation for differentiating layers of horizon graphs.
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• Saturation–Texture In this mapping we used saturation, similar to horizon
graph, for the sub-value a (quotient) and texture variation for sub-value b (re-
mainder). The texture is produced by drawing parallel vertical lines at 5 point
intervals. The thickness of each line is the average of the sub-value b in the under-
lying 5 points, ranging from 1 point to 5 points for the range of sub-value b.

• Hue–Saturation: While no natural ordering exists for hue, hue variation is com-
monly used in visualizations. We hence examine the use of discrete values of hue
(sub-values a) with varying levels of saturation according to sub-value b.

• Saturation-Size: Similar to horizon graphs, in this technique saturation is used
for discriminating discrete values of a. The size channel is implemented as the
width of the symmetrical color-filled area for mapping sub-value b.

• Size–Hue: Size is implemented as the symmetrical width of the color-filled area
for sub-value a. The color filling consists in the variation of color hue in a limited
range (from red to green).

Here and in the rest of this thesis, the naming scheme [Visual Channel 1]–[Visual
Channel 2] denotes a composite mapping consisted in sub-values a and b mapped to
[Visual Channel 1] and [Visual Channel 2], respectively. Such mapping is located at row
[Visual Channel 1], column [Visual Channel 2] of the composite visual mapping table.

Logarithmic transformation has been used in the literature for visualization of data
with varying orders of magnitude (see Chapter 2.3). We included this transformation to
evaluate its relevance with the selected composite mappings.

Another experimental variable is the number of bands or layers. In both modulo
and logarithmic transformations, the sub-value a represent the order of magnitude of
data. The number of envisioned orders of magnitude, i.e. the number of layers, specifies
the divisor M or the base of logarithm K (see equations 3.6 and 3.7). We limited the
number of layers to three because earlier studies [39] have shown that higher number of
layers significantly increase the error.

4.4 Results

For the analysis, we removed an outlier trial which received wrong answer from all of
the participants. This should be due to the extremely small value difference between the
two markers (0.05 in a scale of 0 to 100). However, it can be a basis for further study
of equality cases in order to evaluate users’ estimation behavior. Otherwise, none of the
participants demonstrated wildly inaccurate performance in any block of the experiment.
The participants were divided into two groups: the first group started the experiment
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(a) Line chart (b) Horizon Graph (Saturation–Position)

(c) Saturation–Texture (d) Hue–Saturation

(e) Saturation–Size (f) Size–Hue

Figure 4.2: Complete selection of visual mappings examined in our empirical study dis-
playing a dummy dataset. Except line chart which was included as the reference point,
all other techniques use composite visual mapping with modulo division as the transfor-
mation function.

with modulo transformations and the second group began with logarithmic transforma-
tions. The two groups demonstrated very similar accuracy levels (closely in the same
intervals of confidence) which rejects the possibility of a significant learning effect. In
accordance with other studies [21], we reported logarithmic absolute error as a measure
of estimation error.

4.4.1 Performance by Data Transformation

For both modulo and logarithmic transformations, discrimination accuracy averaged
above 90%. However, participants performed slightly better with logarithmic transfor-
mation in the discrimination task (Figure 4.3a). On the other hand, the estimation error
does not differ between the two transformations. The violin plots [40] in Figure 4.3b
allows to visually compare the distributions of logarithmic absolute error for the two
transformations.

In generating the visualization pairs with logarithmic transformation, we calculated
the base depending on the minimum and maximum of each dataset in order to ensure
having the chosen number of “layers". This varying base of logarithm results in varying
value ranges on those charts’ legends which may require extra mental calculation to
estimate value differences. Participants reported this point in the follow up interviews:
they needed more mental calculations to deduce the value difference. Indeed, our results
show longer completion times for logarithmic transformation (Figure 4.3c).
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(a) Average discrimination accuracy for modulo and logarith-
mic transformations. Black brackets show the 95% confidence
intervals.

(b) The distribution of logarithmic absolute error for modulo
and logarithmic transformations. They share similar distribu-
tion of error. The dashed lines represent the median, the first,
and the third quartiles.

(c) Completion time for modulo and logarithmic transforma-
tions. Logarithmic transformation extends the completion time
due to the irregular values it introduces in chart legends.

Figure 4.3: Effect of transformation function: modulo vs. logarithmic transformation.
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(a) Discrimination rates for different mappings. Sat-Tex with
modulo transformation performed the worst. The effect was not
observed with logarithmic transformation. Black brackets show
the 95% confidence intervals

(b) Lower absolute errors for Horizon Graph, while the differ-
ence (in units) is not significant in this scale.

(c) Completion time for the five visual mappings: Horizon
Graph performed the slowest, while others had the same lev-
els of completion time.

Figure 4.4: Effect of the visual mapping (visual channels combination): Horizon Graph
(Saturation–Position) vs. our selection of composite mappings.
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4.4.2 Performance by Visual Mapping

Figure 4.4a shows discrimination accuracy rates for the five selected visual mappings
and respective rates for the two data transformations. Sat-Tex and Hue-Sat mappings
with modulo transformations had the lowest average discrimination accuracy, while other
conditions had similar rates all above 90%. Interestingly, in the former two mappings,
charts with logarithmic transformation had much higher discrimination accuracy rates
above 90%.

Absolute estimation errors (Figure 4.4b) were lower for horizon graph and Sat-Size
mapping (at around 5 units) comparing to the others (at around 8 units). The difference,
however, does not seem significant in a scale of 100 units.

The results show longer completion times for horizon graph (Figure 4.4c). The other
mappings exhibit lower levels that are similar.

4.4.3 Performance by Number of Layers

The design of the experiment allowed for either two or three discrete values for the sub
attribute related to the order of magnitude (i.e. quotient for modulo transformation,
power coefficient for logarithmic transformation). This range of values results in two or
three levels (layers or bands) of the attributed visual channels.

The results show that a three-layers design compared to a two-layers design leads
to higher discrimination accuracy rates, lower estimation errors and similar completion
times (Figure 4.5).

4.4.4 Performance by Real Value Differences

Figure 4.6 reports the effects of the actual value difference:

Figure 4.6a shows the effect on discrimination accuracy for the two transformations.
Modulo transformation has lower scores in very small and very large actual differences.
On the other hand, logarithmic transformation score retains the same levels of scores
across ranges of actual difference.

Figure 4.6b reports the effect on estimation error for the five mappings. Overall,
larger actual differences between the values result in higher estimations errors. However,
horizon graph and Saturation–Size demonstrate similar behavior and are less prone to
the actual value difference.

Figure 4.7 shows that the estimation time increases across the board. horizon graph
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(a) Discrimination accuracy: better correct discrimination with
three layer design

(b) Logarithmic error: lower estimation error with three layer
design

(c) Completion time: no meaningful difference between the two
and three layer design

Figure 4.5: Effect of layering: two layers vs. three layers design. Higher layering was
excluded due to the proven lower accuracy according to earlier studies.
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(a) Discrimination accuracy: Modulo vs. logarithmic transformation

(b) Logarithmic error: comparing the five mappings

Figure 4.6: Effect of the real value difference on discrimination and estimation accuracy
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Figure 4.7: Effect of the real value difference on completion time: linear regression lines
with 95% confidence intervals. horizon graph (HG) is the most vulnerable to the real
value difference
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is the mapping the most affected by this, while Size-Hue is the least susceptible.

4.4.5 Discussion of the Results

Our results confirm our first hypothesis H1 that the accuracy and speed of other al-
ternative composite mappings can attain levels similar to horizon graphs for the same
discrimination and estimation task. The discrimination accuracy rates averaged above
90% for all of the mappings. Mean estimation errors were similar across different map-
pings, while they were slightly lower for horizon graphs and Saturation–Size. This can
be explained by the fact that size, and similarly position which in case of horizon graph
results in larger areas, are the most easily perceived visual channels for most users [21].
In matters of speed, horizon graphs showed to be the slowest mapping. During the in-
terviews with the participants following the experiment, some noted that they found the
mental unfolding of the horizon graphs to be a cognitively demanding task. Although
this can partially explain the slower performance for horizon graphs, more training may
reduce the effect. In addition, higher familiarity and confidence of users in geometric
visualizations including horizon graphs might drive them to spend more time in hope of
achieving more accurate estimations. With current evaluation, we cannot identify the
cause of longer estimation times in horizon graphs.

Based on the interested aspects of data, many transformation functions can be imag-
ined for dividing data attributes. In our study we focused on modulo and logarithmic
transformations, two functions that are more related to the magnitude of data and that
have already been used in the existing horizon graphs and order of magnitude markers.
Discrimination accuracy averaged slightly higher for logarithmic transformation. This is
explained by the higher discrimination accuracy averages for very small and very large
differences (Figure 4.6a). This effect may be explained by the fact that with logarithmic
transformation, two points both with small values are more probable to fall into the
different regions of the visual channel representing the magnitude component.

The use of logarithmic transformation did not impact the estimation error, but
decreased the speed of users. Overall, the effect of transformation function was limited
and we failed to validate hypothesis H2.

Consistant with previous studies [39], using more “layers” which translates to more
discrete values for the magnitude component helps users by increasing their discrimina-
tion accuracy and lowering estimation error without sacrificing the speed. However, as
the previous studies have shown, more than three layers can harm the performance of the
user in estimation task and thus, should be avoided. We therefore validated hypothesis
H3.

We found that the real difference of values between the two points has an impact
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on participants’ estimation accuracy (Figure 4.6b). All five mappings show bigger errors
with larger real value differences, but the effect is less prominent for horizon graphs and
Size–Saturation. We observe that while in small real value differences all mappings show
similar error levels, those two mappings show lower errors at large real value differences.

Also, the increase in real value difference has negative impact on participants’ speed,
with horizon graph being more prone to this effect in this regard (Figure 4.7).

4.5 Limits and Perspectives

One limitation of the present study is that we only measured the performance of users in
a narrow task of discrimination and estimation. While this is a common task in visual
analysis of time series, the effects of composite mapping on other tasks such as trend
perception and graphical perception of rates of change remain to be investigated.

Our aim in this study was to show the general benefits of our approach to visual
mapping in discrimination and estimation tasks. The empirical study allowed us to
report some observed trends, yet further comprehensive evaluations are clearly needed
for statistically significant results.

Another limitation of this work is that for each combination of visual channels,
several visual designs are imaginable, and we only tested one particular design. Therefore,
design improvements may enhance the performance of the technique.

In our evaluation, we only tested one type of data. While smoothed random walks
are relevant datasets for discrimination and estimation tasks, other types of datasets
(e.g. noisy data) are suitable for other analytical tasks (e.g. trend detection). Such cases
require future evaluations.

In perspective, it is compelling to evaluate other potentials of these composite map-
pings. For example, evaluating viewer’s graphical memory in dealing with geometric and
optical visual channels is an interesting research avenue to explore in the future.

4.6 Summary

In this chapter, we presented the results from our first evaluation of composite visual
mappings. Our experiment has shown the state-of-the-art accuracy of a selection of these
mappings in a discrimination and estimation task. During interviews with participants
of our evaluation, they found the new mappings straightforward to learn.

We found composite visual mapping an interesting basis for new time series visual-
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izations. Future refined visual designs can be created based on this approach to visual
mapping. Compactness and vast visual variability of composite mappings make them
promising for many contexts and analytical tasks. It is of our great interest to fur-
ther the investigation of composite visual mappings in terms of sensibility to chart size,
learnability, and measures other than value estimation accuracy.





Chapter 5

Composite Visual Mapping &
Space Efficiency

In Chapter 4, we described our first empirical study on composite visual mappings. In
the tasks we evaluated, we observed similar performances for our selection of composite
mappings and the reference horizon graph. In this chapter, we aim to study the space
efficiency properties of our visual mappings.

Although horizon graphs were conceived as a means to reduce the space, earlier
experiments [39] have discovered that estimation error is higher for smaller charts. We
suspect that this effect is due to the dependence of horizon graphs on position channel and
hence, the size of the chart. As the next step of our study, we are interested in looking
at the effect of the size of the chart in estimation accuracy with different composite
mappings. We suspect that the composite mappings which do not use position are less
vulnerable to the effect of chart size.

The goal of this study is to evaluate composite mappings for compact visualization
of time series. We expect that with some visual refinement, certain composite mappings
can compete with horizon graphs in space-constrained situations. In this chapter, we
describe our second empirical in which we compare a selection of composite visual map-
pings with the existing horizon graphs across different chart heights for discrimination
and estimation tasks. We show the advantages of our designs in smaller chart heights
and based on our results, we propose several recommendations on the use of composite
mappings and combinations of visual channels.

This studies described in this chapter have been submitted to the 30th French-
speaking Conference on Human-Computer Interaction (IHM’18) as a scientific paper [46].
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5.1 Visual Mapping and Chart Height

As we stated earlier, the physical screen space is a valuable commodity which directly
influences the amount of viewable information. We overviewed the existing space effi-
ciency techniques in Chapter 1. In addition to those approaches, we hypothesize that
composite visual mappings can enhance the space efficient properties of visualizations
due to their varying degree of dependence on chart height. By reducing chart height, we
can achieve higher space efficiency in different scenarios. For instance, we can fit larger
numbers of charts in the same screen space, or adapt visualizations to smaller screens
such as portable device.

Tufte [81] advises for charts with greater length than height. According to Tufte,
horizontally stretched time-series are more accessible to our eye because our eye is natu-
rally practiced in detecting deviations from horizon. It also helps elaborate the workings
of the causal variable (time) in more detail [81]. Hence, it is quite common to reduce
the height of a chart while preserving the same length (temporal window), in order to
increase the space filling properties of the visualization and thus, fit more data (e.g. more
data dimensions) in the same space.

However, it seems that vertical reduction of a chart has not the same effects on
all visualization techniques. For example, in Visualizing Data Cleveland [20] showed
how the aspect ratio of a line chart can impact user’s perception of trends in data. We
hypothesize the degree to which a visualization technique is impacted by reduction of
its height is at least partially related to its underlying visual mapping. Previous studies
on line charts and horizon graphs have shown that such visual mappings which employ
geometric visual channels (e.g. size and position) are heavily impacted by the vertical
size reduction [39].

5.2 Approach and Methods

We conducted a series of experiments on our proposed visualization designs with several
objectives in mind. First, we wanted to reproduce one finding of prior studies on Horizon
Graphs [39] which suggests that Horizon Graphs perform better than simple line charts
as the most basic form of time series visualization. Furthermore, we wanted to compare
our proposed visual designs with Horizon Graph in the same tasks of discrimination
and estimation. We also wanted to examine the effect of chart height reduction on our
propositions and Horizon Graphs.

We had a number of hypotheses in this study:

H1 Horizon graphs perform better than simple line chart in discrimination and estima-



5.2. APPROACH AND METHODS 85

tion task thanks to composite mapping (reproduction of previous studies).

H2 While Horizon Graph and the mappings which use geometric channels perform bet-
ter in larger chart heights. However, they lose their superiority in smaller chart
heights due to spatial effects (physical size, banking angle, etc.).

H3 In small chart heights, our designs may be on a level with Horizon Graph in terms
of accuracy, and some can even top it in terms of speed.

5.2.1 Experimental Protocole

In a continuing effort to compare other alternative composite visual mappings with hori-
zon graphs, we carried out the second empirical study with an experimental protocol
similar to that of the first experiment. In order to refine our visual designs, we conduct
several pilot tests prior to the main experiment.

Regardless of the experiment, at each trial the participant viewed a pair of charts.
The two charts displayed two distinct time series using identical visual design. At fixed
positions, one chart was marked with T and the other with B (see Figure 4.1). At
each trial, participants first performed a discrimination task in which they were asked to
report whether T or B points to a larger value. The time elapsed before a participant
selects the corresponding radio button was registered as discrimination time. Participants
could change their answers and the extra discrimination time was taken into account.
Next, participants performed an estimation task were asked to estimate the absolute
value difference between the two points. They communicated their estimations using a
continuous slider without tick marks in order to avoid anchoring effects [63]. Once the
participant clicked on the "Next" button, the time elapsed since the discrimination task
is recorded as the estimation time. At this point, a new trial replaces the old one and
participants could no more go back to review their answers.

5.2.2 Chart Generation

Each experimental trial consisted of a pair of non-identical time series generated by
running a moving average smoothing algorithm over a constrained random walk. The
constrained random walk was intended in order to ensure a uniform distribution of values
at marker points, starting and ending points, and consequently, the real value difference
between the two markers of a trial pair. The smoothing process removes high frequency
fluctuations which would otherwise result in large value differences between adjacent
pixels. The data generation algorithm is detailed in Appendix A.
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(a) Line chart (b) Horizon Graph (Value–Position)

(c) Position–Value (d) Hue–Value

(e) Texture–Saturation (f) Hue–Saturation

Figure 5.1: Complete selection of visual mappings examined in this study displaying a
dummy dataset. Mappings (a), (b), and (c) use one geometric visual channel. Mappings
(d), (e), and (f) exclusively use optical channels. Except line chart which was included
as the reference point, all other techniques use composite visual mapping with modulo
division as the transformation function.

We admit that this type of data encompasses only a fraction of common time series
among many, for instance, time series with bursty or noisy characteristics. Having said
that, we believe that smoothed random walks are a relevant type of test data for the
decomposition function that we have chosen (modulo division) based on the tasks that
we evaluate (discrimination and estimation). Also, previous studies [39], carried out their
evaluation with this type of data, and using the same data type allows to compare the
results with the existing findings. Nevertheless, other types of data (e.g. noisy data) can
be used for more relevant tasks (e.g. trend detection) with different decompositions (e.g.
frequency separation).

In all evaluated time series, values varied between 0 and 100 and the width of
the charts corresponded to the length of the time series. The charts were generated
on HTML5 Canvas elements using JavaScript. In an attempt to preserve perceptual
uniformity, we chose polar CIELUV (HCL) color space for chart generation. However,
we respectively refer to chroma and lightness as saturation and value due to familiarity
of users and readers with these terms.

5.3 Evaluated Visual Mappings

Our initial selection of visual mappings consisted in six visualization techniques
(see Figure 5.1) from which, line charts and Horizon Graphs were adopted from the
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existing techniques. In the other four techniques in form of [Visual Channel 1]–[Visual
Channel 2], we used composite visual mapping where quotient of the modulo division
was mapped onto [Visual Channel 1], and the remainder onto [Visual Channel 2] similar
to our reference point, the Horizon Graphs. In our selection of visual channels, we
consider the categorization of channels into geometric and optical channels, as described
in Section 2.2.7.

Line chart:

We included the line chart as the most basic and familiar time series visualization tech-
nique. As suggested by Tufte [81], a shaded, high contrast line chart might be better
that a floating thin line.

Horizon Graph:

As the most relevant technique to our approach, horizon graphs are included in our list
as the reference point. Many coloring schemes is conceivable for differentiating layers in
Horizon Graphs. Hue variation for different layers can suffer from the lack of natural
ordering of hues. We adopted the more common color value (Lightness in HCL color
space) sequencing due to its better contrast than saturation sequencing (Chroma in
HCL color space). In this way, horizon graph implements a composite visual mapping of
Value–Position. We selected the final configuration by conducting a pilot test described
in Section 5.4.

Position–Saturation:

This mapping consists of the same combination of visual channels as in horizon graphs
but in the reversed order. The position visual channel was used for order of magnitude
information and thus, in discrete steps. Saturation varied continuously to map the re-
mainder of the modulo operation. This design was included to examine the effect of the
order of the visual channels in a composite mapping.

Hue–Saturation:

There is no intuitive order of hues that is acceptable to everyone. Therefore, continuous
variation of hue (“the rainbow”) should be avoided for quantitative data. In discrete
quantities (e.g. order of magnitude) the effect is more tolerable but still is context and user
dependent. For example, consider two green and red hues used in a unspecified context.
While some users may associate green to higher values and red to lower values (as in
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battery charge indicators), others may attribute red to values exceeding an authorized
threshold, and greens to lower values below that limit. Also, users with color deficiency
may misinterpret the data mapped on hue. We used a blue-orange color scheme for this
design to reduce these effects.

Double-banded:

We are aware of interactions between colors and graphical elements and their effects on
visual perception [6]. Hence, this design spatially separates the two visual channels into
two dedicated bands. Continuous values of the remainder of modulo division naturally
need more spatial resolution than discrete values of the order of magnitude. Hence, we
have encoded the order of magnitude on the upper band, which has half the width of
the lower band for smaller fluctuations. The upper band can be filed with color value
sequencing or discrete hues with equal color value resulting in Value–Value and Hue-Value
composite mappings, respectively. We chose the final design among other alternatives
after running a pilot test detailed in Section 5.4.

Texture-Saturation:

We decided to include this design in our list because of the particularity of the texture
channel. Although considered as an optical channel, its impact is directly related to the
geometric properties of its motifs. In our opinion, this positions texture on the borderline
between optical and geometric visual channels and worth studying for spatial efficiency.

Among the visual designs detailed above, line charts, Horizon Graphs, and Position–
Saturation rely on geometric visual channels (i.e. position and size), Hue–Saturation and
the Double-banded design rely solely on optical channels and finally, we consider Texture-
Saturation on the borderline of the two categories. This varied selection of the visual
designs was intended to to examine the effect of the type of visual channels in space-
constrained visualizations.

5.4 Pilot Studies

The selected combination of visual mappings can be implemented in different ways, using
various coloring schemes and configurations. We conducted a series of pilot studies
to choose our definitive visual designs for the main experiment. We are aware of the
statistical weakness of the results of the evaluations with such small sample sizes. Yet,
we opted for these tests as an objective aid to refine our final experimental design.
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Figure 5.2: Absolute estimation error for line charts and Horizon Graphs in pilot I.
Brackets show confidence intervals at 95 percent.

5.4.1 Pilot I: Mapping Selection

For statistical reasons, we had to reduce the number of variables in our experimental
design. Toward this aim, in a first pilot study we tried to identify the most pertinent
composite mappings among the six initial visual mappings in Figure 5.1. This experi-
ment also allowed us to compare composite mappings with line chart as the reference
visualization technique. All charts had the same length of 2000 pixels and we tested
four chart heights (128, 64, 32, and 16 pixels). At 128 pixels height, the chart measured
233×15 mm on the screen.

We conducted this experiment with 5 participants (4 male and 1 female) among
people working in our lab. The experiment consisted in 120 trials per subject (6 mappings
× 4 sizes × 5 trial per condition), divided into 5 experimental blocks. The experimental
protocol is described in Section 5.2.1.

For all visual designs, discrimination accuracy averaged above 95%, so we focused on
estimation accuracy rates. Among our four candidate designs, Hue-Sat had the highest
levels of estimation error, while showing no advantage in terms of speed. Based on these
results (even though not statistically significant) and the discussions with participants,
we decided to exclude this mapping from the main experiment.

Comparing line charts and horizon graphs (Figure 5.2), we observed one of the effects
already reported in [39]. As in the preceding study, accuracy decreased at smaller chart
heights for both line charts and horizon graphs. However, this effect was most prominent
for line charts. Given this observation, we consider our first hypothesis (H1) as valid and
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(a) (b) (c)

(d) (e)

Figure 5.3: Different color schemes tested in pilot II. We finally selected (a) for the
double-banded design and (d) for horizon graphs in the main experiment.

we exclude line charts from our final experiment and keep horizon graph as the reference
point.

5.4.2 Pilot II: Color Scheme Selection

The choice of color can impact the performance of the visualizations and hence, we
conduct the second pilot experiment to choose the color schemes for horizon graphs and
the double-banded design. It has been established that the maximum spectral sensitivity
of the human eye under daylight conditions is at a wavelength of 555 nm [35] (i.e. green
hues). For this reason, we chose shades of green (varying the color value) as a candidate
color scheme in addition to monochromic (no hue effect and maximum color contrast)
for horizon graphs and the double-banded design. We also included a third color scheme
with red and blue hues (with constant and equal color value) for the double-banded
design (the upper band) resulting in a Hue-Value composite mapping.

We conducted a pilot test on the 5 color schemes (2 for horizon graphs and 3 for the
double-banded) with 3 participants that have not had participated in the previous pilot.
We tested four chart heights (1, 1/2, 1/4, and 1/8 scale factors) where the tallest chart
corresponded to 128 pixels and physical size of 15 millimeters on our screen. In horizon
graphs, we saw no difference between green gradients and chromatic in terms of accuracy.
This can be explained by the fact that with both color schemes, users solely relied on
the (equal) difference of color value and presence of hue had a minimal role. Yet, in the
discussions with participants they reported their preference for colored horizon graphs
over the chromatic version. Thus, we selected green color scheme for horizon graphs in
the main experiment.

Regarding the double-banded design, although the accuracy was similar for all color
schemes, surveyed users overwhelmingly favored red and blue scheme over other options.
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(a) (b) (c)

Figure 5.4: We tested three textures for the Texture–Saturation design. We finally
selected (a) for the main evaluation.

In discussions, they reported that they found it extremely fast and easy to detect red
zones (and therefore, higher values) without confusing the order of magnitude of the two
colors. Interestingly, some participants found chromatic double-banded design confusing,
as they considered darker regions corresponding to smaller values (i.e. “off” pixels) and
lighter regions to larger values (i.e. “on” pixels). Therefore, we selected the double-banded
design with blue/red as the final design for the main experiment.

5.4.3 Pilot III: Texture Selection

Our third pilot study aimed to finalize our Texture–Saturation design among three can-
didate textures (see Figure 5.4). For space efficiency reasons, we aimed to minimize the
occlusion of the superimposed motifs. Therefore, we avoided complex motifs or inclined
lines which take more space than straight lines or dots. We tested three chart heights (1,
1/4, and 1/8 scale factors) where the tallest chart corresponded to 64 pixels and physical
size of 8 millimeters on our screen.

Six persons, 4 males and 2 females, performed the discrimination and estimation task
on 45 trials (15 trial per condition). Accuracy was similar for all three cases. Nevertheless,
a few observations by the participants convinced us to choose the texture 5.4a. Some
participants reported experiencing uncomfortable vibratory sensations similar to those
described in Section 2.2 with 5.4b and 5.4c due to the repetitive pattern. Impact of spatial
frequency (e.g. "spreading" effect) on visual and color perception is well documented in
the literature [83]. These effects can heavily influence the perception of colors between
the bars in 5.4c. Some users also reported that in some instances, a marker was positioned
exactly on a bar which naturally covered the underlying color and so, they based their
estimation on the color in adjacent zones.

5.5 Main Experiment

We used the indicative findings of our pilot tests to finalize the design of the main experi-
ment. As a result, we removed line charts (Figure 5.1a) and Hue–Saturation (Figure 5.1f)
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for the reasons discussed earlier. The four remaining visual mappings, i.e. horizon graphs,
Position–Value, Hue–Value, and Texture–Sat were used as they appear in Figure 5.1.

In order to maintain a reasonable number of conditions, we only tested three scale
factors (1, 1/4, 1/8) where factor 1 corresponded to a height of 64 pixels and 8 millimeters
on our screen. All charts measured 2000 pixels wide corresponding to 233 millimeters
in physical size on our screen. We recruited twenty unpaid participants (17 males, 3
females) aged between 22 and 39 (with median age of 27.5) among people working in our
laboratory. All participants were degree holders in computer science and had normal or
corrected vision and no color deficiency. For all trials, participants were told to keep a
fixed viewing distance of about 50 centimeters from the screen.

During the training phase preceding the main experiment, we introduced each visual
design to the participants. Next, they performed the discrimination and estimation task
on each training set ordered from the tallest to the shortest chart height with three
trials per condition. This tutorial consisted of a total of 4 (mapping) × 3 (size) × 3
(trials per condition) = 36 trials per participant. During this stage which lasted about
15 minutes, participants could familiarize with all conditions and develop their strategies
for the demanded tasks.

The main evaluation that followed the tutorial consisted in a total of 4 (mapping)
× 3 (size) × 7 (trials per condition) = 84 trials per participant. Trials were divided
into four experimental blocks of 21 trials and the order of the trials in each block was
randomized for each participant. In order to make sure that participants make use of
both visual channels, the two comparison points of each trial were intentionally located in
different orders of magnitude. We also balanced the 7 trials of each condition (mapping
and size, combined) for value difference between the comparison points. Participants
performed the experiment with the procedure detailed in Section 5.2.1. At the end of
the experiment, participants filled in a questionnaire about the evaluated techniques.

5.5.1 Results

For all conditions, discrimination scores averaged 98% or higher. Therefore, we focus on
interpretation of other measurements. Linear regression lines in Figure 5.11 report overall
observed trends for each visual mapping regarding different measures. For more in depth
analysis of these trends, we used multi-factor analysis of variance (ANOVA) to identify
statistically significant differences in performance. When significant differences were
found, we used t-tests and Tukey’s honest significant difference test (HSD) to identify
pair-wise significance.
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Figure 5.5: Tukey’s honesty significant difference (HSD) comparisons show significant
difference in discrimination time between Hue–Value and horizon graphs (pair-wise p <
0.001). Measures are in seconds.

Discrimination Time

ANOVAs showed a significant effect of visual mapping on discrimination speed with
F (3, 57) = 15.894, p < 0.001. Tukey HSD comparisons in Figure 5.5 showed that Hue–
Value is significantly faster than horizon graphs regarding this criterion (t(57) < 0.001).
Furthermore, pair-wise t-test showed that at the smallest chart height (4 pixels), par-
ticipants performed significantly faster with Hue–Value and Texture–Saturation than
horizon graph (t < 0.01).

Estimation Error

Figure 5.6 shows distributions of estimation errors by each visual mapping across all
chart heights. Even though they look similar, ANOVAs showed a significant effect of
visual mapping (F (3, 57) = 15.021, p < 0.001). Post-hoc Tukey’s HSD comparisons
identified Texture–Saturation as the only significantly different visual mapping in terms
of estimation error averaged across chart heights (see Figure 5.8).

We found a significant difference in estimation accuracy across different chart heights
(F (2, 57) = 15.033, p < 0.001). Tukey’s HSD comparisons confirm significant differences
between the smallest chart height and the two taller heights (see Figure 5.7). In order
to identify the exact effects of size, we calculated t-tests which confirm that even if the
differences in estimation accuracy is insignificant between 1/16 and 1/4 scale factors,
horizon graph has significant worse accuracy in those chart heights than the tallest chart
height (with pair-wise significances p < 0.05).
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Figure 5.6: Distribution of logarithmic estimation error by visual mapping across all
chart heights

Figure 5.7: Tukey’s honesty significant difference (HSD) comparisons show significant
higher errors in the smallest chart height. Errors are reported in units.
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Figure 5.8: Tukey’s honesty significant difference (HSD) comparisons show no significant
difference in estimation accuracy between horizon graphs and other mappings except
Texture–Saturation (pair-wise p < 0.001). Errors are reported in units.

Estimation Time

We found a significant effect of chart height in estimation error (F (2, 38) = 4.42, p =

0.012). Tukey HSD comparisons reveal that estimation time decreases with chart height
and the difference is significant between the smallest and tallest chart height (see Fig-
ure 5.9). We did not find any significant effect of visual mapping on estimation time
(F (3, 57) = 1.94, p = 0.14). However, we found a weak significance of mapping effect
between horizon graphs and Texture–Saturation at the tallest chart height by looking at
t-test results (pair-wise p = 0.04).

5.5.2 Results from the Questionnaire

Following the evaluation, participants filled in a questionnaire in which, they rated and
commented the four mappings. Participants were asked to give a note out of 0 to 10 (10
being the highest note) to each mapping for discrimination and estimation tasks in small
and large chart heights, respectively. They also rated their overall satisfaction and their
familiarity with each technique using the same scale.

Horizon graph was the most familiar visual mapping for the most of the participants,
seconded by Position–Value. Other techniques were much less known to the participants,
even though five of the participants had already participated in our pilot experiments.
Participants reported Hue–Value as their favorite technique, followed by horizon graph
(see Figure 5.10). For the discrimination task, participants in average preferred Hue–
Value regardless of chart’s height. Horizon graphs was most favored for estimation task
in large chart sizes and Hue–Value in small chart heights.
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Figure 5.9: Tukey’s honesty significant difference (HSD) comparisons show faster esti-
mation at smaller chart heights.

Figure 5.10: General Satisfaction for each visual design. Each black point represents one
participant’s answer.
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5.5.3 Discussion of the Results

In the first pilot study, we witnessed partial reproduction of the earlier findings from
comparison of line charts and horizon graphs. We consequently accept our first hypothesis
(H1) as valid.

Our results confirm that at the tallest chart heights (1 scale factor), horizon graphs
have the best estimate accuracy compared to other designs (p < 0.05 for all pair-wise
comparisons). The accuracy is impacted by reduction of charts’ height, yet the effect is
not identical for all designs. Accuracy differences between the smallest and tallest chart
heights were most significant for horizon graphs (pair-wise p = 0.011) and Texture–
Saturation (pair-wise p < 0.001) and not significant for Hue–Value and Position–Value
(see also Figure 5.11a).

At the smallest chart heights, horizon graph lost its absolute superiority and we
showed that accuracy of Hue–Value, Position–Value, and horizon graphs converge (as
seen in Figure 5.11a). This validates our second hypothesis (H2) that in small chart
heights, our visual designs are on a level with horizon graphs.

We did not observe significant impact of chart height on discrimination time and
Hue–Value was significantly faster than horizon graphs across all chart heights (see Fig-
ure 5.11c for trends). Similar to findings in previous works, we found that estimation
time decreases as chart height decreases and that it converges for all mappings in the
smallest chart hight(see Figure 5.11b). This confirms our third hypothesis (H3) that
in small chart heights mappings such as Hue–Value offer the same levels of accuracy as
horizon graphs and yet, offer advantages in terms of speed.

5.6 Design Implications

Based on the described empirical results and discussions with participants of our study,
we offer the following design recommendations for effective use of the introduced visual
designs and composite visual mapping in general.

Optical visual channels gain advantage as chart size decreases

Users of visualization systems have naturally more confidence in comparing physical
attributes like size and position than perceptual attributes like color. At least for the task
we tested, we showed that accuracy difference is reasonable in large sizes and insignificant
in small sizes. We suggest that optical visual channels can be used more widely in cases
where perception of size-related attributes are impacted, i.e. when chart size decreases.
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(a) (b) (c)

Figure 5.11: Linear regression lines with 95% confidence intervals for different mappings
across the tested chart heights showing trends for (a) estimation errors, (c) discrimination
time, and (b) estimation time.

Using texture in composite mapping is tricky

Blending texture and variation of other optical channels should be considered with a grain
of salt. Many patterns for texture can unnecessarily occlude information, introduce visual
clutter, or create undesired effects (e.g. vibratory sensations). Some other patterns may
appear too minimalistic and difficult to distinguish in small sizes. Also, texture can
seriously interfere with perception of the underlying color.

Hue coding is fast, but context should be considered

Mapping information on the hue channel can increase discrimination speed even in small
chart sizes. However, interpretation of hues is context dependent and some hues (e.g.
bright reds and yellows) are easier to spot. For example, participants in our experiment
found it extremely easy to spot a red region as it rapidly raises a red flag. As the
participants were asked to report the higher value, the selected order of hues (reds >

blues) was in coherence with this comparison task.
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Geometric channels can still be used in small chart heights

Horizon graph is still a powerful space-efficient technique for time series visualization and
further improvements in screen resolutions can ease the use of geometric visual channels
in small screen sizes. However, size-related visual channels may suit better for discrete
information (e.g. order of magnitude) or data with less fluctuation (e.g. trend component
of a time series) in small chart sizes.

5.7 Limits and Perspectives

Our design recommendations, nevertheless, are valid with some limitations. Due to
experimental and statistical constraints, we only investigated common but narrow tasks
of comparison and estimation and only examined one type of data. Visual analysis of time
series involves many other tasks that have not been evaluated in this study. For future
studies, modified visual designs (e.g. frequency separation instead of modulo division)
can be evaluated for corresponding appropriate tasks (e.g. trend detection) with their
routinely associated data (e.g. noisy data).

Another limitation of this study is that our implementation of the selected combina-
tions of visual channels are only some among many possible visual designs. As observed
in the results of our pilot studies, the performance of new mappings depend on their
design and could be further enhanced.

Also, profile of the participants of the study was limited to people working in our
laboratory. Half of the participants had already participated in one of our earlier studies
or pilots. This could introduce an involuntary bias. However, we did not observe common
behavior or better performance among this group of participants.

In our study we only examined two layered (i.e. values divided into two levels using
modulo division). As in earlier studies on effects of layering in horizon graphs [39],
future work can evaluate the effectiveness of our visual design in higher numbers of
layering. While our study report important trends on the effects of chart height and visual
mapping, more participants with more diverse backgrounds can improve the statistical
robustness of our analysis.

5.8 Summary

In this chapter, we presented our second empirical study on a selection of composite
visual mappings. Similar to horizon graphs, these visual designs combine two visual
channels for visualizing the same data attribute, in order to separate different facets of
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data and increase the information bandwidth. We pit our designs against horizon graph
in discrimination and estimation tasks and observed that while horizon graph has superior
performance in larger chart heights, it is significantly impacted by chart height reduction.
On the other hand, our proposed visual designs that mainly use optical visual channels
instead of geometric channels have proven performances similar to horizon graph in small
chart heights. One of our visual designs, Hue–Value, even offers faster discrimination
speed while remaining as accurate as horizon graphs in small chart heights.

We note that despite the general mistrust of optical channels for quantitative visual-
ization due to their perceptual nature, they perform as good as geometric visualizations
in space-constrained visualizations in the tasks we evaluated. We evaluated the effects
of chart height and visual mapping on discrimination and estimation tasks and based on
the results, we proposed several design recommandations (advantages of optical channels
in low resolutions, the blending effects, reported artefacts, etc.).

We learned from our evaluations and discussions that the new visual designs are
easy to learn by novice users and mostly positively received by participants. We should
remember that users are more familiar with geometric representations of data and that
further training may improve their performance with our proposed designs.



Conclusion

Summary of Contributions

In response to the existing challenges in visualization of large multidimensional time
series, we aimed to come up with visual designs based on an alternative approach to
visual mapping. We intended to verify that our approach to visual mapping facilitates
visual analysis and is space efficient by design. Such visual designs would be beneficial
for improving visual analysis of large amounts of data in space constraint situations.

To this aim, we reviewed the literature of time series visualization with a focus on
visual mapping and the visual channels. We noticed from this review that most of the
existing mappings depend mainly on geometric visual channels (e.g position and size) to
communicate quantitative information. In this manner, the use of optical visual channels
(e.g. color) is mostly limited to redundant encoding of the same information in order to
attract the attention of the user (e.g. a graphical mark which is larger in size is also
darker in color). This choice may be explained by the advantages of physical attributes
such as size over more perceptual attributes like color. However, physical attributes are
naturally more sensitive to the space constraints of visualization and optical channels
could compensate for compromises in those situations.

Nevertheless, our goal was not to exclusively use optical channels to replace ge-
ometric channels. We got interested in combinations of visual channels which would
distribute the information load. We identified few techniques which implement what
we called composite visual mapping. This approach consists in decomposing each data
value into several sub-values, each conveying information on specific facets of data. The
choice of the decomposition operation is made based on the interest of the user and the
analytical task at hand. Each resulting sub-value is then mapped onto a separate visual
channel. This one-to-many approach dedicates full bandwidth visual channels to each
facet of data. With the visual channels selected properly, users can exclusively attend
the desired facet of data and hence, increase their precision and speed in dealing with
that property of data.

101
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A systematic study of the design space for such approach is the first contribution
of this thesis. We achieved this goal thanks to an exploratory table which allowed us to
identify the potentially interesting composite mappings for further evaluation.

Our second contribution is an evaluation of a selection of promising composite visual
mappings where we compare them with the well established horizon graphs. Our results
globally hinted that other composite mappings can produce similar accuracy to that of
horizon graphs, while improving users’ speed in discrimination and estimation tasks.

A second empirical study based on the findings from our first evaluation constitutes
our third contribution in this thesis. In this study, we evaluate the effects of chart height
across different composite visual mappings. The results demonstrated that while horizon
graphs were superior to our techniques at higher chart heights, they lose their advantage
in smaller heights. In addition, at least one visual design (Hue–Value) performed faster
that horizon graph. The results demonstrated that even without any previous knowledge
of the new techniques, they lead to similar, and in some aspects, better performance in
discrimination and estimation tasks at small chart heights. Small chart heights is a
recurrent situation when the display space is limited du to the size of the screen or the
amount of data. Based on the findings of this series of evaluations, we came up with
several design guidelines on combination of visual channels.

Perspectives

In our empirical studies, we reproduced the experimental protocol of the previous studies
on horizon graphs [39]. We hence only evaluated the new visual mappings in limited
tasks, i.e. discrimination and estimation. While the results show similar accuracy among
the new techniques and horizon graphs in those tasks, further studies are necessary to
evaluate the performance of the new mappings in other analytical tasks, e.g. trend
detection.

Also, we exclusively used artificially generated random walks as test data for our
evaluations. While this choice helped us to control experimental parameters, it obviously
does not cover all types of data. Further studies should be carried our to evaluate new
composite mappings for other types of data, e.g. bursty data. Also, our empirical studies
were oriented toward the precision of the evaluations. Realistic evaluations should be
carried out with realistic data in order to be able to comment on the effectiveness of our
techniques in real applications.

In future research, it would be an asset to investigate combinations of more than
two visual channels. Increasing the number of visual channels may also require new
interaction techniques (e.g. data visualization in VR/AR). A generalized version of our
exploratory table allows to study such higher-dimensional combinations.
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Another future research avenue may investigate the use of composite visual mapping
for types of data other than time series, e.g. geospatial data. Similar to composite visual
mapping in time series which allows to separate evaluation of different features of data
throughout time, applying the same approach to maps allows to visualize the geographical
distribution of the main features, e.g. order of magnitude.

Finally, real-world time series visualization tools are promising areas for implementa-
tion of our proposed designs. Future works on visualization tools can combine composite
visual mappings with the approaches that were excluded from the scope of this thesis.
For instance, a user may need to overview a large number of time series in a limited
space (See the whole). This can be accomplished with data management techniques (e.g.
aggregation) and our composite mappings thanks to their space efficiency properties.
Furthermore, the user can apply additional interactive space efficiency techniques (e.g.
distortion lenses) to dig into more details.

Implementing these techniques allow to view and explore larger datasets. This step
will allow to assess scalability, advantages, and limits of our visual designs in practice.
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Appendix A

Data Generation

For both experiments, we used random walks to generate the evaluated time series. The
script below shows the computation of constrained random walks used in Chapter 5. We
used Moving average to smooth the generated data. The smoothing factor remained
constant for all time series.

Script

1 import numpy as np

2 import matplotlib.pyplot as plt

3

4 w = 2000 # length of time series

5 subt = 12 # number of unique conditions

6 k = 6 # smoothing factor

7

8 dlen = 7 # number of repetitions per condition

9 deltas = [100*i/(dlen+1) for i in range(1,dlen+1)] # bins for value differences

(deltas)

10 noise = np.random.uniform(-5,5,dlen) # noise added to delta bins

11

12 total = subt*dlen # total number of time series to generate

13

14 x_t = .2*w # position of marker T

15 x_b = .8*w # position of marker B

16 nu = int(x_t) + k - 1 # number of points before the first marker

17 nc = int(x_b - x_t) - 1 # number of points between the two markers

18

19 outfile = open(’DATA.txt’, ’w’)
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20

21 # Calculate possible variation of delta

22 def getMargin(d):

23 m = 20 - abs(0.5*(d-50))

24 return m

25

26 # Get values at two ends of the series

27 def getEnds():

28 nends = 2

29 ends = []

30 lows = np.random.uniform(0,50,nends)

31 highs = np.random.uniform(50,100,nends)

32 for i in range(nends):

33 one = [lows[i], highs[i]]

34 np.random.shuffle(one)

35 ends.append(one)

36 return ends

37

38 # Constrained random walk from y0 to y1 in n steps

39 def walk(y0, y1, n):

40 y = y0

41 res = [y0]*(n+1)

42 unifs = np.random.uniform(0,1,n)

43 for i in range(0,n):

44 theta = (1-(y1-y)/(n-i))/2

45 if ((unifs[i]<=theta and y>=1) or y>99): y -= 1

46 else: y += 1

47 res[i+1]=y

48 return res

49

50 # Generate a pair of random walks with real difference "delta"

51 def generatePair(delta,offset):

52

53 lo = 50 - delta/2 + offset

54 hi = 50 + delta/2 + offset

55 targets = [lo, hi]

56 target = targets[:]

57 np.random.shuffle(target) # Shuffles order of the two marked values

58

59 endPoints = getEnds()

60 C21 = walk(endPoints[0][0], target[0], nu)

61 C22 = walk(target[0], endPoints[0][1], nc+nu+1)

62 C1 = C21 + C22 # concatenate two pieces of the first series

63

64 C21 = walk(endPoints[1][0] ,target[1], nc+nu+1)

65 C22 = walk(target[1], endPoints[1][1], nu)
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66 C2 = C21 + C22 # concatenate two pieces of the second series

67

68 return [C1, C2]

69

70 # Moving Average for smoothing the generated random walks

71 def smooth(res):

72 data = []

73 order = 2*k+1

74 dw = len(res)

75 for i in range(k,dw-k):

76 value = 0

77 for j in range(-k,k+1):

78 value += 1/order * res[i+j]

79 data.append(value)

80 return data

81

82 # Write data to file

83 def writeData(ts):

84 data = smooth(ts)

85 for x,y in enumerate(data):

86 print(’% 7.4f’ % y, file = outfile)

87

88 # Generate and write pair of series

89 def writePair(d,r):

90 pair = generatePair(d,r)

91 writeData(pair[0])

92 writeData(pair[1])

93

94 ds=[] # real deltas

95 for i in range(dlen):

96 d = deltas[i] + noise[i]

97 m = getMargin(d)

98 sig = np.random.uniform(-m,m,subt)

99 for j in range(subt):

100 ds.append(d)

101 r = sig[j]

102 writePair(d, r)

103

104 # Plot deltas distribution

105 plt.hist(ds, bins=100)

106 plt.title("Delta Distribution")

107 plt.show()

The algorithm above is illustrated in Figure A.1. Each series is composed of two
constrained random walks:
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Figure A.1: Generating a pair of random walks by its constraining points.

• C1 = C11(from e0,0 to t0) + C12(from t0 to e0,1)

• C2 = C21(from e1,0 to t1) + C22(from t1 to e1,1)

The function getEnds() randomly draws the end points e0,0 and e0,1 (as well as
e1,0 and e1,1) from opposite sides of the 50% bar. The target points t0 and t1 denote
the values at marker T and B, respectively. The difference between the two values t0

and t1 is equal to the delta in the algorithm. Note that this difference of values can vary
from the delta bins because of the added random noise. For each passed delta, the added
noise is constrained (variance calculated by getMargin()) in a way to ensure that the
two target points are always located in opposite sides of the 50% bar. The order of the
end points and target points of series are randomized throughout all pairs.

Real Value Difference Distribution

Figure A.2 shows the distribution of real value differences between the two evaluation
points (T and B) in the experiment described in Chapter 5. We made sure that the two
reference points’ values are located in opposite sides of the 50% bar, i.e. in two different
layers in a two layers configuration. This choice was intentionally made to guarantee that
viewers take advantage of both visual channels. As seen in the script, we added noise to
the deltas to variate them around the initial 7 bins (see Figure A.2).
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Figure A.2: Distribution of real value differences (deltas) in pairs of time series evaluated
in Chapter 5.





Appendix B

Construction of an Example
Composite Visual Mapping

Figure B.1 illustrates construction of a composite visual mapping (Position–Saturation)
using modulo operation. First, each data value is decomposed to its components accord-
ing to Equation 3.2. Next, each new sub-value is conventionally mapped onto Position
and Saturation visual channels. The two representations are multiplexed to obtain the
final composite mapping. However, the multiplexing step is not unique and can be
achieved in multiple ways. For instance, here we could also put the two primary map-
pings together in two separate charts. The final choice of multiplexing was mostly made
based on space efficiency. The same process is valid for construction of other composite
mappings.
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