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Abstract

This thesis is focused on problems related to the theory of combinatorial limits, a
recent theory that opened links between different fields such as analysis, combinatorics,
geometry and probability theory. The purpose of this thesis is to apply ideas coming
from this framework to problems in extremal combinatorics.

In a first chapter we develop a theory of limits for order types, a geometrical
object that encodes configuration of a set of points in the plane by the mean of the
orientations of their triangles. The order type of a point set suffices to determine many
of its properties, such as for instance the boundary of its convex hull. We show that the
limit of a converging sequence of order types can be represented by random-free object
analogous to a graphon. Further, we link this notion to the natural distributions of
order types arising from the sampling of random points from some probability measure
of the plane. We observe that in this mean, every probability measure gives rise to a
limit of order types. We show that this map from probability measure on the plane
to limit of order type is not surjective. Concerning its injectivity, we prove that if a
measure has large enough support, for instance if its support contains an open ball,
the limit of order types the measure generates suffices to essentially determine this
measure.

A second chapter is focused on property testing. A tester is a randomized algorithm
for distinguishing between objects satisfying a property from those that are at some
distance at least ε from having it by means of the edition distance. This gives very
efficient algorithms, and in particular algorithms whose complexity does not depend
on the size of the input but only on the parameter ε. For graphs, it has been shown
by Alon and Shapira that every hereditary property has such a tester. We contribute
to the following question : which classes of graphs have a one-sided property tester
with a number of queries that is a polynomial in 1/ε ? We give a proof that the class
of interval graphs has such a tester.

The theory of flag algebras is a framework introduced by Razborov closely related
to dense limit of graphs, that gives a way to systematically derive bounds for param-
eters in extremal combinatorics. In a third chapter we present a program developed
during my PhD. that implements this method. This program works as a library that
can compute flag algebras, manipulate inequalities on densities and encode the opti-
mization of some parameter in a semi-definite positive instance that can be given to a
dedicated solver to obtain a bound on this parameter. This program is in particular
used to obtain a new bound for the triangle case of the Caccetta-Häggkvist conjecture.
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Résumé

La théorie des limites d’objets combinatoires est une récente théorie qui a permis
de tisser des liens entre différents domaines tels que la combinatoire, l’analyse, la
géométrie ou la théorie de la probabilité. Le but de cette thèse est d’appliquer des
méthodes venant de cette théorie à des problèmes de combinatoire extrémale.

Un premier chapitre traite de limites d’objets géométriques appelés types d’ordre,
un objet qui encode certaines propriétés des configurations d’ensembles de points du
plan. Le type d’ordre d’un ensemble de points suffit à caractériser certaines des proprié-
tés essentielles de cet ensemble, comme par exemple son enveloppe convexe. Je montre
qu’une limite de types d’ordre peut être représentée par un objet analogue à un gra-
phon à valeurs 0 ou 1. Les limites de type d’ordre sont à mettre en relation avec les
méthodes d’échantillonnage d’ensembles de point du plan. En particulier, toute loi de
probabilité sur le plan engendre une limite de types d’ordre qui correspond à l’échan-
tillonnage de points suivant cette loi. Je montre d’une part que cette correspondance
n’est pas surjective, c’est-à-dire qu’il existe des limites de types d’ordre ne venant pas
de probabilité du plan, et j’étudie d’autre part son injectivité. Je montre que si le sup-
port d’une mesure de probabilité est suffisamment « gros », par exemple s’il contient
une boule ouverte, alors la limite que cette mesure engendre suffit à caractériser cette
mesure à une transformation projective près.

Un second chapitre traite de test de propriété. Un testeur de propriété est un
algorithme aléatoire permettant de séparer les objets ayant une certaine propriété des
objets à distance au moins ε de l’avoir, au sens de la distance d’édition. Ce domaine
donne des algorithmes extrêmement rapides, et en particulier des algorithmes dont la
complexité ne dépend pas de la taille de l’entrée mais seulement d’un paramètre de
précision ε. Un résultat fondamental de ce domaine pour les graphes montré par Alon
et Shapira est le suivant : toute classe de graphe héréditaire possède un tel testeur.
Cette thèse contribue à la question suivante : quelles classes de graphes possèdent un
testeur dont la complexité est un polynôme en 1/ε ? Je montre qu’en particulier la
classe des graphes d’intervalles possède un tel testeur.

La théorie des algèbres de drapeaux est un outil étroitement lié aux limites de
graphes denses qui donne une méthode pour démontrer des bornes sur certains para-
mètres combinatoires à l’aide d’un ordinateur. Dans un troisième chapitre, je présente
un programme écrit durant ma thèse qui implémente cette méthode. Ce programme
fonctionne comme une bibliothèque pour calculer dans les algèbres de drapeaux, mani-
puler des inégalités sur les drapeaux ou encoder des problèmes d’optimisations par une
instance de programme semi-défini positif qui peut ensuite être résolue par un solveur
externe. Ce programme est en particulier utilisé pour obtenir un nouvelle borne pour
le cas triangulaire de la conjecture de Caccetta-Häggkvist.
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Introduction

Describing the structure of large combinatorial structures, such as those under-
lying the network of the internet, huge sets of data, or protein interaction graphs
for instance, is an important challenge in combinatorics that has both a theo-
retical and practical interest. A theory of limits of combinatorial structure has
been developed over the last decade and gives tools to tackle with such struc-
tures. The general idea of this theory is to study sequences of objects whose
size tends to infinity (in some sense, this could be the mathematical concept
corresponding to what a very large object is), and that share some asymptotic
properties. This sequence is then condensed into some limit object that hope-
fully captures the essential properties of the sequence, while smoothing their
local asperities.

The most studied case is the theory of limits of dense graphs. This the-
ory has been developed by Borgs, Chayes, Lovász, Razborov, Sós, Szegedy
and Vesztergombi. The density of a graph with k vertices in another graph
is the probability that k random vertices induce this graph. A sequence of
graphs (Gn)n∈N converges if for every graph H, the density of H in Gn con-
verges to some number `(H) when n tends to infinity. The function H 7→ `(H)
is the limit of the sequence (Gn)n. This limit is a very abstract object that is
completely different from a graph. As more "concrete" object to represent the
limit object for converging sequences of dense graphs, the authors mentioned
above introduced the notion of graphons, which is the contraction of graph func-
tion. A graphon is a symmetric measurable function W : [0, 1]2 → [0, 1] that
works as a (continuous) adjacency matrix and that is considered modulo re-
ordering operations that are the continuous analogs of graph isomorphism. The
random sampling of a graph of size n in a graphon W consists in the following
process. Pick n random points x1, . . . , xn uniformly in [0, 1] and construct a
graph whose vertices are the numbers x1, . . . , xn and put the edge from xi to xj
with probability W (xi, xj). The graphon (Gn)n∈N represents the limit ` if for
every graph H, a random sampling of a graph of size |V (H)| in W gives H with
probability exactly `(H). The graphons make links between different fields of
mathematics and in particular introduces analytic tools for graph theory.

Independently, Razborov developed in 2007 the theory of Flag algebra. This
theory is based on the notion of density and apply to a large variety of combi-
natorial objects such as graphs, hypergraphs or permutations. In this theory,
limits of are exactly the (positive) homomorphisms of a given algebra. Flag alge-
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bras provide an algorithmic method to prove bounds in extremal combinatorics
with the help of a computer.

This thesis contains three chapters.
In a first chapter, we develop a theory of limits for order types. An order type

is a combinatorial object coming from geometry that encodes the configuration
of a set of points in the plane by the mean of the orientations of its triangles. The
order type of a point set suffices to determine many of its geometrical properties,
such as the boundary of its convex hull or which graphs can be drawn based on
these points without crossing. Limits of order types can be defined analogously
to limits of dense graphs, or equivalently as a particular case of as the limit of
combinatorial structures, as for instance defined by Razborov. We show that the
limit of a converging sequence of order types can be represented by a function
W : [0, 1]3 → {−1, 1} analogous to a graphon with values in {0, 1} (such a
graphon is called random-free). Limits of order types have to be put in parallel
with the following natural method for sampling configurations of n points on the
plane: Fix a probability measure µ of R2, for instance the uniform measure on
a square and sample n random points independently and according to µ. The
distribution of order types given by such a process happens to define a limit of
order types `µ. Such a limit is called a geometric limit. The main purpose of
the chapter is to study the resulting mapping ` 7→ `µ from probability to limits
of order type. We show that this function is not surjective, that is there exists
limits of order type that are not geometric. Concerning the injectivity, note that
every measure µ whose support is in convex position generates the same limit of
order types `C that assigns 1 to order types of points in convex position and 0
to the others. However, if two measures µ and µ′ give the same limit `µ = `µ′

then they are equal up to a projective transformation whenever the support of
these measures are large enough. We show two results in this direction. The
first one show that this property holds if the support of µ contains an open ball.
The second one shows that it holds if both µ and µ′ have Hausdorff dimension
strictly more than one.

A second chapter is focused on one-sided property testing of graphs. A
tester is a randomized algorithm for distinguishing between objects satisfying a
property from those that are at some distance at least ε from having it by mean
of the edition distance. This gives very efficient algorithms, and in particular
algorithms whose complexity does not depend on the size of the input but
only on the parameter ε. For graphs, it has been shown by Alon and Shapira
that every hereditary property has such a tester. However, the bound of the
complexity of this tester, though it is independent from the size of the input, is
a tower of exponential which makes it unusable in practice. We contribute to
the following question: which classes of graphs have a one-sided property tester
with a number of queries that is a polynomial in 1/ε? We give a proof that the
class of interval graphs has such a tester.

A third chapter presents a program developed during my PhD that imple-
ments flag algebras. Flag algebras are a tool introduced in 2007 by Razborov
closely related to limits of dense graphs, intended to solve problems of extremal
combinatorics with the help of a computer. The theory of flag algebras applies
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to every combinatorial object with a notion of induced substructure such as for
instance graphs, hypergraphs, permutations, or order types. The chosen object
(the graph, the hypergraph, the permutation) is called a flag. The definition of
flags is designed so that following notion of density exists: the density of F in G
is the probability that a random induced substructure of G of same size as H is
equal to H. The purpose of flag algebras are used to to show asymptotic results
on these densities, in particular by encoding some properties of densities, such as
relations coming from double-counting, in an algebra constituted of linear com-
binations of flags endowed with a product. The main feature of flag algebras is
the semi-definite method, that consist in translating the search for the extremal
value of a density using a costumed list of inequalities plus so-called Cauchy-
Schwartz inequalities into semi-definite program. Such a problem can then be
solved using an external solver, such as the solver csdp, to obtain a bound on
the considered density. The program I wrote during my PhD can be used as a
library that can compute flag algebras, manipulate inequalities on densities and
encode the optimization of some parameter in a semi-definite positive instance
that can then be given to a solver. In a joint work with Jean-Sébastien Sereni
and Jan Volec, my program was used to give a new bound for the triangle case
of the Caccetta-Häggkvist conjecture.



12 CONTENTS



Chapter 1

Limits of order types

This section follows a joint work with Xavier Goaoc, Alfredo Hubbard, Jean-
Sébastien Sereni and Jan Volec published in [21]. Part 1.5 has been written
with Jean-Sébastien Sereni. Part 1.10.1 is a joint work with Xavier Goaoc and
Alfredo Hubbard.

1.1 Chirotopes
The orientation of a triangle abc is clockwise if a is on the right of the line bc
oriented from b to c. Similarly, the orientation of abc is counter-clockwise if a is
on the left of the line bc oriented from b to c.

c

b a

a

b c

abc is clockwise abc is counter-clockwise

Figure 1.1 – Orientation of triangles.

Notice that this orientation depends on the order of the vertices of the tri-
angle. Indeed, if abc is a clockwise triangle, then the triangle bac is counter-
clockwise.

Algebraically, the orientation of a triangle can be computed using the deter-
minant. For a vector a = (xa, ya) of R2, let a⊕1 denote the vector (xa, ya, 1) ∈
R3. Consider three points a, b and c of R2. The value A(a, b, c) = det(a⊕1, b⊕
1, c ⊕ 1) is positive whenever abc is a counter-clockwise triangle and negative
whenever abc is a clockwise triangle. If a, b and c are aligned, then A(a, b, c) = 0.
Let sign : R → {−1, 0, 1} be the sign function, that is the function that maps

13
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x ∈ R to 1 if x > 0, to −1 if x < 0 and to 0 if x = 0. Given a subset A ⊆ R2

of points of the plane, the chirotope of A is the function

χA :
{

A3 → {−1, 0, 1}
(a, b, c) 7→ sign(det(a⊕ 1, b⊕ 1, c⊕ 1)).

By the remark above, the chirotope of A encodes the orientation of every triangle
of A.

Note that if the elements of the triple (a, b, c) ∈ A3 are not pairwise distinct,
for instance if a = b, then χA(a, b, c) = 0. The chirotope χA is degenerated
if χA(a, b, c) = 0 for a triple (a, b, c) ∈ A3 of pairwise distinct elements of A.
From a geometrical perspective, the chirotope χA is degenerated if and only if A
contains an aligned triple.

A chirotope χA : A3 → {−1, 0, 1} is anti-symmetrical, that is, for every
(a, b, c) ∈ A3 and every permutation σ of {a, b, c}, the value χA(σ(a), σ(b), σ(c))
equals χA(a, b, c) times the signature of the permutation σ. In some cases, we
would like to define a notion of triangle orientation on a set S that may not
have prior natural geometrical structure. A chirotope then denotes any anti-
symmetrical function χ from S3 to {−1, 0, 1}. When there may be an ambiguity,
we will call the function χA described above on a subset A of R2 the standard
chirotope of A.

Deciding if such a function χA : A3 → {0, 1} is the standard chirotope of a
finite subset of R2 is known to be NP-hard [39].

1.2 Order types
Similarly to graphs, two chirotopes χ1 : A3 → {−1, 0, 1} and χ2 : B3 →
{−1, 0, 1} are isomorphic if there is an invertible map π : A → B such that
χ1(a, b, c) = χ2(π(a), π(b), π(c)) for every (a, b, c) ∈ A3. From a geometrical
point of view, the standard chirotopes χA and χB with A,B ⊆ R2 are iso-
morphic if there is a bijection π : A → B that preserve the orientations of the
triangles and the alignments.

An order type is an isomorphism equivalence class of finite chirotopes. The
set of order types of size n ∈ N is On. The set of all order types is O. A
realization of an order type ω is a (finite) point set A ⊆ R2 such that the
standard chirotope χA belongs to the class ω. As a shortcut, the order type of
A ⊆ R2 denotes the equivalence class of the standard chirotope χA.

We extend to order types any notion of a point set that does not depend
on the choice of a realization. For instance, the size of an order type ω is the
number of points in a set of points representing ω.

Similarly, an order type ω is degenerated if one representation (or equiva-
lently, every representation) of ω is degenerated, that is, it contains an aligned
triple. All order types we consider are always supposed to be non-degenerated.

Example 1.1. Consider the points of the plane a1 = (2, 0), a2 = (−1, 3),
a3 = (0, 0), a1 = (−2,−2).
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a1

a2

a3

a4

b1b2

b3

b4

A B

The triangles a2a3a4, a1a3a2, a1a4a3 and a1a4a2 are clockwise. Therefore the
standard chirotope χA of the set A = {a1, a2, a3, a4} is the function χA :
A3 → {0, 1} with χA(a2, a3, a4), χA(a4, a2, a3), χA(a3, a4, a2), χA(a1, a3, a2),
χA(a2, a1, a3), χA(a3, a2, a1), χA(a1, a4, a3), χA(a3, a1, a4), χA(a4, a3, a1), χA(a1, a4, a2),
χA(a2, a1, a4) and χA(a4, a2, a1) equal to 1, with values on triples in reverse di-
rection, namely χA(a4, a3, a1), χA(a3, a2, a4), χA(a2, a4, a3), χA(a2, a3, a1), etc.
equal to −1. and with value zero if the same point is twice in the argument,
i.e. 0 = χA(a1, a1, a1) = χA(a1, a1, a2) = χA(a1, a2, a1) = χA(a2, a1, a1) =
χA(a2, a2, a3) = . . . , and so on.

Set B = {b1, b2, b3, b4} with b1 = (1, 3), b2 = (−2, 3), b3 = (4, 5) and b4 =
(3,−1). The function

π :


A → B
a1 7→ b3
a2 7→ b2
a3 7→ b1
a4 7→ b4

is bijective and preserves the chirotopes, so χA and χB are equivalent, that is,
they have same order type.

Example 1.2 (Small order types). For each n ∈ N, the number of order types
of size n is finite. If 1 ≤ n ≤ 3, there is a unique order type of size n. In
Figure 1.2 is found a realization for each order type of size between 4 and 6.
Order types of size 6 already give a hint on the complexity and variety of order
types. There are 135 order types of size 7. The asymptotic number of different
order types of size n is 24n logn(1+o(1)) [3].

Oswin Aichholzer made available a comprehensive list 1 of all the order types
of size up to 10, based on his works with Aurenhammer and Krasser [1, 2]. The
drawings of order types of size 6 in Figure 1.2 was made using this list.

Example 1.3 (Points in convex position). A set of points P is in convex position
if for every point x ∈ P , the convex hull of P \ {x} is different from the convex
hull of P . This notion only depends of the order type of P . This allows us to say
that an order type ω is in convex position if a (or equivalently, every) realization
of ω is in convex position. For each size n ≥ 3, there is exactly one order type

1http://www.ist.tugraz.at/aichholzer/research/rp/triangulations/ordertypes/

http://www.ist.tugraz.at/aichholzer/research/rp/triangulations/ordertypes/
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n = 4

n = 5

n = 6

Figure 1.2

in convex position. Let Cn denote this order type. Figure 1.3 represents Cn for
n ∈ {3, . . . , 6}.

The set of families of points that realize a fixed order type ω is the realization
space of ω. A theorem of Mnëv [39] proves that realization spaces can be
arbitrarily complex in the sense that for every semi-algebraic space is homotope
to the realization space of an order type. The most simple non-trivial case of
this theorem is the existence of an order type ω and two point sets realizing ω
such that one cannot be continuously deformed into the other while preserving
the order type ω for every intermediate point set.

1.3 Sampling order types
A method to generate an order type of size n is the following. Take n (indepen-
dent) random points, uniformly in the unit square. As every order type ω has
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C3 C4 C5 C6

Figure 1.3 – Order types in convex position.

a representation in the unit square and such a representation is stable under a
small perturbation, i.e. the realization space of ω is an open set, every realizable
order type of size n will be generated with a positive probability.

This construction can be done using any probability measure µ on R2. For
such a probability measure µ, let H(n, µ) be the random order type given by a
tuple of n µn-random points.

Definition 1.1. Let `µ : O → R be the function that assigns to an order type ω
the probability that H(n, µ) = ω.

A necessary and sufficient condition to ensure that H(n, µ) is almost surely
not degenerated is that µ charges no line, i.e. every line of R2 has zero µ-
measure. In the following, we consider only probability measures that charge
no line.

If ω1 and ω2 are order types of respective size n1 and n2, the density p(ω1, ω2)
of ω1 in ω2 is the probability on a random set P1 chosen uniformly among
the

(
n2
n1

)
subsets of a set of points S2 with order type ω2 that P1 has order

type ω1. This value does not depend on the choice of S2. Limits of order types
are then defined as follows.

Definition 1.2. A function ` : O → [0, 1] is a limit of order types if there is a
sequence of order types (ωn)n∈N such that |ωn| → ∞ and limn→∞ p(ω, ωn) =
`(ω) for every ω ∈ O.

This definition of limits is a particular case of a general definition of limits
of combinatorial structures. The general framework is discussed in Chapter 3.

If µ is a probability measure on R2 that charges no line, the function `µ
is a limit of order types. To see this, we apply a general criterion given by
Theorem 3.3 in [40] (See also [33]): Let n1, n2 ∈ N and ω1 ∈ On1 , ω2 ∈ On2

and ω ∈ On1+n2 be order types and choose a point set S with order type ω.
Let p(ω1, ω2;ω) be the probability, for a partition S = S1∪S2 chosen uniformly
at random among the

(
n1+n2
n1

)
partitions with |S1| = n1 and |S2| = n2, that S1

has order type ω1 and S2 has order type ω2. Note that p(ω1, ω2;ω) does not
depend on the choice of S. Then the criterion is the following. A function ` :
O → R+ is a limit of order types if and only if for every n ∈ N,∑

ω∈On

`(ω) = 1 (1.1)
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and for every n1, n2 ∈ N, ω1 ∈ On1 and ω2 ∈ On2 , the following holds.

`(ω1)`(ω2) =
∑

ω∈On1+n2

p(ω1, ω2;ω)`(ω). (1.2)

This condition is equivalent to the fact that ` is an algebra homomorphism of
from the flag algebra, defined in Chapter 3, to R.

Equality (1.2) for ` = `µ is the formula of total probability applied to the
possible order types of a µn-random set.

Let us show Equality (1.2) for `µ. Consider a µn1+n2 -random subset S of
R2. Let S = S1 ∪S2 be a random partition of S chosen uniformly among those
partitions that satisfy |S1| = n1 and |S2| = n2. For three order types ω1 ∈ On1 ,
ω2 ∈ On2 and ω ∈ On1+n2 , it follows from the definitions that the conditional
property P(S1 ∈ ω1 and S2 ∈ ω2|S ∈ ω) is equal to the split density p(ω1, ω2;ω)
and the probability that S ∈ ω is `µ(ω). As a consequence, the right side of the
equation expresses the probability P(S1 ∈ ω1 and S2 ∈ ω2) using conditioning
on the outcome of the order type of S. Since S1 and S2 are independent random
sets with respective distribution µn1 and µn2 , the right side is equal to P(S1 ∈
ω1)P(S2 ∈ ω2) = `µ(ω1)`µ(ω2), which proves (1.2).

Definition 1.3. A limit of order types ` for which there exists µ such that
` = `µ is a geometric limit.

Example 1.4 (Limit of order types in convex position). Recall for n ∈ N, the
order type Cn ∈ On is the order type in convex position, defined in Example 1.3.

It is easy to see that the density p(ω,Cn) of any ω ∈ Om with m ≤ n
is 1 if ω = Cm and 0 otherwise. As a consequence, the sequence of order
types (Cn)n∈N converges, and the limit of this sequence is the function

`� :

 O → R+

Cn 7→ 1
ω 7→ 0 if ω 6= Cn where n = |ω|

(1.3)

If ν is a probability measure on Rn endowed with the Borel algebra, then
the support supp ν of ν is the collection of all points x ∈ Rn such that every
open neighborhood of x (with respect to the Euclidean topology) has positive
measure. It is known (and standard) that for such a measure every set disjoint
from the support has Lebesgue measure 0.

Example 1.5. Let µ◦ be the uniform probability measure on the unit circle S1,
that is the probability given by the 1-dimensional Lebesgue measure. Since every
subset of S1 is in convex position, the limit `µ◦ equals the limit of order types
in convex position `� of example 1.4. The limit `� is therefore a geometric limit.

More generally, if C is a strictly convex loop in R2 (that is, C is equal to
its convex hull) and µ is any probability measure whose support is contained
in C, and that charges no line, then it holds that `µ = `�. This shows that the
limit `� has a wide family of representations as a geometric limit.
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1.4 Geometric limits
Consider an oracle that takes input a size n and generates an order type of
size n chosen in some random way. For ω ∈ O, write `(ω) the probability for
this oracle to output ω on the input n = |ω|. If n1, n2 ∈ N, we consider two
experiments. On one side, let ω be a random order type of size n generated
by the above procedure and let ω1 and ω2 be the order types generated by
splitting the vertices of ω into two random parts of respective size n1 and n2,
chosen uniformly among the

(
n1+n2
n1

)
ways to do it. On the other side let ω′1

and ω′2 be two order types of respective size n1 and n2 directly generated by
two independent runs of our procedure. A natural hypothesis on a random
generator is to ask that the random variables (ω1, ω2) and (ω′1, ω′2) are identically
distributed. In any way, ` is a limit of order types if and only if this hypothesis
holds for every n1, n2 ∈ N.

Another natural question is to know whether every such process, and further
any limit, can be expressed as a geometric limit. The following theorem provides
a negative answer to this question.

Theorem 1.1. There is a limit ` of order types such that ` 6= `µ for every
probability measure µ on the plane.

We construct such a limit in Example 1.6.

Example 1.6. Given a positive real r, let Cr be the circle of radius r centered
on the origin. Let νr be the uniform probability distribution on the disk Cr,
that is proportional to the length measure. For ε > 0, define the probability
measure µε as the mixture µε = 1

2ν1 + 1
2νε. Note that suppµε = C1 ∪ Cε.

By the compacity of the set of limits of order types, there is a sequence of
positive numbers (εn)n∈N that tends to 0 such that the sequence (of limits) `µεn
tends to a limit `�. By somehow making `� explicit, we will actually show that
this limit is unique and further that `µε tends to `� when ε tends to 0.

The limit `� appears to have no geometric representation and will therefore
serve as counter-example in the proof of Theorem 1.1. Before discussing this
theorem, we show an other way to represent `�.

The idea is to construct a probability space by gluing a circle of "infinitesi-
mally small" radius in R2.

More formally, let R(X) denote the set of algebraic fractions with real co-
efficients, that is the set of quotients of the form P/Q, where P and Q are
polynomials with real coefficients and Q 6= 0. This set R(X) is endowed by a
field structure. We will represent `� using a measure on a non-standard plane
R(X)2. In this space, X shall be thought as a positive number smaller than all
positive (standard) reals.

As in Example 1.6, let C1 be the unit disk of R2 centered on the origin,
that is D =

{
(a, b)

∣∣ a2 + b2 = 1, a ∈ R and b ∈ R
}
and let ν1 be the uniform

probability measure on C1 (i.e. the one-dimensional Lebesgue measure, which
corresponds to the length). Note that C1 is a subset of R(X)2 and further ν1
induces a probability measure on R(X)2.



20 CHAPTER 1. LIMITS OF ORDER TYPES

Let CX ⊆ R(X)2 be the circle of radius X centered in the origin, that is
the set

{
(aX, bX)

∣∣ a2 + b2 = 1 and (a, b) ∈ R2 }. Let νX be the probability
measure on CX defined by νX(A) = ν1

1({ (a, b) | (aX, bX) ∈ A }) whenever A ⊆
R2. Similarly to Example 1.6, let µX be the probability measure on R(X)
defined by µX = 1

2ν1 + 1
2ν

X
2 .

We now define a chirotope χ : (R(X)2)3 → {−1, 0, 1} on the plane R(X)2

that extend the standard chirotope of R. For three points a = (A1, A2), b =
(B1, B2) and c = (C1, C2) of R(X)2, the determinant A(a, b, c) of the matrix1 A1 A2

1 B1 B2
1 C1 C2


is an algebraic fraction.

The sign of an algebraic fraction R = P/Q is the sign of R(ε) when ε > 0 is
small enough, that is

signR := lim
ε→0
ε>0

signR(ε).

This limit exists because the sign of R(ε) is eventually constant when ε tends
to 0. Indeed, this is clear if R = 0, and otherwise it suffices to take ε smaller than
every positive roots of P and Q, which are finitely many. Note that if R = P is
a non-zero polynomial, then the sign of R is the sign of the first (i.e. with the
lower power) non-zero coefficient of P .

This makes it possible to define the orientation of a triangle abc ∈ (R2(X))3

as
χ(a, b, c) := sign(A(a, b, c)).

By the property stated above, the orientation of abc in R2(X) is the orientation
of the triangle a(ε)b(ε)c(ε) of the standard plane R2 when ε is small enough.
Moreover, this definition is consistent on (R2)3 with the definition of the chi-
rotope on R2. If A = {(P1, Q1), . . . , (Pn, Qn)} is a finite subset of R(X)2 then
the chirotope χ restricted to A3 is a realizable order type. It is for instance
realizable as a standard chirotope χB in the plane (i.e. with B ⊆ R2), with
B = {(P1(ε), Q1(ε)), . . . , (Pn(ε), Qn(ε))}, where ε > 0 is small enough so that
signPi(ε) = signPi and signQi(ε) = signQi for i ∈ {1, . . . , n}.

We now deduce an explicit definition of `� from the triple (µX , C1 ∪ CX , χ),
constituted by the measure µX , its support C1 ∪ CX and the chirotope χ on
C1 ∪ CX ⊆ (R(X)2)3. For an order type ω ∈ O, write `µX (ω) the probability
that a (µX)|ω|-random set S ⊆ R(X)2 induces an order type equivalent to ω.
We claim that ∀ω ∈ O, `µX (ω) = `�(ω).

This general construction, where we use a chirotope-like function and a prob-
ability measure in a set different from R2 will be generalized as a kernel in the
next section.

A heuristic proof of Theorem 1.1. We aim to show that ` = `� is a counter-
example. Suppose otherwise that `� = `µ for some probability measure µ on
R2.
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(1) We would like to assume that the support of µ is made of two parts C′1 and
C′X that mimic the behaviors of C1 and CX respectively. In particular, a triangle
of C1 that contains the origin should correspond to a triangle of C′1 that contains
C′X .
(2) More precisely, we would like that C′1 and C′X have the same topological
properties as C1 and CX , in particular that C1 is a loop around CX .
Assuming this, we now construct triangles of C′1 of arbitrarily small area that
contains C′X , from which we deduce that C′X is concentrated on a line, which
yields a contradiction.

The theory exposed in the following chapter will make it possible to properly
prove Theorem 1.1. Concerning assumption (1), one may wonder if measures re-
alizing `� may look completely different from the measure µX , while generating
the same order types densities.

Proposition 1.8 is an adaptation of a result from the theory of dense graphs
that answers this question by giving a bijection ρ between (almost all) the points
of suppµ and suppµX that preserves the chirotopes almost everywhere. This
justifies (an adapted version of) hypothesis (1). An application of Corollary 1.23
is then used to justify that there is a homeomorphism from C1 \N1 to C2 \N2,
where N1 and N2 are countable set. In particular, C′1 may not be a loop, so
hypothesis (2) is not exact. However, the points of discontinuity are countable,
which is enough to make the argument work.

A complete proof of Theorem 1.1 using Corollary 1.23 is given in section 1.8.

1.5 Kernels
In this section, we adapt the notion of kernels to three-variables functions. This
notion generalizes the notion of geometric limit by first allowing probability
measures of any space J instead of probability measures on R2 and secondly by
using any real-valued function of J3 instead of the chirotope of the plane. The
main result of this section is Proposition 1.8, which shows the equivalence for
two kernels to have same sampling distribution and to be isomorphic. These
results are direct adaptations of similar results on two-dimensional kernels and
graphon. This part is written to justify as fast as possible the results we need
for kernels. See the book of Lázló Lovász [32] for (a lot) more details on two-
dimensional kernels.

If (J1, µ1) and (J2, µ2) are two probability spaces, a map ρ : J1 → J2 is
measure preserving if for every µ2-measurable set A′ ⊆ J2, the set A = ρ−1(A′)
is µ1-measurable and µ1(A) = µ2(A′). A kernel is a triple (J, µ,W ) where (J, µ)
is a probability space and W is a measurable map from J3 to R. Two points x
and x′ in J are twins for (J, µ,W ) ifW (x, y, z) = W (x′, y, z) for µ2-almost every
pair (y, z) ∈ J2. The kernel (J, µ,W ) is twin-free if it admits no twins. For the
sake of readability, we may write only W to denote kernel (J, µ,W ) when there
is no ambiguity about the set and the measure involved.
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If (J, µ,W ) is a kernel and φ : J0 → J is a measure-preserving map, let Wφ

be the function from J3
0 to R defined by Wφ(x, y, z) = W (φ(x), φ(y), φ(z)) for

every (x, y, z) ∈ J3
0 .

The L1-norm of a kernel (J, µ,W ) is the value

‖W‖1 =
∫
J3
|W (x, y, z)|dµ(x) dµ(y) dµ(z)

If (J1, µ1,W1) and (J2, µ2,W2) are two kernels, the distance between them is

d(W1,W2) = inf
∥∥∥Wφ1

1 −W
φ2
2

∥∥∥
1

where the infimum is taken over every choice of a probability space (J, µ) and a
pair of measure-preserving maps φi : J → Ji for i ∈ {1, 2}. In this last definition,
we may assume that µ is a coupling measure on J = J1 × J2 and that φi is the
natural projection of J on Ji for i ∈ {1, 2}. The L∞-norm of (J, µ,W ) is the
value ‖W‖∞ = supJ3 |W |.

If (J, µ,W ) is a kernel, the neighborhood pseudo-distance of (J, µ,W ) is the
function dW : J × J → R+ given by

∀(x, x′) ∈ J2, dW (x, x′) = ‖W (x, ·, ·)−W (x′, ·, ·)‖1

=
∫
J2
|W (x, y, z)−W (x′, y, z)|dµ(y) dµ(z).

It is straightforward to check that dW is reflexive and satisfies the triangular in-
equality. The measure µ has full support if every nonempty open set of (J, dW )
has positive µ-measure. The kernel (J, µ,W ) is pure if the three following prop-
erties are verified.

1. The map dW is a metric on J ;

2. the metric space (J, dW ) is complete and separable; and

3. the measure µ has full support.

The aforementioned properties of dW imply that the first condition boils down
to asking that x = x′ whenever dW (x, x′) = 0 for every (x, x′) ∈ J2, that is,
(J,W, µ) is twin-free.

If n is an integer, let [n] denote the set {1, . . . , n}. Given a probability space
(J, µ), a step function on (J, µ) is a kernel (J, µ, U) for which there is a par-
tition

⋃m
i=1 Pi of J such that the function U is constant on Pi × Pj × Pk for

every (i, j, k) ∈ [m]3. Since the set U−1({x}) is measurable for every x ∈ R, we
may always assume that Pi is measurable for i ∈ [m]. For a kernel (J, µ,W ),
a positive integer n and an n-tuple S = (x1, . . . , xn) ∈ Jn, the function in-
duced by S on W is the function H(W,S) from [n]3 to R that maps (i, j, k)
to W (xi, xj , xk) for every (i, j, k) in [n]3. Note that if µun is the uniform prob-
ability measure on [n] (i.e. such that µun(A) = |A| /n for every A ⊆ [n]),
then ([n], µun,H(W,S)) is a kernel. Moreover, since [n] is a finite set, H(W,S) is
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also a step function on the probability space ([n], µun) using the partition of [n]
into n singletons.

For a positive integer n we define the random step function H(W,n) as the
function H(W,S), where S is a µn-random tuple. If H is a function from [n]3
to R the density of H in W is the probability t(H,W ) that H(W,n) = H.

Example 1.7. The triple (µX , C1∪CX , χ) defined in Section 1.4 defines a kernel
with values in {−1, 0, 1}. Recall that µX is a probability measure that is uniform
on a circle C1 with radius 1 and uniform in a circle CX with same center and
infinitely smaller radius; and such that µX(C1) = 1

2 = µX(CX).
For the sake of readability, set J := C1 ∪ CX . Let us compute the neighbor-

hood distance dχ of this kernel. Note that if a ∈ J , then χ(a, y, z) ∈ {1,−1} for
µ2
X -almost every (y, z) ∈ J2. It follows that

dχ(a, b) = 2 ·
∣∣{ (y, z) ∈ J2 ∣∣ χ(a, y, z) 6= χ(b, y, z)

}∣∣
for every a, b ∈ J . Geometrically speaking, dχ(a, b) is therefore (twice) the
probability for a µ2

X -random pair (y, z) ∈ J2 that the line through y and z
separates a and b.

Take a, b ∈ J and let θ be the absolute value of the angle between ~Oa and ~Ob
taken in [−π, π] (so θ ∈ [0, π]) where O stands for the origin (0, 0). If x and y are
two points of a same circle C ∈ {C1, CX}, let arc(x, y) ⊆ C denote the smallest
path from x to y in C, which is an arc of C. In the following, we consider a
µ2
X -random pair (y, z).
If a, b ∈ C1, note that for every pair (y, z) ∈ J of disjoint points of the line

through y and z cross C1 in exactly two points, so by symmetry of J , the average
number of crossings of the line through y and z with arc(a, b) is 2 θ

2π = θ
π . The

line through y and z crosses arc(a, b) twice if and only if y, z ∈ arc(a, b), which
happens with probability (µX(arc(a, b)))2 = θ2

16π2 . It follows that

dχ(a, b) = 2
(
θ

π
− θ2

16π2

)
= θ

π

(
2− θ

8π

)
.

Assume a, b ∈ CX . The line through y and z crosses CX in two points (µ2
X -

almost) if and only (y, z) is not in C2
1 , which happens with probability 3

4 . By
the symmetry of J , the expected number of crossings with arc(a, b) is 2 · 3

4 ·
θ

2π = 3θ
4π . The line through y and z crosses arc(a, b) twice in the following

cases: (y, z) ∈ arc(a, b)2; or one of y and z is in arc(a, b) and the other one
is in the half of C1 above the line from a to b. This happens with probability
( θ

4π )2 + 2 · θ4π ·
1
4 = θ

4π ( θ
4π + 1

2 ). It follows that

dχ(a, b) = 2
(

3θ
4π −

θ

4π

(
θ

4π + 1
2

))
= θ

π

(
11
8 −

θ

8π

)
.

Assume a ∈ C1 and b ∈ CX . Assuming that (y, z), which happens with
probability 1

4 , the line through y ∈ C1 and z ∈ C1 either separates a and b or
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separates −a and b. By the symmetry of C1, it follows that the line through y
and z separates a and b with probability at least 1

4 ·
1
2 = 1

8 . Consequently,

dχ(a, b) ≥ 2 · 1
8 = 1

4 .

It follows that the topology induced by dχ on J is the natural topology of
two disjoint circles of the euclidean plane. In particular, J is a compact set
for dχ. It follows that the kernel (µx, J, χ) is twin-free, that J is complete.
Consequently, (µx, J, χ) is a pure kernel.

1.5.1 Weak isomorphism
The purpose of this section is to prove the following statement.

Theorem 1.2. If (J1, µ1,W1) and (J2, µ2,W2) are two kernels such that t(H,W1) =
t(H,W2) for every function H, then d(W1,W2) = 0.

We start with a lemma to approximate the symmetric function of a kernel by
a step function on the same probability space. A function V : J3 → R is simple
if it is measurable and if its image V (J3) is finite. A simple function V can thus
be expressed by a finite sum V =

∑k
i=1 ai1Ai , where ai is a real number and

1Ai the indicator function of a measurable set Ai for each i ∈ [k]. It is a classic
property of measure theory that for every positive ε, every measurable bounded
function W can be approximated by a simple function V in such a way that
‖W − V ‖∞ ≤ ε.

Lemma 1.3. If ε is a positive number and (J, µ,W ) is a kernel with ‖W‖∞ <
∞, then there is a step function V on (J, µ) such that ‖W − V ‖1 ≤ ε.

Proof. The symmetric difference of two sets A and B is the set A4B of elements
that are in either of A and B and not in their intersection. We need the following
property coming from measure theory.

If (J, µ) is a probability space and X is a non-empty family of measurable
subsets of J such that

• X generates the σ-algebra of measurable sets; and

• X is stable under finite unions and complementary operations,

then for every ε > 0 and every measurable set A there is B ∈ X such that
µ(A4B) ≤ ε, where A4B stands for the symmetric difference of A and B, that
is A4B = (A \B) ∪ (B \A).

One can prove the statement above by showing that the family of sets A for
which there is indeed such an element B ∈ X contains X and is stable by taking
complements and countable unions.

The result is true if A ∈ X, since it then suffices to take B = A. Assume
that A satisfies that µ(A4B) ≤ ε for some B ∈ X, then the complementary A
of A (in J) also satisfies µ(A4B) = µ(A4B) ≤ ε and B belongs to X since X is
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stable under complementary. Let (Ai)i∈N be a countable family of measurable
subsets satisfying the property and let us prove that the property holds for the
set A =

⋃
i∈N Ai. For each i ∈ N, we know that there is a set Bi ∈ X such

that µ(Ai4Bi) ≤ ε/2i. Taking Sk =
⋃k
i=1Bi for k ∈ N and S∞ =

⋃
i∈N Bi, we

have µ(A4S∞) ≤
∑
i∈N µ(Ai4Bi) ≤ 2ε. Note that (Sk)k∈N is an increasing

sequence of sets ofX whose union is S∞. Since µ is a probability measure, µ(S∞)
is finite. It follows that the real number sequence (µ(Sk))k∈N tends to µ(S∞)
as k tends to infinity. Let k ∈ N be an index such that µ(S∞) − µ(Sk) ≤ ε.
Then µ(S∞4Sk) = µ(S∞) − µ(Sk) ≤ ε because Sk ⊆ S∞. It thus follows
that µ(A4Sk) ≤ µ(A4S∞) + µ(S∞4Sk) ≤ 3ε. This finishes the proof of the
asserted property.

Let B be the set of boxes of the form P1 × P2 × P3, where P1, P2 and P3
are measurable subsets of J and let X be the set of finite unions of elements
of B. By the definition of the product of probability spaces, the σ-algebra of
the probability space (J3, µ3) is generated by the family B, and further by X.
Moreover, the familyX is trivially stable by finite unions and it is not difficult to
check that X is stable by complementary as well. As a consequence, X satisfies
the property above. Also note that if B is an element of X then 1B is a step
function on (J, µ).

We are now ready to prove the statement of the lemma. Fix ε > 0 and
let V =

∑k
i=1 ai1Ai be a simple function on J such that ‖W − V ‖∞ ≤ ε/2.

By the property above, for each i ∈ [k], there is a set Bi ∈ X such that
µ(Ai4Bi) ≤ ε

2k|ai| . The function U =
∑k
i=1 ai1Bi is a step function as a linear

combination of step functions. Moreover,

‖U − V ‖1 ≤
k∑
i=1
|ai| · ‖1Ai − 1Bi‖1 =

k∑
i=1
|ai| · µ(Ai4Bi) ≤

ε

2 .

Consequently, ‖W − U‖1 ≤ ‖W − V ‖1 + ‖V − U‖1 ≤ ε, which finishes the
proof.

We now bound the difference between the norm of the symmetric func-
tion W of a kernel and the expected value of the norm of the random step
function H(W,n).

Lemma 1.4. Let (J, µ,W ) be a kernel and n a positive integer, then

|E(‖H(W,n)‖1)− ‖W‖1| ≤
3
n
‖W‖∞ .

Proof. Let S = (x1, . . . , xn) be a µn-random tuple of Jn. The expected value E
of ‖H(W,S)‖1 is equal to∫

Jn

1
n3

∑
1≤i,j,k≤n

|W (xi, xj , xk)|dµn(S) = 1
n3

∑
1≤i,j,k≤n

Ii,j,k,
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where Ii,j,k is the integral
∫
Jn
|W (xi, xj , xk)|dµn(S). First note that 0 ≤ Ii,j,k ≤

‖W‖∞ for every (i, j, k) ∈ [n]3. If moreover i, j and k are pairwise different,
then Ii,j,k = ‖W‖1. The number triples of [n]3 whose elements are pairwise
different is greater than n3 − 3n2. It follows that (n3 − 3n2) ‖W‖1 ≤ n3E ≤
(n3 − 3n2) ‖W‖1 + 3n2 ‖W‖∞, and further − 3

n ‖W‖1 ≤ E − ‖W‖1 ≤
3
n ‖W‖∞,

which yields the conclusion since ‖W‖1 ≤ ‖W‖∞.

An atom of a measure µ is a µ-measurable set A with µ(A) > 0 and such that
every µ-measurable subset of A has µ-measure µ(A) or 0. All our applications
concern Borel measures. In this case, an atom is precisely a singleton with
positive measure up to removing a set of measure zero. A measure is atom-free
if it admits no atom. In the next proof we need the following technical result
from measure theory.

Lemma 1.5 (Sikorski [42]). Let µ be an atom-free measure on a set J and
let A ⊆ J be a measurable set with finite µ-measure. Then for every every non-
negative number x ≤ µ(A), there is a measurable subset B ⊆ A with µ(B) = x.

Proof. If y is a real number and B1, B2 ⊆ J0 are measurable sets satisfy-
ing µ(B1) ≤ y ≤ µ(B2), define

α(B1, B2, y) := sup { µ(C) | µ(C) ≤ y,B1 ⊆ C ⊆ B2 }

where only measurable sets C are considered.
We first prove that for every measurable B and y with y ≤ µ(B) < ∞,

there exists a measurable set C ⊆ B satisfying α(C,B, y) = µ(C). To see this,
fix a sequence (εn)n∈N of positive numbers that tends to 0. Then define an
increasing sequence of sets (Cn)n∈N satisfying µ(Cn) ≤ y for every n ∈ N as
follows. Set C0 = ∅ and for i ≥ 1 choose a measurable set Ci with Ci−1 ⊆
Ci ⊆ B with µ(Ci) ≥ α(Ci−1, B, y) − εi which exists by the definition of α.
Set C =

⋃
n∈N Cn and note that α(C,B, y) ≤ α(Cn, B, y) since Cn ⊆ C for

every n ∈ N. It follows that

µ(Cn) ≥ α(Cn−1, B, y)− εn ≥ α(C,B, y)− εn

for every n ≥ 1. Letting n tends to infinity gives µ(C) ≥ α(C,B, y). This
upper bound of the supremum α(C,B, y) is in particular reached by C, so
µ(C) = α(C,B, y). This proves the claimed property.

By the property above, there exists C1 ⊆ A with α(C1, A, x) = µ(C1) ≤ x.
A second application of this property gives a measurable set C2 ⊆ A \ C1 with
α(C2, A \ C1, µ(A)− x) = µ(C2) ≤ µ(A)− x.

We claim that the set S := A \ (C1 ∪C2) is an atom unless it has measure 0.
Indeed assume otherwise that S has a measurable subset T with 0 < µ(T ) <
µ(S). Then since α(C1, A, x) = µ(C1), we have µ(C1 ∪ T ) > x. Similarly,
since α(C2, A \C1, µ(A)− x) = µ(C2), we have µ(C2 ∪ T \ S) > µ(A)− x. This
yields the following contradiction µ(A) = µ(C2 ∪ T \ S) + µ(C1 ∪ T ) > µ(A).

Since µ is atom-free, it follows that µ(T ) = 0, i.e. C1 ∪ C2 = A. Further,
x ≥ µ(C1) = µ(A \ C2) ≥ x, so µ(C1) = x.
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We need a last lemma before turning to the demonstration of Theorem 1.2.

Lemma 1.6. Let (J, µ,W ) be a kernel such that ‖W‖∞ <∞ and consider the
random kernel ([n], µun,H(W,n)) for n ≥ 1. The random sequence d(W,H(W,n))
tends almost surely to 0 as n goes to infinity.

Proof. As a first step, we prove that the result holds if W is a step function. In
this case, we fix a partition P1, . . . , Pm of J such that the functionW is constant
on Pi × Pj × Pk whenever (i, j, k) ∈ [m]3.

Fix a positive integer n and let S = (x1, . . . , xn) be an n-tuple of Jn. For
each i ∈ [m], we define Qi to be the set of indices j ∈ [n] such that xj ∈ Pi and
we let ni be the size of Qi. We assert that

d(W,H(W,S)) ≤ 3
m∑
i=1

∣∣∣µ(Pi)−
ni
n

∣∣∣ · ‖W‖∞ .

To prove this assertion, we first construct an atom-free measurable space (J0, µ0)
and a measure-preserving map φ1 from J0 to J . To this end, it is enough
to take J0 = J × [0, 1]; the measure µ0 equal to the product measure of µ
and the Lebesgue measure on [0, 1]; and φ1 equal to the natural projection of
J0 = J × [0, 1] to J , that is, φ1(x, y) = x for every (x, y) ∈ J × [0, 1]. (Note that
if µ is atom-free then we may take (J0, µ0) = (J, µ) and φ1 equal to the identity
instead.)

As consequence of Lemma 1.5, if x1, . . . , x`, is a sequence of non-negative
numbers such that

∑`
i=1 xi = µ0(A), then A admits a partition A = ∪`i=1A

′
i

with µ0(A′i) = xi for i ∈ [`].
For every i ∈ [m], we set ai = min{µ(Pi), µun(Qi)}. Since µ0(φ−1

1 (Pi)) =
µ(Pi) ≥ ai, there is a subset Ri ⊆ φ−1

1 (Pi) such that µ(Ri) = ai. The set J ′0 =
J0\

⋃m
i=1Ri has measure 1−

∑m
i=1 ai =

∑m
i=1(µun(Qi)−ai). It follows that there

is a partition of J ′0 into m measurable subsets T1, . . . , Tm such that µ0(Ti) =
µun(Qi)− ai for every i ∈ [m].

We now construct a measure-preserving function φ2 such that φ2(Ri ∪Ti) =
Qi for each i ∈ [m]. Recall that Q1, . . . , Qm is a partition of [n]. We know
that µ0(Ri ∪ Ti) = µun(Qi) = ni/n for each i ∈ [m], so there is a partition⋃
j∈Qi B

i
j of Ri ∪Ti into ni parts each of µ0-measure 1/n, which are indexed by

the elements of Qi. If j ∈ Qi, then we set φ2(y) = j for every y ∈ Bij . Doing
this for each i ∈ [m] naturally defines a function φ2 from J0 to [n]. (Indeed, for
every x ∈ J0 there is a unique pair (i, j) ∈ [m] × [n] such that x ∈ Bij , and we
set φ2(x) = j.) For convenience, we note that for each j ∈ [n], there is exactly
one index i ∈ [m] such that Bij is defined, henceforth we abbreviate Bij as Bj .

The function φ2 satisfies that φ2(Ri ∪ Ti) = Qi for i ∈ [m]. Moreover, it
is measure preserving since µ0(φ−1

2 (A)) =
∑
j∈A µ0(Bj) = |A| /n = µun(A) for

every A ⊆ [n]. To deduce our assertion, it remains to prove that

∥∥Wφ1 −H(W,S)φ2
∥∥

1 ≤
m∑
i=1
|µ(Pi)− µun(Qi)| .
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If a belongs to Ri for some i ∈ [m], then by construction φ1(a) ∈ Pi and
moreover φ2(a) ∈ Qi, that is, xφ2(a) ∈ Pi. Consequently, for every (i, j, k) ∈
[m]3, the functionsWφ1 and H(W,S)φ2 are equal (and constant) on Pi×Pj×Pk.

It follows that Wφ1 and H(W,S)φ2 are equal everywhere except on (J ′0 ×
J0 × J0) ∪ (J0 × J ′0 × J0) ∪ (J0 × J0 × J ′0), which has µ3

0-measure at most
3µ0(J ′0) = 3

∑m
i=1(µun(Qi)− ai) ≤ 3

∑m
i=1 |µ(Pi)− µun(Qi)|. This concludes the

proof of our assertion.
Let S be a µn-random tuple. For each i ∈ [m], the parameter ni follows

a binomial law of parameter µ(Pi). Fix ε > 0. By Hoeffding’s inequality,
the probability that

∣∣µ(Pi)− ni
n

∣∣ ≥ ε is at most 2e−2ε2n. Thus the union bound
yields that d(W,H(W,S)) ≤ 3mε ‖W‖∞ with probability at least 1−2me−2ε2n.
This proves that d(W,H(W,n)) tends almost surely to 0 when n goes to infinity.

We now prove the statement in the general case. By Lemma 1.3, there is a
step function V on (J, µ) such that ‖W − V ‖1 ≤ ε. For every positive integer n,
one can couple the random variables H(V, n) and H(W,n) such that

E(‖H(V, n)−H(W,n)‖1) ≤ 3
n
‖V −W‖∞ . (1.4)

Indeed, let S = (x1, . . . , xn) be a single µn-random tuple of Jn, and note that
H(V, S) − H(W,S) = H(V − W,S). Lemma 1.4 applied to V − W yields
Equation (1.4).

Since V is a step function, we know from the first part of the proof that
as n goes to infinity, the random sequence d(V,H(V, n))n tends almost surely
to 0. Let N be large enough to ensure that E(d(V,H(V, n))) ≤ ε and that
3
n ‖V −W‖∞ ≤ ε for every n ≥ N .

It follows that for every n ≥ N ,

E(d(W,H(W,n))) ≤ E(d(W,V ) + d(V,H(V, n)) + d(H(V, n),H(W,n)))
≤ d(W,V ) + E(d(V,H(V, n))) + E(‖H(V, n)−H(W,n)‖1)

≤ ‖W − V ‖1 + E(d(V,H(V, n))) + 3
n
‖V −W‖∞

≤ 3ε.

We are now ready to establish Theorem 1.2.

Proof of Theorem 1.2. The assumption implies that for every positive integer n,
the random variables H(W1, n) and H(W2, n) have the same distribution. Con-
sequently, ifHn is a random function equivalent to both H(W1, n) and H(W2, n),
then by lemma 1.6 both d(W1, Hn) and d(W2, Hn) tend almost surely to 0.
It therefore follows from the triangular inequality d(W1,W2) ≤ d(W1, Hn) +
d(Hn,W2) that d(W1,W2) equals 0.
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1.5.2 Kernel isomorphisms
Theorem 1.2 shows that if two kernels are equal in terms of densities, then they
are equal for the distance d. The purpose of this section is to show that in
this case, there is an isomorphism between (almost all) the vertices of these
kernels that preserves the characteristic of the kernels. This is established by
Proposition 1.8.

Lemma 1.7. If (J1, µ1,W1) and (J2, µ2,W2) are two kernels on Borel prob-
ability spaces such that d(W1,W2) = 0, then there exist a Borel probability
space (J, µ) and for each i ∈ {1, 2} a measure-preserving map ϕi : J → Ji such
that

Wϕ2
2 (x, y, z) = Wϕ1

1 (x, y, z)
for µ-almost every (x, y, z) ∈ J3.

Proof. We only sketch the argument, as it is a straightforward extension of
results already published.

We may first assume that J1 = [0, 1] = J2 and µ1 = µ2 is the Lebesgue
measure Λ1 of [0, 1]. This follows from the fact that for i ∈ {1, 2} there
is a measure-preserving function ψi from ([0, 1],Λ1) to (Ji, µi) [30, Theorem
A.9]. Indeed, in this case it holds that d(Wψi

i ,Wi) = 0 for i ∈ {1, 2} by the
definition of d, and further that d(Wψ1

1 ,Wψ2
2 ) = 0. Assume then that the

Lemma holds for the kernels ([0, 1],Λ1,W
ψ1
1 ) and ([0, 1],Λ1,W

ψ2
2 ) and yields

a probability space (J, µ) and measure-preserving functions ϕ1, ϕ2 : J → [0, 1]
such that (Wψ1

1 )ϕ1 = (Wψ2
2 )ϕ2 µ3-almost everywhere. Then the Lemma holds

for W1 and W2 with the same space (J, µ) and the functions ϕ′1 = ψ1 ◦ ϕ1
and ϕ′2 = ψ2 ◦ ϕ2.

Now a direct adaptation of the proof of Theorem 8.13 in the book by
Lovász [32, p. 136] gives the lemma. We just give an outline of the argument.
We aim to show the theorem for J = J1 × J2, and φi being the projection of J
on Ji for i ∈ {1, 2}. We know that d(W1,W2) = infµ

∥∥∥Wφ1
1 −W

φ2
2

∥∥∥µ
1
, where µ

ranges over all coupling measures of J = J1 × J2. It suffices to show that this
last infimum is in fact a minimum to deduce the theorem. As we assumed that
J1 = [0, 1] = J2, the space of coupling measures is compact in the weak topol-
ogy. Consequently, it is enough to show that the function µ 7→

∥∥∥Wφ1
1 −W

φ2
2

∥∥∥µ
1

is lower semicontinuous, i.e., if (µn)n weakly converges to µ then

lim inf
n

∥∥∥Wφ1
1 −W

φ2
2

∥∥∥µn
1
≥
∥∥∥Wφ1

1 −W
φ2
2

∥∥∥µ
1
.

This last inequality is Inequality (8.21) on p. 137 of loc. cit. and the proof
follows as in the book.

Proposition 1.8. Let (J1, µ1,W1) and (J2, µ2,W2) be two twin-free kernels on
Borel probability spaces such that t(H,W1) = t(H,W2) for every function H.
There exist two sets N1 ⊆ J1 and N2 ⊆ J2 with µ1(N1) = 0 = µ2(N2) and an
invertible and measure-preserving map ρ : J1 \N1 → J2 \N2 such that
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1. ρ−1 is measure preserving; and

2. W1 and W ρ
2 are equal µ3

1-almost everywhere.
Proof. Theorem 1.2 ensures that Lemma 1.7 applies: let (J, µ) and ϕ1, ϕ2 be
the probability space and the applications given by this lemma, respectively.

By Theorem A.9 in [30], we may assume that (J, µ) = ([0, 1],Λ1), up to
composing ϕ1 and ϕ2 by a measure preserving map from [0, 1] to J . By
Lemma 8.9 in [30] there is a measure preserving function ψ : J1 × [0, 1] → J
such that ϕ1(ψ(x, t)) = x for µ1 × Λ1 every (x, t) ∈ J1 × [0, 1].

SinceWϕ1
1 = Wϕ2

2 almost everywhere and ψ is measure preserving, it follows
that

Wϕ2
2 (ψ(x, t1), ψ(y, t2), ψ(z, t3)) = Wϕ1

1 (ψ(x, t1), ψ(y, t2), ψ(z, t3))
= W1(x, y, z)

(1.5)

for µ3
1 × Λ3

1-almost every (x, y, z, t1, t2, t3) ∈ J3
1 × [0, 1]3. Further,

Wϕ2
2 (ψ(x, t1), ψ(y, t2), ψ(z, t3)) = W1(x, y, z) = Wϕ2

2 (ψ(x, t′1), ψ(y, t2), ψ(z, t3))

for almost every (x, y, z, t1, t′1, t2, t3). Since ϕ2 ◦ ψ is measure preserving, this
can be rewritten as

W2(ϕ2 ◦ ψ(x, t1), y′, z′) = W2(ϕ2 ◦ ψ(x, t′1), y′, z′)

for almost every (x, y′, z′, t1, t′1) ∈ J1 × J2
2 × [0, 1]2. Since W2 is twin-free, it

follows that ψ(x, t1) = ψ(x, t′1) for almost every (x, t1, t′1) ∈ J2
1 × [0, 1]. Conse-

quently, we can fix t0 such that ϕ2 ◦ ψ(x, t0) = ϕ2 ◦ ψ(x, t) for µ1 × Λ1-almost
every (x, t). Define ρ0(x) = ϕ2(ψ(x, t0)), then ρ0(x) = ϕ2(ψ(x, t)) for almost ev-
ery (x, t). As a first consequence, µ1(ρ0

−1(A)) = µ2(ϕ−1
2 (A))·Λ1([0, 1]) = µ2(A)

for every µ2-measurable set A, so ρ0 is measure preserving. As a second conse-
quence, (1.5) can be rewritten as

W ρ0
2 (x, y, z) = Wϕ2

2 (ψ(x, t0), ψ(y, t0), ψ(z, t0)) = W1(x, y, z)

for µ3
1-almost every (x, y, z).

Let N1 ⊆ J1 be a nullset such that for every x ∈ J1 \ N1, W ρ0
2 (x, y, z) =

W1(x, y, z) holds for µ2
1-almost every (y, z). Set N2 = J2 \ ρ0(J1 \N1) and let ρ

be the restriction of ρ0 from J1 \N1 to J2 \N2.
We now prove that ρ is injective. Suppose that ρ(x) = ρ(x′), for some x, x′ ∈

J1 \N1. Then in particular

W ρ
2 (x, y, z) = W2(ρ(x), ρ(y), ρ(z)) = W2(ρ(x′), ρ(y), ρ(z)) = W ρ

2 (x′, y, z)

for every (x, y) ∈ J2
2 . Since x, x′ /∈ N1, it follows that

W1(x, y, z) = W ρ
2 (x, y, z) = W ρ

2 (x′, y, z) = W1(x′, y, z)

for µ2
1-almost every (y, z). SinceW1 is twin-free, we conclude that x = x′, which

proves that ρ is injective.
This further allows us to apply Theorem A.7 in [30] applies, that shows that

the inverse of ρ is measure preserving. This concludes the proof of the Lemma.
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Corollary 1.9. We may assume that the map ρ of Proposition 1.8 is an isom-
etry from (J1 \N1, dW1) to (J2 \N2, dW2). Moreover,

• if µ1 has full support and (J2, dW2) is complete, then we may assume that
N1 = ∅; and

• conversely, if (J1, dW1) is complete and µ2 has full support, then we may
assume that N2 = ∅.

In particular, if (J1, µ1,W1) and (J2, µ2,W2) are pure kernels, then N1 = ∅ =
N2.

Proof. Let ρ : J1 \ N1 → J2 \ N2 be the map given by Proposition 1.8 applied
to (J1, µ1,W1) and (J2, µ2,W2). We first prove that we may restrict ρ to a
set D1 of µ1-measure 1 such that if we fix any x ∈ D1, then W (x, y, z) equals
W ρ(x, y, z) for µ2

1-almost every pair (y, z) ∈ J2. For x ∈ J1, we define I(x) ⊆ J2
1

to be the set of pairs (y, z) such that W (x, y, z) 6= W ρ(x, y, z). Further, let A
be the set composed of each x ∈ J1 such that µ2

1(I(x)) > 0.
We assert that µ1(A) = 0. To prove this, we setAε =

{
x ∈ J1

∣∣ µ2
1(I(x)) > ε

}
and we notice that A =

⋃
nAεn where the union is taken over a decreasing

sequence (εn)n∈N that tends to 0. As the union is countable, it suffices to
prove that µ1(Aε) = 0 for every ε > 0 to conclude that µ1(A) = 0. Fix-
ing ε > 0, it follows from the definitions that W (x, y, z) 6= W ρ(x, y, z) for every
triple in { (x, y, z) | x ∈ Aε and (y, z) ∈ I(x) }, which is a set of µ3

1-measure at
least ε·µ1(Aε). Because of Property 2 of Proposition 1.8, the previous statement
implies that ε · µ1(Aε) = 0, hence µ1(Aε) = 0.

We define D1 = J1 \ N1 \ A and D2 = ρ(D1) = J2 \ N2 \ ρ(A). We know
that µ1(D1) = 1 and the equality µ2(D2) = 1 follows from the fact that ρ−1 is
measure preserving. The restriction ρ|D1 : D1 → D2 of ρ to D1 is an isometry
between the metric spaces (D1, dW1) and (D2, dW2). Indeed, fixing (x, x′) ∈ D2

1,
we know from the construction of D1 that for µ2-almost every pairs (y, z) ∈
J2

1 we have W1(x, y, z) = W ρ
2 (x, y, z) and W1(x′, y, z) = W ρ

2 (x′, y, z). So in
particular W1(x, y, z)−W1(x′, y, z) = W ρ

2 (x, y, z)−W ρ
2 (x′, y, z). Consequently,

dW1(x, x′) =
∫
J2

1

|W1(x, y, z)−W1(x′, y, z)|dµ2
1(y, z)

=
∫
J2

1

|W ρ
2 (x, y, z)−W ρ

2 (x′, y, z)|dµ2
1(y, z)

=
∫
J2

2

|W2(ρ(x), y′, z′)−W2(ρ(x′), y′, z′)|dµ2
2(y′, z′)

= dW2(ρ(x), ρ(x′)).

This proves that ρ|D1 is an isometry.
Now we assume that µ1 has full support and (J2, dW2) is complete. In this

case, ρ|D1 extends by continuity to an injective map ρ̃ on J1. To prove this, it
suffices to show that ρ|D1 is absolutely continuous and D1 is dense in (J1, dW1).
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The absolute continuity follows from the fact that ρ|D1 is an isometry. The
set D1 is dense in J1 because every open set included in J1 \ D1 is an open
nullset, and hence is empty as µ1 has full support. By continuity of dW1 and dW2

towards themselves the extension ρ̃ is an isometry.
To prove the second item, it suffices to apply the previous proof to the

inverse (ρ|D1)−1 of ρ|D1 , where the roles played by (J1, µ1,W1) and (J2, µ2,W2)
are inverted.

1.6 Order types on the sphere
Why the sphere?

In the following, it will be convenient to manipulate pure kernels, in particular
in order to apply Corollary 1.9. Formally, it is always possible to transform a
kernel into an equivalent kernel that is pure by completing the neighborhood
distance space and taking the quotient by the twin relation (see for instance
the construction in the book of Lovász [32, Section 13.3.1. Purifying kernels]).
However, in the case of a kernel (D,µ, χD), where µ is a probability measure
of R2 with support D, the completion can be done in a geometric way by
embedding R2 into (a hemisphere of) the two-dimensional sphere S2, which is
compact. This completion also boils down to add a point at infinity for each
direction to which a sequence of points of D tends. In the following, we shall
consider chirotopes on the whole sphere.

Consider the chirotope χ : (x, y, z) 7→ sign det(x, y, z) defined on the space
R3 \ {0}. With this definition, the standard chirotope χR2 of R2 is written as
χR2(a, b, c) = χ(a⊕ 1, b⊕ 1, c⊕ 1) for every a, b and c in R2. As the sign of the
determinant det(a, b, c) does note change when one of a, b and c is multiplied
by a positive number, the vectors x ∈ R3 \ {0} and λx are indistinguishable
for χ whenever λ > 0. Therefore consider the quotient E of R3 \ {0} by the
corresponding equivalence relation: x is equivalent to y if y = λx for some
positive real number λ. By the remark stated above, the chirotope χ of R3 \{0}
is properly defined on E. A possible set of representatives for the quotient E is
the unit sphere S2 ⊆ R3. The plane R2×{1} represents the same elements of E
as an open hemisphere of S2, composed of all points (x, y, z) of S2 with z > 0.
We write hz>0 this open hemisphere.

More explicitly, the plane can be mapped to hz>0 in chirotope-preserving
way by the radial projection

πS2 :
{

R2 → S2
a 7→ a⊕1

‖a⊕1‖2

We shall use this function to push a probability measures on R2 to the sphere.

Spherical transformations

It can be proved that the functions from R2 to R2 that preserves the chirotope
of R2, i.e. the functions that preserves alignments and the orientations of the
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triangles, are exactly the affine transformations with positive determinant. A
projective transform f of R2 also preserves the chirotope on a half-plane Df

bounded by the line sent to infinity.
Note also that if f ∈ GL+(R3) is a linear mapping with positive determi-

nant, then f preserves the chirotope of R3 \ {0} since det(f(a), f(b), f(c)) =
det(f) · det(a, b, c) and det(f) > 0. This function induces a map from the set of
representatives S2 to itself that maps x ∈ S2 to f(x)

‖f(x)‖2
. This last map from S2

to S2 is called a spherical transform. It can be proved that spherical transforms
are exactly the functions that preserve the chirotope of S2.

The case of the plane described above then appears as a particular case of
the spherical setting: a projective transform f of R2 is equal on the domain Df

on which it preserves chirotopes to a function f0 = π−1
S2
◦ g ◦ πS2 , where g is a

spherical transform and the domain Df is exactly the set of points on which f0 is
properly defined, i.e. Df =

{
π−1
S2

(x)
∣∣ x ∈ hz>0 and g(x) ∈ hz>0

}
. Moreover,

f is a (positive) affine transform of R2 exactly in the case where Df = hz>0.

Spherical geometry

We have to be careful while defining the lines through a to b. Indeed, if a
and b = −a are antipodal points of S2, there exists infinitely many such lines
since every third point c is aligned (that is, on a same great circle) with a
and b. If a ∈ S2 and b ∈ S2 are different non-antipodal points, let h(a, b) be the
(unique!) line (i.e. great circle) that contains both a and b.

Further, we let h+(a, b) be the hemisphere of all points x ∈ S2 such that the
orientation of (a, b, x) is counter-clockwise, and h−(a, b) the hemisphere of all
points x ∈ S2 such that the orientation of (a, b, x) is clockwise.

We deliberately use the same notations for the plane. If (a, b) ∈ R2,
let h(a, b) to be the line through a and b. Similarly, we let h+(a, b) ⊆ R2

be the half-space of all points x ∈ R2 such that (a, b, x) is counter-clockwise,
and h−(a, b) the half-space of all points x ∈ R2 such that (a, b, x) is clockwise.

Figure 1.4 – The same grid. Left: On the plane corresponding to hz>0. Middle:
On the sphere. Right: Stereographic projection of the sphere.
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The geometry of S2 is naturally called spherical geometry. In spherical ge-
ometry, the lines are the great circles, that is the circle of S2 with same center
as the sphere. The lines are also the geodesics. It is well known that many
properties differ from spherical to plane geometry. In particular, spherical ge-
ometry does not satisfy the parallel postulate of Euclid (there are no parallel
lines in the sphere). Regarding the orientation of the triangles, however, S2 is
an extension of R2.

Two points of the a and b of the sphere S2are antipodal if b = −a. Note
that if a and b are antipodal, then every (spherical) line containing a contains b.
If a and b are non-antipodal points of S2, the (spherical) line h(a, b) is the circle
centered on the origin (of R3) that passes through a and b. The (spherical)
segment [a, b] is the shortest of the two arcs of h(a, b) going from a to b. These
notations are the same as for the plane on purpose because they are consistent
when identifying the open hemisphere hz>0 with the plane R2 via πS2 . Indeed,
if a, b ∈ hz>0 then π−1

S2
(h∩h(a, b)) equals the line h(π−1

S2
(a), π−1

S2
(b)). Moreover,

[a, b] ⊆ hz>0 and π−1
S2

([a, b]) = [π−1
S2

(a), π−1
S2

(b)].
As a consequence, one can reason on the plane R2 for every geometric rea-

soning on the hemisphere h. To illustrate reasoning on the sphere on this plane
sheet of paper, we use a stereographic projection that maps S2 to R2 by the
function (x, y, z) ∈ S2 7→ ( x

z+1 ,
y
z+1 ). See Figure 1.4.

Spherical chirotope

Let a, b and c be three points of the sphere S2 ⊆ R3. The orientation of a tri-
angle abc in the sphere S2 is given by χ(a, b, c) = sign(det(a, b, c)). Analogously
to the plane, the triangle abc is clockwise if χ(a, b, c) = 1 and counter-clockwise
if χ(a, b, c) = −1. The three points a, b and c are aligned if χ(a, b, c) = 0. This
defines a chirotope on the sphere S2.

This chirotope on the open hemisphere hz>0 is consistent with the standard

h+(a, b)

h−(a, b)h(a, b)
a

b

+

a
b

h+(a, b)

h−(a, b)

+

h+(a, b)

h−(a, b)

h(a, b)

a

b

Figure 1.5 – A line on the sphere. Left: Radial projection of h(a, b) ∩ hz>0
on the plane. Middle: The whole spherical line h(a, b). Right: Stereographic
projection.



1.7. KERNEL ISOMORPHISM FOR SPHERICAL (OR PLANE) MEASURES35

chirotope of R2, using the homeomorphism πS2 . Indeed, it is easy to check that

sign det(a⊕ 1, b⊕ 1, c⊕ 1) = sign det
(

a⊕ 1
‖a⊕ 1‖2

,
b⊕ 1
‖b⊕ 1‖2

,
c⊕ 1
‖c⊕ 1‖2

)
= sign det(πS2(a), πS2(b), πS2(c))

for every (a, b, c) ∈ (R2)3.
As a consequence, every order type on the plane can be realized in the sphere.

On the contrary, there are order types in the sphere that cannot be realized in
the plane. The smallest example is the order type of size 4 represented in
particular by the vertices of a regular tetrahedron, so for instance by the points
1√
3 (1, 1, 1), 1√

3 (1,−1,−1), 1√
3 (−1, 1,−1)and 1√

3 (−1,−1, 1). See Figure 1.6.

Figure 1.6 – The regular tetrahedron on the sphere.

Recall that a line of the sphere is a great circle. We say that a probability
measure ν on S2 does not charge lines if for each such line L ⊆ S2, it holds
that ν(L) = 0. A probability measure on S2 that does not charge lines generates
a limit of (spherical) order types similarly to measure on the plane. If ν is such
a measure that does not charge lines, let `ν be the function that assigns to every
order type ω realizable on the sphere the pro probability that a µ|ω|-random set
of points has order type ω.

1.7 Kernel isomorphism for spherical (or plane)
measures

The purpose of this section is to specialize Proposition 1.8 (or rather its corol-
lary 1.9) to kernels defined by measure on the sphere. If two probability mea-
sures ν1 and ν2 satisfy `ν1 = `ν2 , an application of Proposition 1.8 already gives
a measure preserving bijection ρ : supp ν1 \ N1 → supp ν2 \ N2, that preserves
the chirotope almost everywhere and where both N1 and N2 are sets of zero
measure (for ν1 and ν2, respectively).

In this section, we use the geometrical properties of these particular kernels
to construct such a function ρ that moreover preserves the chirotope everywhere
it is defined and we take the setsN1 andN2 as small as possible. This is achieved
by Theorem 1.22.

Note that since a probability measures on R2 is a special cases case of
measures of S2 for our concerns, every result in this section involving a measure µ
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on S2 also holds when µ is measure on the plane. The reader can also think
that the proves are done for measures on the plane as the arguments remain the
same.

1.7.1 Twins in measures of S2 (and further, of R2)
We give an example that shows that we need to remove a countable number of
twins.

Example 1.8. We construct a probability measure on R2 whose support is
illustrated on Figure 1.7. First, we construct a countable set of consecutive arcs
of S1. The choices for the bound of these arcs are arbitrary. For i ∈ N, define

ai = 1
2i and bi = 3

2 ·
1
2i .

Note that
∑
i∈N |bi− ai| =

∑
i∈N

1
2i+1 = 1. For each i ∈ N, let pi and qi be the

points of the unit circle S1 with polar coordinates (1, ai) and (1, bi) respectively,
and let Ai = { (cos θ, sin θ) | ai ≤ θ ≤ bi } be the arc of the circle S1 from pi
to qi. Let µ1 be the probability measure with support D :=

⋃
i∈N Ai that is

uniform on this support (i.e. µ1 is equal to the length measure Λ1 on D), so
that µ1(Ai) = Λ1(Ai) = 1

2i+1 .
Recall the convex limit `� defined in Example 1.4. Since D ⊆ S1 is a convex

curve, we have `µ1 = `�. Moreover, the points pi and qi+1 are twins for this
measure for every i ∈ N. Indeed, if b and c are two distinct points ofD\{pi, qi+1}
then pi and qi+1 are on the same side of the line h(b, c) because h(b, c) crosses
the circle S1 in b and c, which are not between pi and qi+1 in S1. Consequently,
χ(pi, b, c) = χ(qi+1, b, c) for µ2

1-almost every (b, c) ∈ D2, i.e. pi and qi+1 are
twins.

As a consequence, µ1 has a countable family of twins { {pi, qi+1} | i ∈ N }.
Moreover, we know that `µ1 = `� is also realized by the uniform measure µ2 on
the whole circle S1. Now, if there is a set N1 ⊆ D and a measure preserving
bijection ρ : D \N1 → suppµ2 that preserves the chirotope, then ρ in particular
preserves twins. Since µ2 admit no twins, the set D \ N1 contains no pair of
twins of µ1. It follows that N1 contains at least one element of {pi, qi+1} for
each i ∈ N, so N1 is at least countable.

In the rest of this section, we shall prove that twins of spherical measures
are rather exceptional. Proposition 1.15 shows a strong necessary condition for
the existence of twins and Lemma 1.14 shows that in any case there are at most
countably many of them.

Given three points a, b and c of S2 (or R2), the wedge w(a, b, c) is the set

w(a, b, c) = { x ∈ S2 | χ(a, c, x) 6= χ(b, c, x), χ(a, c, x) 6= 0 and χ(b, c, x) 6= 0 } .

In words, w(a, b, c) is the set of points x such that acx and bcx are triangles
with different orientations. If a, b and c are in general position, i.e. they are
not aligned, w(a, b, c) is equal to (h+(a, c)4h+(b, c)) \ (h(a, c) ∪ h(b, c)). See
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p0

q0

p1

q1

Figure 1.7 – The support of µ1 in Example 1.8

Figure 1.8 for an illustration. In the degenerated cases, that is when a, b and c
are aligned, the following holds. If a = b, then w(a, b, c) = ∅. If b = −a
and c /∈ {a, b} then w(a, b, c) = S2 \ h(a, c). If b /∈ {a,−a} and c is in one
of the open segments ]a, b[, and ]−a,−b[, then w(a, b, c) = S2 \ h(a, b). In the
remaining case, i.e. if c ∈ [a,−b] ∪ [−a, b], then w(a, b, c) = ∅.

a

b
c

w(a, b, c)

a

b

c

−c

Figure 1.8 – The wedge w(a, b, c).

The next Lemma exhibit a relation between twins and wedges. This relation
is also a characterization of twins in a measure that charges no line.
Lemma 1.10. Let µ be a measure on S2 or R2 and let a and b be two twins
for the standard chirotope of µ. For every c ∈ suppµ, the intersection of suppµ
and w(a, b, c) is empty.
Proof. Let c ∈ supp(µ). If c′ ∈ supp(µ) ∩ w(a, b, c), then none of χ(a, c, c′)
and χ(b, c, c′) is 0 and, moreover, χ(a, c, c′) 6= χ(b, c, c′). By the continuity of
the determinant, the set

X = { (d, d′) | χ(a, d, d′) = χ(a, c, c′) and χ(b, d, d′) = χ(b, c, c′) }

is open. Since (c, c′) belongs to the support of µ2 and is also in X, it follows
that µ2(X) > 0. This contradicts the hypothesis that a and b are twins for χ.
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w(a, b, d)

a

−a b

−b

d a

b
−a

−b

d

Figure 1.9 – w(a, b, d) ∩ h(a, b) = ]a, b[ ∪ ]−a,−b[

Lemma 1.11. Let µ be a measure on S2 such that no line contains suppµ.
Let a and b be twins for the standard chirotope of µ. Then a and b are not
antipodal.

Proof. Assume otherwise that there is a ∈ suppµ with −a ∈ suppµ such that a
and −a are twins. If suppµ = {a,−a}, then suppµ is in particular contained in
a line, so we assume there is a point c in suppµ that is different from a and −a.
By Lemma 1.10, we know that w(a,−a, c) ∩ suppµ = ∅. Since in this special
case w(a,−a, c) = S2 \ h(a, c), it follows that w(a,−a, c) is contained in the
line h(a, c), which contradicts the hypothesis.

Lemma 1.12. Let µ be a probability measure of S2 such that no line contains
supp(µ). Let W be the standard chirotope on supp(µ). Every x ∈ suppµ has at
most one twin for the kernel (suppµ, µ,W ).

Proof. Suppose on the contrary that a, b and c are three distinct points in suppµ
such that (a, b), (a, c) and (b, c) are twins for (suppµ, µ,W ). By Lemma 1.11,
we know that c /∈ {−a,−b}.

Assume first that a, b and c are aligned. As no line contains suppµ, there is a
fourth point d ∈ suppµ\h(a, b). Note that the wedge w(a, b, d) contains the open
segments ]a, b[ and ]−a,−b[. See Figure 1.10 for an illustration of this. Since a
and b are twins, it follows from Lemma 1.10 that c /∈ [a, b] and c /∈ [−a,−b]. By
the symmetry of the roles played by a, b and c, we may also assume that b /∈ [a, c]
and a /∈ [b, c]. The (spherical) line h(a, b) is the disjoint union of the (spherical)
segments [a, b], ]b,−a[, [−a,−b] and ]−b, a[. We know that c /∈ [a, b] ∪ [−a,−b].
Moreover, if c ∈ ]−b, a[ then a ∈ [b, c] and, similarly, if c ∈ ]b,−a[ then b ∈ [a, c].
In each case, we get a contradiction.

We now assume that a, b and c are not aligned. Applying Lemma 1.10
to each of w(a, b, c), w(b, c, a) and w(c, a, b) yields that suppµ is contained in
h(a, b) ∪ h(a, c) ∪ h(b, c), as illustrated in Figure 1.10. Note that at this point
the proof is finished if we further assume that µ charges no line.

Observe that none of a, b and c can be an atom. Suppose indeed that a is an
atom. As b ∈ suppµ, there exists a neighborhood Nb of b with positive measure
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+ a

b

c

−a

−b

−c

w(b, c, a)

w(c, a, b)

w(a, b, c)

w(b, c, a)

w(c, a, b)

w(a, b, c)

Figure 1.10 – S2 \ (w(a, b, c) ∪w(b, c, a) ∪w(c, a, b)) is equal to the union of the
segments [a,−c], [−c, b], [b,−a], [−a, c], [c,−b] and [−b, a].

that is disjoint from h(a, c). For every b′ ∈ Nb, it holds that W (a, b′, a) = 0 6=
W (c, b′, a), which yields a contradiction since µ2({a}×Nb) > 0 and a and c are
twins.

As a result, suppµ contains points that are not atoms, which implies that
suppµ is infinite. Consequently, one of h(a, b), h(a, c) and h(b, c) contains an
infinite number of points in suppµ. Without loss of generality, we may thus
assume that h(a, b) contains two distinct points x and y in suppµ \ {a, b}. Let
Nx and Ny be neighborhoods of x and y that do not intersect h(a, c) ∪ h(b, c),
respectively. We know that µ(Nx) > 0 and, further, µ(Nx ∩ h(a, b)) > 0.
Likewise, µ(Ny ∩ h(a, b)) > 0. For every x′ ∈ Nx ∩ h(a, b) and every y′ ∈
Ny ∩ h(a, b), it holds that W (a, x′, y′) 6= 0 = W (c, x′, y′), which contradicts
that a and c are twins.

The two following results prove that the set of twins of a measure on the
plane and the sphere respectively is countable. We chose to first show it on the
plane and then derive the result on the sphere from the result on the plane.

Proposition 1.13. Let µ be a probability measure on R2 such that no line
contains supp(µ). Let W be the standard chirotope on supp(µ). The set T of
twins of the kernel (supp(µ), µ,W ) is countable. Furthermore, if µ is atom-free
then µ(T ) = 0.

Proof. The second part of the statement directly follows from the first. For
convenience, we set D = supp(µ) and for every set X ⊆ R2 we define XD to
be X ∩ D. We first prove that for every line L, the set of points on LD that
have a twin is countable. Assume that LD is not countable and let a, b ∈ D be
two twins such that a ∈ LD. We first deal with the case where D ⊆ L∪ h(a, b).
Since no line contains D, we know that h(a, b) 6= L. Let x and y be two distinct
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a b

d

c

L̃

Figure 1.11 – The set R = w(a, b, c) ∪ w(c, d, a) ∪ h(a, c) ∪ h(a, d) ∪ h(b, c) is
figured by the shaded part of the plane. The line L̃ is contained in R.

points of LD \ {a}, which exist as LD is not finite. By the definition of the
support, every neighborhood of x in R2 has positive µ-measure, and similarly
for neighborhoods of y. Let Nx and Ny be two disjoint neighborhoods of x
and y that do not intersect h(a, b), respectively. We know that both µ(Nx ∩D)
and µ(Ny ∩D) are positive. For every x′ ∈ Nx ∩D and y′ ∈ Ny ∩D, we have
W (x′, y′, b) 6= 0 = W (x′, y′, a), which contradicts that a and b are twins.

Suppose now that D is not contained in L ∪ h(a, b), so there exists a third
point c ∈ D \ (L ∪ h(a, b)). Furthermore, the set L \ D is open in the line L,
hence it is the union of a countable family F of open intervals of L that are
pairwise disjoint. (This is obtained by taking the collection of maximal open
intervals contained in L \ D. There are countably many intervals, as is seen
by realizing that every set X of disjoint open intervals of R is countable: one
can indeed choose a rational number in each element of X, thereby defining an
injection of X in Q.) It suffices to prove that the point a must be a bound of
an interval in F . The wedge w(a, b, c) is open and intersects L. Moreover, by
Lemma 1.10, the intersection of w(a, b, c) and D is empty, which implies that
w(a, b, c) ∩ (L \D) is an open interval I, of which a is a bound. As a ∈ D, the
unique interval in F that contains I also admits a as a bound. This finishes the
proof of our assertion.

Now consider two twins a and b. By what precedes, we may assume that the
set of twins is not contained in the line h(a, b). Therefore there exists a point c ∈
D \h(a, b) that has a twin d ∈ D \h(a, b). Applying Lemma 1.10 to (a, b, c) and
to (c, d, a), we infer that w(a, b, c)∪w(c, d, a) does not intersect D. There exists
a vector ~u with rational coordinates such that the line L colinear to ~u through c
is contained in w(a, b, c) ∪ {c}. Moreover, we can ensure that ~u is not colinear
to ~cd. Therefore, there is ε0 > 0 such that for any ε ∈ (0, ε0), the translated
of L by ε ~cd is contained in R = w(a, b, c)∪w(c, d, a)∪ h(a, c)∪ h(a, d)∪ h(b, c).
Therefore, there exists such a translated L̃ of L that goes through a point with
rational coordinates. Figure 1.11 provides an illustration.

Moreover, if x and y are two twins in D that do not belong to a same
connected component of R2\L̃, then necessarily they belong to h(a, c)∪h(a, d)∪
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h(b, c). To establish this, observe that if x and y do not belong to a line h(s, t)
with s, t ∈ D, then x and y must actually belong to a same connected component
of R2 \ h(s, t), for otherwise s would belong to w(x, y, t) thereby contradicting
Lemma 1.10. Applying this for (s, t) ∈ {(a, c), (a, d), (b, c)} yields that x and y
belong to a same connected component of R2 \(h(a, c)∪h(a, d)∪h(b, c)). Hence
x and y belongs to a same connected component of R2 \ R because none of
them belongs to w(a, b, c) ∪ w(c, d, a). In particular, x and y belong to a same
connected component of R2 \ L̃. Thus whenever two twins are separated by L̃,
one of them belongs to h(a, c) ∪ h(a, d) ∪ h(b, c). We saw that the number of
points on D∩(h(a, c)∪h(a, d)∪h(b, c)) that have a twin is countable. Moreover,
Lemma 1.12 ensures that every point in D has at most one twin. Therefore, we
infer that L̃ separates a countable number of twins (including a and b).

As a result, to each pair (a, b) of twins in D we can associate a line with a
rational equation that separates a and b such that each such line is associated
to countably many pairs of twins. As there is a countable number of such lines,
we deduce that the set of twins in D is countable. This concludes the proof.

Let us extend Proposition 1.13 to measures on the sphere.

Lemma 1.14. Let µ be a measure on S2 such that no line contains suppµ.
The set Twin(µ) of twins of µ is countable.

Proof. Lemma 1.11 shows that if a and b are twins for µ then a and b are not
antipodal. It follows that there is an open hemisphere of S2 that contains both a
and b.

Moreover, the sphere S2 can be covered by a finite number of open hemi-
spheres such that every pair of non-antipodal points is covered by one of these
hemispheres. To see this, note that (S2)2 ⊆

⋃
h h

2, where the union is taken
over all open hemispheres. Since (S2)2 is compact and every h2 is open, it is
possible to extract a finite covering of (S2)2.

Consequently, it suffices to show that every open hemisphere h of S2 contains
countably many pairs of twins to deduce that there are countably many pairs
of twins, and further deduce the lemma.

If µ(h) = 0, then h does not intersect suppµ, so we assume µ(h) > 0.
Consider the measure µh defined on h by µh(A) = µ(A)

µ(h) for every measurable
set A ⊆ h. It follows from Proposition 1.13 that the number of twins of µh is
countable. Note that, moreover, a pair (a, b) of twins of µ with a ∈ h and b ∈ h
is a pair of twins of µh, so there are countably many such pairs.

Hausdorff dimension

Let E be a metric space. The diameter diamA of a subset A ⊆ E is the largest
distance between two points of A, that is diamA = supx,y∈E2 d(x, y). For each
s ≥ 0 define the Hausdorff measure of dimension s as

Hs(A) = lim
ε→0

inf
S

∑
A∈S

(diamA)s
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where the infimum is taken over all families S of subsets of E of diameter at
most ε that cover E, i.e. such that E ⊆

⋃
A∈S A.

For integer values of s, the measure Hs coincides with the Lebesgue measure
Λs of dimension s. One can prove that there is a value α ∈ [0,+∞] such that
Hs(A) = 0 whenever s > α and Hs(A) = +∞ whenever s < α. This num-
ber α is called the Hausdorff dimension of E and is written dimH E. Hausdorff
dimensions need not be integers.

A function f from a metric space (E, dE) to a metric space (F, dF ) is Lipchitz
continuous if there exists a constant c > 0 such that

dE(f(x), f(y)) ≤ c · dF (x, y)

for every (x, y) ∈ E2. The function f is locally Lipchitz continuous if every x ∈ E
has neighborhood on which f is Lipchitz continuous. If f is locally Lipchitz
continuous, then dimH f(E) ≤ dimH E. For more details on the Hausdorff
dimension, see for instance [43, chapter 7].

Hausdorff dimension of a set with a twin

The existence of a twin in a measure of S2 implies very strong constraints on
its support. The next result shows that the support of a measure with a twin
is a (at most) one-dimensional object.

Proposition 1.15. Let µ be a probability measure on S2 with standard chi-
rotope χ. If the kernel (suppµ, µ, χ) has a twin, then suppµ has Hausdorff
dimension at most 1.

Proof. Let a and b be two twins for µ. We know from Lemma 1.11 that a and b
are not antipodal. Up to apply a spherical transformation, we may assume
that a = 1√

2 (1, 1, 0) and b = 1√
2 (−1, 1, 0).

We first show that suppµ intersects h+(a, b) = hz>0 = { (x, y, z) ∈ S2 | z > 0 }
in a curve of Hausdorff dimension at most 1.

Consider the projection π−1
S2

from h+(a, b) to the plane. Geometrically, the
points a and b (that are in the the adherence of h+(a, b)) are "mapped to the
points at infinity" in the directions (1, 1) and (−1, 1) respectively, that is, the
intersection of the lines containing a (resp. b) with hz>0 are mapped by π−1

S2
to

parallel lines of R2 with direction (1, 1) (resp. (−1, 1)). This is illustrated by
Figure 1.12. Since a and b are twins, we know by Lemma 1.10 that w(a, b, c)
does not intersect suppµ. For a point c ∈ h+(a, b) with coordinates (xc, yc) in
the plane, the intersection of w(a, b, c) with h+(a, b) is therefore the wedge w(c+
(1, 1), c+(−1, 1), c). It follows that every pair of (x, y) in the support of µ in R2

satisfies
|y − yc| ≤ |x− xc|. (1.6)

Let A be the set of abscissas x such that there is a ∈ suppµ ∩ h+(a, b)
with abscissa x. It follows from (1.6) that this element a is unique, let f be
the function defined on D be that maps such a pair to the corresponding a ∈
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b
a

c

w(a, b, c)

c

(1, 1)(−1, 1)

w(a, b, c)

∞ = a∞ = b

Figure 1.12 – The wedge w(a, b, c). Left: On the sphere. Right: The upper
hemisphere projected on the plane.

suppµ∩ h+(a, b) with abscissa x. By Equation (1.6), the function f is Lipchitz
continuous. It follows from the Lipschitz continuity of f that the Hausdorff
dimension of f(A) is at most that of D, which is at most 1. Consequently, the
smoothness of πS2 yields that suppµ ∩ h+(a, b) = g(f(A)) also has Hausdorff
dimension at most 1.

One similarly shows that suppµ∩h−(a, b) has Hausdorff dimension at most 1.
As suppµ ∩ h(a, b) also has Hausdorff dimension at most 1, we infer that the
Hausdorff dimension of suppµ is at most 1.

1.7.2 Pseudo-aligned triples
We present in Example 1.9 two probability measures µ1 and µ2 with bounded
respective supports and no twins that represent the same limit `µ1 = `µ2 and
such that there is no measure preserving function ρ : suppµ1 → suppµ2 that
preserves the chirotopes on every triple of suppµ1.

a

b

c
ρ−→

ρ(a)

ρ(b)

ρ(c)

suppµ1 suppµ2

Figure 1.13

Example 1.9. The measures we describe are illustrated on Figure 1.13. We
first construct a convex curve I from (0, 0) to (1, 0) that is flat enough. The
purpose of this curve is to build a segment-like piece of measure while being
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consistent with our choice to consider measures that charge no line (so that the
generated order types are non-degenerated). If the reader does not insist on this
constraint, she or he can think that I is the interval [0, 1] × {0}. Let I be the
arc from (0, 0) to (1, 0) of center ( 1

2 ,−2) and suitable radius, that is
√

17
2 . Define

the points a = (0, 1), b = (1, 0) and c = (0,−1). Define the sets Ia = a − I,
Ib = b + I and Ic = c− I. Let µ1 be the probability measure on R2 satisfying
µ1(Ia) = µ1(Ib) = µ1(Ic) = 1

3 that is uniform on each Ix with x ∈ {a, b, c} that
is, proportional to the Lebesgue measure Λ1 on these sets.

Similarly, define b′ = (0, 0) and I ′b = b′ + I and let µ2 be the probability
measure with µ2(Ia) = µ2(I ′b) = µ2(Ic) = 1

3 that is uniform on these three arcs.
It can be checked that I is flat enough so that Ib, I ′b and Ic (resp. Ia, Ib and I ′b)
lie below (resp. above) any line spanned by two points of Ia (resp. Ic) and any
line spanned by two points of Ib or I ′b are below Ia and above Ic. Note also
that (a, b, c) is the only aligned triple of suppµ2.

Note that suppµ1 = Ia ∪ Ib ∪ Ic and suppµ2 = Ia ∪ I ′b ∪ Ic and that µ1 is
equal to µ2 on Ia ∪ Ic. Now, let ρ : suppµ1 → suppµ2 be the function such
that ρ(x) = x for x ∈ Ia∪Ic and such that ρ(b+x) = b′+x for b+x ∈ Ib with x ∈
I. It is clear from the construction that µ1 = µ2 ◦ ρ. Moreover, one may check
that if χ is the standard chirotope of R2, then for (x, y, z) ∈ suppµ3

1, we have
χ(x, y, z) = χρ(x, y, z) unless {x, y, z} = {a, b, c}. Since suppµ1 contains no
aligned triple, there is no bijection between suppµ1 and suppµ2 that preserves
the chirotope everywhere.

It is possible to make a fractal construction where this situation appears on
a countable number of points.

The next definition captures the properties of the triple (a, b, c) in Exam-
ple 1.9. Let a, b, c ∈ (S2)3 be three points that are pairwise non-antipodal. The
open pseudo-hemisphere defined by (a, b, c) is p(a, b, c) = h+(a, b) ∩ h+(b, c) ∩
h+(a, c).

Observe that if b belongs to the (spherical) segment [a, c], then p(a, b, c) is
the hemisphere h+(a, b). In this case, h−(a, b) = p(c, b, a). If a, b and c are
aligned points, and none of them belongs to the segment define by the two
others, then p(a,−b, c) = h+(a, b). This situation is specific to the sphere, it
happens for instance when a = (1, 0, 0), b = (− 1

2 ,−
√

3
2 , 0) and c = (− 1

2 ,
√

3
2 , 0).

Let p(a, b, c) denote the closure of p(a, b, c). Pseudo-hemispheres are illus-
trated in Figure 1.14.

Definition 1.4. Let D be a subset of S2. A triple (a, b, c) ∈ D3 is pseudo-
aligned towards D if it is not aligned and one of the following properties holds:

• p(a, b, c) ∪ p(c, b, a) covers D; or

• p(a,−b, c) ∪ p(c,−b, a) covers D.

The existence of pseudo-aligned triples put some contraints inD, for instance
in this case D is not connected. Note also that a point that belongs a pseudo-
aligned triple of D is on are on the boundary of D (See Figure 1.14).
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p+(c, b, a)

p+(a, b, c)
b

a

c

p+(c, b, a)
p+(a, b, c) b

a

c

Figure 1.14 – Pseudo-hemispheres. Left: stereographic projection of the sphere.
Right: intersection with the plane.

In the following, we shall only use the following proposition to control the
quantity of pseudo-aligned.

Proposition 1.16. The set of pseudo-aligned triples of a set D ⊆ S2 is count-
able.

Proof. Let P be the set of points x ∈ D contained in a pseudo-aligned triple
of D. Equivalently to the proposition, we prove that P is countable.

More precisely, we prove that the set P is extremal in D in the sense that for
every x ∈ P there is a non-empty open set Ux ⊆ S2 such that for every y ∈ Ux,
the point x is the unique point of D such that ‖x− y‖2 = infx′∈D ‖x′ − y‖2.

In this case, the sets Ux and Uy are disjoint whenever x and y are differ-
ent element of D. As family of disjoint open sets of a separable space, the
family { Ux | x ∈ P } is countable, so P is countable.

It remains to show the existence of such a Ux for every x contained in a
pseudo-aligned triple of D. Let (a, b, c) be a pseudo aligne triple, so D is a
subset of A := p(a, b′, c) ∪ p(c, b′, a) with b′ = ±b. Take εa > 0 small enough
to ensure that A ∩B(a, εa) ⊆ h+(a, b′) ∩ h+(a, c). It then suffices to take Ua =
h−(a, b′)∩h−(a, c)∩B(a, εa2 ). It is easy to check that for every x ∈ Ua, the point
of D that is the closest to x is in B(x, εa2 ) ⊆ B(a, εa) and thus is a. Symetrically,
take Uc = h−(b′, c) ∩ h−(a, c) ∩ B(a, εc2 ) where εc > 0 is chosen such that A ∩
B(c, εc) ⊆ h

+(b′, c) ∩ h+(a, c). For b′, the same construction works with Ub =
h−(c, b)∩h−(b, c)∩B(b, εb2 ) (resp. Ub = h−(a,−b)∩h−(−b, c)∩B(b, εb2 )) if b′ = b

(resp. b′ = −b) where εb is chosen such that A ∩ B(b, εb) ⊆ h
+(c, b) ∩ h+(b, a)

(resp. A ∩ B(b, εb) ⊆ h
+(a,−b) ∩ h+(−b, c)). This concludes the proof of the

propostion.
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a

b

c

Ua

Ub

Uc

p(a, b, c) p(c, b, a)

Figure 1.15 – Construction of Ua, Ub and Uc.

1.7.3 Geometric purification
Fix a probability measure ν on the sphere S2 that charges no line. Let D be the
support of ν and letW := χD be the standard chirotope on D, and consider the
kernel (D, ν,W ). We aim to define a kernel equivalent to (D, ν,W ) that is pure.
Let Twin(D) be the set of twins of (D, ν,W ) and let ∼ be the twin equivalence
relation, defined by x ∼ y if and only if x and y are twins.

We now define the quotient kernel of (D, ν,W ) by the twin relation ∼. Let
D̃ = D/ ∼ be the set of equivalence classes ofD by the relation∼. For x ∈ D, we
write x ∈ D̃ the equivalence class of x, that is, the set of twins of x (including x).
Let π̃ : D → D̃ be the natural projection that maps x ∈ D to x (so in particular
if x has no twin then π̃(x) = {x}). The probability measure ν naturally induces
a quotient measure ν′ on D̃ defined by ν̃(A) = ν(π̃−1(A)) for every measurable
subset A of D̃. It follows from this definition that π̃ is a measure preserving
function from (D, ν) to (D̃, ν̃). It remains to define a chirotope W̃ on D̃. The
property we require for this function is that for a, b, c ∈ D̃3 the value W̃ (a, b, c)
belongs to the set

{
W (a′, b′, c′)

∣∣ a′ ∈ a, b′ ∈ b, c′ ∈ c }. To fix things and to
ensure that W̃ is measurable, define W̃ (a, b, c) := min(a′,b′,c′)∈a×b×cW (a′, b′, c′).
This choice is of course non-canonical, a max function or every other measurable
criterion would do. Note in particular that if a, b and c have no twin, then
W̃ (a, b, c) = W (a, b, c). The quotient kernel of (D, ν,W ) is (D̃, ν̃, W̃ ).

By the remark above, we have W̃ π̃ = W on (D \ Twin(ν))3. Moreover, the
set Twin(ν) is countable by Lemma 1.14, so ν(Twin(ν)) = 0. As a consequence,
(D, ν,W ) and (D̃, ν̃, W̃ ) are equivalent kernels. In particular, the random chi-
rotope H(W̃ , n) is almost surely realizable on the sphere.

Note that we have two topologies for D: the topology given by the neigh-
borhood distance dW of the kernel W and the Euclidean topology of S2. It will
be very usefull in the following that these topologies happen to be equivalent
outside of the set of twins, as shown by the next lemmas.
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Lemma 1.17. The pseudo-distance dW is continuous toward the euclidean dis-
tance ‖ · ‖2. That is if ‖xn − x‖2 → 0, then dW (xn, x)→ 0.

Proof. We take a sequence (xn)n∈N ∈ supp νN that converges to a limit x
in the sense that ‖xn − x‖2 tends to 0 and we show that dW (xn, x) tends
to 0. For every pair (y, z) ∈ supp ν2 such that x, y and z are not aligned,
the set of points x′ ∈ R2 satisfying the equation W (x, y, z) = W (x′, y, z) is an
open hemisphere containing x. Consequently, W (xn, y, z) is eventually equal to
W (x, y, z). It follows that the sequence fn(y, z) = W (x, y, z)−W (xn, y, z) tends
to 0 for ν2-almost every pair (y, z) ∈ supp ν2. Indeed, this last statement is true
if x, y and z are not aligned and the set of pairs (y, z) aligned to x is a ν2-nullset
because ν does not charge lines. We conclude by an application of the dominated
convergence theorem that the sequence dW (xn, x) =

∫
supp ν2 fn(y, z) dν(y, z)

tends to 0 when n goes to infinity.

Lemma 1.18. For every (x, y) ∈ D2,

dW (x, y) = dW̃ (x, y).

Proof. We first prove that for a ∈ S2, the equality W (a, b, c) = W̃ (a, b, c) holds
for ν2-almost every (b, c) ∈ D2. Since ν(Twin(ν)) = 0, it is enough to prove this
equality for ν2-almost all (b, c) ∈ (D \ Twin(ν))2.

For a ∈ S2 and (b, c) ∈ (D \ Twin(ν))2, we know from the definition of W̃
that W̃ (a, b, c) = W (a0, b0, c0) for some a0 ∈ a, b0 ∈ b and c0 ∈ c. Further,
if b and c have no twin, we have W̃ (a, b, c) = W (a0, b, c) because b = {b} and
c = {b}. Note that the point a0 ∈ a is either equal to a or a twin of a. In
both cases, the equality W (a′, b, c) = W (a, b, c) is satisfied by ν2-almost every
(b, c) ∈ D2. This proves the claimed property.

We deduce that dW (x, y) = dW̃ (x, y) for every (x, y) ∈ supp ν2 using the
following computation.

dW (x, y) =
∫
D2
|W (x, b, c)−W (y, b, c)|dν2(b, c)

=
∫
D2
|W̃ (x, b, c)− W̃ (y, b, c)|dν2(b, c) by the property proved above.

=
∫
D̃2
|W̃ (x, u, v)− W̃ (y, u, v)|dν̃2(u, v) as π̃ : x 7→ x is measure

preserving.
= dW̃ (x, y).

Lemma 1.19. The function π̃ : x 7→ x is continuous from the metric space
(D, ‖.‖2) to (D̃, dW̃ ).

Proof. Let us first check that dW̃ is a metric on W̃ . Indeed, as mentioned
after the definition of a pure kernel, this boils down to checking that W̃ has
no twin. Assume otherwise that x ∈ D̃ and y ∈ D̃ are twins of W̃ . It follows
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that dW̃ (x, y) = 0 and by the Lemma 1.18, dW (x, y) = dW̃ (x, y) = 0. Further,
x and y are twins of W , so x = y.

Let us prove the continuity of the projection function π̃. Let (xn)n∈N ∈ DN

be a sequence that converges to a limit x ∈ D in the sense that ‖xn−x‖2 −→
n→∞

0.
By Lemma 1.17, the sequence dW (xn, x) tends to 0 and by Lemma 1.18 we have
dW (xn, x) = dW̃ (π(xn), π(x)) for every n ∈ N. Consequently,

dW̃ (π̃(xn), π̃(x)) −→
n→∞

0,

which indeed proves that π̃ : (D, ‖.‖2)→ (D̃, dW̃ ) is continuous.

Lemma 1.20. The metrics dW and ‖.‖2 are equivalent on supp ν \ Twin(ν),
that is they induce the same topology.

Proof. We already know from Lemma 1.17 that dW is continuous toward ‖.‖2,
so it suffices to prove that if dW (xn, x) tends to 0 for some sequence (xn)n∈N ∈
(supp ν \Twin(ν))N and x ∈ supp ν \Twin(ν) then ‖xn− x‖ tends to 0 when n
goes to infinity.

We apply a classical compacity argument. As a close subset of the com-
pact S2, the set supp ν is compact with respect to ‖.‖2. Assume for the
sake of contradiction that there is a sequence (dW (xn, x))n∈N that tends to 0
while (‖xn − x‖)n∈N does not. Since supp ν is compact, it is possible to
extract a subsequence (xφ(n))n∈N that converges with respect to ‖.‖2 to a
limit y ∈ supp ν different from x. Lemma 1.17 yields that dW (xφ(n), y) → 0,
and further dW (x, y) = 0. Since x has no twin, it follows that x = y, which
yields a contradiction.

Proposition 1.21. The kernel (D̃, ν̃, W̃ ) is pure.

Proof. We already know that (D̃, ν̃, W̃ ) has no twins. Let us show that the met-
ric space (D̃, dW̃ ) is compact, hence complete. By Lemma 1.19, the projection π̃
is a continuous function from (D, ‖ · ‖2) to (D̃, dW̃ ). Moreover, D is compact
for ‖.‖2, as a closed subset of the compact S2. It follows that D̃ = π̃(D) is
compact with respect to dW̃ .

It remains to check that ν̃ has full support. Let U be an open subset of
D̃ with ν̃(U) = 0. Then π̃−1(U) is an open of D, and further ν(π̃−1(U)) =
ν̃(U) = 0 because π̃ is measure-preserving. By the definition of D = supp ν,
the measure ν has full support on D. Consequently, π̃−1(U) = ∅ and further
U = ∅. This finishes to prove that (D̃, ν̃, W̃ ) is pure.

1.7.4 Kernel isomorphisms on the sphere
We are now ready to prove the main theorem of Section 1.7. Recall that pseudo-
aligned points are defined in Definition 1.4. See also Property 1.16.

Theorem 1.22. Let ν1 and ν2 be probability measures on S2 that charge no
line, and such that `ν1 = `ν2 . There are countable sets N1 ⊆ supp ν1 and N2 ⊆
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supp ν2, and a measure-preserving homeomorphism ρ : supp ν1 \N1 → supp ν2 \
N2 that preserves the chirotope, that is such that χ(x, y, y) = χ(ρ(x), ρ(y), ρ(z))
for every (x, y, z) ∈ (supp ν1 \ N1)3.

Proof. For i ∈ {1, 2}, let Di be the support of νi and Wi be the standard
chirotope of Di. Recall that (Di, νi,Wi) is a kernel. Let (D̃i, ν̃i, W̃i) be the
quotient kernel of (Di, νi,Wi) as defined in Section 1.7.3. (Recall that D̃i is the
quotient of Di by the twin relation). We know from Proposition 1.21 that the
kernel (D̃i, ν̃i, W̃i) is pure. Hence, Corollary 1.9 applies to W̃1 and W̃2: there is
an invertible map ρ̃ : D̃1 → D̃2 such that

• ρ̃ and ρ̃−1 are measure preserving;

• W̃1 and W̃ ρ̃
2 are equal (ν̃1)3-almost everywhere; and

• ρ̃ is an isometry from (D̃1, dW̃1
) to (D̃2, dW̃2

).

We now remove the twins from supp ν1 and supp ν2. Let N twins
1 be the set

of points a ∈ supp ν1 such that a has a twin for ν1 or the image ρ̃(a) of the
twin class a of a contains a twin for ν2. Let similarly define N twins

2 as the set
of points b ∈ supp ν2 such that b has a twin or ρ̃−1(b) contains twins for ν1. It
follows from Lemma 1.14 that N twins

1 and N twins
2 are countable.

It follows from the definitions that the image of of twin class of N twins
1 by ρ̃ is

the set of twin classes ofN twins
1 . Let us define a new domain Ei = supp νi\N twins

i

for i ∈ {1, 2}. Since N twins
i ) is countable, νi(Ei) = νi(Di) = 1. Note that for

a ∈ Ei, the twin class of a is the singleton {a}. The function ρ̃ therefore induces
a bijection ρ between E1 and E2 that satisfies ρ̃({a}) = {ρ(a)}.

This function ρ inherit the following properties from ρ̃: ρ is measure pre-
serving with respect to the probabilities ν1 andW1 = W ρ

2 µ3
1-almost everywhere

on E3
1 . We know that ρ̃ is an isometry from the metric space (D̃1, dW̃1

) to the
metric space (D̃2, dW̃2

). By Lemma 1.18, ρ is thereofore an isometry, and further
an homeomorphism, from (E1, dW1) to (E2, dW2). By Lemma 1.20, the metric
dWi

is equivalent to the euclidean metric of the sphere on Ei for i ∈ {1, 2}. It
follows that ρ : E1 → E2 is a homeomorphism for the Euclidean topology of S2.

If i ∈ {1, 2}, let T+
i ⊆ D3

i be the set of triples (a, b, c) that form a counter-
clockwise triangle, that is such that Wi(a, b, c) = 1. Similarly let T−i ⊆ D3

i be
the set of triples (a, b, c) with Wi(a, b, c) = −1.

The sets T+
i and T−i are open in E3

i for the euclidean topology. Indeed, T+
i

(resp. T−i ) is the reverse image of the open set [0,∞[ (resp. ]−∞, 0]) by the
determinant det : Ei ⊆ R3 → R, which is continuous.

The measure νi has full support on Di ⊆ supp νi, hence (νi)3 has full support
on D3

i . Let us show that
ρ3(T+

1 ) ∩ T−2 = ∅. (1.7)

To see this, it suffices to show that the set U := ρ3(T+
1 ) ∩ T−2 is empty. This

set U is open in E2
2 because it is the intersection of the open set T−2 with ρ3(T+

1 ),
which is open as the image of an open set by the homeomorphism ρ3. Moreover,
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since W1 = W ρ
2 ν3

2 -almost everywhere, we have ν3
2(U) = 0. Further, ν2 has full

support on D2, so U = ∅.
By symmetry of the roles played by T+

i and T−i for i ∈ {1, 2}, it follows
similarly that ρ3(T−1 ) ∩ T+

2 = ∅. In particular, for every (a, b, c) ∈ S3
1 , it holds

that W ρ
2 (a, b, c) ≥ 0 if W1(a, b, c) = 1 and W ρ

2 (a, b, c) ≤ 0 if W1(a, b, c) = −1.
We now prove that if the image by ρ3 of an aligned triple is not aligned,

then this image corresponds, up to reordering, to a pseudo-aligned triple of E2.
We first claim that for a, b and c in D1 and a sign s ∈ {−1, 1}, it holds that

ρ(p(a, sb, c)) ⊆ p(ρ(a), s · ρ(b), ρ(c)).

Indeed, the pseudo hemisphere p(a, sb, c) is defined as the set of points x such
that s · χ(a, b, x) = −1, s · χ(b, a, x) = −1 and χ(a, c, x) = −1, so if x ∈
p(a, sb, c) ∩D1 then s · χρ(a, b, x) ≤ 0, s · χρ(b, a, x) ≤ 0 and χρ(a, c, x) ≤ 0, i.e.
ρ(c) belongs to p(ρ(a), s · ρ(b), ρ(c)).

Let (a, b, c) ∈ D3
1 be an triple and assume W ρ

2 (a, b, c) 6= 0. Up to reorder-
ing a, b and c, we can choose s ∈ {−1, 1} such that p(a, sb, c) = h+(a, c)
and p(c, sb, a) = h+(c, a), and further

E1 \ h(a, b) ⊆ p(a, sb, c) ∪ p(c, sb, a).

By the property above,

ρ(E1 \ h(a, b)) ⊆ p(ρ(a), sρ(b), ρ(c)) ∪ p(ρ(c), sρ(b), ρ(a)).

Since the set on the right side of the above inclusion is closed, it suffices to show
that E2 = ρ(E1) is in the closure of ρ(E1 \ h(a, b)) to conclude that (a, b, c) is
pseudo-aligned toward E2. To see this, recall that E1 \ h(a, b) is constructed
as the support of ν1 minus a countable set and the line h(a, b), which are both
sets of ν1-measure 0, so ν1(E1 \ h(a, b)) = 1. Further, ν2(ρ(E1 \ h(a, b))) = 1
and by the definition of the support, the adherence of ρ(E1 \ h(a, b)) indeed
contains suppµ2 ⊇ E2.

By the symmetry of the roles played by E1 and E2, ρ and ρ−1, it also
holds that if W1(a, b, c) 6= 0 then W ρ

2 (a, b, c) 6= 0 unless (a, b, c) correspond to a
pseudo-algined triple of E1 (up to reordering).

It remains to remove the pseudo-aligned triples of E1 and E2. For i ∈ {1, 2},
let N pseudo

i be the set of points that belong to a pseudo-aligned triple of Ei. By
Proposition 1.16, N pseudo

i is countable.
Set N1 := N twins

1 ∪ N pseudo
1 ∪ ρ−1(N pseudo

2 ) and N2 := N twins
2 ∪ N pseudo

2 ∪
ρ(N pseudo

1 ). The sets N1 and N2 are countable, and ρ(supp ν1 \N1) = supp ν2 \
N2. By the properties proved above,W (a, b, c) = W ρ(a, b, c) whenever (a, b, c) ∈
(supp ν1 \ N1)3. This finishes the proof of Theorem 1.22.

1.7.5 Bijection on the plane
Using the bijection between the plane and an open hemisphere, we prove a
version of Theorem 1.22 for measures on the plane. In this theorem, the sets N1
and N2 may contain a line, which corresponds to the line mapped to infinity.
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Corollary 1.23. Let µ1 and µ2 be two probability measures on R2 that charge
no line and such that `µ1 = `µ2 . For each i ∈ {1, 2}, there is a set Ni ⊆ suppµi
that is the union of a countable union of points and at most one line, and
a measure-preserving homeomorphism ρ : suppµ1 \ N1 → suppµ2 \ N2 that
preserves the chirotopes.

Proof. Recall that the projection πS2 is a chirotope-preserving bijection from R2

to hz>0. Theorem 1.22 applies to the spherical probability measures ν1 = µ1 ◦
π−1
S2

and ν2 = µ2 ◦ π−1
S2

and gives two countables sets N 0
1 ⊆ supp ν1 and N 0

2 ⊆
supp ν2 and a (ν1, ν2)-measure-preserving homeomorphism ρ : supp ν1 \ N 0

1 →
suppµ2 \ N 0

2 that preserves the chirotopes.
Note that for i ∈ {1, 2}, the support of νi may not be included in hz>0

because the spherical line h∞ = { (x, y, z) ∈ S2 | z = 0 } is in the adherence
of hz>0. However, it holds that supp νi ⊆ hz>0 ∪ h∞.

It follows that π−1
S2
◦ρ◦πS2 is a measure-preserving and chirotope-preserving

homeomorphism on the set on which it is well-defined to its image, that is from
suppµ1 \ N1 to suppµ2 \ N2 where

N1 := π−1
S2

(N 0
1 ) ∪ π−1

S2
(ρ−1(h∞ ∩ supp ν2))

and
N2 := π−1

S2
(N 0

2 ) ∪ π−1
S2

(ρ(h∞ ∩ supp ν1)).

It remains to show that for i ∈ {1, 2} the set Ni is the union of a countable set
and at most one line. To see this, it suffices to note that π−1

S2
(N 0

2 ) and πS2(N 0
1 )

are countable becauseN 0
2 andN 0

1 are countable and that π−1
S2

(ρ−1(h∞∩supp ν2))
(resp. π−1

S2
(ρ(h∞ ∩ supp ν1))) is contained in a line since h∞ is a line and both

π−1
S2

and ρ−1 (resp. ρ) preserve the chirotope.

1.8 Non representable limit
We have enough material to prove Theorem 1.1.

Proof of Theorem 1.1. Let us prove that there is no measure on the plane repre-
senting the limit `� introduced in Example 1.6. Assume for the sake of contra-
diction that `� = `µ for some probability measure µ, that is, `� is generated by
the kernel (suppµ, µ,W ), where W is the standard chirotope of suppµ ⊆ R2.
Recall that `� is the distribution given by the kernel (C1 ∪CX , µX , χ) described
in Section 1.4.

Let (D̃, µ̃, W̃ ) be the quotient kernel of (D,µ,W ) with D := suppµ, as
describded in Section 1.7.3. We know that (W̃ , µ̃, supp µ̃) is pure by Proposi-
tion 1.21 and that (µX , C1 ∪ CX , χ) is also pure by Example 1.7. Since these
kernels generate the same limit `�, Corollary 1.9 applies and gives an isometry ρ̃
from (C1∪CX , dχ) to (D̃, dW̃ ) that preserves the chirotopes on µ3

X -almost every
triples. We have seen in Example 1.7 that the topology dχ is the natural topol-
ogy of an union of cycles on C1 ∪CX and it follows from Lemma 1.20 that dW̃ is
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equivalent to the euclidean metric on D\Twin(µ). Recall that Twin(µ) is count-
able by Proposition 1.13 and further µX(N1) = 0. Setting N1 := ρ̃−1(Twin(µ)),
it follows that ρ̃ induces a continuous function ρ from C1 ∪ CX \ N1, with the
metric of the union of circles, to D \Twin(µ), that moreover is (µX , µ)-measure
preserving and such that W ρ = χ.

Let a ∈ C1 be a random point of C1 and write (1, θa) the polar coordinates
of a, where θa ∈ [0, 2π[, then set b := −a. For every n ∈ N, let an be a random
point of the arc of points with polar coordinate (1, θ) for some θ ∈ ]θa, θa + 1

n [.
Let c be a random point of the half of CX with polar coordinates (X, θ) with θ ∈
]θa, θa+π[, so that c is inside the triangle aban for every n ∈ N. See Figure 1.16.
Set S = {a, b, c} ∪ { an | n ∈ N }.

Since µX(N1) = 0 and W ρ = χ on µ3
x-almost every triple, the following

events happen with probability 1:

• S ⊆ C1 \ N1; and

• ρ preserves the chirotopes on S.

Fix a, (an)n∈N and c such that these events happen. It follows that ρ(c)
is inside every triangle ρ(a)ρ(b)ρ(an). Note that the sequence (an)n∈N tends
to a. Since ρ is continuous, it follows that (ρ(an))n∈N tends to ρ(a). Moreover,
ρ(b) 6= ρ(a), so the intersection I of the interior of the triangle ρ(a)ρ(b)ρ(an) for
every n ∈ N is empty. This contradicts the fact that ρ(b) ∈ I and finishes the
proof.

a

b = −a

an

1
n

c CX
C1

Figure 1.16 – Points of S.

The proof of Theorem 1.1 would be simpler
if we could apply Corollary1.23 to deduce that
the function ρ preserves chirotopes everywhere, so
that it suffices to avoid N1 when choosing a, b, c
and (an)n∈N instead of considering random objects.
Unfortunately, Corollary 1.23 cannot directly apply
to µ and µX since µX is not a probability measure
of R2. However, all the arguments of the proof
of 1.23 applies (up to some tedious checks) and
leads to the same conclusion.

1.9 Existence of a limit kernel
and regularity lemma

1.9.1 Semi-algebraic relations
A set A ⊆ Rn is semi-algebraic if it can be de-

scribed as the set of points (x1, . . . , xn) ∈ Rn that satisfy a finite number of
given polynomial inequalities, that is, inequalities of the form P (x1, . . . , xn) ≥ 0
or P (x1, . . . , xn) > 0, where P is a multi-variate polynomial. This can be
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reformulated as follows: the set A is semi-algebraic if there are polynomi-
als P1, . . . , Pk ∈ R[X1, . . . , Xn] and a k-ary Boolean function Φ such that
(x1, . . . , xn) ∈ Rn belongs to A if and only if it satisfies

Φ (P1(x1, . . . , xn) > 0, . . . , Pk(x1, . . . , xn) > 0) . (1.8)

Let E ⊆ Pm be an m-ary relation on a set P . This set P may not be a
subset of Rn. Then E is a semi-algebraic relation if there is a function g from P
to Rn, for some n and a semi-algebraic set A ⊆ (Rn)m such that

(x1, . . . , xm) ∈ E ⇔ (g(x1), . . . , g(xm)) ∈ A.

The relation E has complexity k+d+n+m if the set A is described by a relation
of type (1.8) withk n-variate polynomials and such that maxki=1 degPi ≤ d for
every i ∈ {1, . . . , k}.

This notion generalizes to functions into finite sets as follows. A function f
from P k to a finite set F is semi-algebraic if f−1({e}) ⊆ P k is a semi-algebraic
relation for each e ∈ F . That is, if there is a map g : P → Rn and a fam-
ily ((Ae)e∈F ) ⊆ (Rn)F of semi-algebraic sets such that

f(x1, . . . , xk) = e if and only if (g(x1), . . . , g(xk)) ∈ Ae
The complexity of the function f is then the maximum complexity among the
sets f−1({e}) with e ∈ F . In the literature, a function from Rn to Rm is
called semi-algebraic if its graph is a semi-algebraic subset of Rn ×Rm. This
is different from the notion above since in our definition there is no structure
on P . If, however, P happens to be a subset of Rp and f is a function from
P k = Rpk to a finite subset of R and the graph of f is a semi-algebraic subset
of Rmk×R, then in particular f is semi-algebraic with respect to the definition
above.
Example 1.10 (Interval graphs). Let G = (V,E) be an interval graph, the
edge relation E ⊆ V 2 is a 2-ary semi-algebraic relation. Indeed, let ([av, bv])v∈V
be a representation of G as an interval graph. Note that for (u, v) ∈ V 2, the
intervals [au, bu] and [av, bv] intersects if and only if au ≤ bv and av ≤ bu. As a
consequence,

E =
{

(u, v) ∈ V 2 ∣∣ (au, bu, av, bv) ∈ A
}
.

where A is the semi-algebraic set

A =
{

(a1, b1, a2, b2) ∈ (R2)2 ∣∣ b1 − a2 ≥ 0 and b2 − a1 ≥ 0
}
.

Further, the complexity of E is 2 + 1 + 2 + 2 = 7.
Observation. A chirotope χ on the sphere (so in particular on the plane) is a
3-ary semi-algebraic function. Indeed, the sets

χ−1(−1) =
{

(x, y, z) ∈ (S2)3 ∣∣ det(x, y, z) < 0
}
,

χ−1(0) =
{

(x, y, z) ∈ (S2)3 ∣∣ det(x, y, z) = 0
}
, and

χ−1(1) =
{

(x, y, z) ∈ (S2)3 ∣∣ det(x, y, z) > 0
}

are semi-algebraic since the determinant is a polynomial function.
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1.9.2 Semi-algebraic regularity lemma
Jacob Fox, János Pach and Andrew Suk proved a strong regularity lemma for
semi-algebraic structures. Before stating this result, we need some vocabulary.

Let E ⊆ Pm be an m-ary relation on a set P . For i ∈ [m], let Pi be a subset
of P . The m-tuple (P1, . . . , Pm) is homogeneous if P1 × · · · × Pk is a subset of
either E or Pm \ E.

Theorem 1.24 (Regularity Lemma, Theorem 1.3. in [18]). For every positive
integer N there exists a constant c = c(N) > 0 with the following property. Let
0 < ε < 1

2 and let E be a semi-algebraic relation with complexity at most N .
Then P has an equitable partition P = P1 ∪ · · · ∪ Pm into m ≤ (1/ε)c parts
whose size differ by at most 1 and such that all but an ε-fraction of the k-tuples
of parts (P1) is homogeneous for E.

1.9.3 Limits of semi-algebraic relations
A box approximation ((Pi)Mi=1, S, f) of a kernel (J, µ,W ) is a measurable par-
tition (Pi)Mi=1 of J along with a set S ⊆ { Pi1 × Pi2 × Pi3 | 1 ≤ i1, i2, i3 ≤M }
and a function f : S → R that satisfies the property that W (a, b, c) = f(B)
for every B ∈ S and (a, b, c) ∈ B. The error of this approximation is the value∑
B/∈S µ

3(B), where the sum is taken on the boxes of the form Pi1 × Pi2 × Pi3
that are not in S. The number of parts of ((Pi)Mi=1, S, f) isM . The box approxi-
mation ((Pi)Mi=1, S, f) is equitable if µ(Pi) = µ(Pj) for every (i, j) ∈ {1, . . . ,M}2.
If ([0, 1[,Λ1,W ) is a kernel on [0, 1[, a box approximation ((Pi)Mi=1, S, f) of W
is polished if it is equitable and each part of the partition is an interval of the
form [a, b[ with 0 ≤ a < b < 1. Note that if ((Pi)Mi=1, S, f) is a polished box
approximation then Pi = [ i−1

M , i
M [ up to a reordering.

For a decreasing function M : R+
∗ → N, a kernel (J, µ,W ) is M -regular if

for every ε > 0, this kernel has a box approximation with M(ε) parts and error
at most ε.

Every kernel (J, µ,W ) is equivalent to a kernel ([0, 1],Λ1,W
′) on an interval

in the sense that d(W,W ′) = 0. In the case where (J, µ) is a Borel space, this
is direct consequence of Theorem A.9 in [29], which gives a measure preserving
bijection between the unit interval and every Borel probability space. A proof
of this fact in the general case for kernels of two variables for instance appears
in the proof of Theorem 7.1 in [29] given by Svante Janson. The argument
extends directly to functions of three variables, and, for that matter, to any
finite number of variables. In this section, we therefore focus on kernels on
intervals.

Let P be a set of size n and g be a function from P k to a finite set F .
Let µuP be the uniform probability measure on P . We associate to g by a
graphon ([0, 1[,Λ1,Wg), by Wg(x, y, z) = f(i, j, k) whenever x ∈ [ i−1

n , in [, y ∈
[ j−1
n , jn [ and z ∈ [k−1

n , kn [.

Proposition 1.25. If for i ∈ {1, 2}, ([0, 1[,Λ1,Wi) is a kernel that has a box
approximation with Mi parts and error εi, then the kernel ([0, 1[,Λ1,W1 +W2)
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has a box approximation with M1M2 parts and error ε1 + ε2.

Proof. For i ∈ {0, 1}, let ((P ij )
Mi
j=1, Si, fi) be a box approximation of ([0, 1[,Λ1,Wi)

with error εi. For j1 ∈ [M1] and j2 ∈ [M2], define P(j1,j2) := P 1
j1
∩ P 2

j2
.

This yields a partition of [0, 1[ with M1M2 parts. Let S be the set of boxes
P(j1,j2)×P(k1,k2)×P(`1,`2) such that Pj1 ×Pk1 ×P`1 is in S1 and Pj2 ×Pk2 ×P`2

is in S2. Note that every box B ∈ S is contained is a box Bi ∈ Si, so Wi

is constant on B for i ∈ {1, 2}, and hence W1 + W2 is constant on B. It re-
mains to define the function f : S → R for every B ∈ S as the (unique) value
ofW1+W2 in B. This defines a box approximation ((P(j1,j2))j1∈[M1]j2∈[N2], S, f)
of ([0, 1[,Λ1,W1 +W2)

Let us prove the upper bound on the error of this box approximation. It
follows from the definition of S that

⋃
B∈S B =

(⋃
B1∈S1

B1
)
∩
(⋃

B2∈S2
B2
)
.

Consequently, ⋃
B/∈S

B =

 ⋃
B1 /∈S1

B1

 ∪
 ⋃
B2 /∈S2

B2

 .

It follows that
∑
B/∈S Λ3

1(B) ≤
∑
B1 /∈S1

Λ3
1(B1)+

∑
B2 /∈S2

Λ3
1(B2) ≤ ε1+ε2. This

conclude the proof of the lemma.

Theorem 1.24 implies the following statement.

Lemma 1.26 (Regularity lemma, kernel version). For every set P , if g is
a semi-algebraic function of complexity k from P 3 to a finite set F , the ker-
nel ([0, 1[,Λ1,Wg) is M -regular, for some function M depending only on k
and |F |.

Proof. We first prove this result in the case where g is the indicator function 1E
of a semi-algebraic set E ⊆ P 3 with complexity k. Let P = P1, . . . , Pm be the
partition given by Theorem 1.24 applied to E. Let S0 ⊆ [m]3 be the set of
triples (i, j, k) ∈ [m]3 such that Pi × Pj × Pk is homogeneous for E. We know
that |S0| ≥ (1 − ε)m3 and m ≤ ε−c(k), where c(k) is the constant coming from
Theorem 1.24. Note that the triple ((Qi)mi=1, S, f), where Qi =

⋃
j∈Pi [

j−1
n , jn [,

S = { Pi × Pj × Pk | (i, j, k) ∈ S0 } and the value of f on Qi ×Qj ×Qk ∈ S is
the value of 1E on Pi×Pj×Pk, is a box approximation of ([0, 1[,Λ1,W1E ) with
at most m ≤ ε−c(k) parts. Since Λ1(Qi×Qj×Qk) = |Pi|

m
|Pj |
m
|Pk|
m ≤ (m+1)3

m3 ≤ 23

for every (i, j, k) ∈ [m3], the error of ((Qi)mi=1, S, f) is at most 8ε. This suffices
to finish the proof in the case g = 1E .

For the general case, we write

g =
∑
e∈F

1g−1(e).

It directly follows from the first part and Proposition 1.25 that g has a box-
approximation with ε−c(k)|F | parts and error 8|F |ε. This suffices to prove the

theorem for the function M(ε′) =
(

8|F |
ε

)c(k)|F |
.
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The box approximation ((P ′i )M
′

i=1, S
′, f ′) is a refinement of the box approxi-

mation ((Pi)Mi=1, S, f) if

• for every i ∈ [M ′] there is j ∈ [M ] such that P ′i ⊆ Pj ;

• for every (i, j, k) ∈ [M ′]3 and B ∈ S such that Pi × Pj × Pk ⊆ B, it holds
that Pi × Pj × Pk ∈ S′; and

• f(B) = f ′(B′) whenever B′ ⊆ B for B ∈ S and B′ ∈ S′.

The next lemma allows us to refine a (polished) box approximation. It is
formulated for kernels on [0, 1[, since every kernel is equivalent to a kernel on
an interval. We use the right open interval [0, 1[, so it can be partitioned into
intervals of the same form [a, b[.

Lemma 1.27. Let M : R∗+ → N be a decreasing function, m ∈ N, and ε > 0.
There exists a constant k = k(M,m, ε) such that for every M -regular kernel
([0, 1[,Λ1,W ) and every polished box approximation ((Pi)mi=1, S, f) of W , there
are

• a measure-preserving function ρ : [0, 1[→ [0, 1[ and

• a polished box approximation ((P ′i )ki=1, S
′, f ′) of W ρ with k parts and error

at most ε.

Proof. Let ([0, 1[,Λ1,W ) be an M -regular kernel kernel and ((Pi)mi=1, S, f) a
polished box approximation of ([0, 1[,Λ1,W ) as in the statement of the lemma.
Since W is M -regular, there is a box approximation ((Qi)ni=1, T, g) of W with
n = M( ε2 ) parts and error ε

2 . Note that for i ∈ {1, . . . , n}, the part Qi may not
be an interval.

We first construct a measure preserving function ρ such that for every i ∈
{1, . . . ,m}, (ρ(Pi ∩ Qj))nj=1 is a partition of Pi into intervals. Write Pi =
[ai, ai+1[ where ai = i−1

m and set bi,j = ai+
∑j−1
`=1 Λ1(Pi∩Q`) for i ∈ {1, . . . ,m}

and j ∈ {1, . . . , n}. For each i ∈ {1, . . . ,m} and j ∈ {1, . . . , n}, the function α
is defined on Pi ∩Qj by

α(x) = bi,j + Λ1([ai, x] ∩Qj).

Note that α maps Pi ∩Qj to a subset of [bi,j , bi,j+1]. The function α is measure
preserving. Moreover, the restriction of α to Pi ∩Qj is increasing and measure
preserving, therefore the function α is invertible almost everywhere on Pi ∩Qj
for i ∈ {1, . . . ,m} and j ∈ {1, . . . , n}. Since the images of the form α(Pi ∩Qj)
have pairwise intersections of Lebesgue measure 0, the function α is invertible
almost everywhere on [0, 1[, that is, there is N ⊆ [0, 1[ of 0 measure and a
measure preserving function ρ : [0, 1[ \ N → [0, 1[ such that α ◦ ρ(x) = x
whenever x /∈ N . Write Ii,j = [bi,j , bi,j+1[. We may assume that N contains
{ bi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ n }, so that ρ(Ii,j \ N) ⊆ Pi ∩ Qj for i ∈ {1, . . . ,m}
and j ∈ {1, . . . , n}. We extend ρ to [0, 1[ by sending ρ(x) arbitrarily to Pi ∩Qj
whenever x ∈ Ii,j∩N , so ρ(Ii,j) ⊆ Pi∩Qj for i ∈ {1, . . . ,m} and j ∈ {1, . . . , n}.
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Define k = 6m ·
⌈
n
ε

⌉
. Let (P ′i )ki=1 be the partition defined by P ′i = [ i−1

k , ik [.
Note that since m divides k, the family{

P ′j

∣∣∣∣ km (i− 1) + 1 ≤ j ≤ k

m
i

}
forms a partition of Pi for i ∈ {1, . . . ,m}. Let S′ be the set of boxes B′ =
P ′i1 ×P

′
i2
×P ′i3 such that W ρ is constant on B′. For such a set B′, define f ′(B′)

as the value of W ρ on B′.
The triple ((P ′i )ki=1, S

′, f ′) is a polished box approximation ofW ρ. Moreover,
((P ′i )ki=1, S

′, f ′) is a refinement of ((Pi)mi=1, S, f). Indeed, if B′ = P ′i1 ×P
′
i2
×P ′i3

is included in B ∈ S, then W is constant and equal to f(B) on B. Since
ρ3(B′) ⊆ ρ3(B) ⊆ B, the function W ρ is constant on B′, so B′ ∈ S′ and
f ′(B′) = f(B).

It remains to show that ((P ′i )ki=1, S
′, f ′) has error at most ε. Let (i1, i2, i3) ∈

{1, . . . , k}3 such that Piq is included in some Iaq,bq for q ∈ {1, 2, 3}. IfQb1×Qb2×
Qb3 ∈ T , thenW is constant onQb1×Qb2×Qb3 ⊇ ρ(B) whereB = P ′i1×P

′
i2
×P ′i3 .

It follows that W ρ is constant on B, so B ∈ S′. Let U1 be the union of the
remaining boxes P ′i1 ×P

′
i2
×P ′i3 of this type, that is such that Piq is included in

an interval Iaq,bq for each q ∈ {1, 2, 3} and Qb1 ×Qb2 ×Qb3 /∈ T . By definition
ρ(U1) is contained in the union V of the boxes of the form Qb1 ×Qb2 ×Qb3 that
are not in T . It follows that Λ3

1(U1) = Λ3
1(ρ(U1)) ≤ Λ3

1(V ) ≤ ε
2 .

The number of indices i ∈ {1, . . . , k} such that P ′i intersects more than
one interval of { Ip,j | 0 ≤ p ≤ m, 0 ≤ j ≤ n } is at most mn. Indeed, such an
interval P ′i must contain at least one bound bi,j for some i ∈ {1, . . . ,m} and j ∈
{1, . . . , n}. Therefore, it remains at most 3mnk2 boxes not included in U1 and
not in S′. The union U2 of these boxes has Λ3

1-measure at most 3mnk .
Consequently, the error of the box approximation ((P ′i )ki=1, S

′, f ′) is at most
ε

2 + 3mn
k
≤ ε

2 + ε

2 = ε.

Theorem 1.28. Let M : R∗+ → N be a decreasing function and F ⊆ R be a
finite set. For every sequence (Jn, µn,Wn)n∈N of M -regular kernels with values
in F , there are measure preserving functions ρn : [0, 1[ → Jn, an extraction
ψ : N→ N and a kernel ([0, 1[,Λ1,W ) such that

‖W ρn
ψ(n) −W‖1 −→n→∞ 0.

Proof. For eachm ≥ 0, we construct a subsequence (Jφm(n), µφm(n),W
ρnm
φm(n))n∈N

where ρnm : [0, 1[ → [0, 1[ is measure preserving and a polished box approxima-
tion (Pm, Sm, fm) of the kernels of this subsequence with error εm = 1/m, in
such a way that (Pm+1, Sm+1, fm+1) is a refinement of (Pm, Sm, fm).

Let P0 be the trivial partition {[0, 1[ }, S0 be the empty set, f : ∅ → R be
the empty function, φ0 be the identity function and for every n ∈ N, let ρn0 be
the identity of [0, 1[.
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Form ≥ 0, we construct (Pm+1, Sm+1, fm+1), φm+1 and ρnm+1 : [0, 1[→ [0, 1[
from (Pm, Sm, fm), φm and ρnm : [0, 1[ → [0, 1[. For n ∈ N, by Lemma 1.27
applied on Wφm(n) and Pm there is a measure preserving function ρnm+1 and a
polished box approximation (Pnm+1, S

n
m+1, f

n
m+1) of the kernel (Jm, µm,W

ρnm+1
φm(n))

with km = k(M,m, εm) parts and error at most εm+1.
Note that Pnm+1 is the partition Pm+1 =

{
[ i
km
, i+1
km

[
∣∣∣ 0 ≤ i ≤ km − 1

}
be-

cause Pnm+1 is a polished partition of Pm with size km. As a consequence, the
set
{
Snm+1

∣∣ n ∈ N
}
is finite and

{
fnm+1

∣∣ n ∈ N
}
is finite because fnm+1 has

a finite domain and takes values in the finite set F . There exists an extraction
σ such that the sequences fσ(n)

m+1 and S
σ(n)
m+1 are constant. Let fm+1 and Sm+1

be their respective values. Set φm+1 := φm ◦ σ and ρm+1 := ρ
σ(m+1)
m+1 . Note

that (Pm+1, Sm+1, fm+1) is a box approximation of W ρm+1
φm+1(m+1) with error at

most εm+1.
For n ∈ N, define ψ(n) = φn(n) and consider the sequence Un = W ρn

ψ(n). By
construction, (Pn, Sn, fn) is a polished box approximation of Un with error at
most εn.

We claim that if (a, b, c) belongs to a box B ∈ Sn0 for some n0 ∈ N then
(Un(a, b, c))n∈N is eventually constant. Indeed, for every n ≥ n0, (Pn, Sn, fn)
is a refinement of (Pn0 , Sn0 , fn0). It follows from the definition that (a, b, c) ∈⋃
B∈Sn0

B ⊆
⋃
B′∈Sn B

′. Therefore there exists B′ ∈ Sn with (a, b, c) ∈ B′ and
B′ ⊆ B. Consequently, Un(a, b, c) = fn(B′) = fn0(B) = Un0(a, b, c).

The measure Λ3
1([0, 1[3 \

⋃
B∈Sn B) is less than εn for every n ∈ N and

therefore converges to 0 when n goes to infinity. This proves that Un converges
almost everywhere to a kernel ([0, 1[,Λ1,W ).

We deduce from Theorem 1.28 that a limit of order types can always be
represented by a kernel.

Corollary 1.29. Every limit ` of order types can be represented by a kernel
([0, 1],Λ1,W ) in the sense that

p(ω,W ) = `(ω) for every ω ∈ O.

Proof. Let (ωn)n∈N be a sequence of order types that converges to `. For
each n ∈ N, let Wωn be the kernel associated to ωn. Recall that this kernel
is ([0, 1[,Λ1,Wωn), where Wωn(x, y, z) = ωn(i, j, k) whenever x ∈ [ i−1

|ωn| ,
i
|ωn| [,

y ∈ [ j−1
|ωn| ,

j
|ωn| [, and z ∈ [k−1

|ωn| ,
k
|ωn| [. It follows from Lemma 1.26 that these

kernels are M -regular, for a common function M .
By Theorem 1.28, there is a sequence (ρn)n∈N of measure-preserving func-

tion and an extraction φ : N → N such that W ρn
ωφ(n)

tends to a kernel W for
‖ · ‖1.

For every ω ∈ O, we know that p(ω,Wωn) = p(ω, ωn) + o(1). Consequently,
p(ω,W ρn

ωφ(n)
) = p(ω,Wωφ(n)) = p(ω, ωn) + o(1). Moreover, |p(ω,W ρn

ωφ(n)
) −

p(ω,W )| ≤ ‖W ρn
ωφ(n)

−W‖1 = o(1). As a consequence, p(ω, ωn) −→
n→∞

`(ω).
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1.10 Rigidity

In this section, we investigate the following question: What does the set of
measures realizing a given limit look like?

For arbitrary probability measures, this set can be large. As mentioned in
Example 1.5, the limit `� of the sequence (Cn)n∈N of order types in convex
position is realized by every atom-free measure with support in convex position.

This allows arbitrarily disconnected support, as wells as support of any Haus-
dorff dimension between 0 and 1 (consider for instance a Cantor set on [0, 1] with
that dimension and map the interval to the circle). The limit `� is exceptionally
simple, so one may wonder if this variety of realizations is also exceptional. The
limit `E described in Section 1.10.1 gives a different example of limit that is
realized by a wide family of measures that are not pairwise projectively equiv-
alent.

However, it seems that for measure with big enough support, the situation
is radically different. Theorem 1.39 answers this question for measures µ whose
support has non-empty interior: there is, up to a spherical transform, only one
measure that realizes `µ. Theorem 1.37 gives a similar conclusion on a different
hypothesis. It states that two measures with Hausdorff dimension larger than 1
cannot generate the same measure unless they are projectively equivalent.

1.10.1 A limit with an interesting realization space

We present an example of limit with an interesting realization space, than looks
less trivial than the limit `�.

Let us describe it via a family of Cantor measures that realize it in the plane
(see to Figure 1.17). Fix some parameters a and b with 0 < b < a < 1

2 , and
define the rectangles R = [0, 1]2, R0 = [0, a]× [0, b] and R1 = [1−a, 1]× [1−b, 1].
Let φ0 (resp. φ1) denote the homothetic transform fixing (0, 0) (resp. (1, 1))
and mapping R to R0 (resp. to R1). To any word w = i1i2 . . . in ∈ {0, 1}∗ we
associate a set

Rw = φin ◦ φin−1 ◦ · · · ◦ φi1(R)

and let ma,b be the probability measure such that ma,b(Rw) = 1
2|w| for every

w ∈ {0, 1}∗. Remark that Rw ⊆ Rv if and only if v is a prefix of w. Let-
ting An :=

⋃
w∈{0,1}n Rw for n ≥ 0, the support of ma,b writes A =

⋂
nAn.

The measures ma,b with b ≤ (1 − 2a)(1 − 2b)a all realize the same limit of
order types (Lemma 1.31), which we denote by `E . Moreover, the Hausdorff
dimension of suppma,b is ln 2

− ln a (Lemma 1.32). (by an application of [43, Theo-
rem 2.12]). This construction shows that the Hausdorff dimension of the support
of measures realizing `E is quite free.

Theorem 1.30. For any t ∈ ]0, 1[, the limit `E can be realized by a measure
whose support has Hausdorff dimension t.
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a
b

a

b

1

1

A1 A2 A3

Figure 1.17 – Definition of `E .

Analysis of `E
We begin with a combinatorial description of the limit of order types `E as a
kernel (E,µN

{0,1}, χE) on the measured space E = {0, 1}N with the coin-tossing
distribution µN

{0,1}. For u, v ∈ E, let u ∧ v denote the longest common prefix
of u and v and let ≺lex be the lexicographic order on E. We first suppose
that u ≺lex v ≺lex w, then define χE(u, v, w) := 0 if u, v and w are not pairwise
distinct, χE(u, v, w) := 1 if |u∧v| < |v∧w| and χE(u, v, w) := −1 otherwise. The
other cases are defined so that χE is antisymmetric, i.e. such that χE(u, v, w) =
sgn(σ)χE(σ(u), σ(v), σ(w)), where σ is the permutation of {u, v, w} such that
σ(u) ≺lex σ(v) ≺lex σ(w) and sgn(σ) ∈ {−1, 1} is the signature of σ.

Let `E be the limit represented by the kernel (E,µN
{0,1}, χE). Recall that for

any order type ω of size k, the number `E(ω) is therefore the probability that
the restriction of χ to k random elements of E chosen independently from µE
has order type ω.

Lemma 1.31. If 0 < b ≤ a < 1
2 and b ≤ (1− 2a)(1− 2b)a, then `ma,b = `E.

Proof. The measurema,b is the image of the probability measure µN
{0,1} on {0, 1}N

by the function Ψ that assigns to w ∈ {0, 1}N the unique point of
⋂
wv
Rwv where

the intersection is taken over all prefixes wv of w.
We claim that every point of A ∩ R1 lies above any line spanned by two

points of A ∩R0 provided that

b ≤ (1− 2a)(1− 2b)a.

Since A is stable by the symmetry of center ( 1
2 ,

1
2 ), it then follows that every

point of A ∩R0 lies below any line spanned by two points of A ∩R1
In this case, `ma,b is then fully determined. Let Ψ(u), Ψ(v) and Ψ(w) be

three pairwise distinct points in A with u, v, w ∈ {0, 1}N and assume that
u ≺lex v ≺lex w. If |u∧v| < |v∧w|, set p = u∧v and pq = v∧w. Since u ≺lex v,
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the word p.0 is a prefix of u and p.1 is a prefix of v, and therefore of w. It
follows that Ψ(u) ∈ Rp.0 and Ψ(v),Ψ(w) ∈ Rp.1, moreover, Ψ(v) has smallest
abscissa than Ψ(w) because v ≺lex w. Consequently, χ(Ψ(u),Ψ(v),Ψ(w)) =
1 = χE(u, v, w). The proof of χ(Ψ(u),Ψ(v),Ψ(w)) = χE(u, v, w) when |u∧v| >
|v ∧ w| is similar so we omit it.

It remains to prove the claimed property. For two distinct points x, y ∈ A,
let α(x, y) be the angle between the line h(x, y) and the abscissa axis (so α(x, y)
is defined modulo π). If x ∈ R0 and y ∈ R1, then

1− 2b ≤ tanα(x, y) ≤ 1
1− 2a.

as the minimum is obtained by x = (0, b) and y = (1, 1 − b) and the minimum
is obtained by x = (a, 0) and y = (1− a, 1) (See Figure 1.18). The application
of a function φi for i ∈ {1, 2} acts as follows: tanα(φi(x), φi(y)) = b

a tanα(x, y)
Since b

a ≤ 1, it further holds that tanα(φi(x), φi(y)) ≤ tanα(x, y). By iterating
this property, it follows that tanα(x, y) ≤ 1

1−2a for every x, y ∈ A such that x 6=
y and x has smaller abscissa than y.

Let x, y ∈ A ∩ R0 and z ∈ A ∩ R1 such that x has smaller abscissa than y.
Note that z lies above the line h(x, y) if and only if α(x, y) ≤ α(x, z), where the
values of the angles are taken in ]−π2 ,

π
2 [ (See Figure 1.18), which is equivalent

to tanα(x, y) ≤ tanα(x, z). Since tanα(x, y) ≤ b
a

1
1−2a and tanα(x, z) ≥ 1−2b,

it suffices than 1
1−2a

b
a ≤ 1− 2b, i.e. (1− 2a)(1− 2b)a. This proves the claimed

property.

Lemma 1.32. If 0 < b < a < 1
2 then suppma,b has Hausdorff dimension ln 2

− ln a .

Proof. Let β = ln 2
− ln a . Set

Iαδ := inf
{∑

i

(diamBi)α
∣∣∣∣∣ A ⊆⋃

i

Bi,diam(Bi) ≤ δ
}
.

By definition, Hα(X) = limδ→0 I
α
δ . For any δ > 0 there exists n = n(δ) such

that diamRw < δ for every w ∈ {0, 1}n. The family {Rw}|w|=n covers A, so
Iβδ ≤

∑
w∈{0,1}n(diamRw)β = 2n(a2n + b2n)β/2 ≤ 2n(2aβn) ≤ 2. Thus, Hβ(A)

is finite and further dimH(A) ≤ β. For the reverse inequality, consider the
projection of A on the first coordinate. This is a Lipschitz map so it cannot
increase Hausdorff dimension. The image is the Cantor set Ca of parameter a.
See Example 1.11 for a construction of Cantor sets. This set Ca is known
to have Hausdorff dimension ln 2

− ln a = β (See [43, Theorem 2.12]). It follows
that dimH suppma,b ≥ β.

Proof of Theorem 1.30. The theorem follows from Lemmas 1.31 and 1.32. In-
deed, for every a ∈ ]0, 1

2 [, there is b ∈ ]0, a[ small enough to satisfy b ≤
(1 − 2a)(1 − 2b)a. By Lemma 1.31, the measure ma,b realizes `E and by
Lemma 1.32, dimH suppma,b = ln 2

− ln a . Note that ln 2
− ln a ranges in ]0, 1[ when a

ranges in ]0, 1
2 [. The theorem follows.
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(0, b)

(a, 0)

(1, 1− b)

(1− a, 1)

x
y

z

Figure 1.18 – Proof of Lemma 1.31. Left: Minimal and maximal value for α(x, y)
when x ∈ R0 and y ∈ R1. Right: z ∈ R1 is above h(x, y) if α(x, y) < α(x, z).

1.10.2 Cantor dust
Example 1.11 (Cantor dust). Let p be a real number with 0 < p < 1

2 . The
cantor set Cp of parameter p is a subset of the interval [0, 1] defined inductively
as follows.

Set T 0
1 = [0, 1]. Now for n ≥ 0 and i ∈ N with 1 ≤ i ≤ 2n, the sets Tn+1

2i−1 and
Tn+1

2i are defined from the interval Tni = [a, b] by Tn+1
2i−1 = [a, (1− p)a+ pb] and

Tn+1
2i = [pa+(1−p)b, b], so that Λ1(Tn+1

2i−1) = Λ1(Tn+1
2i ) = p·Λ1(Tni ). The cantor

set is Cp =
⋂
n∈N

⋃2n
i=1 T

n
i . The cantor set is the support a probability measure

νp on R uniquely defined by the property νp(Tni ) = 1
2n for i ∈ {1, . . . , 2n}. The

function
Φp :

{
{0, 1}N → Cp
(ai)i∈N 7→ (1− p)

∑
i∈N ai · pi

is a bijection between the Cantor set Cp and the set {0, 1}N of sequences with
values in {0, 1}. The Hausdorff dimension of the Cantor set of parameter p is
known to be log 2

− log p (See Theorem 2.12 in [43]).
We now focus on the two-dimensional generalization of the Cantor set. The

(two-dimensional) cantor dust C2
p ⊆ R2 is the Cartesian product of the cantor

set Cp with itself. See Figure 1.19 for an illustration of the two-dimensional
Cantor dust.

The Cantor dust inherit several properties of the cantor set. In particular, C2
p

is the support on R2 of the probability measure µp = (νp)2. The Cantor dust C2
p

has Hausdorff dimension 2 dimH(C2
p) = log 4

− log p . The function Φ2
p : ({0, 1}N)2 →

C2
p defined by Φ2

p((an)n∈N, (bn)n∈N) = (Φp((an)n∈N),Φp((bn)n∈N)) is a bijec-
tion.

Note also that µp does not charge lines. For each p ∈ ]0, 1
2 [, the probability

measure µp gives a geometric limit of order types `µp .
As the different sets C2

p share a common structure, one may wonder whether
these limits are the same for different values of p. This question can be stated
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Figure 1.19 – Cantor dust.

as follows.

Question 1.1. For which pairs of parameters p1 and p2 with 0 < p1 < p2 <
1
2

do we have `µp1
= `µp2

?

For the Cantor dust sets with large enough Hausdorff dimension, the answer
will be given by Theorem 1.37. Indeed, this result implies that `µp1

6= `µp2
as

soon as the Hausdorff dimension of the measure µp1
2 is strictly larger than one,

which happens when dimH C2
p1
> 1, i.e. when p1 >

1
4 .

What happens for Cantor sets of small dimensions is unknown to me. Corol-
lary 1.23 shows that the equality `µp1

= `µp2
is equivalent to the existence of an

(almost everywhere) chirotope-preserving and measure-preserving bijection be-
tween suppµp1 = C2

p1
and suppµp2 = C2

p2
. A good candidate for such a bijection

is the function Φ2
p2
◦ (Φ2

p1
)−1, that is the function that sends each squares of C2

p1
to the corresponding square of C2

p1
(for instance the upper left one to the upper

left one). This function Φ2
p2
◦ (Φ2

p1
)−1 is a measure preserving bijection from

(C2
p1
, µp1) to (C2

p2
, µp2). The question of whether it also preserves chirotopes

when p1 and p2 are small enough boils down to the following question.

Question 1.2. Is there a positive constant C such that for every power series
P1, . . . , P6 with coefficients in {0, 1}, the power series

Q = (P1 − P5)(P2 − P6)− (P3 − P5)(P4 − P6)

has no positive root smaller than C, unless Q is uniformly zero?

I do not even know how to disprove the generalization where Q is instead
constructed as Q = R1R2−R3R4 where R1, . . . , R4 are any power series with co-
efficients in {−1, 0, 1}, nor how to prove it in the particular case where P1, . . . , P6
are polynomials.

Proposition 1.33 formalizes the link between questions 1.1 and 1.2.

2The Hausdorff dimension of a measure is defined page 68.
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Proposition 1.33. For C ∈ ]0, 1
2 [, the function Φ2

p2
◦(Φ2

p1
)−1 from C2

p1
to C2

p2
is

chirotope preserving for every p1, p2 ∈ ]0, c[ if and only if c satisfies the property
of Question 1.2.

Proof. To see this, let a = (a1
n, a

2
n)n∈N, b = (a1

n, a
2
n)n∈N and c = (c1n, c2n)n∈N

be three elements of ({0, 1}N)2 (written as sequences of couples instead of cou-
ple of sequences for the sake of readability). For p ∈ [0, 1

2 ], the orientation
χ(Φ2

p(a),Φ2
p(b),Φ2

p(c)) of the triangle (Φ2
p(a),Φ2

p(b),Φ2
p(c)) is given by the sign

of the determinant of the matrix1 Φp(a1) Φp(a2)
1 Φp(b1) Φp(b2)
1 Φp(c1) Φp(c2)

 ,

which can be conveniently rewritten as

(Φp(b1)− Φp(a1))(Φp(c2)− Φp(a2))− (Φp(c1)− Φp(a1))(Φp(b2)− Φp(a2)).

Taking P1 = Φp(b1), P2 = Φp(c2), P3 = Φp(c1), P4 = Φp(b2), P5 = Φp(a1) and
P6 = Φp(a2), this becomes Q = (P1 − P5)(P2 − P6)− (P3 − P5)(P4 − P6). Note
that for x ∈ {a, b, c} and i ∈ {1, 2}, the expression Φp(xi) =

∑
n∈N xinp

n is a
power series with coefficients in {0, 1}. The constant C satisfies the hypothesis
of Proposition 1.33 if and only if for every choice of a, b and c, the sign of Q
does not change when p varies in ]0, C[. Recall that the sign of zero is zero.
If signQ = 0 (i.e. Q = 0) whenever p ∈ ]0, C[, then the power series Q is
uniformly zero. Otherwise, the sign of Q is constant when p varies in ]0, C[ if
and only if Q has no zero on ]0, C[ because Q is a continuous function of p. This
concludes the proof of Proposition 1.33.

1.11 Rigidity and Hausdorff dimension
1.11.1 Rigidity theorem
If x is a point in R2, the radial projection to x is the function πx : R2\{x} → S1
that maps the point y ∈ R2 \ {x} to πx(y) = y−x

‖y−x‖ . For A ⊆ R2, the set
πx(A \ {x}) is the view of A from x, that is the set of directions in which x
can move to a point in A. Let ρ : D1 → D2 be a chirotope-preserving function
from D1 ⊆ R2 to D2 ⊆ R2. If x is a point of D1, the chirotope-preserving
property of ρ implies that the order of the directions of the points of D1 around
x is preserved by ρ. We formalize this idea as follows. First note that for
a, b ∈ D1, if πx(a) = πx(b) then πρ(x)(ρ(a)) = πρ(x)(ρ(b)). Indeed, this means
that a, b and x are aligned and that a and b lie on the same side of x on the line
ax = bx, and these properties (alignment and order in a line) are preserved by
ρ. This permits to consistently define a deformation function function θx from
πx(D1\{x}) to πρ(x)(D2\{ρ(x)}) satisfying the equality θx(πx(a)) = πρ(x)(ρ(a))
for every a ∈ D1 \ {x}.

We need the following technical property.
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Proposition 1.34. Let s be a real parameter and let A be a Borel subset of Rn

with Hs(A) > 0. There is a measurable part B ⊆ A with 0 < Hs(B) <∞.

Proof. Note that it suffices to set B := A if Hs(A) is finite. Otherwise, we
apply a theorem of Besicovitch and Davies that states that every analytic set
(this includes Borel sets) of Hs-positive measure has a closed subset of finite an
positive Hs-positive measure [13].

Note that in Proposition 1.34, the set B has Hausdorff dimension s.

Lemma 1.35. Let D1, D2 ⊆ R2 be two domains and let ρ : D1 → D2 be a
chirotope-preserving map. There is a subset N ⊆ D1 of Hausdorff dimension at
most 1 such that ρ is differentiable on D1 \ N . That is, for every a ∈ D1 \ N ,
there is a linear function d ρa : R2 → R2 such that

ρ(a+ h) = a+ d ρa(h) + o(‖h‖)

whenever a+ h ∈ D1.

Proof. Let N ⊆ D1 be the set of points on which ρ is not differentiable. For
the sake of contradiction, assume that dimH N > 1.

Claim 1. For every x ∈ D1, the function θx is differentiable almost everywhere
(with respect to the one-dimensional Lebesgue measure Λ1).

This is a consequence of the following classic Theorem of Lebesgue. A mono-
tone function f from an interval I to R is differentiable almost-everywhere [31,
p. 128]. Since a monotone function f from any set I ⊆ R can be extended to a
monotone function on an interval, this theorem holds without hypothesis on I.

To properly apply this theorem on θx, we need to define an equivalent
function θ′x defined on a set of real numbers. Fix a direction u0 = πx(y0) ∈
πx(D1 \ {x}), which will serve as a base direction. Let I is the set of an-
gles { (u0, u) | u ∈ πx(D1) \ {x} }, where the angles are taken in the range [0, 2π[.
Define a function θ′x : I ⊆ [0, 2π[ → [0, 2π[ that for every vector u ∈ S1, maps
the angle (u0, u) to the angle (ρ(u0), ρ(u)), taken in [0, 2π[.

The function θ′x is strictly increasing. Indeed, assume (u0, u1) < (u0, u2),
for some u1 = ρ(y1) ∈ πx(D1 \ {x}) and u2 = ρ(y2) ∈ πx(D1 \ {x}). The points
y0, y1 and y2 appears in this order around x. Since ρ preserves the chirotope,
it follows that ρ(y0), ρ(y1), and ρ(y2) appears in this same order around ρ(x).
As a consequence, θ′x((u0, u1)) = (ρ(u0), ρ(u1)) < (ρ(u0), ρ(u2)) = θ′x((u0, u2)).
This shows the monotonicity of θ′x.

By Lebesgue’s theorem, θ′x is differentiable almost everywhere. Let f :
S1[0, 2π[ be the function that maps u to the angle (u0, u). The function θx
can be written as θx = f−1 ◦ θ′x ◦ f . Moreover both f and f−1 are C∞ and map
a set of 0 measure to a set of 0 measure (for the 1-dimensional Lebesgue mea-
sure). As a consequence, θx is differentiable almost-everywhere. This finishes
the proof of Claim 1.
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Claim 2. If A is a subset of D1 with Hausdorff dimension strictly larger than
one, then there is a point x ∈ A and a subset B ⊆ A\{x} of Hausdorff dimension
strictly larger than 1 such that θx is differentiable on πx(B).

First, note that it is enough to prove this claim in the case where 0 <
Hs(A) < s with s = dimH A. Indeed, assume otherwise and take a real number
s ∈ ]1,dimH(A)[. It holds that Hs(A) = +∞. By Proposition 1.34, there is
a subset A′ of A with 0 < Hs(A′) < +∞. Now, if A′ satisfies Claim 2 with a
subset B ⊆ A′, then A satisfies Claim 2 for the same set B ⊆ A.

Marstrand proved [35] that if s > 1, and A ⊆ R2 is a measurable set
with 0 < Hs(A) < ∞, then A ∩ (x + R~u) has Hausdorff dimension s − 1 for
Hs × L∞-almost all (x, ~u) ∈ A × S1. (This has been generalized in higher
dimensions by Matilla [36].) By Mastrand’s Theorem, there exists x ∈ A such
that A∩ (x+ R~u) has Hausdorff dimension s− 1 for almost every ~u ∈ S1, so in
particular A ∩ (x+ R~u) is non-empty, so such a vector ~u belongs to πx(A). By
Claim 1, the set S′ ⊆ S1 \ {x} of directions ~u ∈ πx(A) such that

(i) A ∩ (x+ R~u) has Hausdorff dimension s− 1; and

(ii) θx is differentiable in ~u

satisfies Λ1(S1 \ S′) = 0. We define B to be the set of points of A that x
sees in the directions of S′, that is B = π−1

x (S′) ∩ A. It follows from this last
definition and Property (ii), that θx is differentiable on πx(B). To finish the
proof of the claim, it remains to prove that B has Hausdorff dimension s: we
use Property (i). To do so, we use the following fact [16, Lemma 3.1]. If B ⊆ R2

is a (Borel) set and there is t ∈ ]0, 1] such that dimH(B ∩ {x0} × R) ≥ t for
x0 in a subset of R of positive measure, then dimH B ≥ t + 1. To reduce our
statement to this theorem, define the function Φ : R2 \ {x} → [0, 2π[×R∗ that
maps a point of R2 \ {x} to its polar coordinates centered on x. Since Φ is
an isometry on every line through x, Φ(B) ∩ {α} ×R has Hausdorff dimension
s − 1 for each angle α that corresponds to a direction of S′, so any such α
belongs to a subset of positive measure. So the theorem applies with t = s− 1
and shows that Φ(B) has Hausdorff dimension at least t + 1 = s. Since the
function Φ is locally Lipschitz, it does not increase the Hausdorff dimension, so
dimH B ≥ dimH(Φ(B)) ≥ s, and further dimH B = s because B ⊆ A. This
finishes the proof of the claim.

Claim 3. There are x, y ∈ D1 and a subset B ⊆ N \ h(x, y) of Hausdorff
dimension strictly higher than 1 such that θx and θy are differentiable on πx(B)
and πy(B), respectively.

We apply Claim 2 twice. A first application to N gives x ∈ N and a set
B1 ⊆ N with Hausdorff dimension s1 > 1 such that θx is differentiable on
πx(B1) and a second application of Claim 2 to B1 gives y ∈ B1 (so y 6= x) and
B2 ⊆ B1 with Hausdorff dimension s2 > 1 and θy is differentiable on πy(B2).
To finish, it suffices to define A = B2 \ h(x, y), which gives a set satisfying the
aforementioned properties with dimH A = dimH B2 > 1 because h(x, y) has
Hausdorff dimension 1, this proves Claim 3.
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Claim 4. ρ is differentiable on every a ∈ B.

Indeed, let b ∈ D1 in a small neighborhood of a, so that b /∈ h(x, y). Note
that by the definitions ρ(b) is the intersection of the lines x+Rθx(πx(b)) and y+
Rθy(πx(b)). By Claim 3, the function b 7→ (θx(πx(b)), θy(πy(b)) is differentiable
in b. The function that to a pair of vectors (θx, θy) assigns the intersection of
the lines x + Rθx and y + Rθy is differentiable on R2 \ h(x, y). This yields a
contradiction and concludes the proof of Claim 4.

Note that the set B of Claim 4 is non-empty because it has positive Hausdorff
dimension. This yields a contradiction with the definition of N and concludes
the proof of the theorem.

Given three points a, b and c of R2, the half-wedge is the set v(a, b, c) =
h+(c, a) ∩ h+(b, c). See Figure 1.20.

c
a

b
v(a, b, c)

Figure 1.20 – The half-wedge v(a, b, c).

A point a of a domain D ⊆ R2 is omnidirectional if for every ε > 0 and
every x, y ∈ R2 \ {a} such that v(x, y, a) 6= ∅, the set v(x, y, a) ∩ B(a, ε) is
non-empty.

Equivalently, a ∈ D is omnidirectional if and only if πa(B(a, ε)\{a}) is dense
in S1 for every ε > 0. In particular, if u ∈ S1 is a unitary vector then there
is a sequence (hn)n∈N of vectors such that a + hn ∈ D for every n ∈ N, the
sequence

(
hn
‖hn‖2

)
n∈N

tends to u and ‖hn‖2 tends to 0 when n goes to infinity.

Lemma 1.36. Let D ⊆ R2. The set of points x ∈ D that are not omnidirec-
tional has Hausdorff dimension at most 1.

Proof. By the definition, a point a ∈ D is not omnidirectional if there exists
there exists a positive real εa and two points a + ~ua and a + ~va with b, c ∈ R2

such that the half-wedge v(a + ~va, b + ~va, a) is non-empty and satisfies v(a +
~va, b+~va, a)∩B(a, εa)∩D = ∅. Moreover, it is possible to choose εa, ~ua and ~va
such that εa is rational and the vectors ~ua and ~va are elements of Q2. To see
this, note that v(a+ ~u′a, b+ ~v′a, a) ∩B(a, ε′a) does not intersect D when ε′a < εa
and v(a+ ~u′a, b+ ~v′a, a) is a subset of v(a+ ~ua, a+ ~va, a).

Consequently, the set of x ∈ D that are not omnidirectional is the countable
union

⋃
A~u,~v,ε over all (~u,~v, ε) ∈ Q2 ×Q2 ×Q+ where A~u,~v,ε stands for the set

of non-omnidirectional points a ∈ D such that ~ua = ~u, ~va = ~v and εa = ε. To
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prove the theorem, it suffices to show that for each triple (~u,~v, ε) of non-colinear
rational vectors, the Hausdorff dimension of A~u,~v,ε is at most one, since then
the countable union of these set will also have Hausdorff dimension at most 1.

From now on, we fix (~u,~v, ε) in Q2 × Q2 × Q. Up to applying an affine
transformation, we may assume that ~u = (1,−1) and ~v = (1, 1). Again, since
R2 can be covered by a countable union of balls of radius ε/2 it is enough
to prove that A~u,~v,ε ∩ B has Hausdorff dimension at most 1 for any ball B
of radius ε/2 to complete the proof. Let B be such a ball. The hypothesis
implies that if a point a = (xa, ya) belongs to A~u,~v ∩ B, then any other point
b = (xb, yb) ∈ suppµ ∩ B satisfies |xa − xb| ≤ |ya − yb|. Indeed, in this case
‖a − b‖2 ≤ ε, so b /∈ w(a + ~u, a + ~v, a) and a /∈ w(b + ~u, b + ~v, b), which boils
down to the condition above.

In particular, a is the only point of the support of abscissa xa. It follows that
there is a 1-Lipschitz function φ that maps the subset S = { x | (x, y) ∈ A~u,~v,ε ∩B }
of R to A~u,~v,ε ∩B. Since Lipschitz functions do not increase Hausdorff dimen-
sions, it follows that the Hausdorff dimension of A~u,~v,ε ∩ B is at most 1. This
finishes the proof of the lemma.

The (lower) Hausdorff dimension dimH µ of a measure µ is the smallest
Hausdorff dimension of the sets charged by µ, that is

dimH µ := inf { dimH A | µ(A) > 0 } .

As an example, the Hausdorff dimension of the Hausdorff measure of dimension s
is dimH Hs = s.

Since the support suppµ of a measure µ has positive µ-measure unless it is
empty, the following holds:

dimH µ ≤ dimH suppµ.

This inequality can be strict, even if µ is a probability measure. Indeed, if
µ = µ1 + µ2, then dimH µ = min(dimH µ1,dimH µ2) while dimH suppµ =
max(dimH suppµ1,dimH suppµ2). Relying on this, an example can be obtained
by a mixture of Lebesgue measures of different dimensions.

Theorem 1.37. If µ1 and µ2 are measures with Hausdorff dimensions strictly
larger than 1 with `µ1 = `µ2 , then µ1 and µ2 are projectively equivalent.

Proof. Let µ1 and µ2 be such probability measures. First note that for i ∈ {1, 2},
the hypothesis on the Hausdorff dimension of µi implies that µi charges no line.
Indeed, since dimH µi > 1 and any line L has Hausdorff dimension one, it follows
from the definitions that µi(L) = 0.

In the first part of the proof, we apply the preceding results to show the
existence of two domains D1 ⊆ suppµ1 and D2 ⊆ suppµ2 and a measure
preserving homeomorphism ρ : D1 → D2 that preserves the chirotopes such
that

(i) µ1(D1) = 1 = µ2(D2);
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(ii) dimH D1 > 1 and dimH D2 > 1;

(iii) ρ is differentiable on every point of D1;

(iv) ρ−1 is differentiable on every point of D2; and

(v) every x ∈ D1 is omnidirectional.

In a second part, we show that such a function ρ is the restriction of a projective
transformation on D1, which concludes the proof.

By Corollary 1.23, there are subsets N 1
1 ⊆ suppµ1 and N 1

2 ⊆ suppµ2 and
a measure-preserving and chirotope-preserving homeomorphism ρ0 : suppµ1 \
N 1

1 → suppµ2 \ N 1
2 , where N 1

1 and N 1
2 are the union of a countable set and at

most one line. In particular, N 1
1 and N 1

2 have Hausdorff dimension at most 1
and µ1(N 1

1 ) = 0 = µ2(N 1
2 ).

By Lemma 1.35 applied to ρ0, there is a subset N 2
1 ⊆ suppµ1 of Hausdorff

dimension at most 1 such that ρ0 is differentiable on suppµ1 \ (N 1
1 ∪ N 2

1 ).
Similarly, by Lemma 1.35 applied to ρ−1

0 , there is a set N 2
2 ⊆ suppµ2 with

dimH N 2
2 ≤ 1 such that ρ−1

0 is differentiable on every point of suppµ2 \ (N 1
2 ∪

N 2
2 ).
We know from Lemma 1.36 that the set N 3

1 of points in suppµ1 \ (N 1
1 ∪N 2

1 )
that are not omnidirectional has Hausdorff dimension at most one.

Set N1 = N 1
1 ∪ N 2

1 ∪ N 3
1 and N2 = N 1

2 ∪ N 2
2 . For i ∈ {1, 2}, it holds

that dimH(Ni) ≤ 1 and further µi(Ni) = 0 because dimH µi > 1. Moreover,
µ2(ρ0(N 2

1 ∪N 3
1 )) = µ1(N 2

1 ∪N 3
1 ) = 0 and µ1(ρ−1

0 (N 2
2 )) = µ2(N 2

2 ) = 0 because ρ0
and ρ−1

0 are measure preserving. It remains to take D1 = suppµ1 \ (N1 ∪
ρ−1

0 (N 2
2 )) and D2 = suppµ2 \ (N2 ∪ ρ0(N 2

1 ∪ N 3
1 )). For i ∈ {1, 2}, it follows

from the properties above that µi(Di) = 1 and since dimH µi > 1, it holds that
dimH Di > 1. Also note that ρ0(D1) = D2.

Letting ρ be the restriction of ρ0 to D1 finishes the first part of the proof.
It remains to prove that ρ is a projective transformation.

For every a ∈ D1, we show that the linear function d ρa : R2 → R2 is
invertible. This essentially comes from the fact that ρ−1 is differentiable, but
we have to be careful since D1 is not an open set. For h ∈ R2 such that
a+ h ∈ D1, the differentiability of ρ in a yields

ρ(a+ h) = ρ(a) + d ρa(h) + o(‖h‖2).

Since ρ−1 is differentiable in ρ(a) and ρ(a+ h) ∈ D2,

a+ h = ρ−1(ρ(a+ h)) = a+ d ρ−1
ρ(a) ◦ d ρa(h) + o(‖h‖2),

and further d ρ−1
ρ(a) ◦ d ρa(h) = h+ o(‖h‖2). Fix a unitary vector u ∈ S1, since a

is omnidirectional, there is a sequence hn with a + hn ∈ D1 for every n ∈ N
and such that

‖hn‖2 −→
n→∞

0 and hn
‖hn‖2

−→
n→∞

u.
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Applying the equality to hn, we have d ρa ◦ d ρ−1
ρ(a)(hn) = hn + o(‖hn‖2).

Further,

d ρ−1
ρ(a) ◦ d ρa

(
hn
‖hn‖2

)
= hn
‖hn‖2

+ o(1).

Letting n go to infinity, we obtain d ρ−1
ρ(a) ◦ d ρa(u) = u as d ρa and d ρ−1

ρ(a) are
both continuous on D′1. Since this is true for every unitary vector u ∈ S2, this
proves that d ρ−1

ρ(a) ◦ d ρa = id. In particular, d ρa and d ρ−1
ρ(a) are invertible.

We claim that for every a ∈ D1 and u ∈ S2, the line L = a+ Ru through a
satisfies

ρ(D1 ∩ L) ⊆ ρ(a) + R d ρa(u).
Since a is omnidirectional, there are two sequences (h+

n )n∈N and (h−n )n∈N with
a+ h+

n ∈ D1 and a+ h−n ∈ D1 for n ∈ N such that ‖h+
n ‖2 and ‖h−n ‖2 both tend

to 0 and the intersection of wedges
⋂
n∈N w(a, a+ h−n , a+ h+

n ) equals L \ {a}.
Since ρ preserves the chirotope, we have

ρ(w(a, a+ h−n , a+ h+
n ) ∩D1) ⊆ w(ρ(a), ρ(a+ h−n ), ρ(a+ h+

n ))

for every n ∈ N. Furthermore, ρ(a + hsn) = ρ(a) + d ρa(hsn) + o(‖hsn‖2), for
s ∈ {+,−}. Letting usn := 1

‖hn‖2
(ρ(a+ hsn)− ρ(a)), we have usn = d ρa( hsn

‖hsn‖2
) +

o(1) = d ρa(u) + o(1). It follows that

w(ρ(a), ρ(a+ h−n ), ρ(a+ h+
n )) = ρ(a) + w(0, ‖h−n ‖2 · u−n , ‖h+

n ‖2 · u+
n )

= ρ(a) + w(0, u−n , u+
n ).

As a consequence, ρ(w(a, a + h−n , a + h+
n ) is included into ρ(a) + w(0, u−n , u+

n )
for each n ∈ N, which proves that ρ(L \ {a}) ⊆ ρ(a) + R d ρa(u) since (u−n )n∈N
and (u+

n )n∈N tends to d ρa(u).
Let a1, a2, a3 and a4 be four points of D1 in general position, that is without

aligned triple. Such a quadruplet exists because D1 is not contained into a finite
union of lines, as a set of Hausdorff dimension greater than one. Let f be the
unique projective transformation that maps ai to ρ(ai) for every i ∈ {1, 2, 3, 4}.
We aim to prove that ρ equals f onD1. The function f is differentiable, therefore
for each a ∈ R2, there is a linear function d fa such that f(a + h) = f(a) +
d fa(h) + o(‖h‖2) and further for each line L = a+ Ru, we have f(L) = f(a) +
R d fa(u) because f preserves alignment.

We claim that for i ∈ {1, . . . , 4}, we have d ρai = λ · d fai for some λ ∈ R.
Let us prove this for i = 1, the other cases will follow by symmetry.

For j ∈ {2, 3, 4}, we know from the aforementioned property that ρ(h(a1, aj))
is included into a line containing ρ(a1). As moreover ρ(aj) ∈ ρ(h(a1, aj)), it
holds that

ρ(h(a1, aj)) ⊆ h(ρ(a1), ρ(aj)) = h(f(a1), f(aj)) = f(h(a1, aj)).

Consequently, the linear function d ρa1 ◦ (d fa1)−1 : R2 → R2 has three non-
colinear eigenvectors, namely a2− a1, a3− a1 and a4− a1, and therefore d ρa1 ◦
(d fa1)−1 is an homothetic transform, which proves the claimed property.
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We now show that for every line L that contains ai for some i ∈ {1, 2, 3, 4},
then

ρ(L ∩D1) ⊆ f(L).

Indeed, write L = ai + Ru, for some u ∈ S2, we have

ρ(L ∩D1) ⊆ ρ(ai) + R d ρai(u) = f(ai) + R d fai(u) = f(L).

We are now ready to prove that ρ(x) = f(x) whenever x ∈ D1. Since
a1, a2, a3 and a4 are not in convex position, for every x ∈ D1, there exist
i, j ∈ {1, . . . , 4} such that ai, aj and x are not aligned. Applying the preceding
property with L = aix, we know that ρ(x) holds on the line h(f(ai), f(x)) and
similarly, ρ(x) is on the line h(f(aj), f(x)), so ρ(x) = f(x).

Theorem 1.37 seems unsatisfying for me because its hypothesis is about the
dimension of the measures involved while Corollary 1.23 suggests that rigidity
should only depend on the geometry of the supports of these measures, indepen-
dently from the distribution on this support. I expect the following statement
to be correct.

Conjecture 1.38. If µ1 and µ2 are two measures with `µ1 = `µ2 such that µ1
charges no line and dimH suppµ1 > 1, then µ1 and µ2 are projectively equiva-
lent.

Note that the two differences with Theorem 1.37: first the hypothesis con-
cerns the Hausdorff dimension of the support of µ1 instead of the Hausdorff
dimension of the measure µ1 itself; second, there is no hypothesis on µ2.

1.12 Rigidity when the support has nonempty
interior

The following theorem states that under some assumption, two measures that
give the same chirotope distribution are essentially the same.

Theorem 1.39. Let ν1 and ν2 be two measures of S2 that charge no line.
If supp ν1 contains an open set and `ν1 = `ν2 , then there exists a projective
transformation f such that ν2 ◦ f = ν1.

Theorem 1.39 is a consequence of Theorem 1.22 and the following geomet-
ric property, that a function preserving alignments on a small ball acts as a
projective (or spherical) transform on some dense grid.

Lemma 1.40. There is a bounded and countable subset A of R2 whose adher-
ence contains an open ball and with the following property.

(∗) For every set T ⊆ R2 every map ρ : A→ T such that ρ(a), ρ(b) and ρ(c)
are aligned if and only if a, b and c are aligned for every (a, b, c) ∈ A3,
there is a projective transformation p such that p|A = ρ.
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Moreover, this property is stable by homotetic transformations, that is for ev-
ery a0 ∈ R2 and λ ∈ R∗, the set a0 + λA satisfies (∗).

Proof. Fix a convex quadrilateral Q0 = a0b0c0d0 such that the lines h(a0, b0)
and h(c0, d0) in one hand, and h(b0, c0) and h(d0, a0) in the other hand, are
not parallel. We now describe a construction that can be applied to any convex
quadrilateral Q = abcd contained in Q0 and such that h(a, b) ∩ h(c, d) = {e}
and h(a, d)∩h(b, c) = {f}. Figure 1.21 illustrates the construction. Processing Q
means constructing the following five points:

• the intersection point x of h(a, c) and h(b, d);

• the intersection point of h(e, x) and h(a, d);

• the intersection point of h(e, x) and h(b, c);

• the intersection point of h(f, x) and h(a, b); and

• the intersection point of h(f, x) and h(c, d).

This yields four new convex quadrilaterals contained in Q and all containing x,
each of which can be processed. Starting from Q0 ∪ {e, f}, we recursively pro-
cess Q0 and all subsequent quadrilaterals emanating from the process. We
define A to be the set of vertices of all obtained quadrilaterals. We observe
that A is dense in the quadrilateral Q0. To see this, we consider the projec-
tive transformation that maps a to (0, 0), b to (1, 0), c to (1, 1) and d to (0, 1).
(The images of e and f are on the line at infinity.) The image of A by this
transformation is the grid

{
( i

2k ,
j

2k )
∣∣ k ∈ N and 0 ≤ i, j ≤ 2k

}
.

We note that h(ρ(a), ρ(b)) and h(ρ(c), ρ(d)) intersect in a unique point, which
is ρ(e) ∈ T . Similarly, h(ρ(a), ρ(d)) and h(ρ(b), ρ(c)) intersect in a unique point,
which is ρ(f) ∈ T .

Let p be the unique projective transformation that maps a to ρ(a), b to ρ(b),
c to ρ(c) and d to ρ(d). In particular, p preserves the colinearity of points
in R2. This implies that if x ∈ A, then ρ(x) = p(x) as all points in A is
defined from Q0 and from (ρ(a), ρ(b), ρ(c), ρ(d)) = (p(a), p(b), p(c), p(d)) using
only colinearity properties.

The second part of the theorem directly follows from the fact that the
affine transformation f : x 7→ a0 + λx preserves colinearities: if a function ρ
on A′ = a0λA preserves colinarities then by (∗), ρ ◦ f = p|A for some projective
transformation f , and further ρ = (p ◦ f−1)|A′ .

Proof of Theorem 1.39. Theorem 1.22 applies to ν1 and ν2. Indeed, these mea-
sures charge no line and `ν1 = `ν2 . Thus, there are two countable sets N1 ⊆
supp ν1 and N2 ⊆ supp ν2 and a measure-preserving map ρ : supp ν1 \ N1 →
supp ν2 \ N2 that preserves the chirotope (on every triple).

Now, let A be the set provided by Lemma 1.40. Let O be an open ball
of supp ν1 that is included into a hemisphere, so that we can consider O as an
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a

b

c d

x

Figure 1.21 – The construction of four new quadrilaterals (meeting in x) from
the quadrilateral Q = abcd.

open set of the plane. Such a ball exists by hypothesis. Up to shifting and
rescaling A, we may assume that A ⊆ O \ N1. Indeed, since O is an open ball
and A is bounded, there is a point a0 and real numbers t > 0 and λ > 0 such
that the set As = a0 + (s, 0) + λA is included in O for every s ∈ [0, t]. Now,
note that if a ∈ A and n ∈ N1, then a0 + (s, 0) + λa is equal to n for at most
one value of s. Since A and N1 are countable, it follows that As intersects N1
for at most countably many s, which suffices to conclude that there is s such
that As ⊆ O \ N1.

We know from Lemma 1.40 that there is a projective transform p, such
that ρ|A = p|A. By continuity, it follows that Hence p(x) = ρ(x) for every x ∈
A \ N1.

Since p also preserves the orientation of the triangles in A, there is a spherical
transform s such that s(x) = p(x) = ρ(x) for every x ∈ A.

It remains to show that s(x) = ρ(x) for every x ∈ supp ν1 \ N1. Let x ∈ S
and consider two distinct lines L1 and L2 that both intersect the interior of A
and such that L1 ∩ L2 = {x}. For i ∈ {1, 2}, let ai and bi be two distinct
(and not antipodal) points of Li ∩ A that are not in N1. These points ex-
ist because N1 is countable. Thus s(ai) = ρ(ai) and s(bi) = ρ(bi). Hence
both ρ(x) and s(x) belong to h(ρ(ai), ρ(bi)) since both ρ and s preserve colin-
earity. As h(ρ(a1), ρ(b1)) and h(ρ(a2), ρ(b2)) intersect in two antipodal points,
it follows that ρ(x) ∈ {s(x),−s(x)}.

To finish the proof, note that the line h(a1, a2) does not contain x (since
otherwise L1 = L2). Since both ρ and s are chirotope-preserving, the triangles
ρ(a1)ρ(a2)ρ(x) and s(a1)s(a2)s(x) = ρ(a1)ρ(a2)s(x) have the same orientation,
which is that of a1a2x. This suffices to conclude that ρ(x) = s(x) and finish the
proof.

Since, ν1(N1) = 0, it follows that ν2 ◦ f = ν1.
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Chapter 2

Property testing

2.1 Introduction
How to get information from big networks, such as the graph of the internet,
when it is so big that even a mere exploration of this structure is impossible?
In this case, classical graph algorithms are in general not usable.

The idea of property testing is to use algorithms that examine only a random
sampling of the graph, whose size is very small in comparison to the size of the
graph. This approach was initiated by Oded Goldreich, Shafi Goldwasser and
Dana Ron [22]. It leads to very efficient algorithms, and in particular algorithms
whose complexity does not depend on the size of their input, but instead only
on a precision parameter.

Since two almost identical structures are likely to generate the same sam-
plings, the drawback for such an algorithm is that it can only decide a property
up to a certain distance, which corresponds to what is distinguishable for such
an algorithm.

2.1.1 Tester
Assume G = (V,E) is a that a (usually very large) graph whose vertex set is
known and consider an algorithm A that accesses G via queries of the type

Does uv belongs to E?

for some vertices u, v ∈ V . The query complexity of A is the number of queries
this algorithm asks. Note that at each step of the algorithm A, the algorithm
cannot distinguish between two vertices involved in no previous query, so we
may assume that every new vertex used by A is chosen uniformly at random.
Equivalently, if X ⊆ V is the set of vertices involved in some query of a run
of A, we may assume that X is a random subset of V of some size s chosen
uniformly among the subsets of V of size s.

75
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The query complexity c of A for this run is at least |X|2 , which happens if
each query involves completely new vertices, and at most

(|X|
2
)
, which happens

if A asked for the entire knowledge of G[X], the subgraph of G induced by X.
Up to changing the complexity of A from c to 2c2, we may assume that we are
always in the second case, i.e. A asks for the whole subgraph G[X] (up to not
using all the available information), and we consider only such algorithms in
the following. This simplification in particular does not change which problems
can be solved with query complexity independent from the size of G, or which
problems admit an algorithm with polynomial query complexity with respect to
some parameter.

As a consequence, this approach boils down to study the following algorith-
mic scheme.

Algorithm 1 Tester
Input: A graph G = (V,E)
Output: Does G have some property P?
1: Sample X ⊆ V of size s uniformly at random for some s.
2: Construct G[X]. .

(|X|
2
)
queries.

3: Accept or reject G depending on G[X].

Algorithm 1 is a randomized algorithm, and it may give a wrong answer with
some probability (and our concern is to find under which condition we can have
some guarantee under this probability). A randomized decision algorithm that
may reject a graph with the tested property and may accept a graph without
the tested property is two-sided. It is one-sided if a rejection is always exact.

Since the number of queries made by Algorithm 1 depends only on the
size of X, we make a small abuse of notation and we call query complexity of
Algorithm 1 the size of the set X instead of the number of edges actually asked
for, which is

(|X|
2
)
.

Let P be a graph property, i.e. a set of graphs, such as the set of bipartite
graphs or that of triangle-free graphs. The property P is called hereditary if it
is closed under induced subgraph, i.e. if for every G ∈ P and X ⊆ V (G), the
induced subgraph G[X] belongs to P.

We want a one-sided algorithm of the type of Algorithm 1 that tests a
property P that is supposed to be hereditary. To be one-sided, this algorithm
cannot reject if G[X] ∈ P. On the other side, a subgraph G[X] that is not in P
is a certificate that G /∈ P, since otherwise it would contradict the heredity of P.
This leads to the following algorithm.
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Algorithm 2 One-sided tester for the property P
Input: A graph G = (V,E)
Output: Does G belong to P?
1: Sample X ⊆ V of size s uniformly at random for some s.
2: Construct G[X].
3: if G[X] ∈ P then
4: Accept
5: else
6: Reject
7: end if

This whole chapter is about the following question: which value should I take
for s and what kind of guarantees do I have on the outcome of this algorithm?

Note on the query complexity

In Algorithm 2, we are not interested in the complexity of determining whether
G[X] is in P. In particular, this recognition can be NP-complete, in which case
the best algorithm known to perform the recognition has time complexity expo-
nential in |X|. The first reason for this is that if |X| is constant, then recognizing
if G[X] ∈ P takes constant (although perhaps long) time. The second reason is
that it isolates the testability problem from the classical algorithm complexity
problem. If P is, for instance, the class of 3-colorable graphs, recognizing graphs
of P is NP-complete and therefore knowing if there is a polynomial algorithm
for this class is equivalent to arguably one of the most difficult problem in com-
puter science. One of the main difficulties to the question P vs NP is that it is
difficult to prove that no algorithm does something. When caring only for the
query complexity of Algorithm 2, no purely algorithmic question remains as the
algorithm is known. Instead, the question boils down to study the statistics of
the random induced subgraph G[X].

Formally speaking, this approach is also justified by a result attributed to
Noga Alon and exposed by Goldreich and Trevisan [23, Proposition E.2] that
shows that a heridetary graph property can be tested (as properly defined in
the next section) by some algorithm of query complexity s, then it can be tested
with query complexity polynomial in s by Algorithm 2.

2.1.2 A distance on graphs
Detecting edges

We start with the very simple example where P is the class of empty graphs,
that is the set of graphs with no edge. Let G = (V,E) be a graph with n vertices
and m edges. For the class P, Algorithm 2 rejects if and only if G[X] has at
least one edge, i.e.

P(G is rejected) = P(G[X] has an edge)
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Let us estimate this last probability. Recall first that X is a random set of size s.
The probability for a random pair {u, v} in V (chosen uniformly at random)
that uv is an edge is m/

(
n
2
)
. As a first consequence, the expected number of

edges in G[X] is E(|E(G[X])|) =
(
s
2
)
·m/

(
n
2
)
. Using E(|E(G[X])|) as an upper

bound on the probability that |E(G[X])| ≥ 1, it holds that

P(G[X] has an edge) ≤ E(|E(G[X])|) =
(
s

2

)
· m(n

2
) ≤ s2 · m

n2 .

Moreover, since X contains s/2 independent pairs of vertices, the probability
that none of them is an edge is at most

P(G[X] has no edge) ≤ (1−m/
(
n

2

)
)s/2

≤ (e−2 m
n2 ) s2

= e−s·
m
n2

Now set λ = m
n2 , and rewrite the inequalities above as

1− e−λs ≤ P(G[X] has an edge) ≤ λs2. (2.1)

Note that the bounds in (2.1) depend only on s and the ratio λ = m
n2 . It follows

from the upper bound that for a fixed s, Algorithm 2 can fail with probability
arbitrarily small provided that the input has small enough m

n2 . For instance, a
big graph with only one edge is very unlikely to be detected as an non-empty
graph by Algorithm 2. In particular, there is no hope that a constant s works
well for every graph. This also shows that such an algorithm cannot distinguish
between graphs that differ in a subquadratic number of edges. If, however,
we consider only graphs with λ larger than some fixed value ε > 0, the lower
bound shows that taking s = 1

ε , then the algorithm gives the correct answer
(i.e. rejects) with probability at least 1− e−λε ≥ 1− 1/e ≥ 1

2 .
Let us formalize this phenomenon.

Definition 2.1. The distance d(G,H) between two graphs G and H on the
same vertex set of size n is the smallest number λ such that one can get a graph
isomorphic to H from G by adding or removing λ · n2 edges to G.

If P is a graph property and G is a graph, the distance from G to P is

d(G,P) := min
H∈P,|H|=|G|

d(G,H).

For ε > 0, the graph G is ε-far from P if d(G,P) ≥ ε. The graph G is ε-close
to P if d(G,P) ≤ ε. In other words, G of size n is ε-far from P if one need to
add and/or remove at least εn2 edges to transform G into a graph of P.

Definition 2.2. A hereditary graph class P is testable if for every ε > 0 there
is an integer s(ε) such that for every graph G = (V,E) that is ε-far from P,

P(G[X] /∈ P) ≥ 1
2 .
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where X is chosen uniformly at random among the subsets of V of size s(ε).

For instance, Equation (2.1) proves that the class of empty graphs is testable
with query complexity s(ε) = 1

ε .
From an algorithmic point of view, a hereditary property P is testable if and

only if for every ε > 0 Algorithm 2 with s = s(ε) works on G with probability
at least 1

2 unless d(G,P) < ε. More precisely, Algorithm 2 has in this case the
following outcome.

• P(G is accepted) = 1 if G ∈ P.

• P(G is rejected) ≥ 1
2 if d(G,P) ≥ ε.

• There is no guarantee if d(G,P) < ε and G /∈ P.

This is summarized by Figure 2.1.

P
ε

P

P(G[X] ∈ P) = 1

P(G[X] /∈ P) ≥ 1
2

Figure 2.1 – Definition of testable.

2.1.3 Tricks on the algorithm
In Algorithm 2, the set of vertices X is taken uniformly at random among
the subsets of some size s, which corresponds to a random sampling without
replacement.

For the analysis, it is often convenient to consider that X is instead con-
structed as the union of a given number k random sets X1, . . . , Xk with re-
spective size s1, . . . , sk with

∑k
i=1 si = s, where each Xi is chosen uniformly

among the sets of vertices of size si, independently from each other. We
write X̃ =

⋃k
i=1Xi this variant of X for the sake of readability. In other

words, X̃ is a random sampling with replacement between each Xi.
We argue that in this case, if P(G[X̃] /∈ P) ≥ 1

2 then P(G[X] /∈ P) ≥ 1
2 .

Let us prove it if k = 2. For each non-negative integer r ≤ min(s1, s2), the
probability that |X1 ∩X2| = r is some value pr =

(
s1
r

)(
n−s1
s2−r

)
/
(
n
s2

)
whose exact

expression actually does not matter. Now, X̃ can be simulated as a subset
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of X as follows: take a random value r, where r ∈ {0, . . . ,min(s1, s2)} is chosen
with probability pr, this fixes the size of |X1 ∩ X2|. Then, pick three disjoint
subsets Y1, Y2, Z ⊆ X, uniformly at random so that |Y1| = s1 − r, |Y2| = s2 − r
and |Z| = r. Set X1 = Y1 ∪ Z and X2 = Y2 ∪ Z. As a consequence to
this construction, we can correlate X and X̃ so that X̃ ⊆ X, and further
P(G[X] /∈ P) ≤ P(G[X̃] /∈ P) since G[X] /∈ P whenever G[X̃] /∈ P. The
case k > 2 can be treated similarly.

As another remark, note that the constant probability threshold of 1
2 is

arbitrary. It is easy to see that this constant can be arbitrarily improved by
taking a larger sampling. More precisely, if P|X|=s(G[X] ∈ P) < 1

2 , where X
is taken with size s, then P|X|=ks(G[X] ∈ P) < 2−k. Indeed, by the remark
above, taking |X| of size ks gives at least the information of taking k independent
samplings of size s in V .

2.1.4 Testability of Hereditary properties
The fundamental result on one-sided testability of graph properties is the fol-
lowing general theorem, proved by Noga Alon and Asaf Shapira in 2005.

Theorem 2.1 (Alon and Shapira [7]). Every hereditary property is testable.

This theorem is remarkable: it provides a one-sided algorithm of query com-
plexity (and further computational complexity) that is independent of the size
of the graph for every hereditary class.

Alon and Shapira actually proved that Theorem 2.1 is essentially an equiv-
alence. A graph property P is semi-hereditary if P is contained in a hereditary
graph property H such that for every ε > 0 there is M(ε) such that every graph
of size at least M(ε) which is ε-far from P has an induced subgraph not in H.
A graph property is testable (with one-sided tester) if and only if it is semi-
hereditary [7, Theorem 2]. As a simple example, a hereditary property from
which we remove a finite number of graphs is semi-hereditary, like for instance
the class of bipartite graphs of size at least 42.

Theorem 2.1 uses a strengthening of Szemerédi regularity lemma and gives a
query complexity s(ε) that is a tower of towers of exponentials of size polynomial
in 1/ε. This has been improved by David Conlon and Jacob Fox [12] to a
single tower of exponentials. This bound in the regularity lemma cannot be
significantly improved since Timothy Gowers constructed a family of graphs
whose regularity partition all have size at least a (single) tower of exponentials
of height

( 1
ε

)c for some constant c [24].
This huge constant makes this theorem unusable in practice.

2.1.5 Easily testable classes
We know from Theorem 2.1 that every hereditary class is testable. The next
step is to refine the analysis to determine which of these classes are testable
with reasonable query complexity. A natural definition for reasonable query is
to ask that the complexity is a polynomial in 1

ε .
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Definition 2.3. A hereditary property P is easily testable if it is testable with
a constant s(ε) that is polynomial in 1

ε .

The rest of this chapter is mainly devoted to the question of which classes
are easily testable.

2.1.6 H-free classes
For any graph H, let H-free be the class of H-free graphs, that is graphs with
no induced subgraph isomorphic to H. As will be seen below, the question of
finding for which H the class H-free is easily testable is "nearly" solved.

If G = (V,E) is a graph, then G denotes the complementary graph of G,
i.e. the graph on V where uv is an edge if and only if uv /∈ E, for every pair of
different vertices u and v. Because of the symmetry of the role played by edges
and non-edges in Algorithm 2, the complexity for testing a property P is the
same as the complexity for testing that the class

{
G
∣∣ G ∈ P }. In particular,

the classes H-free and H-free are testable with same query complexity.
If k is a positive integer, let Pk be the path with k vertices. The class P2-free

is the set of empty graphs. It is an easy exercise to see that P2-free is testable
with query complexity O( 1

ε ). We established this result in Section 2.1.2. The
class P3-free, that consists of disjoint unions of cliques, has been proved to be
easily testable by Alon and Shapira [6]. On the other hand, they showed that
the class H-free is not easily testable when H is different from P2, P3, P4, C4
and different from the complementary of one of these graphs, so in particular
H-free is not easily testable when H has size at least 5. The case of the
class P4-free has been solved by Alon and Fox [4], who showed that P4-free
is easily testable. The graphs in P4-free are also called co-graphs, they are the
graphs that can be recursively obtained from single vertices by disjoint unions
and (complete) joins.

As a consequence, all graphs H for which the class H-free is easily testable
are known, except when H is C4 or its complementary C4 = 2K2. The following
question is still open.

Question 2.1. Is the class C4-free easily testable?

Last year, Lior Gishboliner and Asaf Shapira [19] showed that every graph
that is ε-far from the class of C4-free graphs contains at least n4/2(1/ε)c induced
copies of C4 for some constant c. This result implies that the class of C4-free
graphs can be tested with query complexity 2(1/ε)c (recall that the general bound
on the query complexity of hereditary classes is a tower of exponentials of poly-
nomial size in 1/ε). We discuss Question 2.1 in the next section (Section 2.2).

Alon and Fox constructed for every small enough ε a graphs Gε that is ε-
far from being C5-free, from which a sampled induced subgraph of size s is a
comparability graph with probability at least 1−s3εΩ(log(1/ε)), which tends to 1
when s is a polynomial in 1/ε and ε tends to 0 [4]. This further implies that
every class P such that

comparability ⊆ P ⊆ C5-free
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is not easily testable. In particular, the class of perfect graphs is not easily
testable.

2.2 The case of C4-free graphs
A possible first step to attack Question 2.1 is to look at subclasses of C4-free
that are more structured. This includes the following classes.

• Split graphs. A graph is a split graph if its vertices can be partitioned
into a stable set and a clique. Equivalently, a graph is split if it is C4,
C4 = 2K2 and C5-free. We prove in Section 2.4 that split graphs are
testable with query complexity O( 1

ε · ln
1
ε ).

• {C4, C4}-free graphs, or pseudo-split graphs. It is the set of graphs
without C4 or its complementary 2K2 as induced subgraphs. Such a graph
is also called a pseudo-split graph because of the following characteriza-
tion. A graph G = (V,E) is {P4, 2K2}-free if and only if G is split or V
can be partitioned into a clique C, an independent set I and a set S
that induces a C5. In particular, a pseudo-split graph is split if it has no
induced C5 and has exactly one such C5 otherwise.
It follows that the class of pseudo-split graphs is testable with same asymp-
totic complexity as split graphs, i.e. O( 1

ε ln 1
ε ). To see this, consider a

graph G that is ε-far from being pseudo-split, then G is in particular ε-far
from being split. Let c be a constant such that the class of split graphs is
testable with query complexity c· 1ε ln 1

ε . Now sample a set S = S1∪S2∪S3
of size 3c · 1

ε ln 1
ε , partitioned into three parts of size |Si| = c · 1

ε ln 1
ε . We

know that with probability at least 1
2 , the subgraph G[Si] is not split. As

a consequence, with probability at least 1
2 , more than half of these three

sets, thus at least two of them – say S1 and S2 –, induce a graph that is
not split. If G[S1] and G[S2] are pseudo-split graphs, then by the charac-
terization above both of them contain an induced C5 and therefore G[S]
is not pseudo-split. This proves that the class of pseudo-split graph is
testable with query complexity 3c · 1

ε ln 1
ε .

Note also that a pseudo-split graph G on n vertices is 5
n -close to a split

graph since it suffices to transform the possible C5 in G into an in-
dependent set disconnected from the rest of the graph by removing at
most 5 + 5(n − 5) ≤ 5n edges. This distance tends to 0 when n goes to
infinity, so these two classes generate the same limits of graphs.

• {C4, P4}-free graphs, or trivially perfect graphs. These graphs are
also intersection graphs of nested interval families, that are families of in-
tervals (Iv)v∈V such that Iv ⊆ Iu or Iu ⊆ Iv whenever Iu and Iv intersects.
This class is easily testable by Theorem 2.11. It is also a consequence of
Corollary 2.39 that we show at the end of this chapter or Theorem 6
in [20]. This class has a nice recursive structure similar to the structure
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of co-graphs (from which it is a subclass). In Section 2.5.2, we sketch a
proof that the class of trivially perfect graphs are easily testable using this
structure.

• Interval graphs. Interval graphs are intersection graphs of family of
intervals. We prove in Section 2.6 that the class of interval graphs is
easily testable.
In the mean time , Gishboliner and Shapira [20] independently proved a far
more general result: every semi-algebraic classes – a very large family of
classes containing classes of intersection graphs of geometric object (such
as interval graphs) – are easily testable. See Section 1.9.1 for a definition
of semi-algebraic relation. The proof given by Gishboliner and Shapira
is much shorter than the one presented in this thesis. Nevertheless, the
techniques used are very different and this latest proof might give ideas for
cases that are not solved by the general result of Gishboliner and Shapira.

• Chordal graphs. Chordal graphs are the graphs without induced cycle
of size at least 4. The class of chordal graphs is a superclass of the class
of interval graphs that is not semi-algebraic. It is an open question to
know if this class is easily testable. As for C4-free graphs, a recent re-
sult [19, Theorem 1.2] shows that chordal graph are testable with query
complexity 2(1/ε)c .

2.3 Graph partition problem
The class of k-colorable graphs is an example of NP-complete problem that is
easily testable. This result – k-colorability is testable – was first proved by
Goldreich, Goldwasser and Ron [22] for the query complexity k2 ln k

ε2 . The query
complexity was improved to 36k ln k

ε2 by Noga Alon and Michael Krivelevich [5].
The proof of Alon and Krivelevich can be directly adapted to show a similar
result on a larger family of graph classes.

Given a graph G = (V,E) and two sets V1, V2 ⊆ V , let E(V1, V2) be the set
of vertices uv ∈ E such that u ∈ V1 and v ∈ V2. Recall that if k is an integer,
then [k] is the set {1, . . . , k}.

Definition 2.4. A graph partition problem is parameterized by k+
(
k
2
)
pairs of

numbers (`ij , uij)1≤i≤j≤k with k ∈ N. It consists of the set of graph G = (V,E)
with a partition V =

⋃k
i=1 Vi such that:

1. For every i, j with 1 ≤ i < j ≤ k,

`ij ≤
|E(Vi, Vj)|
|Vi| · |Vj |

≤ uij .

2. For every i ∈ [k],

`ii ≤
|E(Vi, Vi)|(|Vi|

2
) ≤ uii.
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In this definition, k is the number of parts of this graph partition problem.
The class of k-colorable graphs is a particular case of graph partition problem.
To see this, set `ij = 0 and uij = 1 whenever i < j, so that condition 1 in
Definition 2.4 is always satisfied, and `ii = uii = 0 for i ∈ [k], so that condition 2
ensures that Vi is a stable set.

The graph partition problems in the literature [22, 23] uses constraints of
the type

`′ij ≤
|E(Vi, Vj)|

n2 ≤ u′ij (2.2)

instead of the constraints in Definition 2.4. These graph partition problems are
known to be testable with two-sided tester and query complexity polynomial
in 1

ε . Goldreich and Trevisan [23] characterized the graph partition problems
defined in (2.2) that are one-sided.

The bound of Alon and Krivelevich in [5] extends directly to the following
problems. These problems contain the one-sided testable classes characterized
in [23].

Theorem 2.2. Let P be a graph partition problem with k parts such that all
parameters belongs to {0, 1}. Then P is easily testable with query complexity
is 36k ln(k)

ε2 .

First note that taking all parameters in {0, 1}means that every pairs (`ij , uij)
is equal to one of (0, 0), (0, 1) and (1, 1). Note also that if (`ii, uii) = (0, 1) for
some i ∈ [k] then the class P contains every graph, so in this case the property
is trivial. Otherwise, the constraint can be restated as follows: each part is
forced to be either a clique or an independent set and some pairs of parts may
be forced to be complete or anti-complete.

Theorem 2.2 can be shown following the proof of Alon and Krivelevich in [5,
Theorem 3]. As the adaptation is quite direct, we sketch the proof of Alon
and Krivelevich for k-colorable graphs (see [5] for the complete proof), and we
explain what needs to be modified to show Theorem 2.2.

Outline of the proof. [5] Let P be the class of k-colorable graphs. The goal of
the proof is to show that if G = (V,E) is a graph ε-far from the class P and R
is a random subset of V of size r = 36k ln k/ε2, then G[X] /∈ P with probability
at least 1

2 .
For the sake of the analysis, Alon and Krivelevich consider that R is gener-

ated in r rounds, each time choosing a new vertex vj in V .
At each step of the algorithm, they consider a subset S ⊆ R and a k-

partition φ : S → [k] for S, that is consistent with the constraints of the
k-coloring, i.e. each part is an independent set. Given such an S and such
a φ, they consider for every vertex v ∈ V the list Lφ(v) of colors i ∈ [k] such
that extending φ to S ∪ {v} by φ(v) = i satisfy the constraints. In the case of
k-coloring, Lφ(v) is the set of colors in [k] such that v has no neighbor in S with
this color. The value

Eφ :=
∑
v∈V
|Lφ(v)|
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is a measure of the freedom we have when trying to extend the partition φ to V .
A vertex v with Lφ(v) = ∅ is called colorless. If the algorithm draws a colorless
vertex v, then we know that φ does not extends properly to S ∪ {v}. Let U be
the set of colorless vertices.

A greedy coloring of the whole graph G extending φ consists of assigning
to a vertex v ∈ V \ (S ∪ U) the color c = αφ(v) that minimizes the num-
ber δcφ(v) of neighbors of v with a color c′ ∈ Lφ(v) such that the constraints
force that u does not have color c and v color c′ simultaneously. In the par-
ticular case of k-coloring, δcφ(v) is the number of v ∈ N(u) with c ∈ Lφ(v).
Let δφ(v) := minc∈Lφ(v) δ

c
φ(v) be this minimum. If u is colorless, then αφ(u) is

chosen arbitrarily. Now, the number

∆φ :=
∑
u∈V

δφ(v) + n|U | (2.3)

is an upper bound on the number of edges one has to change to make αφ a valid
partition. By the hypothesis, ∆φ is at least εn2.

It follows that with probability at least ε, either a colorless vertex is drawn,
which proves that φ cannot be extended, or a vertex v with δφ(v) at least εn,
in which case Eφ decreases by at least δφ(v) ≥ εn independently of the color
assigned to v. This last case cannot happen too often (less than k

ε times) since
0 ≤ Eφ ≤ kn, so the algorithm is likely to end up finding a colorless vertex,
proving that the particular φ considered does not extend to the sampling.

A further analysis of the process then shows that with some good probability,
every choice of φ ends with a contradiction.

Let us explain how to use this proof to show Theorem 2.2 (that is the same
result extended to graph partition problems), doing only the following a few
changes.

Fix a graph partition problem. Throughout the proof φ represents a k-
partition V = ∪ki=1Vi such that every part Vi := φ−1(i) satisfy the condition in
Definition 2.4. The set Lφ(v) is then defined as

Lφ(v) := [k] \ {1 ≤ i ≤ k| ∃u ∈ S \ {v}, (v ∈ N(v) and uiφ(u) = 0) or
(v /∈ N(v) and uiφ(u) = 1)}.

Then for every c ∈ Lφ(v), define

δiφ(v) := | { u ∈ N(v) | ∃j ∈ Lφ(u), uij = 0 } |
+ | { u /∈ N(v) | ∃j ∈ Lφ(u), `ij = 1 } |.

and δφ(v) as δφ(v) := mini∈Lφ(v) δ
i
φ(v). This allows us to define the set U

of colorless vertices as the set of vertices v ∈ V with Lφ(v) = ∅. It is then
easy to see that the number ∆φ defined by (2.3) (with the new definitions) is an
upper bound on the number of edges to change in G to satisfy the constraints
and that defining a color φ(v) for v decreases the value Eφ (defined with the
same expression) by δφ(v). With these definitions, the rest of the proof follows
similarly and provides the same bound on the query complexity.
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2.4 split is easily testable
In this section we prove that the class of split graphs is testable with polynomial
query complexity. Let us first recall the definition.

Definition 2.5. A graph G is a split graph if the set of vertices can be parti-
tioned into two sets K and I such that K is a clique and I an independent set
of G. In this case, (K, I) is a split partition of G.

The class split of split graphs corresponds to the graph partition problem
with two parts and parameters (`12, u12) = (0, 1), (`11, u11) = (1, 1) and (`22, u22) =
(0, 0). Consequently, Theorem 2.2 applies to split graphs and shows that split
is testable with query complexity c

ε2 , where c = 36 · 2 ln 2.
We prove that split is testable with query complexity O( 1

ε ln 1
ε ). We first

show the following structural result about split graphs that shows that the split
partitions of a split graph are almost equal.

Property 2.3. Let G = (V,E) be a split graph, there is a split partition (K0, I0)
of G such that one of the following holds.

• There is U ⊆ K0 such that the split partitions of G are exactly (K0, I0)
and (K0 \ {v}, I0 ∪ {v}) for each v ∈ U ; or

• there is U ⊆ I0 such that the split partitions of G are exactly (K0, I0)
and (K0 ∪ {v}, I0 \ {v}) for each v ∈ U .

Proof. First assume that G has two split partitions (K1, I1) and (K2, I2) such
that K1 * K2 and K2 * K1. In this case, K1∩ I2 and K2∩ I1 have size at most
one since they are both cliques and independent sets. It follows that K1 ∩ I2 =
{v1} and K2 ∩ I1 = {v2} for some vertices v1, v2 ∈ V .

We may assume without loss of generality that v1v2 ∈ E. Indeed, the
statement of Property 2.3 is symmetrical toward graph complementary, that is it
is satisfied byG if and only it is satisfied byG. As a consequence, if v1v2 /∈ E(G),
it suffices to prove the property for G′ = G instead, with the split partitions
(K ′1, I ′1) = (I1,K1) and (K ′2, I ′2) = (I2,K2) (i.e. cliques and stable sets have
been swapped) and then it holds that v1v2 ∈ E(G′).

In this case, the set K0 = K1∪K2 is a clique. Define I0 = V \K0 = (I1∩I2)
and U = { v ∈ K0 | v has no edge to I0 }. We prove that (K0, I0) and U satisfy
the second item of Property 2.3.

First note that (K0, I0) is a split partition of G, as I0 ⊆ I1 is an independent
set. Moreover, for each v ∈ U , it follows from the definition of U that (K0 \
{v}, I0 ∪ {v}) is a split partition.

It remains to show that every split partition (K, I) of G is of the form above.
Let us prove that I0 ⊆ I. Since v1v2 ∈ E, one of v1 and v2 is in K. Further,
since v1 and v2 have no edge to I0 (because I0 ∪ {v1} ⊆ I2 and I0 ∪ {v2} ⊆ I1
respectively), no vertex of I0 is in K, so I0 ⊆ I.

Assuming that I 6= I0, there is exactly one vertex v in I \ I0 = I ∩ K0
since this set is both a clique and an independent set, and further (K, I) =
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(K0 \ {v}, I0 ∪ {v}). Moreover, v ∈ U because I0 ∪ {v} = I is an independent
set, which prove the sought property.

Now assume that for every pair of split partitions (K1, I1) and (K2, I2) of G,
it holds that K1 ⊆ K2 or K2 ⊆ K1. Since moreover, |K1 \K2| = |K1 ∩ I2| ≤ 1
and |K2 \K1| ≤ 1, it follows G has either exactly one split partition or exactly
two split partitions (K0, I0) and (K0 \{v}, I0∪{v}) or (K0∪{v}, I0 \{v}). This
finishes the proof.

As consequence of Property 2.3, a split graph with n vertices has at most n+1
split partitions. We are now ready to show the following theorem.

Theorem 2.4. The class split is testable with query complexity O( 1
ε ln 1

ε ).

Proof. Algorithm

Fix a graph G = (V,E) with n vertices. Let s be a positive integer to be fixed
later. We draw a subset R of size 2s, chosen uniformly at random among the
subsets of V of size 2s. For the needs of the proof, we partition R into two
sets S and T with |S| = |T | = s. We do as if S and T are chosen successively
and independently. The set S is used to guess the structure of G as a split graph
(i.e. what a split partition of G can be) and T is used to check this structure.

We assume that G is ε-far from being a split graph and we aim to prove that
with probability at least 1

2 , the induced subgraph G[R] is not a split graph.
The parameter s is chosen so that

1. 2
ε e
−εs ≤ 1/4 and

2. se−sε/4 ≤ 1/8.

This assumptions appear naturally later in the proof. Note that s = c
ε ln( 1

ε )
meets these conditions when c is a large enough real number.

Guessing the structure
Given S, assume the event

E1 : G[S] is a split graph.

As a consequence of Property 2.3, G[S] has at most s+1 split partitions. Fixing
such a partition (K0, I0), we classify the other vertices of V as follows, depending
on their relations with I0 and K0:

• K̃ is the set of v ∈ V \ S0 complete to K0.

• Ĩ is the set of v ∈ V \ S with no neighbor in I0.

Then define

• K := K̃ \ Ĩ

• I := Ĩ \ K̃
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• J := K̃ ∩ Ĩ

• U := V \ (S ∪ Ĩ ∪ K̃)

which gives a partition V = K ∪ I ∪ J ∪ U ∪ S.
If we ignore J and U , then (K0 ∪K, I0 ∪ I) is a good candidate for a split

partition of G[V \ (J ∪U)]. Let A := E(G[I])∪E(G[K]) be the set of pairs that
we have to change to indeed make it a partition, that is the edges of G[E] and
non-edges of G[K].

Recall that G is assumed to be ε-far from split. Since G can be made split
by changing the edges of A and removing all edges incident to a vertex of J
or U , it follows that

|A|+ n(|J |+ |U |) ≥ εn2. (2.4)

We shall use this inequality later.

Checking the guess

Observe that if (K1, I1) is a valid split partition of G[R] extending (K0, I0), i.e.
a partition with K0 ⊆ K1 and I0 ⊆ I1, then every vertex of K1 ∩ T belongs
to K̃ and every vertex of I1 ∩T belongs to Ĩ. It follows that in this case T does
not intersect U and that for two vertices u and v of K ∩ T (resp. of I ∩ T ), we
have u, v ∈ K1 and further uv ∈ E (resp. u, v ∈ I1 and uv /∈ E).

As a consequence of this observation, the partition (K0, I0) may extend to
a split partition of G[R] only if both of following events hold

• E2 : U ∩ T = ∅.

• E3 :
(
T
2
)
∩A = ∅.

The probability that E2 does not hold is bounded from above by the probability
that |T | = s independent random vertices miss the set U . Therefore,

P(E2) ≤
(

1− |U |
n

)s
≤ e−s

|U|
n .

Similarly, the probability that E3 does not hold is at most the probability
that |T |/2 = s/2 independent random pairs miss A, so

P(E3) ≤
(

1− 2|A|
n2

)s/2
≤ e−s

|A|
n2 .

J is small

Fix a vertex v ∈ V and observe that v belongs to J only if N(v) ∩ S is a clique
and S \N(v) is an independent set. Let J ′ be the set of vertices with this last
property, so that J ⊆ J ′. The use of this set is that J ′ does not depend on a
partition (K0, I0) (while J may).
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Set Kv = N(v) ∪ {v} and Iv = V \ (N(v) ∪ {v}) and let Av be the set
of edges that prevent (Kv, Iv) from being a split partition of G, i.e. the non-
edges between neighbors of v and the edges between non-neighbors of v. By the
remark above, v ∈ J ′ if only if

(
S
2
)
does not intersect Av.

Since G is ε-far from split, it moreover holds that

|Av| ≥ εn2

because G can be made split with split partition (Kv, Iv) by changing every
edge of Av.

The probability that
(
S
2
)
intersects Av is at least the probability that s/2

pairs chosen independently at random intersects Av. It follows that

P(v ∈ J ′) ≤
(

1− 2|Av|
n2

) s
2

≤ (1− 2ε) s2 ≤ e−εs.

It follows that
E(|J ′|) ≤ ne−εs.

Define the event
E4 : |J ′| ≤ ε

2n.

By Markov inequality, it holds that P(E4) ≤ 2 E(|J′|)
εn ≤ 2

ε e
−εs ≤ 1

4 by our
assumption on s. Note that if E4 holds then |J | ≤ |J ′| ≤ 1

4 for every choice
of (K0, J0).

Conclusion

Assuming E4 and fixing a split partition (K0, J0), it follows from (2.4) that
|A|
n2 + |U |n ≥ ε/2. We distinguish two cases, depending on the largest term in this
sum:
Case 1: if |U |n ≥ ε/4, then P(E2) ≤ e−s ε4 ≤ 1

8s
Case 2: if |A|n2 ≥ ε/4, then similarly P(E3) ≤ e−s ε4 ≤ 1

8s .
Recall that the events E2 and E3 are related to only one split partition (K0, I0)

of G[S]. In both cases, the probability that (K0, I0) extends to a split partition
of G[R] is at most 1

8s . Since S has at most s+ 1 split partitions, the probability
that at least one of them extends to R is at most s+1

8s ≤
1
4 . Consequently,

P(G[R] ∈ split) ≤ P(E4)− 1
4 ≤

1
2 .

2.5 Testability of graph classes with an induc-
tive decomposition

If G1 = (V1, E1) and G2 = (V2, E2) are two graphs with disjoint vertex sets, the
disjoint union of G1 and G2 is the graph on V = V1∪V2 with edges E = E1∪E2.
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The join of G1 and G2 is the graph on vertex set V = V1∪V2 obtained from the
disjoint union of G1 and G2 by adding all edges between V1 and V2. Formally
the edge set of this graph is E = E1 ∪ E2 ∪ V1 × V2.

The graphs without induced P4 are also called co-graph. Cographs have the
following characterization.

Proposition 2.5. A graph is a cograph if and only if it can be obtained from
graphs with only one vertex by joins and disjoint unions.

Using this inductive structure, Alon et Fox [4] showed that the class of
cographs is easily testable. Their method can be adapted to simpler classes
that have a similar recursive decomposition scheme.

2.5.1 threshold is easily testable
In a graph G = (V,E), a vertex v ∈ V is isolated if degG(v) = 0, and universal
if degG(v) = |V | − 1, i.e. uv ∈ E for every u ∈ V . The vertex v is homogeneous
if it is either isolated or universal.

Definition 2.6. A graph G is a threshold graph if one can associate every
v ∈ V (G) with a number av ∈ [0, 1] in such way that

uv ∈ E ⇔ au + av ≥ 1.

Equivalently, G is a threshold graph if it can be built inductively from the
empty graph by successive additions of homogeneous vertices. Let threshold
denote the set of threshold graphs.

Let us introduce a relaxed version of homogeneous. Given a parameter β > 0,
a vertex v is β-homogeneous if

degG(v)
n− 1 /∈ [β, 1− β].

Note that an homogeneous vertex is in particular β-homogeneous for every β >
0. The following lemma shows that a sample of a graph without β-homogeneous
vertex is unlikely to be a threshold graph.

Lemma 2.6. Let G be a graph and β a positive real number, then at least one
of the following propositions is satisfied.

1. G has a β-homogeneous vertex.

2. P(G[X] ∈ threshold) ≤ 2reβ(r−1) where X is a random set chosen
uniformly among the subsets of V of size r.

Proof. Assume that G has no β-homogeneous vertex and let us show the second
item. Fix v ∈ X, the probability for a random vertex u chosen uniformly
in V \ {v} that uv ∈ E is degG(v)

n−1 . Since v is not β-homogeneous, it holds that
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β ≤ degG(v)
n−1 ≤ 1− β. Consequently the probability that v ∈ X has no neighbor

in X satisfies

P(v is isolated in G[X]) ≤
(

1− degG(v)
n− 1

)r−1
≤ eβ(r−1).

Similarly,

P(v is universal in G[X]) ≤
(

degG(v)
n− 1

)r−1
≤ eβ(r−1).

Consequently, the probability that v is homogeneous in G[X] is at most 2eβ(r−1).
By the union bound, the probability that one of the r vertices in X is homoge-
neous in G[X] is at most 2reβ(r−1).

We are ready to show that threshold is easily testable.

Theorem 2.7. threshold is testable with query complexity 8
ε−2 .

Proof. Let G = (V,E) be a graph ε-far from threshold. We peel the vertices
of G as follows: as long as G has a ε-homogeneous vertex v, we remove this
vertex from G. We obtain a decomposition of G constituted of a set of vertices
U ⊆ V (G) and an enumeration v1, . . . , v` of V \U such that vi is ε-homogeneous
to U ∪{vi+1, . . . , v`} for every i ∈ [`] and such that G[U ] has no ε-homogeneous
vertices.

The graph G can be transformed into a threshold graph G0 by adding and
removing edges as follows. First add up to

(|U |
2
)
edges to make U a clique.

Then for each i ∈ [`] make vi homogeneous to U ∪ {vi+1, . . . , v`}. Since vi is
ε-homogeneous to U ∪ {vi+1, . . . , v`}, it can be done by adding or removing at
most ε(n − i) edges. Let G0 be the obtained graph. This graph is threshold
graph because a clique is a threshold graph and the class of threshold graphs is
stable by adding universal or isolated vertices. Moreover, we have

d(G,G0) ≤
(
|U |
2

)
· 1
n2 +

∑̀
i=1

ε
n− i
n2 ≤ |U |

2

2n2 + ε

2

and further
|U |2

2n2 + ε/2 ≥ d(G,threshold) > ε.

It follows that |U |2/n2 ≥ ε, so

|U | ≥ ε 1
2 · n.

The idea of the rest of the proof is the following: by the previous inequality,
a random subset of V is likely to have a large intersection with U , and by
Lemma 2.6, this intersection is unlikely to be a threshold graph.

Sample a subset Y of y vertices of V , where y will be fixed later. The
probability for a vertex of Y to be in U is |U |n . Moreover, the probability law
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of |Y ∩ U | is more concentrated that the binomial law with y samplings and
parameter p = |U |

n , whose average is yp and variance is yp(1− p). By Hoeffding
inequality, it follows that

P
(
|Y ∩ U |

y
− |U |

n
< −a

)
≤ exp(−2ya2)

for every a > 0. Taking a = |U |
2n ,

P
(
|Y ∩ U |

y
<
|U |
2n

)
≤ exp

(
−y|U |

2

2n2

)
≤ exp

(
−yε2

)
.

Set r = 1
2yε

1
2 ≤ y |U |2n , so that

P (|Y ∩ U | ≥ r) ≥ 1− exp
(
−yε2

)
.

Let E1 be the event that |Y ∩U | ≥ r. Assuming E1, we subsample a subset X ⊆
Y uniformly at random in Y among subsets of size r. This set X is distributed
as a random subset of U of size r chosen uniformly. By Lemma 2.6, the event E2
that G[X] is not a threshold graphs happens with probability at least 1−2rεr−1

assuming E1. It follows that

P(G[Y ] ∈ threshold) ≤ P(E1) + P(E2|E1) ≤ exp
(
−yε2

)
+ 2reε(r−1).

Choosing y = 8ε−2, we have r = 4ε−3/2 and

• exp(−yε2 ) = e−4ε−1 ≤ e−4.

• 2reε(r−1) ≤ 8ε−3/2e3ε−1/2 = 8
(

(ε−1/2)e−(ε−1/2)
)3
≤ 8

e3

Since the sum of these two numbers is less than 1/2, it follows that G[Y ] is not
a threshold graph with probability at least 1/2.

2.5.2 Trivially perfect graphs
Let us use a similar approach to show that trivially perfect graphs are easily
testable.

Definition 2.7. A graph G is trivially perfect if it is the intersection graph of a
family of nested intervals (Iv)v∈V , that is such that Iu ⊆ Iv or Iv ⊆ Iu whenever
Iu ∩ Iv 6= ∅.

Equivalently, a graph is trivially perfect if it can be inductively constructed
from graphs on one vertex by disjoint union or addition of universal vertices. A
cut of a graph G = (V,E) is a partition of V into two non-empty sets A and B
such that there are no edge between a vertex of A and a vertex of B. By the
characterization above, a trivially perfect graph G with at least one vertex has
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either a cut or a universal vertex. Let us write TP the class of trivially perfect
graphs.

The class TP can be shown to be is easily testable by a proof similar as
for threshold and cograph. We first relax the notions of disjoint union and
universal vertex. In a graph G = (V,E) with n vertices, a vertex v ∈ V is
β-universal if

deg(v)
n− 1 > 1− β

Similarly, a β-cut is a partition of V into two non-empty sets A and B such that

E(A,B)
|A| · |B|

< β.

The β-cut of G and the probability to have a cut in a random induced sub-
graph G[X] are linked as follows.

Lemma 2.8 (Alon, Fox). There is a constant c such that for every β > 0
and r ≥ c

β3 , if a graph G = (V,E) has no β-cut, then G[X] has no cut with
probability 1 − re−cβ

2r, where X is sampled uniformly a random among the
subsets of V of size r.

Although not explicitly stated, this lemma can be directly derived from the
argument of the proof of Theorem 2.1. in [4].

For universal vertices, a variant of Lemma 2.6 shows the following

Lemma 2.9. For β > 0, if G is a graph without β-universal vertex, then G[X]
has no universal vertex with probability re−β(r−1), where X is a random set
chosen uniformly among the subsets of V of size r.

The inductive structure of trivially perfect graphs gives the following decom-
position lemma.

Lemma 2.10. Let G be a graph of size n that is ε-far from TP, then G has an
induced subgraph of size at least εn with no ε-cut and no ε-universal vertex.

Proof. Assume otherwise that G is a graph whose induced subgraphs of size at
least εn all have an ε-cut or ε-universal vertex and let us prove that G is at
distance ε from a trivially perfect graph.

We actually prove inductively the following stronger property: If H is an
induced subgraph of G of size k, then H can be transformed into a trivially
perfect graph by adding or removing at most 1

2 (kn+ k2)ε edges.
If k ≤ εn then H can be changed into a complete graph by adding at

most
(
k
2
)
< 1

2kεn vertices. We now assume that k > εn, so H has an ε-cut or
an ε-universal vertex.

If H has an ε-universal vertex v, we transform H as follows. We add or
remove edges so that H \ {v} is trivially perfect, by the induction hypothesis
applied on H \ {v}, this is possible by adding or removing at most 1

2 (n(k −
1) + (k − 1)2)ε, then we add at most εk edges so that v is a universal vertex.
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The obtained graph H ′ is therefore trivially perfect. The number of added or
removed edges is at most

1
2(n(k − 1) + (k − 1)2)ε+ εk = 1

2(n(k − 1) + k2 − 1)ε ≤ 1
2(nk + k2)ε.

If H has an ε-cut V (H) = A1 ∪ A2, set k1 = |A1| and k2 = |A2|. For each
i ∈ {1, 2}, we transform H[Ai] into a trivially-perfect graph changing at most
1
2 (nki + k2

i )ε edges, then we remove every of the at most εk1k2 edge from A1
to A2. The graph we obtain is trivially perfect and the number of edges added
or removed is at most

1
2(nk1 + k2

1)ε+ 1
2(nk2 + k2

2)ε+ εk1k2 = 1
2(nk + k2)ε.

This concludes the proof of the Lemma.

We are now ready to deduce that TP is easily testable.

Theorem 2.11. TP is testable with query complexity O( 1
ε4 ).

Proof. Let G = (V,E) be a graph ε-far from being a trivially perfect graph. By
Lemma 2.10 there is a set U ⊆ V of size at least εn that induces a subgraph G[U ]
without ε-cut nor ε-universal vertex. By the Azuma-Hoeffding inequality, a
random setX chosen uniformly among the subsets of V of sizem := 2

ε4 intersects
U in a set of size at least r := εm2 = ε−3 with probability at least 1 − p1 with
p1 := exp(− 1

2ε
2m) = 1− exp(−ε−2).

If this happens, it follows from Lemmas 2.8 and 2.9 that the probabil-
ity that G[U ∩ X] contains a universal vertex is at most p2 := re−ε(r−1) =
ε−3 exp(−ε−2 + ε) and the probability that it has a cut is at most p3 :=
re−cε

2r = ε−3e−cε
−1 when ε is large enough. If this last two events do not

happen, then G[U ∩X] – and thus G[X] – is not a trivially perfect graph.
It follows that P(G[X] ∈ TP) ≤ p1 + p2 + p3. To finish the proof, it suffices

to notice that if ε is small enough, so that p1, p2 and p3 are arbitrarily small,
so in particular we can ensure that 1− p1 − p1 − p3 ≥ 1

2 .

2.5.3 Classes with an inductive decomposition

One can prove similarly that classes defined inductively as the closure of the set
containing only the graph with one vertex by a subset of the following operations:
adding an universal vertex, adding an isolated vertex, disjoint union and join,
are easily testable are easily testable. Unfortunately, there is essentially no other
such classes than cograph, trivially perfects graphs, threshold graph and cliques.

The following table summarizes this fact. Note that adding a universal or
isolated vertex are particular cases of respectively join and disjoint union as
they correspond to the case where one class has size one.
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None Add universal
vertex Join

None {K1} {Kn} {Kn}

Add universal vertex {En} threshold co-TP

Disjoint union {En} TP cograph

The class co-TP is the set of complementary graphs of trivially perfect graphs.
For n ∈ N, Kn is the complete graph and En is the empty graph of size n.

2.6 Interval graphs are easily testable
A graph G is an interval graph is there is a family of (Iv)v∈V of intervals of R
such that for every pair u, v ∈ V of distinct vertices, uv ∈ E if and only if Iu
and Iv have a non-empty intersection. The family (Iv)v∈V is called an interval
representation of G. We denote by R(G) the set of the interval representations
of G.

This section aims to prove the following result.

Theorem 2.12. The class of interval graphs is easily testable.

The query complexity that appears in the proof is s2.12(ε) = 2140 ( 1
ε

)20. We
did not try to optimize the constant nor the exponent.

In the following, we use the letter ε to denote a (small) positive real. We
always implicitly assume that ε < 1/2.

2.6.1 Extending an interval representation and C-interval
Graphs

The purpose of this subsection is to introduce a tool to deal with the following
problem: given a (typically big) graph G far from being an interval graph and
an interval representation I of interval induced subgraph of G, how likely am
I to sample a certificate that this particular representation I does not extend
to the whole graph G? As it happens to be, this question is strongly related to
the testability of a stronger type of interval graphs.

Definition 2.8 (C-interval graphs). Let C = (V1, V2, (av)v∈V1) where V1∪V2 =
V is a partition and av is a real number for every v ∈ V1. Such a C is called
a constraint on V . A graph G = (V,E) is a C-interval graph, if G is the
intersection graph of a family of intervals (Iv)v∈V such that for every v ∈ V ,

• av ∈ Iv if v ∈ V1 and

• Iv is a singleton if v ∈ V2.



96 CHAPTER 2. PROPERTY TESTING

The family (Iv)v∈V is called a representation of G as a C-interval graph. A
C-interval graph is in particular an interval graph.

Remark 2.1 (Induced sub-constraint). Let G = (V,E) be a C-interval graph
with C = (V1, V2, (av)v∈V1) and letX = X1∪X2 be a subset of V whereX1 ⊆ V1
and X2 ⊆ V2. Define C[X] := (X1, X2, (av)v∈X1) and observe that the subgraph
G[X] of G induced by X is a C[X]-interval graph.

Remark 2.2. Every C-interval graph has a representation (Iv) where the
bounds of the intervals Iv for all v ∈ V1 are pairwise distinct. In what fol-
lows we consider only such representations.

Our proof of Theorem 2.12 is based on the following weaker property. It
says that one can separate C-interval graphs from graphs ε-far from being an
interval graph with polynomial query complexity.

Theorem 2.13. Let G = (V,E) be a graph and C be a constraint on V . Suppose
that G is ε-far from interval graphs. The probability on an uniformly chosen
subset X ⊆ V of size s2.13(ε) = 264 ( 1

ε

)10 that G[X] is a C[X]-interval graph is
less than 1

2 .

The proof of Theorem 2.13 is postponed to Section 2.6.3. Before this, we
explain how to deduce Theorem 2.12 from Theorem 2.13.

Extending interval representations to induced subgraphs.

The following lemma shows that testing if an interval representation of an in-
duced subgraph of a graph G extends to G nearly boils down to testing if G is
a C-interval graph for some constraint C.

Lemma 2.14. Let G = (V,E) be a graph, S ⊆ V a set of vertices and I =
(Iv)v∈S ∈ R(G[S]) an interval representation of G[S]. There is a constraint
C = C(G,S, I) such that for every T ⊆ V if

• for every v ∈ T , if N(v) ∩ S is a clique then N(v) ∩ T is a clique; and

• I extends to G[S ∪ T ]

then G[T ] is a C[T ]-interval graph.

Proof. Let V2 be the set of vertices v ∈ V whose neighbourhood in S is a
clique and set V1 = V \ V2. Define C = (V1, V2, (av)v∈V1), where for every
v ∈ V1, the parameter av is defined as follows: we choose uv and wv in S∩N(v)
such that uvwv /∈ E (such vertices exist by definition of V1). As the intervals
Iuv = [`uv , ruv ] and Iwv = [`wv , rwv ] are disjoint, we may assume without loss
of generality that ruv < `wv . Then we set av := ruv .

Now, take T ⊆ V with the hypotheses of the lemma and an extension I ′ =
(Iv)v∈S∪T of I to G[S ∪ T ]. For every v ∈ T , the interval Iv intersects Iuv and
Iwv with ruv < `wv , therefore Iv ⊇ [ruv , `wv ] 3 ruv = av.
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By what precedes, the collection (Iv)v∈T is an interval representation of G[T ]
that satisfies av ∈ Iv for every v ∈ V1. To prove that G[T ] is a C[T ]-interval
graph and finish the proof, it suffices to prove that for every v ∈ V2 ∩S, we can
transform Iv into a singleton without changing the intersections between the
intervals of (Iv)v∈T .

Let v ∈ V2 ∩ S, the definition of V2 and the hypothesis of the theorem
implies that the neighbourhood NG[T ](v) of v in G[T ] is a clique. Consequently,⋂
u∈NG[T ](v) Iu is non-empty because intervals have the Helly property. Let

x ∈
⋂
u∈NG[T ](v) Iu, substituting Iv = [`v, rv] by Iv = {x} preserves the fact

that (Iv)v∈T is an interval representation of G[T ]. Indeed, x belongs to Iu if
uv ∈ E and x ∈ Iv ⊆ R \ Iu if uv /∈ E for every u ∈ T .

Iterating this last process for each vertex of V2 gives a representation of G[T ]
as C[T ]-interval graph.

For a graph G and S, T ⊆ V (G), let Eclique(S, T ) denote the event that

∀v ∈ T, N(v) ∩ S is a clique ⇒ N(v) ∩ T is a clique.

Combining Lemma 2.14 and Theorem 2.13 gives the following statement.

Lemma 2.15. Let G = (V,E) be a graph ε-far from being an interval graph.
Let S ⊆ V a be set of vertices and I be an interval representation of G[S]
(so G[S] is an interval graph). Consider a random set T chosen uniformly at
random among the subsets of V of size s2.13(ε). With probability at least 1

2 , if
Eclique(S, T ) occurs then I does not extend to G[S ∪ T ].

Proof. Let C = C(G,S, I) be the constraint given by Lemma 2.14, so that a
subgraph G[T ] induced by T ⊆ V is a C[T ]-interval graph whenever I extends
to G[S ∪ T ] and Eclique(S, T ) holds.

Let T be random subset of V of size s2.13(ε). Since G is ε-far from being
an interval graph, we know from Theorem 2.13 that G[T ] is not a C[T ]-interval
graph with probability at least 1

2 .
Moreover, if this occurs (i.e.G[T ] is not a C[T ]-interval graph) and Eclique(S, T )

holds, then it follows from Lemma 2.14 that I does not extend to G[S ∪T ].

In order to use Lemma 2.15, we now estimate the probability of Ec`ique(S, T ).

Lemma 2.16. Assume s = k(t− 1) with k, s, t ∈ N, then

PS,T (Eclique(S, T )) ≥ 1− t2

s
.

where S and T are independent random sets chosen uniformly among the subsets
of V of size respectively s and t

Proof. Let v ∈ V and let p denote the probability for a random set T0 taken
uniformly among the subsets of V of size t − 1 that N(v) ∩ T0 is not a clique.
Note that P(N(v) ∩ T is a clique|v ∈ T ) = 1 − p. Since S contains k = s

t−1
independent subsets of t−1 vertices, it follows that P(N(v)∩S is not a clique) ≤
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pk. As S and T are independent, assuming v ∈ T , the probability thatN(v)∩S is
a clique but N(v)∩T is not a clique is at most pk(1−p) ≤ 1

k . This last inequality
can be obtained by computing the maximum of the function x 7→ xk(x − 1)
on [0, 1]. This maximum is kk

(k+1)k+1 , which is smaller than 1
k .

By the union bound, we deduce that

P(Eclique(S, T )) ≥ 1− t

k
= 1− t(t− 1)

s
≥ 1− t2

s
.

Linear specialization of interval representations

Recall that R(G) denotes the set of interval representations of a the graph G =
(V,E), that is the set of interval sequences (Iv)v∈V such that uv ∈ E ⇔ Iu∩Iv 6=
∅. Note that G is an interval graph if and only if R(G) 6= ∅. If G is an induced
subgraph of some graphH and I = (Iv)v∈V ∈ R(G) is an interval representation
of G, we say that I extends to H if there is a representation (I ′v)v∈V (H) ∈ R(H)
that coincides with (Iv) on V (G), i.e. such that Iv = I ′v for every v ∈ V (G).
Let RG(H) =

{
(Iv)v∈V (G)

∣∣ (Iv)v∈V (H) ∈ R(H)
}
be the set of representations

of G that extend to H.
An important ingredient of our proof of Theorem 2.12 is the following prop-

erty.

Lemma 2.17. Let G be a graph on n vertices. Then every sequence H1, . . . ,H`

of induced subgraphs of G such that

RG(H1) ) · · · ) RG(H`)

has length at most m2.17(n) = 16n.

Note that by a cardinality argument, it is trivial to prove this lemma for
m2.17(n) = (2n)! since (2n)! is an upper bound of the number of interval rep-
resentations of G with pairwise distinct bounds (up to homeomorphisms, see
Section 2.7). In order to prove that interval graphs are easily testable, we how-
ever need a polynomial bound.

A proof of this lemma is exposed in Section 2.7. We can now proceed to the
proof of Theorem 2.12.

2.6.2 Proof of Theorem 2.12
Proof of Theorem 2.12. Let G = (V,E) be a graph that is ε-far from being an
interval graph. Set t = s2.13(ε), s = 16t2 and p = 8m2.17(s).

We sample uniformly at random in V a set S of size s and p sets T1, . . . , Tp,
each of size t. The total number of vertices sampled is therefore s + pt. Let
E1(S) be the event that PT (Eclique(S, T )) ≥ 3

4 , where T is chosen uniformly at
random among the subsets of V of size t. By Lemma 2.16,

1− t2

s
≤ PS,T (Eclique(S, T )) ≤ PS(E1(S)) + 3

4(1−PS(E1(S)))
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provided that t2/s ∈ N. It follows that 1− 4 t
2

s ≤ PS(E1(S)), which gives

3
4 ≤ PS(E1(S))

since s = 16t2.
For each i from 1 to p, choose (Iiv) ∈ RG[S](G[S∪T1∪· · ·∪Ti−1]) an interval

representation of G[S] that extends to G[S ∪ T1 ∪ · · · ∪ Ti−1], which is possible
whenever this last graph is an interval graph.

Let Ei2 denote the event that (Iiv)v∈S does not extend to G[S ∪ Ti]. Let
us bound from below the probability of Ei2. By Lemma 2.15 applied to S and
T = Ti,

P(Ei2 ∪ E(S, Ti)|E1) ≥ 1
2 .

Thus P(Ei2|E1) ≥ 3
4 −P(E(S, Ti)|E1) ≥ 1

4 .
Let J denote the set of indices i such that Ei2 occurs. We claim that |J | <

m2.17(s). Indeed, let i1 < · · · < i|J| be an enumeration of J and set Hj :=
G[S ∪ Ti1 ∪ · · · ∪ Tij ] for j ∈ {1, . . . , |J |}. We have RG[S](Hj+1) ( RG[S](Hj),
where the inclusion holds because Hj is an induced subgraph of Hj+1 and the
difference is given by (Iijv ) ∈ RG[S](Hj), which does not extend to G[S ∪ Tij ]
thus in particular not to Hj = G[S ∪ T1 ∪ · · · ∪ Tij ]. Hence Lemma 2.17 applies
and gives |J | < m2.17(s).

Fix S such that E1 holds. We proved that in this case PTi(Ei2) ≥ 1
4 unless

G[S ∪ T1 ∪ · · · ∪ Ti−1] is not an interval graph. As long as the sampled vertices
induce an interval graph, the size of J is therefore larger than a random variable
B( 1

4 , p) with a binomial distribution of parameter 1
4 and p experiments. Note

moreover that by the Azuma-Hoeffding inequality,

P(B(1/4, p) ≤ m2.17(s)) ≤ exp
(
−2(p/4−m2.17(s))2

p

)
= exp

(
−1

4m2.17(s)
)
<

1
3

Since |J | ≤ m2.17(s), it follows that with probability (on T1, . . . , Tq) that G[S ∪
T1 ∪ · · · ∪ Tp] is not an interval graph is at least 2

3 .
As a consequence, the probability on S, T1, . . . , Tp that G[S ∪ T1 ∪ · · · ∪ Tp]

is not an interval graph is at least P(E1(S)) · 2
3 ≥

3
4 ·

2
3 = 1

2 .
The query complexity proved for the class of interval graphs is s2.12(ε) =

s+ pt = 16t2 + 8t ·m2.17(16t2) ≤ 212t2 = 212(s2.13(ε))2 = 2140 ·
( 1
ε

)20.

2.6.3 Proof of Theorem 2.13
The structure of V1

In Section 2.6.3, we consider a graph G and a constraint C = (V1, V2, (av)v∈V1)
on G.
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For each vertex v of V1, we define two formal variables rv and `v that rep-
resent respectively the right and left ends of the interval associated to v in a
representation. If I = (Iv)v∈V is an interval representation of G, we denote by
`v(I) and rv(I) the actual values of these bounds in I, that is the real numbers
such that Iv = [`v(I), rv(I)].

Let L(V1) = { `v | v ∈ V1 } and R(V1) = { rv | v ∈ V1 } be respectively the
sets of left and right bounds of V1 and set B(V1) = L(V1)∪R(V1). Conversely, if
A ⊆ B(V1), we denote by V (A) the set of vertices v such that `v ∈ A or rv ∈ A.

Notice that if au < av for some u, v ∈ V1 and I = (Iv)v∈V is an interval
representation of G satisfying ax ∈ Ix for every x ∈ V1, then

`u(I) ≤ au < av ≤ rv(I)

and
uv ∈ E if and only if ru(I) ≥ `v(I).

From this remark, we deduce a relation ≺G on every pair {r, `} where r =
rv ∈ R(V1) and ` = `u ∈ L(V1) intended so that b1(I) ≤ b2(I) whenever
b1 ≺G b2 for b1, b2 ∈ B(V1).

Definition 2.9. The relation ≺G is defined by the following rules:

1. `u ≺G rv if au ≤ av.

2. `u ≺G rv if au > av and uv ∈ E(H).

3. `u �G rv if au > av and uv /∈ E(H).

The cases of Definition 2.9 are illustrated in Figure 2.2. Note that every
` ∈ L(V1) is "comparable" to every r ∈ R(V1), that is either ` ≺G r or r ≺G `
holds. As explained above, the fundamental property of ≺G is the following.

Observation 2.18. For every x, y ∈ B(V ) and every representation I of G as
a C-interval graph, if x ≺G y then x(I) ≤ y(I).

Iv
| |

av

|
rv

Iu
|
`u

|
au

|
Iv

| |
av

|
rv

Iu
|
`u

|
au

|
Iv
| |
av

|
rv

Iu
|
`u

|
au

|

Figure 2.2 – Cases in the definition of ≺G.

Another important property of this relation is that determining whether
rv ≺G `u or `u ≺G rv only depends on au, av and whether uv ∈ E(G). Conse-
quently, the relation ≺H of the subgraph H = G[X] induced by a set X ⊆ V
associated to the constraint C[X] is the restriction of ≺G to X.

Remark 2.3. The relation ≺G does not only depend on G but also on C. As
the constraint it refers to will always be obvious, we omit C in the notation.
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Definition 2.10. Let C = (V1, V2, (av)v∈V1) be a constraint and G a graph on
the vertex set V = V1 ∪ V2. Define D(`, `′) = { r ∈ R(V1) | ` ≺G r ≺G `′ } for
`, `′ ∈ L(A) and symmetricallyD(r, r′) = { ` ∈ L(V1) | r ≺G ` ≺G r′ } for r, r′ ∈
R(V1). For (b, b′) ∈ L(V1)2∪R(V1)2 we define Between(b, b′) = D(b, b′)∪D(b′, b).

The following Lemma allows us to control the structure of the part V1 of
the graph. It shows that in a graph G where a random sampling is likely to
induce a C-interval graph, (most of) the bounds of V1 can be gathered into
blocks M1, . . . ,Mp of bounds of same type that behave similarly.

Lemma 2.19. Fix two parameters 0 < ε < 1
2 and k ≥ 3. Let C = (V1, V2, (av)v∈V1)

be a constraint and G = (V,E) be a graph on V = V1 ∪ V2.
Let S be a subset chosen uniformly at random among the subsets of V of

size s = s2.19(ε, k) = 3 · 211 (k+4)3

ε8 . We write S1 = S ∩ V1. With probability at
least 1− 2−k the following occurs.

If G[S] is a C[S]-interval graph then there exists a subset B0 = {m1, . . . ,mp}
of B(S1), a set N ⊆ V1 such that

• |N | ≤ εn; and

• mi ∈ R(S1) if i is even and mi ∈ L(S1) if i is odd for i ∈ [p];

• mi ≺G mi+1 for every 1 ≤ i ≤ p− 1;

and further defining Mi := D(mi−1,mi+1) for i ∈ [p],

• (Mi)pi=1 form a partition of B(V1 \ N ) and

• for every i ∈ [p] and every x ∈Mi, |Between(mi, x)| ≤ εn.

Proof. Let 0 < ε0 <
1
2 be a real number whose value will be fixed later. We

partition S into two parts T and U of respective size t and u, to be defined later
as well. Set T1 = T ∩ V1 and U1 = U ∩ V1.

For (x, y) ∈ L(V1)2 ∪R(V1)2, let P (x, y) be the property

D(x, y) intersects B(T1) or |D(x, y)| ≤ ε0n

and set
N1 :=

{
x ∈ B(V1)

∣∣∣ ∃y ∈ B(T1), P (x, y)
}
.

Similarly, let Q(x, y) be the property

D(x, y) ∩B(U1) 6= ∅ or |D(x, y)| ≤ ε0
2t2 · n.

Let E1 be the event that |N1| ≤ ε0n and E2 the event that Q(x, y) occurs
for all (x, y) ∈ L(T1)2 ∪ R(T1)2. We show that both of these events have high
probability.

Let N2 denote the union of D(x, y) over all (x, y) ∈ L2(T1) ∪ R2(T1) such
that D(x, y) does not intersect B(U1). Note that if E2 occurs then |N2| ≤
2t2 · ε0

2t2n ≤ ε0n.
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For (x, y) ∈ L2(T1)∪R2(T1), let us bound the probability P(P (x, y)) that P (x, y)
does not happen. If |D(x, y)| ≤ ε0n, then P (x, y) is always true. Other-
wise, the probability for an element s of S1 that s /∈ V (D(x, y)) is at most
1
n (n− |V (D(x, y))|) ≤ 1− ε0. As a consequence,

P(P (x, y)) ≤ (1− ε0)t ≤ e−ε0t.

By the union bound, it follows that for every x ∈ B(V1),

P(x ∈ N1) ≤ t · e−ε0t.

Consequently, E(|N1|) ≤ 2nt · e−ε0t. Set t = 2(k+4)
ε2

0
, then Markov Inequality

gives

P(E1) ≤ 2t
ε0
e−ε0t ≤ 4(k + 4)

ε30
· e−

2k+8
ε0 ≤ 4(k + 4)

ε30
· ε2k+8

0

≤ (k + 4)2−2k−3 ≤ 2−k−1.

Similarly, for (x, y) ∈ L(T )2 ∪ R(T )2, the probability P(Q(u, v)) is at most
(1− ε0

2t2 )u ≤ e−
ε0

2t2
u. Set u = 2(k + 4) t

3

ε0
, then

P(E2) ≤ 2t2e−
ε0

2t2
u ≤ 2t2e−(k+4)t ≤ 2t−k−2 ≤ 2−k−1.

This shows that E1 ∪ E2 occur with probability at least 1− 2−k. Note also
that with these values of t and u, the size of S is

s = t+ u ≤ 2u = 4(k + 4) t
2

ε0
= 16(k + 4)3

ε50
.

In the rest of the proof, we assume E1, E2 and that G[S] is a C-interval graph
and we construct N and B0 as in the statement of the lemma.

Let I be a representation of G[S] as a C[S]-interval graph. We order the
elements of B(T1) into a sequence b1, . . . , b2|S1| according to the order given by
I, i.e. such that b1(I) < · · · < b2|T1|(I). Note that by Observation 2.18, i < j
whenever bi ≺G bj .

Claim 1. If i < j then D(bj , bi) ⊆ N2 whenever (bi, bj) ∈ L(V1)2 ∪R(V1)2.

Proof. If there is an element x ∈ B(U1) ∩ D(bj , bi) then by Observation 2.18,
bj(I) < x(I) < bi(I), which is impossible since bi(I) < bj(I).

From the sequence (bi)1≤i≤2|T1|, we extract a subsequence m1, . . . ,mp by
deleting every term bi ∈ L(T1) (resp. bi ∈ R(T1)) such that bi−1 ∈ L(T1) (resp.
bi−1 ∈ R(T1)). In other words, we keep only the first element of each (maximal)
block of consecutive elements of L(T1) (resp. R(T1)). As a consequence, the
sequence (mi)1≤i≤p alternates the bounds of L(T1) with the bounds of R(T1). It
follows that this sequence satisfies mi ≺G mi+1 for all i ∈ {1, . . . , p− 1}. Since
the leftmost bound of I is a left bound, m1 ∈ L(T1). Moreover, the following
property holds.
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Claim 2. For every i ∈ [p] and x ∈ B(V1) \ N2, if D(mi, x) intersects B(S1)
then D(mi, x) intersects B0 = {m1, . . . ,mp}.

Proof. We take bj ∈ B(S1) such that mi ≺G bj ≺G x and we prove that
mi ≺G mi+1 ≺G x. Let j1 and j2 be the indices such that mi = bj1 and
mi+1 = bj2 . With this notation, the hypothesis gives bj1 ≺G bj , so j1 < j. It
follows from the construction of (bk)pk=1 that every bk with j1 ≤ k < j2 (i.e. the
bounds of B(S1) between mi and mi+1 in I) belongs to L(T1) (resp. R(T1)) if
mi ∈ L(T1) (resp. mi ∈ R(T1)). Consequently, j2 ≤ j, and by the preceding
claim D(bj , bj2) ⊆ N2. It follows that x /∈ D(bj , bj2). Then mi+1 = bj2 ≺G x
(because bj ≺G x), which finishes the proof of the claim.

Define Mi as the set of bounds a ∈ B(V1) such that for every j such that
i− j is odd, mj ≺G a if j < i and a ≺G mj if i < j.

Claim 3. If x ∈ B(V1) \ N2 then x ∈Mi for some i ∈ [p].

Proof. If the claim does not hold, there is x ∈ B(V1) with mi ≺G x ≺G mj for
some i, j ∈ [p] and i > j. In this case, D(mi,mj) does not intersect B(S) so by
E2, x ∈ D(mi,mj) ⊆ N2.

For x ∈ B(V1) \ N2, let i(x) denote the index for which x ∈Mi(x).

Claim 4. If y ∈ Between(mi(x), x), then either y ∈ D(mi(x), x) or x ∈ D(mi(y), y).

Proof. If y ∈ Between(mi(x), x) \ D(mi(x), x) = D(x,mi(x)) then x ≺G y ≺G
mi(x). We deduce that i(y) < i(x) (since y ∈ Mi(y) and y ≺G mi(x)) and
consequently mi(y) ≺G x ≺G y (since x ∈Mi(x)), which proves the claim.

We now estimate the sum
∑
x∈B(V1)\N2

|Between(mi(x), x)|. It follows from
Claim 4 that∑

x∈B(V1)\N2

|Between(mi(x), x) \ N2| ≤ 2
∑

x∈B(V1)\N2

|D(mi(x), x)|.

As a consequence of Claim 1 and the definition of Mi(x), the set D(mi(x), x)
does not intersect B0 and further by Claim 2, D(mi, x) does not intersect B(T1)
neither. It follows that |D(mi, x)| < ε0n whenever x /∈ N1. Thus by E1 and E2,∑

x∈B(V1)\N2

|Between(mi(x), x)| ≤ |N1|n+ (n− |N1|)ε0n ≤ 2ε0n2.

By Markov inequality, the set N3 of elements x such that |D(x,mi(x))| is at
least 2ε

1
2
0 n has size at most ε

1
2
0 n. To conclude, defining N := V (N1 ∪ N2 ∪ N3)

and ε0 := ε2

4 (so that 2ε
1
2
0 = ε) suffices to yield the lemma. Indeed, |N | ≤

|N1|+ |N2|+ |N3| ≤ 2ε0n+ ε
1
2
0 n ≤ ( ε

2

2 + ε
2 )n ≤ εn. The size s depends on ε as

s = 24 (k+4)3

ε4
0

= 3 · 211 (k+4)3

ε8 .
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Structure with V2

A pseudometric d on a set E is symmetric function d : E2 → R such that
d(x, x) = 0 for every x ∈ E and that satisfies the triangular inequality. For x ∈
E and ρ > 0, the open ball centered on x is the setBd(x, ρ) := { y ∈ E | d(x, y) < ρ }.
If S is a subset of E, define Bd(S, ρ) =

⋃
x∈S Bd(x, ρ).

The following lemma shows that if a pseudometric subspace is not nearly
covered by m balls, a small sample of this space is unlikely to be covered by m
balls.

Lemma 2.20. Fix parameters 0 < ε, 0 < ρ, k and m. Let E be a finite set, F
be a subset of E and d be a pseudo-metric on E. We take S ⊆ E uniformly at
random among all subsets of size s ≥ s2.20(ε, k,m) = km

ε . With probability at
least 1−me−k, at least one of the two following events occurs.

1. There is A ⊆ S of size m such that for every nonequal x, y ∈ A, it holds
d(x, y) > ρ.

2. F \Bd(S, ρ) has size at most ε|E|.

Proof. We make a proof by induction on m.
The case m = 1 is straightforward since Item 1 always holds whenever S is

nonempty.
Suppose m ≥ 2. Partition S into S = S0 ∪ S1, where |S0| = s(ε, k,m− 1) =

(m−1)kε and |S1| = k
ε . By induction hypothesis, we know that with probability

at least 1−(m−1)e−k, either εn ≥ |F \Bd(S0, ρ)| ≥ |F \Bd(S, ρ)|, in which case
Item 2 holds, or there is A0 ⊆ S0 of size m− 1 satisfying ∀x, y ∈ A, d(x, y) > ρ.

Assume this last case holds. The negation of 2 implies that |F \Bd(S0, ρ)| ≥
ε. Hence the probability that S1 does not intersect F \Bd(S0, ρ) is at most(

1− |F \Bd(S0, ρ)|
n

)|S1|

≤ (1− ε)|S1| ≤ e−ε|S1| = e−k.

Assuming these sets intersect, take a ∈ (F∩S1)\Bd(S0, ρ). The setA := A0∪{a}
is a witness of item 1. By the union bound, this happens with probability at
least 1− (m− 1)e−k − e−k = 1−me−k

As a 1-dimensional object for the neighbourhood distance, the set V2 of a
C-interval graphs is covered by balls of radius ρ that are in linear number in 1

ρ .

Proposition 2.21. Let H be a C-interval graph with C = (V1, V2, (av)v∈V1).
Let d be the pseudometric defined by d(u, v) := |N(u)4N(v)|/|V | then for every
ρ > 0 there is a subset A ⊆ V2 of size at most

⌈
2
ρ

⌉
such that Bd(A, ρ) covers H.

Proof. As an interval graph, we know that H has an interval representation
(Iv)v∈V where each interval end is distinct (note that in such a representation,
the vertices of V2 are not necessarily represented by points. Further, we may
also assume that these interval ends are exactly the elements of {1, . . . , 2n}.
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Since H is a C-interval graph, the neighbourhood of every vertex v ∈ V2 is a
clique so it corresponds to the set of intervals intersecting for instance the lower
bound xv of Iv.

We claim that for u, v ∈ V2, it holds d(u, v) ≤ |xu − xv|/n. Indeed, if
w belongs to N(u)4N(v) then Iw has an end between xu and xv, which is
possible only for at most |xu − xv| − 1 vertices.

Define the clusters Ci := { u ∈ V2 | xu ∈ ]yi, yi+1] } where yi := iρn for each
integer 1 ≤ i ≤

⌈
2
ρ

⌉
. By the above property, the diameter (for d) of each Ci

is at most ρ. To finish the proof, it suffices to construct A that contains one
element of each nonempty Ci.

Proof of Theorem 2.13. We partition X into three sets X = S ∪T ∪U . Instead
of sampling X directly, we sample three successive sets S, T and U , chosen
independently from each other.

Let E1 be the event that G[X] = G[S ∪ T ∪ U ] is a C[X]-interval graph. If
P(E1) < 1

2 then the theorem holds. In the rest of the proof, we assume that
P(E1) ≥ 1

2 and we prove that G is ε-close to be an interval graph.
Let ε0 < 1

2 be a small positive number that will be chosen later in the proof.
The subsets S and T are chosen uniformly at random among all subsets of V

of size s = t = s2.19(ε0, 4) = 3·220

ε8
0

. The set |U | is chosen uniformly at random
among the subsets of V of size 4

ε0
t ln t. In particular |U | ≥ t = s.

Let E2 be the event that there are N1 ⊆ V1, (mi)`i=1 and (Mi)`i=1 as in
Lemma 2.19, with |P1| ≤ ε0n and ` ≤ s. Lemma 2.19 ensures that P(E1 ⇒
E2) ≥ 1− 2−4 > 1− 1

12 , so

P(E1 ∩ E2) > P(E1)− 1
12 ≥

1
2 −

1
10 . (2.5)

For i ∈ [`], define

N(i) = { v ∈ V1 \ N1 | `v ∈Mj1 and rv ∈Mj2 with j1 < i < j2 } .

The set N(i) corresponds to the intervals a point in the block Mi intersects.
Given a node V ∈ T2 and a subset A ⊆ V , we define

αAi (v) = |(N(i)4(N(v) \ (V (Mi) ∪N1))) ∩A| .

This is a measure of how suitable is the block Mi to place v. To control the
relations between vertices inside a block define δi(x, y) := (N(x)\N(y))∩V (Mi).

Note that assuming E1, every connected component of G[T2] is a clique
because in this case G[T2] is an intersection graph of points. Let Bad be the
set of vertices v ∈ V2 such that N(x) ∩ T2 is not a connected component (and
a clique) of G[T2] and BadEdge be the set of pairs uv ∈ V 2

2 such that either
uv ∈ E and N(u) ∩ T 6= N(v) ∩ T or uv /∈ E and N(u) ∩N(v) ∩ T2 6= ∅. Note
that if U intersect Bad or contains a pair of BadEdge then G[T ∪ U ] is not a
C[T ∪ U ]-interval graph.

Let d be the distance on V defined by d(u, v) = |N(u)4N(v)|. We define
the following events that depend on T and U .
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E3 : |V2 \Bd(T2, ε0)| ≤ ε0n

E4 :
∣∣∣ 1
|U |α

U
i (v)− 1

nα
V
i (v)

∣∣∣ ≤ ε0 for every v ∈ T2 and 0 ≤ i ≤ `.

E5 : For every x, y ∈ T2 and b ∈ B(S1 ∪T1 ∪U1) with b ∈Mi, the set δi(x, y) \
V (Between(mi, b)) intersects U unless |δi(x, y) \ V (Between(mi, b))| ≤ ηn
with η = ε0

t .

E6 : |Bad | ≤ ε0n and |BadEdge | ≤ ε0n2.

E7 : For every b ∈ B(S1 ∪ T1 ∪ U1) with b ∈ Mi, |V (Between(mi, b)) ∩ U | ≤
2ε0|U |.

Note that E4 and E5 are well defined only when E2 occurs. The purpose of
events E1, . . . , E6 is to ensure the following property.

Claim 1. If Ei occurs for every 1 ≤ i ≤ 7 then G is 17ε0-close to be an interval
graph.

To prove the theorem, it suffice to prove Claim 1 and that the event Ei
occurs with good enough probability for every 2 ≤ i ≤ 6 . Before showing
Claim 1, we need the following claim, that gives a suitable place to each vertex
of V2.

Claim 2. Assume E1, E2, E4 and E7 occur, then there is a function φ : T2 → [p]
and for each i ∈ [p], there are two bounds ai, bi ∈ Mi ∩ B(S1 ∪ T1 ∪ U1) such
that

• for every v ∈ T2, αVφ(v)(v) ≤ 5ε0n;

• for every i ∈ [p], φ−1(i) can be ordered into xi1, . . . , x
i
|φ−1(i)| such that

δi(xij , xij+1) ∩ U1 ⊆ N i
2 for every 1 ≤ j < |φ−1(i)|; and

• every maximal clique of G[T2] is a subsequence xia, . . . , xib for some i ∈ [p].

where N i
2 = V (Between(ai, bi)).

Proof. Let I = (Iv)v∈S∪T∪U be a representation of G[S∪T ∪U ] as C[S∪T ∪U ]-
interval graph. Such a representation exists because of E1.

For i ∈ [p], let ai be the bound of Mi ∩ B(S1 ∪ T1 ∪ U1) with minimal
value ai(I). In other words, ai is the leftmost bound of Mi in the representa-
tion I. Similarly, let bi be the the bound of Mi ∩B(S1 ∪T1 ∪U1) with maximal
value bi(I). We set N i

2 := V (Between(ai, bi)). Note that ai and bi indeed exists
because mi ∈ B(S1) ∩Mi. Moreover, ai(I) ≤ mi(I) ≤ bi(I). Since mi−1 ≺ ai
and bi ≺ mi+1, we have

mi−1(I) < ai(I) ≤ mi(I) ≤ bi(I) < mi+1(I).

In particular, ai(I) ≤ mi(I) < ai+1(I). Given v ∈ T2, we define φ(v) = i if
v(I) ∈ [ai(I), ai+1(I)[.
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Let v ∈ T2 and take i 6= φ(v) and x ∈ Mi ∩ B(U1). We show that if i <
φ(v) (resp. φ(v) < i), then x(I) ≤ v(I) (resp. v(I) ≤ x(I)) unless x ∈
Between(ai, bi). To see this, we consider two cases.

• If φ(v) − i is even then x and mi−1 (resp. mi+1) are of different types.
In this case, x ≺ mi−1 (resp. mi+1 ≺ x) and further x(I) < mi−1(I) <
ai(I) ≤ v(I) (resp. v(I) ≤ ai+1(I) ≤ mi+1(I) < x(I) ).

• If φ(v) − i is odd, then x and mi are of different types. Consequently,
x ≺ mi (resp. mi ≺ x), and further x(I) < mi(I) ≤ bi(I) (resp. ai(I) ≤
mi(I) < x(I)). Assuming for the sake of contradiction that v(I) < x(I)
(resp. x(I) < v(I)), we deduce that ai(I) < x(I) (resp. x(I) < bi(I),
so x(I) ∈ [ai(I), bi(I)]. In this case, ai ≺ x ≺ bi, so x ∈ Between(ai, bi) ⊆
B(N i

2).

Let us bound the size of N i
2 for i ∈ [`]. It holds that

Between(ai, bi) ⊆ Between(ai,mi) ∪ Between(bi,mi).

Indeed, if for instance, ai ≺ c ≺ bi for some c ∈ B(V1) then either c ≺ mi, so
c ∈ Between(ai,mi), or mi ≺ c so c ∈ Between(bi,mi). The case bi ≺ c ≺ ai is
symmetrical. It follows that

|N i
2| = |Between(ai, bi)| ≤ |Between(ai,mi)|+ |Between(bi,mi)| ≤ 2ε0n.

We now deduce the first item of the claim. Let v ∈ T2 and set i = φ(v).
Take w ∈ U1 that contributes to αUi (v), i.e. such that w /∈ V (Mi)∪N1 and w ∈
N(i)4N(v). Let j1 and j2 be the integers of [k] \ {i} such that `w ∈ Mj1 and
rw ∈ Mj2 . Assume moreover that w /∈ N i

2, it then follows from the remark
above that `w(I) < v(I) if and only if j1 < i and, similarly, rw(I) < v(I)
if and only if j2 < i. As a consequence, if w ∈ N(i), then j1 < i < j2 and
further `w(I) < v(I) < rw(I), so v ∈ N(x); and if w /∈ N(i), then j1, j2 < i
or i < j1, j2 so `w(I), rw(I) < v(I) or v(I) < `w(I), rw(I) and further w /∈
N(x). It follows from E7 that

αUi (v) ≤ |N i
2 ∩ T | ≤ |Between(ai,mi) ∩ T |+ |Between(bi,mi) ∩ T | ≤ 4ε0t.

It then follows from E4 that αVi (v) ≤ n
|U |α

U
i (v)+n·| 1nα

V
i (v)− 1

|U |α
U
i (v)| ≤ 5ε0n.

It remains to prove the second and the third item. Let i ∈ [`] and or-
der φ−1(i) into a sequence xi1, . . . , xi|φ−1(i)| such that the real number sequence
(xij(I))j is increasing if Mi ⊆ L(V1) and decreasing otherwise, i.e. if Mi ⊆
R(V1).

Note that the third item of the claim directly follows from the construc-
tion. Indeed, a maximal clique C of G[T2] is exactly a set of the form C =
{ v ∈ T2 | v(I) = r } for some r ∈ R. As a consequence, all elements of C are
mapped to a same index i ∈ [`] by φ and by construction they appear consecu-
tively in the sequence (xij)

|φ−1(i)|
j=1 .
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It remains to show the third item. Fix 1 ≤ j < |φ−1(i)| − 1, and take y in
(N(xj) \N(xj+1)) ∩ U1 that is not in V (N i

2).
Let us assume that Mi ⊆ L(V1), so xj(I) ≤ xj+1(I). The other case can be

proved symmetrically. In this case, we have xj(I) ≤ ry(I) ≤ xj+1(I). Indeed,
xj ∈ N(y) so the interval [`y(I), ry(I)] contains xj(I) and ends before xj+1(I)
since xj+1 /∈ N(y). So by the property stated above, y ∈ N i

2.

We deduce the following property.

Claim 3. Assume events E1, E2, E5 and E6. For every i ∈ [p], there is N i
3 such

that |N i
3| ≤ 2ε0n and there is a partition Xi

0, . . . , X
i
|φ−1(i)| of Mi \ B(N i

2 ∪ N i
3)

satisfying

(N(xij) ∩ V (Mi)) \ (N i
2 ∪N i

3) =
j−1⋃
r=0

V (Xi
r)

for every j ∈ [p]. Moreover, Xi
j = ∅ whenever xijxij+1 is an edge of G.

Proof. First note that both δi(xj , xj+1) \V (Between(ai,mi)) and δi(xj , xj+1) \
V (Between(bi,mi)) does not intersect U1. If moreover xijxij+1 is an edge of G,
then v ∈ Bad whenever v ∈ N(xij+1) \ N(xij) because in this case the neigh-
borhood of v is not a connected component of G[T2]. It follows from E5 that
|δi(xj , xj+1) \ N i

2| ≤ 2ηn and from E6 that |Bad | ≤ ε0n.
Set N i

3 = Bad∪
(⋃|φ−1(i)|

j=1 δi(xj , xj+1) \ N i
2

)
. Since |φ−1(i)| ≤ t, it holds

that |N i
3| ≤ ε0n+ 2tηn = 2ε0n. Moreover,

(N(xij) ∩ V (Mi)) \ (N i
2 ∪N i

3) ⊆ (N(xij+1) ∩ V (Mi)) \ (N i
2 ∪N i

3)

for every index j with 1 ≤ j ≤ |φ−1(i)| − 1, with equality whenever xijxij+1 ∈
E(G).

Consequently, it suffices to set Xi
0 = (N(xij) ∩ V (Mi)) \ (N i

2 ∪ N i
3), Xi

j =
δi(xj+1, xj) \ (N i

2 ∪N i
3) for j ∈ [|φ−1(i)|] and X|φ−1(i)|i = V (Mi)) \ (N i

2 ∪N i
3 ∪⋃|φ−1(i)|

r=0 Xi
r).

Given a graph H, a vertex v ∈ V (H), we write NH(v) the set of neighbors
of v in H. The following claim shows that assuming the events E1, . . . , E7, we
can construct a graph close to G[V1 ∪ T2] whose error is small on every vertex
of T2.

Claim 4. Assume Ei for every i ∈ {1, . . . , 7}. Then there is an interval repre-
sentation I = (Iv)v∈V1∪T2 of a graph H on V1 ∪ T2 such that

• |E(H[V1]4G[V1])| ≤ 3ε0n2;

• for every t ∈ T2, |NG[V1](t)4NH[V1](t)| ≤ 10ε0n; and

• there is no error inside T2, i.e. G[T2] = H[T2] as a labeled graph.

Proof. To describe I, it suffices to choose one value for each bounds in B(V1)
and each vertex of T2. We place these elements with the following rules.
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• For each left or right bound b ∈Mi its value b(I) is in the interval ]i, i+1[;

• For every v ∈ T2, the value v(I) is in ]φ(v), φ(v) + 1[;

• For a fixed i, the bounds in ]i, i+ 1[ are placed such in the order (resp. re-
versed order of) Xi

0, x
i
1, X

i
1, . . . , x

i
|φ−1(i)|, X

i
|φ−1(i)| given by Claims 2 and 3

if Mi ⊆ R(V1) (resp. Mi ⊆ L(V1)). We add the condition that xj(I) =
xj+1(I) if xjxj+1 ∈ E(G) and xj(I) 6= xj+1(I) otherwise, recall that this
is possible since Xi

j = ∅ whenever xjxj+1 ∈ E(G); the bounds of N i
2 ∪N i

3
are placed anywhere in ]i, i+ 1[; and

• the bounds of N1 are placed anywhere.

Let H be the interval graph on V1 ∪ T2 represented by I. Let us prove that H
satisfies the claimed properties.

We first show that G[T2] and H[T2] are equal as labeled graphs. This boils
down to showing that u(I) = v(I) if and only if uv ∈ E(G). As previously
stated, it follows from E1 that G[T2] is a disjoint union of clique. Let C be
connected component (and a clique) of G[T2]. By Claim 2, C = {xia, . . . , xib}
for some a, b and i. By the construction of I it holds that xia(I) = xia+1(I) =
· · · = xib(I), so C is a clique of H. In the other direction, if uv ∈ E(H[T2]) then
by the construction there is a path from u to v in G, so u and v are in a same
clique of G. This proves that G[T2] = H[T2].

Let x ∈ T2 and let us bound the size of NG[V1](x)4NH[V1](x) from above.
Set i = φ(x). Observe that NH[V1](x) \ (N1 ∪ V (Mi)) = N(i). By the con-
struction and Claim 3, the sets NG(t) and NH(t) have same intersection with
V (Mi) \ (N i

2 ∪ N i
3), (these intersections are equal to

⋃j−1
r=1X

i
r if t = xij). It

follows that

NH[V1](x)4NG[V1](x) ⊆ N1 ∪N i
2 ∪N i

3 ∪ (NG[V1]4N(i)) \ (V (Mi) ∪N1).

Consequently,

|NH[V1](x)4NG[V1](x)| ≤ |N1|+ |N i
2|+ |N i

3|+ αVi (x)
≤ ε0n+ 2ε0n+ 2ε0n+ 5ε0n
≤ 10ε0n.

It remains to estimate the error on V1. For u, v ∈ V1, we know that if b1(I) <
b2(I) whenever b1 ≺ b2 and b1, b2 ∈ {ru, `u, rv, `v} then uv ∈ E(G)⇔ Iu ∩ Iv 6=
∅. It follows that the size of E(G[V1]4H[V1]) is at most the number of pairs
(b1, b2) ∈ B(V1)2 such that b1 ≺ b2 and b1(I) > b2(I). Let b1 and b2 be such
bounds and assume that b1 and b2 are not in B(N1). In this case, b1 ∈ Mi1

and b2 ∈Mi2 for some indices i1, i2 ∈ [p]. We know that i1 6= i2 because b1 ≺ b2
(so b1 and b2 are of different types) and it follows from the construction that i1 >
i2 since b1(I) > b2(I). As a consequence, b2 ≺ mi1 so b2 ∈ Between(mi1 , b1). It
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follows that

|E(G[V1]4H[V1])| ≤ |N1| · n+
∑

b∈B(V1\N1)
b∈Mi

Between(mi, b)

≤ ε0n2 + 2n · ε0n
≤ 3ε0n2.

This concludes the proof of Claim 4.

We can now proceed to the proof of Claim 1.

Proof of Claim 1. Let (Iv)v∈V1∪T2 be the interval representation given by Claim 4.
We now extend (Iv)v∈V1∪T2 to an interval representation I on V to construct
an interval graph close to G. Let v ∈ V2 \ T2.

Let V ′2 = V2 ∩Bd(T2, ε0) \Bad. Since E3 and E6 occur, we have |V2 \ V ′2 | ≤
2ε0n. Now, for each u ∈ V ′2 , we choose a vertex wu ∈ T2 such that d(u,wu) ≤ ε0.
If uwu ∈ E(G), set u(I) := wu(I). Otherwise we set u(I) := wu(I)+εu where εu
is real number that is chosen small enough so that non bound of B(V1) has a
value between wu(I) and u(I) and such that u(I) 6= v(I) for every v ∈ V2.
If u ∈ V2 \ V ′2 , we give an arbitrary value to u(I).

Let H be the interval graph on V represented by I. It remains to show
that G and H are at distance at most 17ε0.

Let A1 be the set of edges uv where u ∈ V2 and v ∈ NG[T1](wu)4NH[T1](wu).
LetA2 be the set of edges uv with u ∈ V2 and v ∈ V such that v ∈ NG(wu)4NG(u).

Note that these sets are small. Indeed, |A1| ≤ 10ε0n2 because the size
of NG[T1](w)4NH[T1](w) is at most 10ε0 for every w ∈ T2 and |A2| ≤ ε0n

2

because |NG(wu)4NG(u)| = d(u,wu) · n ≤ ε0n.
It therefore suffices to show that

E(G4H) ⊆ E(H[V1]4G[V1])∪A1 ∪A2 ∪BadEdge∪{ uv | u /∈ V2 \ V ′2 , v ∈ V }
(2.6)

to deduce the claim. Indeed, we know that |V2\V ′2 | ≤ 2ε0n and |E(H[V1]4G[V1])| ≤
ε0n

2, so assuming (2.6),

|E(G4H)| ≤ (3ε0 + 10ε0 + ε0 + ε0 + 2ε0)n2 = 17ε0n2.

Let us prove (2.6). Let uv ∈ E(H4G be an edge that is in none of the sets
A1, A2, E(H[V1]4G[V1]), BadEdge and { uv | u ∈ V2 \ V ′2 , v ∈ V }. In particu-
lar, we may assume that u ∈ V ′2 and v ∈ V1 ∪ V ′2 . Since uv /∈ A2 we know that
uv ∈ E(G)⇔ wuv ∈ E(G).

If v ∈ V1, then since uv /∈ A1 it holds that wuv ∈ E(G) ⇔ wuv ∈ E(H).
Recall that we also know from the construction that u ans wu have same neigh-
bors in V1 in H (Recall that u(I) = wu(I) or u(I) = wu(I) + εu). It follows
that uv /∈ E(G4H).

Assume now that v ∈ V ′2 , then since uv /∈ A2, we have uv ∈ E(G) ⇔
uwv ∈ E(G). If uv ∈ E(G), then uwv ∈ E(G) and wuv ∈ E(G). Since uv /∈
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BadEdge, the vertices u and v have same neighborhood in T2 in G, so uwu ∈
E(G) and vwv ∈ E(G). Moreover, u, v /∈ Bad, so the neighborhood of u in T2
is a clique of G. It follows that wuwv ∈ E(G) and further wuwv ∈ E(H)
because G[T2] = H[T2], which finishes the proof in the case uv ∈ E(G). Now
assume that uv /∈ E(G), then uwv /∈ E(G) and wuv /∈ E(G). If uwu /∈ E(G),
then it follows from the construction of u(I) = wu(I)+εu that u has no neighbor
in V2 in H, so in particular uv /∈ E(G). We now assume that uwu ∈ E(G).
Since u /∈ Bad, the neighborhood of u in T1 in G is a connected component,
so wuwv /∈ E(G). It follows that wu(I) 6= wv(I) and further u(I) 6= v(I). This
proves that uv /∈ E(H) and finishes the proof.

Claim 5. Pr(E3|E1) ≥ 1− 1
12 .

Proof. Lemma 2.20 applied to the random set T for E = V , F = V2 with
ρ = ε0, m = 3

ε0
≥
⌈

2
ε0

⌉
+ 1 and k = 8 ln 1/ε0 ensures that provided that t ≥

s2.20(ε0, k,m), with probability at least 1 − me−k, either E3 holds or there is
a set A ⊆ T of size m with d(x, y) > ε for every x, y ∈ S. In this last case,
Proposition 2.21 implies that G[S] is not a C[S]-interval graph so E1 does not
hold.

This proves that P(E3 ∪ E1) ≥ 1 − me−k i.e. P(E3 ∩ E1) ≤ me−k. So
P(E3|E1) = P(E3 ∩ E1)/P(E1) < 2me−k = 6

ε0
e−k = 6ε70 ≤ 6

27 ≤ 1
12 . It can be

checked that s2.20(ε0, k,m) = km
ε0

= 24 1
ε2

0
ln 1

ε0
≤ t.

Claim 6. P(E4|E2) ≥ 1− 1
12 .

Proof. We use the following property. Given a subset A ⊆ V , we have | |A|n −
|A∩U |
|U | | ≤ ε0 with probability at least 1−2e−ε2

0|U | by Azuma-Hoeffding inequality.
For i ∈ [`] and v ∈ T2, it suffices to take A = (N(i)4(N(v) \ (V (Mi)∪N1))) to
deduces that | 1

|U |α
U
i (v)− 1

nα
V
i (v)| ≤ ε0n with probability at least 1− 2e−ε2

0|U |.
By the union bound, it holds

P(E2|E1) ≤ |U |` · 2e−ε
2
0|U | ≤ tse−ε

2
0|U | ≤ t2e−ε

2
0|U | ≤ 1

t
≤ 1

12

since |U | ≥ 3 1
ε2

0
ln t and t ≥ 12.

Claim 7. P(E5|E2) ≥ 1− 1
12 .

Proof. For x, y ∈ T2 and b ∈ Mi for some i ∈ [`], assume that the set δi(x, y) \
V (Between(mi, b)) has size at least ηn. In this case, the probability that U does
not intersect δi(x, y) \ V (Between(mi, b)) is at most (1− η)|U | ≤ e−η|U |. Hence
by the union bound,

P(E5|E2) ≤ `t2e−η|U | ≤ t3e−
ε0
t |U | ≤ 1

t
≤ 1

12

since ` ≤ s = t and |U | = 4
ε0
t ln t.
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Claim 8. P(E6) ≥ 1− 1
12 .

Proof. If T intersects Bad then G[X] is not a C[X]-interval graph. It follows
that if |Bad | > ε0n then the probability that G[X] is a C[X]-interval graph is
at most

PT (T ∩ Bad = ∅) ≤ (1− ε0)|T | ≤ e−ε0|T |.

Moreover, G[X] is not a C[X]-interval graph if there is a pair uv ∈ BadEdge
with u, v ∈ T . So if |BadEdge | ≥ ε0n

2 then the probability that G[X] is a
C[X]-interval graph is at most(

1− |BadEdge |(
n
2
) )t/2

≤ (1− 2ε0)t/2 ≤ e−ε0t.

This shows that P(E1|E6) ≤ e−ε0t. Recall that we assumed P(E1) ≥ 1
2 . It

follows that

P(E6|E1) = P(E6)
P(E1) ·P(E1|E6) ≤ 2e−ε0t ≤ 1

12

since t > ln 24
ε0

.

Claim 9. P(E7|E2) ≥ 1− 1
12 .

Proof. Assume E2 occurs. We use the property described in the proof of
Claim 6. Let b ∈ S1 ∪ T1 ∪ U1 with b ∈ Mi. By the Azuma-Hoeffding
inequality, | |V (Between(mi,b))|

n − |V (Between(mi,b))∩U |
|U | | ≤ ε0 with probability at

least 1 − 2e−ε2
0|U |. Note that in this case |V (Between(mi, b)) ∩ U | ≤ 2ε0|U |

since |V (Between(mi, b))| = |Between(mi, b)| ≤ ε0n. Recall that |S1∪T1∪U1| ≤
s+ t+ |U | ≤ 3|U |. By the union bound,

P(E7|E2) ≤ 3|U | · 2e−ε
2
0|U | ≤ 6ε−8

0 <
1
12 .

since |U | ≥ 10 ln(1/ε0)
ε2

0

Recall that P(E1 ∪ E2) > 1
2 −

1
12 . It follows from Claims 5 to 9 that

P(
7⋃
i=1

Ei) >
1
2 −

1
12 −

1
12 −

1
12 −

1
12 −

1
12 −

1
12 = 0.

By Claim 1, the graph G is therefore 17ε0-close to an interval graph.
Now set ε := 17ε0, so that G is ε-close to being an interval graph. The size

of X is at most

3|U | = 12
ε0
t ln t = 9 · 222

ε90
(ln 3 + 20 ln 2 + 8 ln 1

ε0
) ≤ 9 · 222

ε90
· 30 ln 1

ε0
≤ 231

ε10
0
.



2.6. INTERVAL GRAPHS ARE EASILY TESTABLE 113

With respect to ε, it gives

|X| ≤ 231 · 178

ε10 ≤ 264

ε10 ,

which concludes the proof of Theorem 2.13.
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2.7 Linear specialization of interval graphs
Recall that if G is an induced subgraph of H, the set RG(H) is the set of
representations of G that extend to H. We recall Lemma 2.17.

Lemma 2.17. Let G be a graph on n vertices. Then every sequence H1, . . . ,H`

of induced subgraphs of G such that

RG(H1) ) · · · ) RG(H`)

has length at most m2.17(n) = 16n.

2.8 PQ-trees and proof of Lemma 2.17
Let G = (V,E) be an interval graph and (Iv)v∈V be an interval representation
of G, that is a set of intervals such that

uv ∈ E ⇔ Iu ∩ Iv 6= ∅

for every two distinct vertices u, v ∈ V . To each point x of the real line R, the
set Qx of vertices v ∈ V such that Iv contains x is a clique because all these
intervals intersect in x. Note that Qx = Qy if ]x, y[ contains no bound of an
interval in (Iv)v∈V . As a consequence, it is possible to list the cliques given by
the function x 7→ Qx as a finite sequence Qx1 , . . . , Qxp such that (xi)pi=1 is an
increasing sequence with Qxi 6= Qxi+1 , Qx1 = ∅ = Qxp and Qy ∈ {Qxi , Qxi+1}
whenever xi < y < xi+1. The remark above even shows that in this case
p ≤ 2|V |+ 1.

The sequence (Qxi)
p
i=1 characterizes the representation (Iv)v∈V up to an

homeomorphism of R. That is, another collection of intervals (Jv)v∈V repre-
senting G does not yield the same sequence (Qxi)

p
i=1 unless there is a strictly

increasing function f : R → R such that f(Jv) = Iv for every v ∈ V . It is
convenient to use these sequences of cliques of G instead of the usual interval
representation.

In the following, we consider that RG(H) is a set of clique sequences instead
of a set of families of intervals.

2.9 Clique orderings
A clique ordering is a sequence S = Q1, . . . , Qp of sets, that we call cliques,
such that for every vertex v, the cliques in the sequence that contain v appear
consecutively. Note that a clique can be empty. Let Cmax(S) be the set of
maximal elements of S with respect to set inclusion. The sequence S is a clique
ordering of the graph G if the elements in S are actual cliques of G and if S
contains all the maximal cliques of G. In this case, Cmax(S) = Cmax(G) is the
set of maximal cliques of the graph G.
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A subclique is a non-maximal clique. The insertion of a subclique Q in S
between Qi and Qi+1 is a subclique insertion if Q satisfies the property that
Qi ∩ Qi+1 ⊆ Q and either Q ⊆ Qi or Q ⊆ Qi+1. It is easy to check that the
sequence obtained by a subclique insertion is a clique ordering. A clique ordering
S′ is an extension of S if it can be obtained from S by subclique insertions.

A clique ordering S = Q1, . . . , Qp is closed if Qi ⊆ Qi+1 or Qi ⊇ Qi+1 for
every i ∈ {1, . . . , p− 1}. This definition comes from the following observation.

Observation. If G is an interval graph represented by a family (Iv)v∈V of
closed intervals, and (Qxi)

p
i=1 is the sequence of cliques described in the previous

section, then (Qxi)
p
i=1 is a closed clique ordering.

If Qm is a maximal clique belonging to S, the right tail of Qm in S is
the longest decreasing sequence of the form Qm, . . . , Qm+r (with respect to set
inclusion). Similarly, the left tail of Qm is the longest increasing sequence of
the form Qm−r, Qm−r+1, . . . , Qm.

IfQi = Qi+1 for some i ∈ [p−1], the cliques ordering S′ = Q1 . . . QiQi+2 . . . Qp
(where Qi+1 has been removed) and S correspond to the same interval repre-
sentations. We identify S and S′, that is we consider them as equal. Since Qi
and Qi+1 belong to the same (left or right) tails and the deletion of Qi+1 does
not change the possibilities of clique insertion, this identification is compatible
with the notions defined above. In particular, we may assume that for every
clique ordering S = Q1 . . . Qp we consider, Qi 6= Qi+1whenever i ∈ [p− 1].

Let us first prove some basic properties regarding the structure of a clique
ordering.

Property 2.22. The following properties are satisfied by every clique ordering
S = Q1, . . . , Qp with maximal cliques Qm1 , . . . , Qmk .

1. If 1 ≤ i ≤ ` ≤ j ≤ p then Qi ∩Qj ⊆ Q`.

2. If mi ≤ j ≤ mi+1, then Qj is a subset of Qmi or Qmi+1 .

3. If mi < j < mi+1, then Qj is in the right (resp. left) tail of Qmi (resp.
Qmi+1) if and only if Qj is a subset of Qmi (resp. Qmi+1).

4. For i ∈ [k − 1], the sequence Qmi , Qmi+1, . . . , Qmi+1 is covered by the
union of the right tail of Qmi and the left tail of Qmi+1 .

5. For i ∈ [k − 1], the right tail of Qmi and the left tail of Qmi+1 intersects
only in the clique Qmi ∩Qmi+1 , if it is present in S.

6. The clique ordering S is closed if and only if for every i ∈ [k− 1] there an
index r with mi < r < mi+1 such that Qr = Qmi ∩Qmi+1 .

Proof. 1. Let x be an element of Qi∩Qj . By the definition of a clique ordering,
the cliques of S that contain x are consecutive. Since Q` is between Qi and Qj
in S, it follows that x ∈ Q`.

2. This is clear if j = mi or j = mi+1. Assume that mi < j < mi+1. In this
case Qj is a subclique, so Qj is the subset of a maximal clique Qmq for some
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q ∈ [k]. If q ≤ i then mq ≤ mi ≤ j so by Item 2.22.1, Qmi ⊇ Qmq ∩ Qj = Qj .
If i+ 1 ≤ q, it follows similarly from Item 2.22.1 that Qmi+1 ⊇ Qj ∩Qmq = Qj .

3. By symmetry of the notions of left and right tails, it is enough to prove
that Qj is in the right tail of Qmi if and only if Qj ⊆ Qmi . If Qj is in the
right tail of Qmj , it is straightforward from the definitions that Qj ⊆ Qmi . Let
us prove the other direction. Assume that Qj ⊆ Qmi , it suffices to prove that
Qq−1 ⊇ Qq for every q ∈ {mi+ 1, . . . , j} to deduce that Qj is in the right tail of
Qmi . We first claim that Qmi ⊇ Qq. To see this, assume otherwise Qmi + Qq.
In particular q < j, so by Item 2.22.2 we have Qq ⊆ Qmi+1 . By Item 2.22.1,
it follows that Qj ⊇ Qq ∩ Qmi+1 = Qq and further Qj * Qmi , which yields a
contradiction. This proves that Qmi ⊇ Qq. We conclude using Item 2.22.1 that
Qq−1 ⊇ Qq ∩Qmi = Qq.

4. This is a straightforward consequence of items 2.22.2 and 2.22.3.
5. Let A be a clique that is both in the right tail of Qmi and the left tail

of Qmi+1 . It follows from the definition that A is a subset of Qmi and Qmi+1 . By
Item 2.22.1, we also have Qmi ∩Qmi+1 ⊆ A. Consequently, A = Qmi ∩Qmi+1 .

6. Assume first that S is closed and take i ∈ [k − 1]. Let Qr be the last
clique of the right tail of Qmi , so Qr + Qr+1. Since S is closed, Qr ⊆ Qr+1.
Note that r < mi+1 as otherwise Qmi+1 ⊆ Qmi , so by Item 2.22.4 Qmi+1 ⊇
Qmi ∩ Qmi+1 = Qmi+1 , and further Qmi = Qmi+1 = Qmi+1 because Qmi+1

and Qmi are maximal cliques. By Item 2.22.4 we moreover know that Qr+1 is
in the left tail of Qmi+1 . Consequently, Qr is also in the left tail of Qmi+1 and
further by Item 2.22.5 it holds that Qr = Qmi ∩Qmi+1 . For the other direction,
assume that for i ∈ [k − 1], the clique Qmi ∩ Qmi+1 is present in S between
Qmi and Qmi+1 . First note that if Qi and Qi+1 are contained in the same left
or right tail of a maximal clique, then it is true that Qi ⊆ Qi+1 or Qi ⊇ Qi+1.
It follows from Item 2.22.2 and Item 2.22.3 that S is covered by the tails of
the maximal cliques. Further, the hypothesis shows that each tail intersects
the following tail in at least one clique. More precisely, the left and right tails
of Cmi intersects in Cmi for i ∈ [k] and the right tail of Cmi intersects the left
tail of Cmi+1 in Cmi ∩Cmi+1 for i ∈ [k−1]. Consequently, every pair (Qi, Qi+1)
is contained in a common (left or right) tail of a maximal clique. This suffices
to show that S is closed.

As a consequence of Property 2.22.6, every clique ordering has a closed
extension, that can be constructed by insertions of the intersections of the pairs
of consecutive maximal cliques as described above.

2.10 PQ-trees
The main tool of the proof of Lemma 2.17 is the notion of PQ-tree. PQ-trees
have been introduced by Booth and Lueker [9] and used by these authors to
design a linear-time recognition algorithm for the class of interval graphs and
planar graphs.
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P

Q

α β γ

δ ε

Figure 2.3 – A PQ-
tree.

A PQ-tree is a tree whose leaves are labeled with
elements of an alphabet Σ and with two types of in-
ner nodes, Q-nodes and P-nodes. Each inner node is
endowed with an ordering of its children. This order
can be changed under some rules that depend on the
type of the node. The order c1 . . . ck of a Q-node can
be reversed into ck . . . c1. The order c1 . . . ck of a P-
node can be freely reordered by any permutation σ
into cσ(1) . . . cσ(k). A leaf order of a PQ-tree T is an
ordering of the leaves of T corresponding to a depth-
first exploration of T following the order given by the
inner nodes, after a possible reordering of T according
to the rules stated above.

As an example, the leaf orders of the PQ-tree in Figure 2.3 are αβγδε, αβγεδ,
δαβγε, εαβγδ, δεαβγ, εδαβγ, γβαδε, γβαεδ, δγβαε, εγβαδ, δεγβα and εδγβα.
A P-node is usually represented by a circle and a Q-node by a rectangle. We
follow this graphic rule throughout this chapter.

Note that if n is a node of a PQ-tree T with two children, the same per-
mutations of the children of n (swapping them or not) are allowed regardless of
whether n is a P-node or a Q-node, so we choose to consider that a node with
exactly two children is always a Q-node. In particular, we assume that every
P-node has at least three children.

The main property of PQ-trees is that they can represent consecutive ones
properties, defined as follows. Let S1, . . . , Sk be subsets of an alphabet Σ. The
associated consecutive ones property is the set of orderings of Σ in which for
every i ∈ [k] the elements of Si appear in a consecutive order. More precisely,
with the notation above, there is a PQ-tree T = T (Σ, S1, . . . , Sk) such that a
permutation σ of Σ satisfies the consecutive ones property if and only if σ is a
leaf order of T . This PQ-tree is constructed by an algorithm that starts from the
PQ-tree formed by a unique P-node whose children are |Σ| leaves labeled by the
elements of Σ (this PQ-tree generates every permutation of Σ) and iteratively
modifies this PQ-tree to integrate the constraints one by one. A consecutive
ones problem can therefore be solved by trying to construct the corresponding
PQ-tree.

In their paper [9], Booth and Lueker use the fact that a graph G is an interval
graph if and only if there is an ordering of the maximal cliques of G such that for
each vertex v, the (maximal) cliques that contain v appear consecutively in this
ordering. In other words, deciding whether G is an interval graph boils down
to solve the consecutive one problem where Σ is the set of maximal cliques of G
and with a constraint Sv = { C maximal clique | v ∈ C } for each v ∈ V (G).
This problem defines a PQ-tree on the maximal cliques of G that represents the
set of interval representations of G. This tree is the PQ-tree of G.

Example. Figure 2.4 illustrates a graph G and the PQ-tree of G. The maximal
cliques of G are the sets {1, 2, 4}, {1, 3, 4}, {5}, {6, 7}, {6, 8} and {6, 9}. See [9]
for more details on the construction of such a PQ-tree.
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Figure 2.4 – Left: a graph G. Right: the PQ-tree of G, that encodes the interval
representations of G.

Two graphs H1 and H2 sharing some vertices U = V (H1) ∩ V (H2) are
simultaneous interval graphs if there exist interval representations (Iv)v∈V (H1)
and (I ′v)v∈V (H2) of H1 and H2 respectively such that Iv = I ′v whenever v ∈
U . Equivalently, H1 and H2 are simultaneous interval graph if there is an
interval representation of the graph G := H1[U ] = H2[U ] that extends to an
interval representation of H1 and an interval representation of H2. Jampani
and Lubiw [28] gave a O(n2 logn) algorithm that decides whether two given
graphs are simultaneous interval graphs. To that purpose, they introduced a
U -reduced PQ-tree of a graph H, which is a PQ-tree whose leaves are cliques
of H[U ] and that generates the set of clique ordering corresponding to the set of
interval representations of G = H[U ] that extend to H. This PQ-tree is labeled
by (possibly non-maximal) cliques of G.

If T is a PQ-tree whose leaves are labeled with cliques, a clique ordering is
generated by T if it is a closed extension of a leaf order of T . The set of clique
orderings generated by T is denoted by π(T ). Note that in particular, every
element of π(T ) is closed. Recall that by Property 2.22.6, a leaf order S =
Q1, . . . , Qp with maximal cliques Qm1 . . . Qmk is closed if and only it contains
the clique Qmi∩Qmi+1 between Qmi and Qmi+1 for every i ∈ [p−1], so the clique
ordering S′ obtained from S by inserting these cliques (the clique Qmi ∩Qmi+1

between Qmi and Qmi+1) in S is closed. The closed extensions of S are exactly
the extensions of S′. Recall that RG(H) was defined as the set of interval
representations of G that extend to H. The result of Jampani and Lubiw can
then be formulated as follows.

Lemma 2.23 ([28]). Let G be an induced subgraph of H. There is a PQ-tree
TG(H) such that RG(H) is the set of interval representations (Iv)v∈V (G) (of G)
whose clique ordering belongs to π(TG(H)).

This tree TG(H) is the PQ-tree whose leaves are cliques of G obtained from
the PQ-tree of H by relabeling every leaf labeled by a maximal clique A into
A∩V (G). The leaves of this PQ-tree are cliques of G = H[V (G)] that may not
be maximal. The strategy implemented in the algorithm of [28] for solving the
simultaneous interval problem on H1 and H2 is to try to unify step-by-step the
PQ-trees TG(H1) and TG(H2) until they are equal or a contradiction appears.
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Essential node. Simple Q-node. Skeleton node.

In the following, every PQ-tree will have leaves labeled by (possibly non
maximal) cliques of a graph.

2.10.1 Notations and properties
In the rest of this section we fix an interval graph G. Every PQ-tree considered
will be a PQ-tree whose leaves are labeled with (possibly non-maximal) cliques
of G.

Let T be a PQ-tree representing a subset of interval representations of G.
A node n is essential if n is a maximal clique leaf or has a maximal clique
descendant (later, Lemma 2.24 shows that we may assume that every inner
node is essential). A Q-node n is a simple Q-node if n has exactly one essential
child. A node n is a skeleton node if n is a maximal clique leaf or if n has
at least two essential children. The skeleton parent of a node n is the nearest
ancestor of n that is a skeleton node. Similarly, a skeleton child of n is a nearest
descendant of n that is a skeleton node. If n is a non-skeleton essential inner
node, then n has a unique skeleton child.

Example. Consider the graphs G and H in Figure 2.5. The graph G is an
induced subgraph of H. The PQ-tree T on the same figure represents the
set RG(H) of interval representations of G that extend to a representation of H.
The maximal cliques of G are {1, 2, 4}, {1, 3, 4}, {5}, {6, 7}, {6, 8} and {6, 9}.
On the tree T of Figure 2.5, n3 and n5 are simple Q-nodes, n1, n2, n4 and n6 and
the six maximal clique leaves are skeleton nodes. The node n4 is the skeleton
child of n2 and n3; and n1 is the skeleton parent of n2, n5 and n6.

2.10.2 First simplification
A same set of clique orderings may be generated by different PQ-trees. Two
PQ-trees T1 and T2 are equivalent if the generate the same clique ordering, that
is π(T1) = π(T2).

Lemma 2.24 ([28], Corollary 1). Let T be a PQ-tree, there is an equivalent
PQ-tree where every inner node is an essential node and every P-node has at
least 3 children, and all these children are essential nodes.
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Figure 2.5 – A PQ-tree representing RG(H).

To obtain the reduced PQ-tree of Lemma 2.24, proceed in two steps. First,
replace every node n whose descendant leaves all represent the same clique A by
a leaf A. After this operation, every inner node of the tree is an essential node.
Then, delete the non-essential children of each P-node with at least two essential
children, and remove every non-essential children except one (it can be shown
that they all represent the same clique) of P-nodes with exactly one essential
node. Since this last node has only two children left, it is then considered as
a Q-node (recall that nodes with exactly two children are always considered
as Q-nodes). The correctness of these operations are proved in Lemma 6 and
Lemma 7 in [28].

2.10.3 Universal sets
If n is a node, let C(n) be the set of (possibly non-maximal) cliques that are
labels of the leaf descendants of n. If n is an essential leaf labeled with a clique A,
we adopt the convention that C(n) = {A}. Similarly, let Cmax(n) be the set of
maximal cliques that are labels of the leaf descendants of n. Set Cmax(n) = {x}
if n is an essential leaf labeled by a (necessarily maximal) clique x. Define

Ω(n) =
⋂

A∈C(n)

A

and similarly, if n is an essential node,

Ωmax(n) =
⋂

A∈Cmax(n)

A.

In other words, Ω(n) is the set of the elements that appear in every leaf of
the subtree of T rooted at n; it is called the universal set of n. Note that
Cmax(n) ⊆ C(n), and further Ω(n) ⊆ Ωmax(n).
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If n is an essential node, with an essential child c, set

fc(n) =
⋃

A∈C(n)
A/∈C(c)

A ∩ Ω(c).

and, similarly, if n is a skeleton node

fmax
c (n) =

⋃
A∈Cmax(n)
A/∈Cmax(c)

A ∩ Ω(c).

The set fc(n) contains the elements that are forced to be in every clique de-
scendant of c by the structure of the rest of the tree. This property is proved
by Proposition 2.28.2. Lemma 2.26 shows simplified expressions for fc(n).

Lemma 2.25 (Lemma 6 in [28]). In a PQ-tree T ,

• If n is a P-node, then for any two children c1 and c2 of n (which are
essential by Lemma 2.24), we have Ω(n) = Ω(c1) ∩ Ω(c2).

• If n is a Q-node and c1 and c2 are the first and last children of n then
Ω(n) = Ω(c1) ∩ Ω(c2).

We prove similar characterizations for the set fc(n).

Lemma 2.26. In a PQ-tree T , let n be an essential node with an essential
child c.

• For every x ∈ C(c),

fc(n) =
⋃

A∈C(n)
A/∈C(c)

A ∩ x and fmax
c (n) =

⋃
A∈Cmax(n)
A/∈Cmax(c)

A ∩ x.

• If n is a P-node, fc(n) = fc(n)max = Ωmax(n) = Ω(n).

• If n is a simple Q-node with children A1 . . . AkcAk+1 . . . Ap, then fc(n) =
Ak ∪Ak+1 =

⋃p
i=1Ai.

Proof. We first prove that for A ∈ C(n)\C(c) and x, y ∈ C(c), we have x∩A =
y∩A. We claim that there is a leaf order O of T such that x appears between A
and y in O. To see this, reorder the node n so that the child of n that is
an ancestor of the leaf A (or that is A itself) appears on the left of c. This
is possible up to reversing the order of n, which is allowed regardless of the
type of n. Then, reorder similarly the nearest common ancestor of x and y
(which is c or a descendant of c) such that x appears on the left of y in the
corresponding leaf order O. Note that the clique x is between A and y in O,
which proves the claimed property. By Property 2.22.1, it follows that y∩A ⊆ x.
Further, y ∩ A ⊆ x ∩ A. By symmetry of the roles played by x and y, it also
holds that x ∩A ⊆ y ∩A. Consequently, x ∩A = y ∩A.
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Let us now prove the first item of the lemma. Take x ∈ C(c). For every A ∈
C(n) \ C(c), we have A ∩ Ω(c) =

⋂
y∈C(c)A ∩ y = A ∩ x by the property above.

The stated expressions of fc(n) and fmax
c (n) follow directly.

Let us prove the second item. Let n be a P-node. It follows from the property
above and Lemma 2.25 that for any two different children c1 and c2 of n, and
every x ∈ C(c1) and y ∈ C(c2), it holds that Ω(n) = x ∩ y. It first follows that
Ωmax(n) =

(⋂
x∈Cmax(c) x

)
∩
(⋂

y∈Cmax(n)\Cmax(c) y
)

= Ω(n). Take x ∈ C(c),
we know from the first item and Lemma 2.25 that fc(n) =

⋃
A∈C(n)\C(c)A∩x =⋃

A∈C(n)\C(c) Ω(n) = Ω(n), and similarly fmax
c (n) =

⋃
A∈Cmax(n)\Cmax(c)A∩x =

Ω(n)
It remains to prove the third item. For i ∈ [p], we claim that Ai is a subset

of a maximal clique xi ∈ Cmax(c).
It would directly follows for x ∈ C(c) that that fc(n) =

⋃p
i=1Ai ∩ x =⋃p

i=1Ai since then Ai ∩ x = Ai ∩ xi = Ai by the property above. Indeed, the
subclique Ai is a subset of a maximal clique y. The claimed property is satisfied
by xi = y if y ∈ Cmax(c), so assume y /∈ Cmax(c) and take x ∈ Cmax(c). Up
to reversing n, there is a leaf order of T where x is between Ai and y, so by
Property 2.22.1 applied to this leaf order, it holds that x ⊇ Ai ∩ y = Ai.

It remains to show that
⋃p
i=1Ai = Ak ∪ Ak+1. For i ∈ {1, . . . , k − 1}, we

know there exists x ∈ C(c) with Ai ⊆ x. Note that in every leaf order of T , the
subcliqueAk appears betweenAi and x, so by Property 2.22.1, Ak ⊇ Ai∩x = Ai.
One can prove similarly that Ak+1 ⊇ Aj whenever j ∈ {k+ 2, . . . , p}. It follows
that

⋃p
i=1Ai = Ak ∪Ak+1, which concludes the proof of the third item.

This finishes the proof of the lemma.

If n is a simple Q-node, n has exactly one essential child c so we can write
f(n) and fmax(n) instead of respectively fc(n1) and fmax

c (n) without ambigu-
ity.

Observation 2.27. If n is a Q-node of T with children c1, . . . , cp, then the
sequence

O = Ω(c1), . . . ,Ω(cp)
is a clique ordering.

Indeed, if there is x ∈ Ω(ci) ∩ Ω(cj) for some integers i, j ∈ [p] with i < j,
then considering a leaf order of T proves that x belongs to every leaf descendant
of ck whenever i < k < j, and thus x ∈ Ω(ck).

As a consequence of this observation, O satisfies Property 2.22. Recall that
Ω(c) = c if c is a leaf. This allows us to define the right and left tails of an
essential child of a node as follows (recall that so far, left and right tails have
only been defined for maximal cliques in a given clique ordering).

If n is a Q-node with children c1, . . . , cp, and c = ci is an essential child
of n for some i ∈ [p], the left tail (resp. right tail) of c in n is defined to be
the left (resp. right) tail of Ω(ci) in the clique ordering O = Ω(c1), . . . ,Ω(cp).
Equivalently, it is the sequence of subclique children of n that appear to the
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immediate left (resp. right) of c, that are subsets of Ω(c). The left (resp. right)
tail of a node is an increasing (resp. decreasing) sequence for the inclusion. Note
that the notion of left and right is relative to the order chosen for the Q-node n.

If n is an essential node and O a clique ordering of π(T ), no maximal clique x
that is not in Cmax(n) appears in O between two maximal cliques in Cmax(n).
The left tail (resp. right tail) of Cmax(n) in O is the left tail (resp. right tail)
of the leftmost (resp. rightmost) clique of Cmax(n) in O. Note that this notion
depends on a particular clique ordering, on the contrary to the previous one
that depends only on the order of a Q-node.

If n is a skeleton Q-node, a subclique child A of n is on the boundary of n if
A ⊆ Ωmax(n).

n1

n2

12 2

n3

n4

235 n5

23567 2357 235 n6

2358 23589 2359

234

23

2

Figure 2.6 – A PQ-tree
with maximal cliques {1, 2},
{2, 3, 5, 6, 7}, {2, 3, 5, 8, 9}
and {2, 3, 4}. In red: subcliques
dominated by the descending
path to n6. The node n4 domi-
nates 23 and the child 2 of n1.
The child 235 of n6 is dominated
both by 23567 and by 23589.

A subclique leaf A that is a child of a
node n1 is dominated by the skeleton node n2
if the leaf A participates in the left or right
tail of Cmax(n2) in every leaf order of T .
This happens if n1 = n2 and A is on the
boundary of n1, if n1 is a simple Q-node and
n2 is the skeleton child of n1, or if n1 is skele-
ton Q-node and A in on a tail of the child
of n1 that is an ancestor (or equal to) n2.

For a skeleton node n, a clique A is forced
for n if A is on the left tail and in the
right tail of Cmax(n) in any clique ordering
of π(T ).

The descending path to a node n of T is
the sequence of nodes n0, . . . , nk where n0
is the root of T , nk = n and ni+1 is a child
of ni for i ∈ {0, . . . , k−1}. A subclique leaf `
is dominated by this descending path if ` is a
child of ni in the left tail or right tail of ni+1
for some i ∈ {0, . . . , k − 1}. See Figure 2.6
for an example.

We first show some general properties for
the sets defines above.

Proposition 2.28. Let n be a Q-node of a
PQ-tree T and c be an essential child of n.
The following properties hold.

1. If A is a subclique child of n in the left
or right tail of c, then Ω(n) ⊆ A ⊆ fc(n).

2. Ω(n) ⊆ fc(n) ⊆ Ω(c).

3. If n is a skeleton node, then Ω(n) ⊆
Ωmax(n) ⊆ fmax

c (n) ⊆ fc(n).
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4. If n is a non-root skeleton node with
skeleton parent p and A is forced for n
then fmax

n (p) ⊆ A ⊆ Ωmax(n).

Proof. 1. Since A ∈ C(n), it directly follows from the definition that Ω(n) ⊆ A.
Since A is in a tail of C(c), it moreover holds that A ⊆ Ω(c) and A ∈ C(n)\C(c),
so A = A ∩ Ω(c) ⊆ fc(n).

2. This directly follows from the definitions. Indeed, Ω(n) is a subset of
every clique involved in the definition of fc(n), so Ω(n) ⊆ fc(n), and fc(n) is
defined as the intersection of Ω(c) with another set, so fc(n) ⊆ Ω(c).

3. The properties that Ω(n) ⊆ Ωmax(n) and fmax
c (n) ⊆ fc(n) are easily

deduced from the definitions using Cmax(n) ⊆ C(n).
Let us prove that Ωmax(n) ⊆ fmax

c (n). To see this, write fmax
c (n) = E∩Ω(c),

where E is the (non-empty) union of the elements of Cmax(n) \ Cmax(c). It is
clear from the definition that Ωmax(n) ⊆ E. It remains to prove that Ωmax(n) ⊆
Ω(c). Fix a clique descendant A of c, let x be a maximal clique descendant
of c (such a leaf exists because c is an essential node) and a maximal clique
descendant y of n which is not a descendant of c (such a leaf exists because n
is a skeleton node). Let us prove that x ∩ y ⊆ A, which would finish the proof
since Ωmax(n) ⊆ x ∩ y.

The property above is clear if x = A. Otherwise, let n′ be the nearest
common ancestor of A and x. Reorder n such that c lies on the left of y, then
reorder n′ such that x is on the left of A. This gives a leaf order of T where A
appears between x and y, which implies that x ∩ y ⊆ A by Property 2.22.1.

4. Let us first prove A ⊆ Ωmax(n). Take a clique ordering O ∈ π(T ). Since
A is forced for n, the subclique A appears in O at least once on the left and
once on the right of the cliques in Cmax(n). By Property 2.22.1, it follows that
A ( x for every x ∈ Cmax(n) and further A ⊆ Ωmax(n).

It remains to show fmax
n (p) ⊆ A. Recall that fmax

n (p) = (
⋃
B B) ∩ (

⋂
DD),

where the union is taken over all cliques B ∈ Cmax(p) \ Cmax(n) and the inter-
section over the cliques D ∈ C(c). Fix x ∈ Cmax(n), we show that for every
such B ∈ Cmax(p) \ Cmax(n), we have x ∩ B ⊇ A. Indeed, consider a clique
ordering O ∈ π(T ). Without loss of generality we may assume that the maximal
clique A is on the left of x in O. Since A is forced in T , there is A in the left
tail of Cmax(n) in O, so in particular A is on the left of x and on the right of B.
By Property 2.22.1, it follows that A ⊇ B ∩ x.

The plan of the proof of Lemma 2.17 is the following. We define a positive
integer weight function w(.) on PQ-trees designed such that w(T1) < w(T2)
whenever T2 is a restriction of T1, i.e. π(T1) ( π(T2). The main task of the
proof is to show this last inequality. To do so, we define a set of basic operations
that specialize PQ-trees, i.e. from a PQ-tree T , such an operation produces a
modified version T ′ of T such that π(T ) ) π(T ′) and we show that if π(T1) )
π(T2) then T2 can be obtained from T1 by a sequence of these basic operations.
It then suffices to show that these operations increase w(.) to deduce the sought
property.
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2.10.4 Labeled PQ-trees
To simplify the analysis, it is convenient to remove the forced cliques from the
tree. As a downside, we need to keep track of this information by adding some
decoration on the PQ-tree.

A labeled PQ-tree T is a PQ-tree T0 where each non-root skeleton node n is
labeled by a set of cliques Forced(n). We say that a clique ordering O is gener-
ated by T if O is generated by T0 and A is in the left and right tails of Cmax(n)
in O for every skeleton node n and every A ∈ Forced(n). As for standard PQ-
trees, we denote by π(T ) the set of clique orderings that are generated by T .
Note that, consistently, if n is a node of T with A ∈ Forced(n) then A is forced
for n in T .

A labeled PQ-tree has the following reduction rules. The purpose of the first
rule is to record a clique that is forced and the purpose of the second rule is to
perform the subsequent simplifications.

(a) If A is forced in n and A /∈ Forced(n), add A in Forced(n).

(b) If A is a leaf dominated by the skeleton node n with A ∈ Forced(n), then
delete the leaf A.

Applying iteratively reduction rules (a) and (b) allows us to transform a
non-labeled PQ-tree T1 (considered as a labeled PQ-tree whose labels are all
empty) into a labeled PQ-tree T2 that generates the same clique orderings.

In the reverse direction, a labeled PQ-tree T2 can be transformed into a
non-labeled PQ-tree T1 that generates the same clique orderings. To do so, for
each skeleton node n of T2 and each subclique A ∈ Forced(n), insert A in the
tree as follows. Let p denote the skeleton parent of n and let p = n0, . . . , nk = n
be the path from p to n in T , with k ≥ 1. We know from Proposition 2.28 that

fn(p) ⊆ Ω(n1) ⊆ f(n1) ⊆ · · · ⊆ Ω(nk−1) ⊆ f(nk−1) ⊆ Ω(n).

and that
fmax
n (p) ⊆ A ⊆ Ωmax(n).

If there are two consecutive nodes ni and ni+1 with fn(ni) ⊆ A ⊆ Ω(ni+1),
then insert a simple Q-node n′i+1 with three children A,ni+1, A, ordered in this
way. In the new tree, n′i+1 takes the place of ni+1 among the children of ni. If
there is a node ni with 1 ≤ i ≤ k − 1 and Ωn(ni) ( A ( f(ni) , or i = 0 and
A ( f(n0), or i = p and Ωn(np) ( A, then insert A in the left and right tails
of n in ni.

Proposition 2.29 (Consistency).

1. If π(T2) 6= ∅, the construction above is always possible, that is either
fn(ni) ⊆ A ⊆ Ω(ni+1) or Ωn(ni) ( A ( f(ni) for some index i, and in
this last case the insertion is possible.

2. If T1 is reduced to T2 by rules (a) and (b), then π(T1) = π(T2).
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3. If T2 is transformed into T1 by the operation above, then π(T1) = π(T2).

Proof. 1. We know that |fmax
n (p)| ≤ |A| ≤ |Ωmax(n)| and

|fn(p)| ≤ |Ω(n1)| ≤ |f(n1)| ≤ · · · ≤ |Ω(nk−1)| ≤ |f(nk−1)| ≤ |Ω(n)|.

Since A is forced in n, the clique A is in the left and right tails of Cmax(n)
in every clique ordering O ∈ π(T ). It follows that every clique B in the left or
right tail of such an ordering O satisfies A ⊆ B or B ⊆ A. In particular, if B
is a leaf of ni in the left or right tail of n in the PQ-tree T for some i ∈ [k],
then A ⊆ B or B ⊆ A.

For i ∈ [k], let Li1, . . . , Li`i and R
i
1, . . . , R

i
ri be respectively the left and right

tails of n in ni. Recall that if 1 < i < k, then Ωn(ni) =
⋂`i
j=1 L

i
j ∩
⋂ri
j=1R

i
j . and

fn(ni) =
⋃`i
j=1 L

i
j ∪

⋃ri
j=1R

i
j . Take O ∈ π(T1). In the clique ordering O, the

left tail of Cmax(n) is a subsequence of the increasing sequence

L = L0
1, . . . , L

0
`0
, L1

1, . . . , L
1
`1
, . . . , Lp1, . . . , L

p
`p

where, in particular, A is inserted. A similar situation happens for the right tail
of Cmax(n) in O.

As a consequence, if |A| ≤ |Ω(ni)| for some i, then A is inserted before each
Lij in L, so A ⊆ Lij , and similarly, A ⊆ Rij if j ∈ [rj ]. It follows that A ⊆ Ω(ni).
One can prove similarly that if |fn(ni)| ≤ |A|, then fn(ni) ⊆ A.

We now consider two cases.
If there is i ∈ {0, . . . , p− 1} such that |fn(ni)| ≤ |A| ≤ |Ωn(ni+1)|, then we

have fn(ni) ⊆ A ⊆ Ω(ni+1) by the remark above.
Otherwise, there is i ∈ {0, . . . , p} such that |Ω(ni)| < |A| < |fn(ni)|. In

this case, we know that in O, the subclique A is inserted in the increasing
sequence Li1, . . . , Li`i and the decreasing sequence Ri1, . . . , Riri , and it follows
from the bounds on |A| that Ω(ni) ( A ( fn(ni).

2. It suffices to prove this property for a single application of one of the
rules (a) and (b).

Let T2 be the tree obtained from a tree T1 by a single application of Rule (a)
on the subclique A forced in n. Since A is forced in n (in T1 and T2), the set of
clique orderings generated by T1 with A in the left and right tail of Cmax(n) is
exactly the set of clique orderings generated by T1, i.e. π(T2) = π(T1).

Let now T2 be the tree obtained from a tree T1 by a single application of
Rule (b). It is clear that π(T1) ⊆ π(T2) since the missing subclique A can still be
added to a leaf order of T2 by clique insertion. In the other direction, every clique
ordering O ∈ π(T2) contains A in the right and left tail of Cmax(n) (because
A ∈ Forced(n) in T2), so O can be generated by T1 using the same orientations
of the nodes as when generating O with T2. This proves that π(T1) = π(T2).

3. The construction exactly ensures that A is present on both tails of Cmax(n)
in a Q-node dominated by the node n, and further A is forced to appear on the
left and right tails of Cmax(n) in every leaf order of the resulting tree T1.



2.10. PQ-TREES 127

2.10.5 Simplified PQ-tree
To be able to define a good measure of the PQ-tree, we need to eliminate
redundancy in the tree. For that purpose, we need further reduction rules that
we apply repeatedly until no such rule can be applied.

(c) If there is a Q-node n with two consecutive child leaves n1 and n2 repre-
senting the same clique, delete n2.

(d) Let n be a Q-node and let c1 and c2 be different essential children of n
such that c2 is the first essential child of n on the right of c1. If there is a
leaf A = Ω(c1) ∩ Ω(c2) between c1 and c2, then remove this leaf A.

Let n is a simple Q-node with only one subclique leaf A (therefore two
children). If the rest of the tree forces the existence of a single leaf A in this part
of the tree, the node n brings no further information. The following reduction
rules permit to remove such a node in every of these cases.

(e) Let n be a simple Q-node with two children, whose unique child subclique
represents A and let p be the parent of n. If p is a Q-node where A appears
adjacently to n, then remove A from n.

(f) With the same definition, let c be the unique essential child of n. If p is a
Q-node where A appears adjacently at the leftmost or rightmost position,
then remove A from n.

(g) With the same definition, if the parent p of n is a P-node with f(p) = A,
then remove A from n..

(h) With the same definition, if the parent p of n is Q-node with one essential
sibling n′ of n with no other essential node between n and n′, and if further
A = Ω(n) ∩ Ω(n′) (or equivalently A ⊆ Ω(n′)), then remove A from n..

After a reduction, if a node n has only one child, replace n by the child of n.
This in particular happens after every application of Rule (e), (f), (g) or (h).
During the algorithm, a node with exactly two children is always considered as
a Q-node.

Property 2.30 (Consistency of the simplification rules). If T ′ is obtained
from T by an application of a rule (c) to (h), then π(T ′) = π(T ).

Proof. Regardless of which rule is applied, the tree T ′ is obtained from T by
deleting a leaf of T . As a consequence, every leaf order O′ of T ′ is a subsequence
of a leaf order O′ of T ′, so O can be obtained from O′ by a clique insertion.
Consequently, π(T ′) ⊆ π(T ).

It remains to prove that π(T ) ⊆ π(T ′). Let O1 = Q1 . . . Qn ∈ π(T ) be a
closed clique ordering generated from a leaf order O0 = Qi1 . . . Qim of T . We
show that there is a leaf order O′0 of T ′ that generates O1.

We consider different cases corresponding to the rule used to construct T ′.
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:
n

c1 . . . c2
Rule (c). Rule (d). A = Ω(c1) ∩ Ω(c2).

n
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. . . A
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:
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A

. . .

:
p

. . . n′ . . . . . .

Rule (g). f(p) = A. Rule (h). A = Ω(n) ∩ Ω(n′).

Figure 2.7 – Reduction rules (c) to (h).
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• Rule (c). Let Qij and Qij+1 be the clique in O0 corresponding to the
labels of n1 and n2 respectively and let A their (common) label. We
have O0 = Qi1 . . . Qij−1AAQij+1 . . . Qim . Note that the trees T and T ′
have the same inner nodes. Keeping the same ordering for each node, the
tree T ′ yields the leaf order O′0 = Qi1 . . . Qij−1AQij+1 . . . Qim , which is
equivalent to O0, so O′0 generates O1.

• Rule (d). Write A = Ω(c1) ∩ Ω(c2). Keeping the same ordering of the
nodes as when generating O0 with T , T ′ gives the leaf order O′0 =
Qi1 . . . QijAQij+1 . . . Qim for some j ∈ [m]. Let Qia and Qib be re-
spectively the rightmost clique of Cmax(c1) and the leftmost clique of
Cmax(c2). By the structure of T ′, there is no maximal clique between Qia
and Qib in O0, and thus in O1. Since O1 is closed and by Property 2.22.5,
the clique Qia ∩ Qib is present between Qia and Qib in O1. Moreover,
Qia ∩ Qib = Ω(c1) ∩ Ω(c2). Indeed, it is clear from the definition that
Qia∩Qib ⊇ Ω(c1)∩Ω(c2) and by Property 2.22.1, Qia∩Qib ⊆ Ω(c1)∩Ω(c2).
Recall that O1 is a subsequence of O0. Consequently, O′0 is a subsequence
of O1 so O′0 generates O1.

• Rules (e) and (f). In both cases, assuming that Qij is the clique A com-
ing from a subclique child of p (for (e)) or c (for (f)), we have O0 =
Qi1 . . . Qij−1AQij+1 . . . Qim . Ordering n such that its subclique A is adja-
cent in the leaf order and keeping the orders of the other nodes, T ′ gives a
clique order O′0 = Qi1 . . . Qij−1AAQij+1 . . . Qim , which is equivalent to O0.

• Rule (g). It follows from the structure of T that there is a sibling c′

of c such that the cliques of Cmax(c) ∪ Cmax(c′) are consecutive as max-
imal cliques in O0. Let Qia be a clique of Cmax(c) that is adjacent
as a maximal clique to a clique Qib ∈ Cmax(c′). We know that A =
Qia ∩ Qib . It is possible to order the tree T ′ to generate the leaf order
O′0 = Qi1 . . . QijAQij+1 . . . Qim where j is between ia and ib. Since O1 is
closed, it contains A between Qia and Qib , so O′0 generates O1.

• Rule (h). There is a clique Qia ∈ Cmax(n) and a clique Qib ∈ Cmax(n′)
with no maximal clique between Qia and Qib in O0. Up to reversing O0,
the PQ-tree T ′ generates the clique order

O′0 = Qi1 . . . QiaA . . .QibQim .

Since A = Qia ∩Qib and O1 is closed, O′0 generates O1.

2.10.6 Weight of a simplified PQ-tree
If T is a (labeled) PQ-tree, the weight w(n) of a node n is defined as follows.

• A non-maximal clique leaf has weight 0.
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• Let n be a maximal clique leaf, then w(n) = 10|Forced(n)|

• Let n be simple Q-node with d + 1 children, such that d of them are
non-maximal leaves. Set w(n) = 1 if d = 1 and w(n) = 4d− 5 if d ≥ 2.

• Let n be a P-node with d children (these children are essential nodes). Set
w(n) = 1 + 10|Forced(n)|.

• Let n be a Q-node with d ≥ 2 essential children, m1 non-essential children
on the boundary of n and m2 other non-essential children. Set w(n) =
6d− 11 + 4m1 + 5m2 + 10|Forced(n)|.

The weight of T is then w(T ) =
∑
n w(n), where the sum is taken over all the

nodes of T .
The next statement will use the following hypothesis on a PQ-tree T .

(∗1) For every node n of T and every subclique A, there are at most two cliques
dominated by the descending path to n that are labeled with A.

(∗2) For every skeleton Q-node n and every essential child c of n, the leaves of
the left and right tails of c in n are pairwise labeled with distinct cliques.
In other words, if Q1, . . . , Qk and Qk+1, . . . , Qp are respectively the left
and right tails of c in n then the cliques of (Qi)pi=1 are pairwise distinct.

Lemma 2.31. Let T1 be a PQ-tree reduced by the rules (b) (c) (d) (e) (f) (g)
and (h) satisfying (∗1). Let T2 be the PQ-tree obtained by reducing T1 by all the
rules ((a) to (h)), it holds that w(T1) ≤ w(T2). Moreover, if Rule (a) applies at
least once on T1 and T1 satisfies (∗2) then w(T1) < w(T2).

Proof of Lemma 2.31. We prove this result inductively on the number of ap-
plications of Rule (a). If Rule (a) does not apply to T1, then T1 is reduced
and T1 = T2, in which case the lemma holds. Assume otherwise that Rule (a)
applies on a node n and a subclique A, and let T1.1 be the PQ-tree produced
by this single application of (a). Let T1.2 be the PQ-tree obtained by further
reducing T1.1 by the rules (b) to (h) (i.e. all but (a)). Note that T2 is the
reduction of T1.2 by all the reduction rules.

By induction hypothesis, w(T2) − w(T1.2) ≥ 0. Further, it follows from the
definition of the weight that w(T1.1) − w(T1) = 10. It remains to compute
w(T1.2)− w(T1.1).

By hypothesis, the tree T1 satisfies (∗1), so T1.1 also satisfies (∗1). Since a
leaf A dominated by n is dominated by the descending path to n, it follows that
there are at most 2 leaves of T1.1 on which Rule (b) applies. For such a leaf `
(so ` is labeled with A), let m be the parent of `. We distinguish three cases.

• If m is a simple Q-node with 2 children, then m is deleted, the weight
decreases by w(m) = 1. After this, no other rule (from (b) to (h)) is
triggered.
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• If m is a simple Q-node with d ≥ 2 subclique children, we have w(m) =
4d− 5 in T1. After the deletion of `, one of the rules (e), (f), (g) and (h)
may then apply on m when d = 2 (so m is a simple Q-node with exactly
one subclique leaf child after the deletion of `). In this case, m is deleted,
so the weight decreases by w(m) = 4 · 2 − 5 = 3. Otherwise the weight
decreases by (4d− 5)− (4(d− 1)− 5) = 4.

• If m is a skeleton Q-node (that is m ∈ {n, p}), then the deletion of `
makes the weight decrease by 4 if ` is not on the boundary of n and by 5
otherwise. Further, this decrease can be 5 only if m = p. Indeed, if m = n
then A is on the boundary of m since f(n) ⊆ A.

It follows that w(T1.2)− w(T1.1) ≥ −5 · 2 = −10. As a consequence,

w(T2)− w(T1) = (w(T2)− w(T1.2)) + (w(T1.2)− w(T1.1)) + (w(T1.1)− w(T1))
≥ 10− 10 + 0 = 0.

This proves the first part of the Lemma.
In the discussion above, the equality w(T1.2) − w(T1.1) = −10 may happen

only if the applications of Rule (b) remove two leaves `1 and `2 labeled with A
that are both children of the node p. Since `1 and `2 are both dominated
by n, they are both leaves of the left or right tail of the child of p that is an
ancestor of n (or equal to n). Since `1 and `2 are labeled with the same clique A,
this cannot happen if T satisfies (∗2). Therefore, w(T1.2) − w(T1.1) > −10, so
w(T2) > w(T1). This proves the second case of the lemma.

Lemma 2.32. If T is a reduced PQ-tree, then T satisfies (∗1) and (∗2).

Proof. Let T be a reduced PQ-tree. We first prove that T satisfies (∗2).
Assume otherwise that there is a node n with an essential child c and two

subclique children `1 and `2 of n labeled with A that are in the left or right tail
of c.

Assume that `1 and `2 are on the same tail of c, say the left tail. Write
Q1, . . . , Qk the left tail of c, we have `1 = Qi1 and `2 = Qi2 for some i1, i2 ∈ [k].
We may also assume that i1 < i2. Since this sequence is a left tail, we have

A = Qi1 ⊆ · · · ⊆ Qi2 = A.

As a consequence, Qi1+1 = A so Rule (c) applies on `1 and Qi1+1 (which may
be `2).

If one of `1 and `2 is in the left tail of c and the other is in the right tail of c,
then A is forced for the node n0 that dominates `1 and `2. As a consequence,
Rule (a) applies if A /∈ Forced(n0) and Rule (a) applies on `1 (and `2) otherwise.

In both cases, it contradicts the hypothesis that T is reduced.
It remains to show that T satisfies (∗1). Assume for the sake of contradiction

that there are three leaves `1, `2 and `3 dominated by the descending path to n.
For i ∈ {1, 2, 3}, let mi be the parent of `i. Since T satisfies (∗2), we know
that m1, m2 and m3 are pairwise distinct. Since these three Q-nodes are on the
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path to n, we may assume that mi is the ancestor of mi+1 for i ∈ {1, 2}. By
Item 2 of Proposition 2.28,

fn(m1) ⊆ Ω(m2) ⊆ fn(m2) ⊆ Ω(m3).

Moreover by Item 1 of Property 2.28, A ⊆ fn(m1) and Ω(m3) ⊆ A. Conse-
quently, Ω(m2) = f(m2) = A, so the only leaf of m2 is A and by hypothesis A
is present only once. As a consequence, Rule (e) applies to T , which is a con-
tradiction.

2.10.7 Operations on PQ-trees
We define operations that specialize PQ-trees. From a PQ-tree T1, such an
operation produces a PQ-tree T ′1 satisfying π(T1) ⊆ π(T ′1 ). After each of theses
operations, the reduction rules are applied to T ′1 as long as it is possible, which
produces a PQ-tree T2. Property 2.30 then ensures π(T1) ⊆ π(T2). For each
of these rules, we show that w(T1) < w(T2). We keep these notations in the
description of the rules.

First operation: Force. Let n be a skeleton node of T1 with skeleton parent p
and A be a subclique satisfying fmax

n (p) ⊆ A ⊆ Ωmax(n) and A /∈ Forced(n).
The tree T ′1 produced by this operation is obtained from T1 by adding A to the
label set Forced(n).

By Lemma 2.32, the PQ-tree T1 satisfies (∗1) and (∗2) because T1 is reduced.
Thus, Lemma 2.31 applies, so the PQ-tree T2 reduced from T ′1 satisfies w(T1) <
w(T2).

Second operation: Add a leaf. Let n be a Q-node of T1 dominated by
n0 and A /∈ Forced(n0) a subclique. The tree T ′1 produced from T1 by this
operation is obtained by inserting a leaf ` labeled with A at some position in n,
in the left or right tail of a children c of n. We assume that π(T ′1 ) ( π(T1).

n1

1 2 n2

6 567

3 4 :

n1

1 2 n2

6 567 57

3 4

Figure 2.8 – Example of leaf addition.

If A is already present in the other tail of c in n, then this operation boils
down to a Force operation. Indeed, note that A is forced for n in T ′1 . Let T1.5 be
the PQ-tree obtained from T1 by a force operation on A and n (without further
reduction). Note that applying Rule (a) (to A) followed by Rule (b) (to remove
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the new leaf) reduces T ′1 to the PQ-tree T1.5. Let T2 be the (common) reduction
of T ′1 and T1.5, it holds that w(T1) < (T2), as proved in the previous paragraph.
Otherwise, rules (a) and (b) do not apply.

In the other cases, (a) does not apply on T ′1 . Moreover, the hypothe-
sis π(T ′1 ) ( π(T1) ensures that rules (c) and (d) do not apply to T ′1 . Indeed,
these rules may apply only on ` because T1 is reduced, which would give T1 = T2,
and further π(T ′1 ) = π(T1). Also note that n has at least three children in T ′1 .

As a consequence, the reduction rules that may apply on T ′1 are rules (f)
and (e). These two last rules may only apply for the subclique A, to remove
respectively the node c and on the parent p of n.

Let us compute w(T2) − w(T1). The weight increase w(T ′1 ) − w(T1) is 2
(if n is a simple Q-node with a single subclique leaf), 3 (if n is a simple Q-node
with at least 2 subclique leaves) or 4 (if n is a skeleton Q-node). We claim
that the rules (e) and (f) cannot both apply on T ′1 . This would show that
w(T2)− w(T ′1 ) ≥ −1, and further w(T2)− w(T1) ≥ 1.

Let us prove the claimed property. Let p be the parent of n, and assume
for a contradiction that rules (e) and (f) apply on p and c respectively. It
follows from Proposition 2.28 that A = Ω(p) ⊆ Ω(n) ⊆ fc(n) ⊆ Ω(c) = A, so
Ω(n) = fc(n) = A. As a consequence, the left and right tails of c in n (for the
tree T1) are empty. Indeed, every subclique B in the right or left tail of c in n
satisfies Ω(n) ⊆ B ⊆ fc(n) so B = A. This shows that T1 does not satisfy (∗1)
(the leaf A attached to the descending path to c), and contradicts Lemma 2.32.

Third operation: Add a node. Let p and c be nodes of T1 such that p is the
parent of c. The tree T ′1 produced by this operation is obtained by replacing c
in the children of p by a simple Q-node n whose essential child is c. We assume
that fc(p) ⊆ Ω(n), f(n) ⊆ Ω(c) and that if c′ is the skeleton child of n (so
the subclique leaves of n are dominated by c′), then no subclique A among the
children of n belongs to Forced(c′). We also assume that π(T1) ) π(T ′1 ), so that
n cannot be deleted by Rule (f) or (e).

n1

1 2 n2

6 567 57

3 4 :

n1

1 2 n3

n2

6 567 57

57 7

3 4

Figure 2.9 – Example of node addition.

Let T2 be the tree reduced from T ′1 . If n has a single subclique child, then no
rule applies and T2 = T ′1 and the weight increases by w(T2)−w(T1) = 1. If n has
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d ≥ 2 subclique children, this increases the weight by w(T1)−w(T ′1 ) = 4d−5 ≥ 3.
After this, the only rules that may apply are rules (f) (on the node p) and (e)
(on the node c). Consequently, w(T1)− w(T2) ≥ w(T1)− w(T ′1 )− 2 ≥ 1.

Fourth operation: Merge two nodes. Let n and p be two Q-nodes such
that p is the parent of n in the PQ-tree T1. Write

Q1, . . . , Qk−1, n,Qk+1, . . . , Qq

the children of p and R1, . . . , Rr the children of n. The PQ-tree T ′1 given by
this operation is obtained from T1 replacing p by a node p′ with children

Q1, . . . , Qk−1, R1, . . . , Rr, Qk+1, . . . , Qq,

possibly after reversing n.

n1

1 2 n3

n2

6 567 57

57 7

3 4 :

n1

1 2 n4

6 567 57 57 7

3 4 :

n1

1 2 n4

6 567 57 7

3 4

Figure 2.10 – Example of node merging. Here, Rule (c) applies.

Let T1.5 be the PQ-tree obtained by reducing by the rules (b) to (h) (i.e.
all but (a)). We claim for now that w(T1) < w(T1.5). By Lemma 2.32, the
PQ-tree T1 satisfies (∗1). As no node is added to a descending path by the
merging nor by the reduction rules, T1.5 also satisfies (∗1). By Lemma 2.31, the
PQ-tree T2 obtained by reducing T1.5 (with all rules) satisfy w(T1.5) ≤ w(T2),
so w(T1) < w(T2).

It remains to discuss the claim w(T1) < w(T1.5). First note that the rules (f),
(e), (g) and (h) do not apply on T ′1 , as otherwise such a rule would apply on T1.
Moreover, the rules (c) and (d) may apply in T ′1 on only on the clique A = Ω(n).
Indeed, Rule (c) is applied on A in T ′1 if R1 = Qk−1 = A or Rr = Qk+1 = A.
By Items 1 and 2 of Property 2.28,

A ⊆ fn(p) ⊆ Ω(n) ⊆ A,

so A = Ω(n). Now, if Rule (d) applies to a leaf A = Ri in T ′1 , then A =
Ω(Qm1) ∩ Ω(Rm2), where Qm1 and Rm2 are essential nodes (in T ′1 ). It follows
that A = Ri ⊇ Ω(c) and by Lemma 2.26 and Proposition 2.22 A = Ω(Qm1) ∩
Ω(Rm2) ⊆ fc(n) ⊆ Ω(c), so again A = Ω(c).

Since T1 is reduced by (a) and (b), this subclique Ω(c) is present at most
once in p and n, so only one of rules (c) and (d) may apply on T ′1 .
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• If n is a simple Q-node with 2 children in T1, let A be the subclique
represented by the unique subclique leaf of n1. Since T1 is reduced by
Rule (e), the subclique A does not appear in p in the left or right tail of
n. As a consequence, Rule (c) does not apply to T ′1 . Similarly, if n′ is the
next essential child of p on the left or right of n in p, then A 6= Ω(n)∩Ω(n′)
in T1 because T1 is reduced by Rule (h). As a consequence, Rule (d) does
not apply to T ′1 . This shows the T1.5 = T ′1 .

The weight increase w(T ′1 ) − w(T1) is 3 − 1 − 1 = 1 if p is a simple node
with 2 children and at least 3− 1 = 2 otherwise.

• If p is a simple Q-node with 2 children, it can be shown similarly that the
weight increases by at least 2 using Rule (f) instead of Rule (e).

• If n and p are simple Q-nodes with respectively dn ≥ 3 and dp ≥ 3 children,
then w(T ′1 )−w(T1) = 4(dn + dp)− 5− (4dn− 5)− (4dp− 5) = 5. There is
at most one reduction by Rule (c) when reducing T ′1 to T1.5, in which case
the weight is decreased by 4. It follows that w(T1.5)−w(T1) ≥ 5− 4 = 1.

• If n is a simple Q-node with d ≥ 3 children and p is a skeleton node, the
only subclique of T ′1 that may be remove by Rule (c) or (d) is Ω(n). It
follows that w(T1.5)− w(T1) ≥ 5− 4 = 1.

• One proves similarly that if n is a skeleton node and p a simple Q-node
with d ≥ 3 children, then w(T1.5)− w(T1) ≥ 1.

• If n and p are both skeleton nodes, then for each A ∈ Forced(p), we insert
a leaf A to p on both the left and right tail of n in p. After this, we replace
n in p by its children. For the sake of clarity, let us call q the node of T ′1
that takes the role of p. For a node x ∈ {n, p, q}, let mx

1 , mx
2 and dx

be respectively the number of subclique leaves in the boundary of x, the
number of other subclique leaves in x and the number of essential children
of x, as in the definition of the weight (taken in T1 if x ∈ {n, p} or T ′1 if
x = q). Every node in the boundary of q (in T ′1 ) is exactly in the boundary
of p (in T1), so mq

1 = mp
1. Further, it follows from the construction that

dq = dn+dp andmq
2 = mp

2 +mn
1 +mn

2 +|Forced(n)|. Applying the formula
of the weight, w(T ′1 )− w(T1) = w(q)− w(n)− w(p) = 11.

After this, the reduction rules that may apply are rules (c) and (d). The
only clique that can be removed this way is Ω(n), which happens at most
twice (once in each tail) and each reduces the weight by 5. Consequently,
w(T2)− w(T ′1 ) ≥ −10, so w(T2)− w(T1) ≥ 1

Fifth operation: Split. Let n be a P-node and let P1 ∪ P2 be a partition of
the children of n with |P1| ≥ 1 and |P2| ≥ 2. This operation replace n by a P-
node n′ whose children are the element of P1 and a new node c′ whose children
are the elements of P2. Set Forced(n′) := Forced(n) and Forced(c′) := ∅.
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n1

1 2 n4

6 567 57 7

3 4 :

n1

1 3 n5

n4

6 567 57 7

2 4

Figure 2.11 – Example of splitting.

This operation adds a P-node, so w(T ′1 )−w(T1) ≥ 1. Note that the particular
case where a node ni has only two (essential) children, then it is considered as
a Q-node, which does not change the weight of the tree.

We know from Lemma 2.32 that T1 satisfies (∗1), so T ′1 also satisfies (∗1).
By Proposition 2.31, we conclude

w(T1) < w(T ′1 ) ≤ w(T2).

Other operation: Transform a P-node into a Q-node Let n be a P-node
with children n1, . . . , nm ordered in some arbitrary way. Note that the operation
that transforms the node n into a Q-node endowed with the order n1, . . . , nm
can be obtained by a composition of split and merge operations. To do so, split
m − 1 times until n1, . . . , nm are the leaves of a binary tree, then apply m − 1
Merge operations so that n1, . . . , nm are children of a common P-node.

n1

1 3 n5

n4

6 567 57 7

2 4

:

n1

3 1 n5

n4

6 567 57 7

2 4

Figure 2.12 – Example: P-node into Q-node.
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2.11 Specializing the PQ-tree
The operations defined in the previous section transform a PQ-tree in a way
that restricts the set of clique orderings this tree generates. The following lemma
shows that this set of operation is complete in the sense that restricting the clique
orders generated by a PQ-tree is always a composition of these operations.

Lemma 2.33. If T1 and T2 are reduced PQ-tree satisfying π(T1) ⊇ π(T2), then
there is a series of operations described above that transforms T1 into T2.

The proof of Lemma 2.33 is postponed to section 2.13. Since each operation
increases the value of w(T ), Lemma 2.33 has the following direct consequence.

Corollary 2.34. If T1 and T2 are reduced PQ-tree satisfying π(T1) ) π(T2),
then w(T1) < w(T2).

Lemma 2.17 will be easily deduced from Corollary 2.34 once we have the
following bounds.

Lemma 2.35. Let T be a reduced PQ-tree of an interval graph G with n vertices,
then 1 ≤ w(T ) ≤ 16n.

Assuming Lemma 2.35, we are ready to prove Lemma 2.17.

Proof of Lemma 2.17. Let G be a graph and H1, . . . ,H` be a sequence of graphs
as in the statement of Lemma 2.17. For 0 ≤ i ≤ `, let TG(Hi) be the reduced
PQ-tree representing the interval representations of G that extend to Hi. The
hypothesis of the lemma translates into the following strict inclusions

π(TG(H1)) ) · · · ) π(TG(H`)).

Applying Corollary 2.34, it follows

w(TG(H1)) < · · · < w(TG(H`)).

Since (w(TG(H1)))`i=1 is sequence of integers,

` ≤ w(TG(H`))− w(TG(H1)) + 1.

By Lemma 2.35, we conclude

` ≤ 16n− 1 + 1 = 16n.

2.12 Proof of Lemma 2.35
Proof of Lemma 2.35. It is clear from the definition that w(T ) ≥ 1 because the
weight of an essential node is at least 1. Note that this value is reached when
T has only a P-node with the maximal cliques of G as leaves.
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Let us prove the upper bound. Let A1, . . . , Ak be a clique order generated
by T . Let T 0

max be the PQ-tree with only one Q-node, whose children are
A1, . . . , Ak, ordered this way. Let Tmax be the PQ-tree obtained by reducing
T 0
max. In this reduction, only Rules (a), (b) and (d) may apply. Note that

these rules keep the tree in the form with only one Q-node and leaves. More-
over, π(T ) ⊇ π(T 0

max) = π(Tmax). In particular, Corollary 2.34 implies that
w(Tmax) ≥ w(T ).

Let d be the number of maximal cliques and m the number of subcliques
in the sequence A1, . . . , Ak, and write Am1 , . . . , Amd these maximal cliques.
In the reduction from T 0

max to Tmax, we choose to apply Rule (d), and then
rules (a) and (b). Let r(d), r(a) and r(b) be the number of times the rules (d), (a)
and (b) are respectively applied. Rule (d) is applied once on each Aij ∩Aij+1 , so
r(d) = d−1. Each time Rule (a) is applied on a subclique B and maximal clique
leaf Amj , Rule (b) is applied on B once on the left tail and once on the right
tail of Amj , except when B = Aij−1 ∩ Aij (for the left tail) or B = Aij ∩ Aij+1

(for the right tail), which can happen at most twice for each maximal clique. It
follows that

r(b) ≥ 2r(a) − 2(d− 1).
Moreover, the number of subclique leaves of Tmax is

m− r(b) − r(d) ≤ m− 2r(a) + d− 1.

Therefore,

w(Tmax) ≤ 6d− 11 + 5(m− 2r(a) + d− 1) + 10r(a)

= 11d+ 5m− 16.

Since G is an interval graph, its number of maximal clique is at most n, i.e.
d ≤ n. Moreover, the length d+m of the initial clique ordering is at most 2n+1.
we have w(Tmax) ≤ 16n. As a consequence,

11d+ 5m− 16 = 6d+ 5(d+m)− 16 ≤ 6n+ 10n+ 5− 16 ≤ 16n

This proves w(T ) ≤ 16n.

2.13 Proof of Lemma 2.33
Lemma 2.33 can be inductively derived from the following lemma.

Lemma 2.36. If T1 and T2 are reduced PQ-trees such that π(T1) ) π(T2), then
there is a sequence of at least one operation that transforms T1 into a (reduced)
PQ-tree T ′1 with π(T ′1 ) ⊇ π(T2).

Proof.

Claim 1. For every node n1 of T1 and every node n2 of T2, if Cmax(n1) and
Cmax(n2) intersect then

Cmax(n1) ⊆ Cmax(n2) or Cmax(n2) ⊆ Cmax(n1).
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Proof. Assume otherwise that there are two cliques x1 ∈ Cmax(n1) \ Cmax(n2)
and x2 ∈ Cmax(n2) \ Cmax(n1). We know from the hypothesis that there also
exists y ∈ Cmax(n1) ∩ Cmax(n2). Note that in T2, the leaf x1 lies outside the
subtree of T2 rooted at n2, which contains x2 and y. (See Figure 2.13). It follows
that T2 generates a clique ordering S ∈ π(T2) where x2 is between x1 and y. To
do so, reverse every node of T2 if x1 is not on the left of the descendants of n2,
then reverse every node of the subtree of T2 rooted at n2 if y is not on the right
of n1. Since in the tree T1 the leaf x2 is outside of the subtree rooted at n1,
which contains x1 and y, it hold that S /∈ π(T1).

n1

y x1

x2 n2

y x2

x1

T1 T2

Figure 2.13 – Proof of Claim 1.

If n1 is a skeleton node of T1, let α(n1) be the nearest common ancestor of
the leaves of T2 labeled by the elements of Cmax(n1).

Claim 2. If n1 is a skeleton node of T1, then α(n1) is a skeleton node.

Proof. This follows directly from the definition of α(n1). If α(n1) has a unique
essential child c, then Cmax(c) = Cmax(α(n1)) ⊇ Cmax(n1), so c is a common
ancestor of the cliques of Cmax(n1) with larger depth than α(n1).

Claim 3. If n1 is a skeleton Q-node of T1, then α(n1) is a skeleton Q-node.

Proof. Set n2 = α(n1). Let c1, . . . , ck be the essential children of n1. For i ∈ [k],
choose a maximal clique xi ∈ Cmax(ci). Now assume for the sake of contradic-
tion that n2 is a P-node. It follows that k ≥ 3 and every child of n2 is an
essential node. Giving n2 the order c2c1c3c4 . . . ck, we construct a clique order-
ing S ∈ π(T2) in which the maximal clique x1 appears after x2 and before x3,
which is impossible for a clique ordering of T1. It follows that S /∈ π(T1), which
yields a contradiction with our hypothesis π(T2) ⊆ π(T1). This proves that n2
is a skeleton Q-node.

Claim 4. Let n1 be a Q-node of T1 and let c1, . . . , ck be the essential children
of α(n1) (in T2), in the order given by α(n1). Then Cmax(n1) correspond to
consecutive skeleton children of α(n1), i.e.

Cmax(n1) =
q⋃
i=p

Cmax(ci)
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for some p, q ∈ [k] with p < q.

Proof. Let p and q be respectively the smallest and largest index of [k] for which
both Cmax(cp) and Cmax(cq) intersect Cmax(n2). This definition ensures that
Cmax(n1) ⊆

⋃q
i=p C

max(ci) and that there exist x ∈ Cmax(cp) ∩ Cmax(n1) and
y ∈ Cmax(cq) ∩ Cmax(n1). It remains to prove the other inclusion.

For every i ∈ [k], we know from the definition of α(n1) that Cmax(n1) *
Cmax(ci), as otherwise ci is a common ancestor of the leaves Cmax(n1) in T2
that is deepest than α(n1). For i = p or i = q, we moreover know that Cmax(n1)
intersects Cmax(ci). It follows from Claim 1 that Cmax(ci) ⊆ Cmax(n1).

Let i ∈ [k] with p < i < q and assume for a contradiction that there
is z ∈ Cmax(ci) \ Cmax(n1). In every clique ordering S ∈ π(T2), the maxi-
mal clique z appears after x and before y. It follows that S /∈ π(T1), which gives
a contradiction.

The next series of claims form an algorithmic proof. We show that we may
assume certain properties on T1 and T2 unless a PQ-tree T ′1 can be constructed
from T1 by an operation that preserves the property π(T ′1 ) ⊇ π(T2).

Claim 5. If there are two skeleton nodes n1 and n2 of respectively T1 and T2
with Cmax(n1) = Cmax(n2), then we can assume that Forced(n1) = Forced(n2).

Proof. Every A ∈ Forced(n1) appears in the left and right tails of Cmax(n1) =
Cmax(n2) in any clique order of π(T1). Further, since π(T1) ⊇ π(T2), the sub-
clique A is forced in n1. Since T1 is reduced, it follows from Rule (a) that
A ∈ Forced(n2). This proves that Forced(n1) ⊆ Forced(n2). Further, if there is
A ∈ Forced(n1) \ Forced(n2). We construct T ′1 by applying a Force operation
on n1 and A. Doing this, the orders of π(T ′1 ) are exactly the orders of π(T1) in
which A is in both the left and right tails of Cmax(n1), which is a property that
every order of π(T1) satisfies, so π(T ′1 ) ⊇ π(T2).

Claim 6. Let n1 be a P-node with (essential) children c1, . . . , ck. For every
node n2 of T2 with Cmax(n1) ∩ Cmax(n2) 6= ∅ and Cmax(n1) * Cmax(n2), we
may assume that

Cmax(n2) ⊆ Cmax(ci)

for some i ∈ [k].

Proof. By Claim 1, the hypothesis implies Cmax(n2) ( Cmax(n1). Now define

X = { i | Cmax(ci) ∩ Cmax(n2) 6= ∅ and i ∈ [k] } .

To prove the claim, it suffices to show that |X| = 1. Assume that |X| ≥ 2.
For each i ∈ X, we know from Claim 1 applied to ci and n2 that Cmax(ci) ⊆
Cmax(n2). As a consequence, |X| ≤ k − 1 because Cmax(n1) * Cmax(n2).

In this case, we can apply a split operation to the node n1 to separate the
children (ci)i∈X . Indeed, in every clique ordering S generated by T2, there is no
other maximal clique between the elements of Cmax(n2), so the children (ci)i∈X
are grouped in every leaf order of T1 that generates S.
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Claim 7. Let n1 be a P-node with essential children c1, . . . , ck. We may as-
sume that α(n1) has exactly k children c′1, . . . , c′k that can be ordered so that
Cmax(ci) = Cmax(c′i) whenever i ∈ [k]. In this case, Cmax(n1) = Cmax(α(n1)).

Proof. Let c′1, . . . , c′k′ be the essential children of α(n1) (in T2). For i ∈ [k′] such
that Cmax(c′i) intersects Cmax(n1), we prove that Cmax(c′i) ⊆ Cmax(cj(i)) for
some j(i) ∈ [k]. By Claim 6, this is true unless Cmax(n1) ⊆ Cmax(c′i). This last
case is impossible since it contradicts the definition of α(n1).

If j is not injective, that is if the set X = { i | j(i) = j0 } has at least two
elements for some j0 ∈ [k], then the children (ci)i∈X of n1 are consecutive when
generating any clique ordering of π(T2). So we isolate the children (ci)i∈X of n1
by a split operation.

We now assume that j is an injection. It follows that Cmax(c′i) = Cmax(cj(i))
for every i ∈ [k′].

If α(n1) is a Q-node, then the order of α(n1) induces an order with j(.).
When generating any clique ordering of π(T2), the node n1 is ordered increas-
ingly or decreasingly according to j(.). This allows us to change n1 into a
Q-node.

Otherwise, α(n1) is a P-node, then for every i ∈ [k′], the set Cmax(c′i)
intersects Cmax(n1), so j is defined on [k′]. If k′ ≥ k, then there is i0 ∈ [k′]
such that Cmax(c′i0) ∩ Cmax(n1) = ∅. Letting x ∈ Cmax(c′i0), we can construct
a clique ordering of π(T2) where x is between two cliques of Cmax(n1), which
gives a contradiction. It follows that and k = k′ and j is bijective.

Claim 8. We may assume that α induces a bijection between the P-nodes of T1
and the P-nodes of T2.

Proof. It follows directly from Claim 7 that α maps injectively P-nodes of T1 to
P-nodes of T2. Take a P-node n2 of T2 and let n1 be the nearest common ances-
tor of the leaves labeled with Cmax(n2) in T1. It suffices to show that α(n1) = n2
to deduce the claim. We know from Claim 7 that Cmax(α(n1)) = Cmax(n1) ⊇
Cmax(n2). Assume that n2 6= α(n1), so in particular Cmax(n2) ( Cmax(α(n1)) =
Cmax(n1). By Claim 6 applied to n1 and n2, it follows that Cmax(n2) ⊆ Cmax(c)
for some child c of n2. This contradicts the definition of n1.

We now want to match simple Q-nodes of T1 with nodes of T2. To state the
next lemma, we need some definitions.

Let n1 be a simple Q-node of T1 and let n2 be a Q-node of T2 with Cmax(n1) ⊆
Cmax(n2). Let c1, . . . , ck be the essential children of n2. We know that there
are a and b with 1 ≤ a ≤ b ≤ k such that Cmax(n1) ⊆

⋃b
i=a C

max(ci).
Let L0 = L1, . . . , L` be the left tail of ca in n2 (so it corresponds to the left

tail of Cmax(n1) in the leaf order of T2). We complete L0 as follows.

• If f(n1) ∈ Forced(ca) and L` 6= f(n1), we add f(n1) at the end of L.

• If either a ≥ 2 and f(n1) = Ω(ca−1) ∩ Ω(ca) or a = 1 and f(n1) ∈
Forced(n2), we add we add f(n1) at the beginning of L unless L1 = f(n1).
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The resulting sequence L is the completed left tail of Cmax(n1) in n2. The
completed right tail R of Cmax(n1) in n2 is defined symmetrically.

The following claim extends the definition of α to the simple Q-nodes of T1.

Claim 9. Let n1 be a simple Q-node of T1 with skeleton child s1 and skeleton
parent p1. There is a node n2 = α(n1) on the path from α(p1) to α(s1) in T2
with the following property. Up to reversing the order of n1, the left tail of n1
is a subsequence of the completed left tail of Cmax(n1) in n2 and, similarly, the
right tail of n1 is a subsequence of the completed right tail of Cmax(n1) in n2.
Further, Ω(n2) ⊆ Ω(n1) and f(n1) ⊆ f(n2).

Proof. We proceed by contradiction. Assume otherwise that for every node n2
of T2 on the path from α(p1) to α(s1) and for both orientations of n2, the left and
right tails of n1 are not subsets of the completed left and right tails of Cmax(n1)
respectively. We show that there is a clique ordering S ∈ π(T2) where one of
the left and right tail of n1 is not a subset of the corresponding – left or right –
tail of Cmax(n1) in S. It will follow that S is not generated by T1, which yields
a contradiction.

Let c1 be the unique essential child of n1 and writeA1, . . . , Ak, c1, Ak+1, . . . , Ap
the children of n1, in the order given by n1.

First assume that p ≥ 2. Choose Ai and Aj with respectively minimum
and maximum size. Note that Ai 6= Aj because T1 is reduced by Rules (a), (b)
and (c), so |Ω(n1)| ≤ |Ai ∩ Aj | < |Ai ∪ Aj | ≤ |f(n1)|. In particular, there is at
most one node n2 of T2 with Cmax(n2) ⊇ Cmax(n1) that may contains both Ai
and Aj in its completed tails of Cmax(n1). If there is no such node n2, then we
get a contradiction as follows.

If Ai and Aj are both on the same (let us say left) tail of c in n1, then order
each node n2 of T2 such that Ai is on the left completed tail of n2 and Aj is
always on the right completed tail of n2 (if present).

Similarly, if Ai and Aj are not on the same tails of c in n1, then we order
all the nodes of T2 such that Ai and Aj are only on the same tail of Cmax(n1).
In both cases, T2 generates a clique ordering that T1 cannot generate.

Now assume that there is such a node n2. The only subcliques Ai that may
appear outside of n2 are Ai if Ai = Ω(n1) and Aj if Aj = f(n1). If n2 does not
satisfy the claim, then, again, it is possible to order the tree T2 such that Ai
and Aj does not complete the completed left and right tails of Cmax(n1) into
sequences that contain respectively A1, . . . , Ak and Ak+1, . . . , Ap. This gives a
contradiction.

If p = 1, let A = A1. If no node n2 of T2 satisfies the claim, then it is possible
to order each node such that the completed leaf order O ∈ π(T1) obtained does
not contains A in the left or right tail of Cmax(n1).

Claim 10. Let n1 and n′1 be two skeleton nodes of T1 with α(n1) = α(n′1), then
every essential node n of T1 on the path from n1 to n′1 in T1 satisfies α(n) =
α(n1).
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Proof. Set n2 = α(n1) = α(n′1). Let a1 be the nearest common ancestor of n1
and n′1 in T1. We first show that α(a1) = n2. This is follows from the hypothesis
if a1 = n1 or a1 = n′1, so we assume that a1 /∈ {n1, n

′
1} and α(a1) 6= n2.

Note that a1 is an ancestor of n2 because Cmax(α(a1)) ⊇ Cmax(a1) ⊇
Cmax(n1). Let c1 be the child of a1 that is an ancestor or equal to n1 and,
similarly, let c′1 be the child of a1 that is an ancestor or equal to n′1. On the
other side, let c2 be the child of α(a1) that is an ancestor or equal to n2. By
Lemma 7, we know that a1 is not a P-node because Cmax(c1) and Cmax(c′1) are
both included into Cmax(c2) = Cmax(n2). By the definition of α(a1), we know
that α(a1) has a leaf descendant labeled by some maximal clique x ∈ Cmax(a1)
that is not a descendant of c2. Take y ∈ Cmax(c1) and y′ ∈ Cmax(c′1), the
order of the cliques in the clique ordering in π(T1) induce only two different
permutations of {x, y, y′} (depending only on the orientation of a1) while T2
generates four of them (depending on the orientations of α(a1) and n2). This
contradicts π(T1) ⊇ π(T2).

Let n be a node of T1 on the path from n1 to n′1 in T1. Without loss of
generality, we assume that n is on the path from n1 to a1.

If n is an essential node, note that n2 is a common ancestor of Cmax(n)
because Cmax(n) ⊆ Cmax(a1) and α(a1) = n2 and the children of n2 are not
ancestor of every clique of Cmax(n1) ⊆ Cmax(n) because α(a1) = n2, so α(n) =
n2.

If n is a simple Q-node with skeleton parent p and skeleton child s, then
since both of p and s are on the path from a1 to n1 in T1, we know that α(p) =
n2 = α(s). Claim 9 then ensures that α(n) is on the path from α(p) = n2
to α(s) = n2 in T2, so α(n1) = n2.

Claim 11. We may assume that α (defined on every node of T2) is injective.
Further, α is a bijection between skeleton nodes of T1 and skeleton nodes of T2.

Proof. For a skeleton Q-node or single P-node n1, we may always assume that
the orientation of n1 is consistent with the orientation of α(n1) when T1 and T2
are ordered to generate a same clique ordering. Indeed, if n1 is a skeleton
node, it has to be order constantly with α(n1) and if n1 is a single Q-node, this
orientation is not forced but we can assume it is consistent with α(n1).

As a consequence, if there is a node n1 of T1 with parent p1 such that α(n1) =
α(p1) (so n1 and p1 are Q-nodes), we can merge n1 and p1.

We now assume that for two nodes n1 and p1 such that p1 is the parent
of n1, it holds that α(n1) 6= α(p1).

If there are two skeleton nodes n1 and p1 in T1 such that α(n1) = α(p1),
then by Claim 10, we can choose n1 and p1 such that p1 is the parent of n1,
which contradicts our hypothesis above. It follows that α induces a bijection
between skeleton nodes.

Since every node n1 on the path from a skeleton node s1 to its skeleton
parent p1 in T1 is sent by α to a node on the path from α(s1) to α(p1), it follows
that if n1 6= n′1 and α(n1) = α(n′1) then n1 and n′1 have same skeleton child and
skeleton parent in T1.
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To conclude the proof, it suffices to show that for every nodes n1 and n′1 of T1
such that n1 is an ancestor of n′1 in T1, then α(n1) is an ancestor of α(n′1) in T2.
To see this, it suffices to note that Ω(α(n1)) ⊆ Ω(n1) and Ωs(n1) ⊆ Ωs(α(n1)).
It follows that if α(n1) = α(n′1) then it is possible to choose n1 and n′1 such
that n1 is the parent of n′1, which gives a contradiction.

We are now ready to finish the proof. Claims 11 and 5 show that T2 can be
obtained from T1 as follows.

First add leaves to each node n1 of T1 so that it is equal to α(n1). Then,
insert the nodes of T2 that are not image of α. This concludes the proof of
Lemma 2.33.

2.14 Testing subclasses
It is in general not true that if P is easily testable then every subclass Q of P is
also easily testable. Indeed, the class of every graph is trivially easily testable
while some graph classes are not. This part was an attempt to develop ways
to extend the testability of P to the testability of Q modulo some hypotheses
on P and Q, in particular in the case of semi-algebraic graphs. Most of these
remarks are now covered by the result proven in the mean time by Gishboliner
and Shapira [19] on the testability of semi-algebraic classes.

2.14.1 Property testing chain relation
In this section, we define a chain relation for property testing. To that purpose,
we define a parametrized version of testability of a class inside another one.

Definition 2.11. Fix ε > 0 and q ∈ N. Let P and Q be hereditary graph
properties. The property P is (ε, q)-testable in Q if P ⊆ Q and for every graph
G ∈ Q of size at least q,

d(G,P) > ε⇒ P(G[X] ∈ P) < 1
2

where the probability is taken uniformly over all subsets X of V (G) of size q.

In this language, a property P is easily testable if and only if there is a
polynomial Q such that P is (ε,Q(1/ε))-testable in the class of all graphs for
every ε > 0.

It may not be true that if P is (ε, p)-testable in Q and Q is (η, q)-testable
in R then P is (f(ε, η), g(p, q)) for some reasonable functions f and g. Instead,
we need that P is testable in a small extension of Q.

If η is a positive number and Q is a class of graphs, let Qη be the set of
graphs that are at distance at most η from Q. Then the following chain relation
holds.

Property 2.37. Let P, Q and R be hereditary properties such that P ⊆ Q ⊆ R
and assume that for some ε, η, p, and q,



2.14. TESTING SUBCLASSES 145

1. P is (ε, p)-testable in Qη and

2. Q is (η, q)-testable in R.

Then P is (ε, k)-testable in R where k = max(p, q).

Proof. First notice that if S is a hereditary property, G is a graph, and pk
denotes the probability that the subgraph G[Xk] induced by a subset Xk chosen
uniformly at random among the subsets of V (G) of size k belongs to S, then
pk ≤ p` whenever k ≥ `. Indeed, deleting k − ` elements (chosen uniformly at
random) of Xk gives a random set X ′` with same distribution as X` and that
is correlated to Xk in such a way that G[X ′`] ∈ S whenever G[Xk] ∈ S since
X ′` ⊆ Xk and S is hereditary.

Fix a graph G ∈ R that is ε-far from P and let X = Xk be a subset chosen
uniformly at random among all subsets of V (G) of size k. We consider two cases :

Case 1: If G ∈ Qη, then by the remark above applied to S = P and Hypothe-
sis 1, P(G[X] ∈ P) ≤ 1

2 since k ≥ p.

Case 2: Otherwise, G /∈ Qη. By Hypothesis 2 and the remark above applied
to Q, P(G[X] ∈ Q) ≤ 1

2 because k ≥ q. As P ⊆ Q, it follows that
P(G[X] ∈ P) ≤ P(G[X] ∈ Q) ≤ 1

2 .

2.14.2 Semi-algebraic subclasses
Let us specialize the definitions of Section 1.9.2 for graphs. If G = (V,E) is a
graph, a vertex partition V = V1 ∪ · · · ∪ Vr is equitable if ||Vi| − |Vj || ≤ 1 for
every i, j ∈ [r]. Two parts Vi and Vj with 1 ≤ i, j ≤ r are complete if every
pair uv of distinct vertices with u ∈ Vi and v ∈ Vj is an edge of G and empty
if no pair uv with u ∈ Vi and v ∈ Vj is an edge of G. The parts Vi and Vj are
homogeneous if they are either complete or empty.

For a decreasing function m : R+
∗ → N, a graph property P has a random-

free regularity lemma with m parts if for every ε > 0, every graph G = (V,E)
of P has an equitable partition V1 ∪ · · · ∪ Vr with r ≤ m(ε) such that all but at
most εr2 pairs (Vi, Vj) are homogeneous.

A result of Fox, Pach and Suk [18] exposed in Section 1.9.2 (Theorem 1.24)
shows that semi-algebraic classes of graphs, such as intersection graphs of geo-
metrical objects have this property have a random-free regularity lemma with
ε 7→ P (1/ε) parts, where P is a polynomial. (See Section 1.9.1 for more details
on semi-algebraic structures).

Given a graph F on vertex set [r] and a set V with a partition V = V1 ∪
· · · ∪ Vr, the blow-up B of F on V is the graph on V such that for u ∈ Vi and
v ∈ Vj , uv is an edge of B if and only if ij is an edge of F . An extension of B is
a graph G on V that agrees with B on every Vi × Vj with i 6= j. A property P
is extendable if for every graph F = (V,E) ∈ P and every vertex v ∈ V , at least
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one of the two graphs obtained from F by adding a vertex v′ with the same
neighborhood as v and adding the edge vv′ or not has property P. By iterating
the definition, it is easy to see that if P is extendable then for every F ∈ P,
every blow-up of F has an extension in P.

Property 2.38. Let Q be a hereditary graph property with a strong regularity
lemma with constant m(ε). Then every extendable and hereditary property P ⊆
Q is (ε, q(ε))-testable in Qη(ε), where

• m′(ε) = max(m(ε), 8
ε );

• q(ε) = m′(ε) ln(3m′(ε)); and

• η(ε) = 1
4(m′(ε))2

for every 0 < ε < 1/2.

Proof. For the sake of readability, we write m, m′, η and q instead of m(ε),
m′(ε), η(ε) and q(ε) respectively.

It suffices to show that for every graph G = (V,E) with d(Q, G) ≤ η and
d(P, G) ≥ ε, the subgraphG[X] induced by the setX taken uniformly at random
among all subsets of V of size q has property P with probability less than 1

2 .
Let G′ be a graph of Q satisfying d(G,G′) ≤ η. The strong regularity lemma of
Q applied to G′ gives a balanced partition V = V1∪ · · ·∪Vr with r ≤ m = m(ε)
parts such that all but an ε-fraction of pairs (Vi, Vj) are homogeneous in G′.

We have to take care of the case where m is too small. Let m′ = max(m, 8
ε ),

up to splitting each part into two parts of equitable size as many times as
necessary, we may assume that 1

2m
′ ≤ r ≤ m′.

Let F be the set of graphs F with vertex set [r] such that ij ∈ E(F ) if the
pair (Vi, Vj) is complete and ij /∈ E(F ) if (Vi, Vj) is empty in G′. There is no
constraint for pairs ij with (Vi, Vj) not homogeneous ( We only know that there
is an ε-fraction of them ) .

To prove the theorem, it suffices to show that F ∩ P = ∅ and that with
probability at least 1

2 , the graph G[X] has an induced subgraph F that belongs
to F . Indeed, if this last event occurs, then G[X] /∈ P since P is hereditary.

We first prove by contradiction that F and P do not intersect. Suppose
on the contrary that there is a graph F in F ∩ P . Since P is extendable, the
blow-up of F on V1 ∪ · · · ∪ Vr has an extension H, i.e. a graph on V such that
(Vi, Vj) is complete in H if ij ∈ E(F ) and (Vi, Vj) is empty otherwise for every
i 6= j. The graphs G′ and H only differ inside the parts Vi and in an ε-fraction
of the

(
r
2
)
pairs (Vi, Vj). Consequently,

d(H,G′) ≤ 1
n2

(
ε

(
r

2

)
+ r

)
· n

2

r2 ≤
ε

2 + 1
r
.

Using the triangular inequality and that 1
r ≤

2
m′ ≤

ε
4 and η = 1

4(m′)2 ≤ ε2

256 ,
it follows that d(P, H) ≤ d(H,G) ≤ d(H,G′) + d(G′, G) ≤ ε

2 + 2
m′ + η ≤
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ε
2 + ε

4 + ε2

256 < ε, which gives a contradiction with the hypothesis that G is ε-far
from P.

It remains to prove that G[X] has an induced subgraph in F with probability
at least 1

2 . We first estimate the probability that X contains a vertex in Vi for
each i. For a fixed i ∈ [r], the probability that X does not intersect Vi is at
most (1− |Vi||V | )

q ≤ (1− 1
m′ )

q ≤ e−q/m
′ . Taking the union bound over all i, the

probability that there exists i ∈ [r] such that X does not intersect every Vi is
at most re−q/m′ ≤ m′e−q/m

′ = 1
3 since q = m′ ln(3m′). Hence, X hits all Vi’s

with probability 2
3 .

Conditioning on this event, we take yi uniformly at random in X ∩ Vi for
each 1 ≤ i ≤ r and we estimate the probability that G[Y ] = G′[Y ], where Y =
{ yi | 1 ≤ i ≤ r }. Note that G[Y ] = G′[Y ] if and only if no edge of E(G)4E(G′)
with both end vertices in Y . The probability that there is such an edge is
bounded by the expected number of them, which is ηr2 ≤ η(m′)2 ≤ 1

4 because
η ≤ 1

4(m′)2 . It follows that P(G[Y ] 6= G′[Y ]) ≥ 1− 1
4 = 3

4 . Consequently, G[X]
has an induced subgraph F = G[Y ] that belongs to F is at least 2

3 ·
3
4 = 1

2 .

Properties 2.37 and 2.38 implies that if a semi-algebraic class of graphs P is
easily testable, then every extendable subclass Q ⊆ P is also easily testable.

In particular, we prove starting on the next section that the class of interval
graphs is easily testable (Theorem 2.12). This leads to the following corollary.

Corollary 2.39. Every extendable subclass of interval graphs is easily testable.

Proof. Let Q be the class of interval graph and P be an extendable subclass
of Q. By Theorem 2.12, there is a polynomial P1 such that Q is (ε, P1(1/ε))-
testable (in the set of all graphs). By Theorem 1.24, there is a polynomial P2
such that Q has a random-free regularity lemma with P2(1/ε) parts. Further,
by Properties 2.38 and 2.37, P is easily testable.

This corollary gives another proof that the class of trivially perfect graphs
and the class of threshold graphs are easily testable.

Corollary 2.39 is covered by the earlier mentioned recent result of Gishbo-
liner and Shapira [20]. Interestingly, the most general form of their result [20,
Theorem 5] states that a class of graph is easily testable if it has bounded VC-
dimension and if it has another property they call that blowup quality, which is
a weaker –i.e more general– version of being extendable.

2.15 Open questions
Chordal graphs

Among the classes of graphs for which whether they are easily testable is not
known, the class of chordal graph is of particular interest since it is both a nat-
ural extension of interval graphs with unbounded VC-dimension and a subclass
of C4-free.
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Question 2.2. Is the class of chordal graphs easily testable?

Chordal graphs are intersection graphs of subtrees of a tree, hence we call
a representation of a chordal graph G a family of trees that are subsets of a
common tree and whose intersection graph is G. A possible strategy to solve
this question is to apply the technique we use for interval graphs. Given a
chordal graph H and an induced subgraphs G of H, let RG(H) be the set of
representations of G that can be completed in a representation of H. Then if

1. an equivalent of Lemma 2.17 holds for chordal graphs with this definition
with a polynomial bound on the number of specializations of the set of
representations; and

2. testing if a representation of a small subgraph extends to the whole graphs
up to some error can be done with polynomial query complexity

then one could deduce that chordal graphs are easily testable. The elements
of the set RG(H) may need to be considered modulo some symmetries and
restricted to a particular set of representations to make 1 work.

Testability of intersections

It is very to see that if P1 is testable with query complexity s1 and P2 is
testable with query complexity s2 then their union P1 ∪ P2 is testable with
query complexity at most 2 max(s1, s2). This comes from the fact that if G is
ε-far from P1 ∪ P2 then G is ε-far from both of P1 and P2.

Interestingly, no such relation is known for the intersection of two classes.
The problem that prevent a naive proof of such a relation is that a graph ε-
close to both P1 and P2 could still be very far from P1 ∩ P2. This leads to the
following question.

Question 2.3. If P1 and P2 are easily testable graph classes, can we prove that
the class P1 ∩ P2 is easily testable?

Extension of semi-algebraic graphs

As previously mentioned, Gishboliner and Shapira showed that every semi-
algebraic class of graphs is easily testable [19]. They proved actually a more
general result whose essential (but not sufficient) hypothesis is that the class
considered has bounded VC-dimension. The class of k-colorable graphs is a
non-trivial example of class known to be easily testable on which this theorem
does not apply. Indeed, this class has a lot of freedom (the graph between the
color classes is arbitrary), and in particular has unbounded VC-dimension, but
it still has a simple structure. Let us define a family of classes that covers both
behaviors of semi-algebraic and k-colorable graphs.

Definition 2.12. A graph property P is nearly semi-algebraic if there is an
integer n, a sequence of polynomials f1, . . . , fk on the 2n coordinates of Rn×Rn

and a function ψ : {T, F}k → {T, F, ?} such that the following holds. The graph
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G = (V,E) belongs to P if and only if there exists a vector xv ∈ Rn for each
v ∈ V such that for every u, v ∈ V , if

ψ(f1(xu, xv) ≥ 0, . . . , fk(xu, xv) ≥ 0) =
{
T then uv ∈ E
F then uv /∈ E

There is no constraint if this value is ?, i.e. uv ∈ E or uv /∈ E.

This leads to the following question.

Question 2.4. Are nearly semi-algebraic graphs properties easily testable?

This family contains the semi-algebraic classes, the graph partition prop-
erties and, for instance, the class of graphs that can be partitioned into two
interval graphs.
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Chapter 3

Implementation of Flag
algebras

3.1 Introduction
The theory of flag algebras is a framework introduced by Alexander Razborov [40]
in 2007 to derive and manipulate inequalities on densities of some sub-structures.
Among others, it formalizes the use of some type of double counting and av-
eraging arguments, which are very often used in combinatorics. It is closely
correlated with the notion of graphs limits as described by László Lovász [32].
This framework is very flexible and permits to manipulate densities in differ-
ent kinds of structures like graphs, hypergraphs, permutations or order types.
The most important feature of the flag algebra framework is the semi-definite
method, where semi-definite programming is used to automatize the search of
an extremal density under a set of constraints.

In this chapter, we first introduce flag algebras and the semi-definite method
in Section 3.3. In Section 3.4, we detail how to apply this method to the
Caccetta-Häggkvist conjecture, following a work of Jan Hladký, Daniel Král and
Sergey Norin [27]. In Section 3.5, I present a program I wrote to manipulate
flag algebras.

3.1.1 Flags
The main purpose the flag algebra framework is to manipulate densities. The
density of a graph G with k vertices in another graph H with n ≥ k vertices is
the probability p(H,G) that a random set X ⊆ V (H) chosen uniformly among
the

(
n
k

)
subsets of V (H) of size k induces a graph isomorphic to G. For instance,

the density of the single edge K2 in a graph G = (V,E) is the ratio |E|/
(|V |

2
)
.

The notion of density has a meaning for a wide class of objects in combina-
torics. The theory of flag algebras, is centered in this notion of density. In the
seminal paper [40], the generic objects for which the density is defined (and thus

151
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flag algebras apply), that are called flags, are defined in term of model theory
as follows. Choose a first order theory T over a language without function (so
without constant) and without quantifiers, which means that an axioms of T
consists of predicates over free variables (that are implicitly universally quanti-
fied) combined by some logical functions. A flag is then a finite model G of T ,
that is a finite set V , that we call the vertex set, with a truth table of predicates
satisfying the axioms.

As an example, a theory of triangle-free graphs would have a single binary
predicate e(., .) for the edge relation and the three following axioms.

(A1) e(x, y)⇒ e(y, x) Edges are symmetrical

(A2) ¬e(x, x) There is no loop

(A3) ¬(e(x, y) ∧ e(y, z) ∧ e(z, x)) There is no triangle

A finite model G of this theory is a finite set V and a relation eG ⊆ V 2 satisfying
the above axioms, i.e. a triangle-free graph, as expected.

If G is a model and φ : V (G) → V ′ is a bijection, then Gφ is the model
on vertex set V ′ obtained from G by renaming every vertex v ∈ V (G) by φ(v).
The function φ is an isomorphism (similarly to graphs). Flags are considered
modulo isomorphisms, that is that G and Gφ are considered as equal.

We can assume that V is a set of integers. The very property that is needed
from these structures is some notion of induced substructure. For a subset
U ⊆ V of vertices, the subflag of G induced by U is the model G[U ] obtained
by removing all vertices of V \U in G. All flags in F are considered up to
isomorphism.

The definition of Razborov is concise and captures well the generality of flags.
For readers without background in logics, we give an alternative definition of
flags, in the form of an axiomatization, intended to emphasize the properties we
need for flags, though it may looks more complicated. This definition will help
us to understand how a generic program dealing with flag algebras, like the one
I implemented, can work.

Definition 3.1. A set of flags is a set F with the following elements

1. every F ∈ F has a finite vertex set V (F );

2. for every X ⊆ V (F ), there is an element F [X] ∈ F with vertex set X,
this element is called an induced sub-flag of F ; and

3. for every bijection φ : V (F )→ V ′, there is a flag Fφ with V (Fφ) = V ′.

that satisfy the following few consistency properties

1. F [V (F )] = F ;

2. F [X] = (F [Y ])[X] whenever X ⊆ Y ⊆ V (F );

3. (φ, F ) 7→ Fφ is a group action, i.e. (Fφ)ψ = Fψ◦φ and F idV (F ) = F ; and
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4. Fφ[φ(X)] = F [X] for every F ∈ F , X ⊆ V (F ) and φ : V (F )→ V ′.

A flag is then an element of F ∈ F . The size of a flag F is the cardinal of V (F )
and is written |F |.

If n ∈ N, let Fn be the set of flags of size n. We always assume that Fn is
finite for every n ∈ N.

As examples, the set F can be one of the following combinatorial objects.

• the set of every (finite) graphs;

• more generally, any hereditary class of graphs, for instance triangle-free
graphs;

• the set of oriented graphs;

• the set of k-regular hypergraphs;

• the set of permutations;

• the set of order types (see Chapter 1); or

• any superposition of the components above, for instance, graphs with both
symmetric and directed edges where each vertex is given a color.

The notion of density is defined on flags similarly to the particular case of
graphs.

Definition 3.2. The density of a flag F ∈ F of size k in a flag G ∈ F of
size n ≥ k is the probability for a random subset X of V (G) of size k that G[X]
is isomorphic to F .

Equivalently, p(F,G) can be understood as the normalized number of copies
of F in G:

p(F,G) = 1(
n
k

) · |{X ⊆ V (G) of size k such that G[X] = F}| .

If F and G are flags with |F | > |G|, we adopt the convention that p(F,G) = 0.

3.2 Convergent sequences of flags
The convergence of a sequence of flags is defined as the convergence in terms of
densities.

Definition 3.3. A sequence (Gn)n∈N of flags whose size tends to infinity is
convergent if for every flag F , the real number sequence (p(F,Gn))n∈N is con-
vergent.
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The limit of a converging sequence (Gn)n∈N is the function

` :
{
F → [0, 1]
F 7→ limn→∞ p(F,Gn)

As a simple example, if F is the set of graphs, then the sequence of cliques
(Kn)n∈N is convergent since p(F,Kn) is equal to 1 whenever |F | ≤ n if F is a
clique and is equal to 0 otherwise. A compactness argument shows that every
sequence (Gn)n∈N whose size tends to infinity has a converging subsequence,
which in particular shows the existence of a wide variety of limits. Indeed, a
limit ` : F → [0, 1] can be seen as an element of [0, 1]F , which is compact by
Tychonoff’s theorem.

3.3 Flag algebra

3.3.1 Linear combinations of flags
Let RF be the set of all formal linear combinations of flags provided with its
natural vector space structure. An element

∑k
i=1 λiFi of RF represents a linear

combination of densities of the involved flags (Fi)ki=1.
A limit of flags ` : F → [0, 1] can be extended into a linear mapping `

from RF to R defined by

`

(
m∑
i=1

λiFi

)
=

m∑
i=1

λi`(Fi)

for every
∑m
i=1 λiFi ∈ RF .

Let ` be the limit of a sequence (Gn)n∈N of flags. Let k and m be integers
with k ≤ m and let n be large enough so that m ≤ |Gn|. For every F ∈ Fk, the
density of F in Gn can be expressed in terms of the densities p(H,Gn) of the
flags H of size m using the following relation.

p(F,Gn) =
∑
H∈Fm

p(F,H)p(H,Gn). (3.1)

Indeed, (3.1) follows from a simple conditioning argument. Note that first pick-
ing a random subset Y ⊆ V (Gn) of sizem uniformly at random and subsampling
a random subset X ⊆ Y of size k uniformly gives a random variable subset X
distributed uniformly among subsets of V (Gn) of size k. The left side of (3.1)
is therefore p(F,Gn) = P(Gn[X] = F ), and the right side can be rewritten as∑
H∈Fm P(Gn[X] = F |Gn[Y ] = H)P(Gn[Y ] = H). Equation (3.1) thus follows

from the conditioning formula.
Letting n go to infinity in (3.1), it holds that

`(F ) =
∑
H∈Fm

p(F,H)`(H). (3.2)
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Since Equation (3.2) holds for every flag limit ` we identify a flag and its
projections in RF . Let K be the subspace of RF generated by{ ∑

H∈Fm

p(F,H)H − F

∣∣∣∣∣ F ∈ Fk and k ≤ m
}
. (3.3)

Consider the quotient space A = RF/K. This set A is called a flag algebra.
We later define a product for this algebra. Equation (3.2) shows that a limit `
is still well defined on A.

Example 3.1. If F is the set of graphs, it holds in A that

= 1
3 · + 2

3 · + .

3.3.2 Product
We aim to define a product on the flag algebra A. This product is meant to
satisfy `(f1 · f2) = `(f1)`(f2) for every f1, f2 ∈ A.

If F1 ∈ Fk1 , F2 ∈ Fk2 and G ∈ Fk1+k2 , the split probability of F1 and F2 in G
is the probability for a random partition of V (G) into two parts X1 and X2 or
respective size k1 and k2 that G[X1] is isomorphic to F1 and G[X2] is isomorphic
to F2.

Note that the value α = p(F1, G)p(F2, G) is the probability for two random
subsets X1, X2 ⊆ V (G) of respective sizes k1 and k2 chosen uniformly and inde-
pendently at random that F1 = G[X1] and F2 = G[X2]. If now we condition X1
and X2 on the event that X1 ∩X2 = ∅, then the experience above is equivalent
to first taking a random subset X of V (G) with size k1 + k2 and then taking
a random partition X1 ∪X2 of X with Xi = ki for i ∈ {1, 2}. The probability
that F1 = G[X1] and F2 = G[X2] knowing X1 ∩X2 = ∅ is therefore

β =
∑

H∈Fk1+k2

p(F1, F2;H)p(H,G).

Note that P(X1 ∩X2 6= ∅) ≤ E(|X1 ∩X2|) = k1·k2
|G| , so

|α− β| ≤ k1 · k2

|G|
.

Let (Gn)n∈N be a sequence of flags converging to `, we know that k1·k2
|Gn| tends

to 0, so
`(F1)`(F2) =

∑
H∈Fk1+k2

p(F1, F2;H)`(H). (3.4)

The product of the flag algebra A is then defined as

F1 · F2 :=
∑

H∈Fk1+k2

p(F1, F2;H)H,
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and extended by bilinearity to A as follows(
p∑
i=1

λiFi

)
·

(
q∑
i=1

µiGi

)
=

p∑
i=1

q∑
j=1

λiµjFi ·Gj

for every pair of elements of A. By Equation (3.4), it holds that `(F1)`(F2) =
`(F1 ·F2) for every F1, F2 ∈ F . Further, `(f1)`(f2) = `(f1 · f2) for every f1, f2 ∈
A.

Flag limits are therefore algebra homomorphisms. This is actually an equiv-
alence. Indeed, let Hom+(A,R) be the set of linear functions ` : A → R such
that `(f · g) = `(f)`(g) for every f, g ∈ A and `(F ) ≥ 0 for every F ∈ F . The
following holds.

Theorem 3.1. ([40, Theorem 3.3], [34]) A function ` : A → R is an element of
Hom+(A,R) if and only if there is a sequence of flags (Gn)n∈N converging to `.

3.3.3 Rooted flags
The effectiveness of flag algebra is improved by considering partially labeled
flags. Rooted flags make it possible to use arguments of the form: fix some
vertices in a flag, then count something related to these vertices and derive
some inequality, and finally take the average on every suitable choice of the
fixed vertices to obtain a general inequality on the structure. See 3.5.

Let us extend the construction of the previous part to flags where some
particular labeled subflag σ is fixed. For each such σ, this will define a new
sigma-algebra Aσ with only linear combinations of flags rooted on σ.

A rooted flag F = (F0, θ) is a flag F0 together with an injective map θ :
[k] → V (F0). In other words, it is a flag with k labeled vertices, where θ(i) is
labeled by i, for every i ∈ [k].

The type of such a flag is the rooted flag (F0[Im θ], θ) obtained by keeping
only the labeled vertices. An isomorphism of rooted flags between (F0, θF ) and
(G0, θG) is a flag isomorphism φ : V (F0) → V (G0) that preserves the labels,
i.e. such that Fφ0 = G0 and φ ◦ θF = θG. Rooted flags are considered modulo
isomorphisms.

A rooted flag with type σ is called a σ-flag. Let Fσ be the set of all σ-flags
and Fσn the set of all σ-flags of size n.

Example 3.2. In Graph Theory, the set of the rooted flags of size 3 with type
the labeled point σ = 1 is

Fσ3 =
{

1
,

1
,

1
,

1
,

1
,

1

}
.

If Im θ ⊆ U ⊆ V (F0), the induced subflag F [U ] is the rooted flag (F0[U ], θ).
Note that U must contain Im θ so that F [U ] has type σ. The density function p
is defined in Fσ as in F except that the (common) type σ of every flag always
has to be mapped to while looking at isomorphisms.
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The density p(F,G) of a σ-flag F = (F0, θF ) into another σ-flag G = (G0, θG)
of larger or equal size, is the probability for a random a subset X ⊆ V (G) chosen
uniformly at random among the

(|G|−|σ|
|F |−|σ|

)
subsets of V (G) containing Im θ to

induce a rooted subflag G[U ] isomorphic to G.
The flag algebra Aσ of σ-flags is then the set RFσ of formal linear combi-

nations of σ-flags quotiented by the subspace Kσ generated by ∑
H∈Fσm

p(F,H)H − F

∣∣∣∣∣∣ F ∈ Fσk and k ≤ m

 .

The split probability of F = (F0, θF ) ∈ Fσk and F ′ = (F ′0, θ′F ) ∈ Fσk′ in
another σ-flag G = (G0, θG) ∈ Fσ of size k + k′ − |σ| is the probability for a
random partition of V (G)\Im θG into two sets Y and Y ′ of respective size k−|σ|
and k′ − |σ| that the sets X := Y ∪ Im θG and X ′ := Y ′ ∪ Im θG induce σ-flags
G[X] and G[X ′] respectively isomorphic to F and F ′.

The algebra Aσ is endowed by its natural addition and the product defined
on σ-flags by

F ·G =
∑

H∈Fσm+n−|σ|

p(F,G;H)H

for every F ∈ Fn and G ∈ Fm and extended by linearity to Aσ.

3.3.4 Rooted homomorphism
A sequence of (Gn)n∈N ∈ (Fσ)N of σ-flags whose size tends to infinity converges
if the real number sequence (p(F,Gn))n∈N converges for every σ-flag F . The
limit of such a sequence is the function

`σ :
{
Fσ → [0, 1]
F 7→ limn→∞ p(F,Gn)

This function `σ is an algebra homomorphism. Let Hom+(Aσ,R) be the set of
limits of σ-flags. Equivalently, Hom+(Aσ,R) is the set of linear functions `σ :
Aσ → R satisfying `σ(F ) ≥ 0 for every F ∈ Fσ and `σ(f · g) = `σ(f)`σ(g) for
every f, g ∈ Aσ [40, Theorem 3.3].

3.3.5 Averaging operation
A standard method to obtain inequalities in extremal combinatorics is to count
something around a some particular structure and take the average over all pos-
sible choices of this structure. The unlabeling operation is a tool that formalizes
this argument. It consists in unlabeling the type σ of a flag to have a non-rooted
flag and multiplying by some normalization factor.

If σ is a type of size k, the averaging operator

J.Kσ : Aσ → A.
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is defined as follows. For a σ-flag F = (F0, θ) ∈ Aσ, let qσ(F ) be the probability
that a function θ′, chosen uniformly at random among the |F |!

(|F |−k)! injections
from [k] to V (F0) induces a typed flag (F0, θ

′) isomorphic to F (so in particular
with type σ). The averaging operator is defined by

JF Kσ = qσ(F ).F0

and extended by linearity to Aσ.

Example 3.3. If σ = 1 2
34

5 , then JσKσ = 1
15 · .

Note that the rooted flag σ = (σ0, θ), where θ is a bijection from [|σ|]
to V (σ0), is a σ-flag. We have JσKσ = qσ(σ).σ0 and qσ(σ) is equal to the
number of automorphisms of σ0, normalized by |σ0|!.

3.3.6 Random homomorphism
LetG be a non-labeled flag and σ a type of size k ≤ |G| such that p(JσKσ , G) > 0.

Consider a random map θ : [k] → V (G) chosen uniformly among all injec-
tions such that the rooted flag (G, θ) has type σ. This associates to G a random
σ-flag Gσ = (G, θ).

If F = (F0, θ) is a σ-flag satisfying |F0| ≤ |G|, then the value p(JF Kσ , G) =
qσ(F )p(F0, G) is equal to the probability, for a random set of vertices U ⊆
V (G) of size k and an injection θ′ : [|σ|] → U chosen uniformly at random,
that (G[U ], θ) is a σ-flag isomorphic to F . It is also the probability, if you
first choose the injection θ : [|σ|] → V (G) at random and then a random U
of size k such that Im θ ⊆ U ⊆ V (G), that (G[U ], θ) = F . Note that the
probability P(G[U ] = F |(G, θ) has type σ) on U and θ that G[U ] is isomorphic
to F knowing that (G, θ) has type σ is equal to the average value E(p(F,Gσ))
over the choice of θ of the density of F in Gσ = (G, θ). It follows that

p(JF Kσ , G) = p(JσKσ , G)E(p(F,Gσ)). (3.5)

If (Gn)n∈N is a flag sequence converging to a limit ` such that `(σ) > 0,
it turns out that the sequence of random rooted flags (Gσn)n∈N also converges
almost surely to a random homomorphism `σ satisfying Equation 3.5, taken at
the limit.
Theorem 3.2 ([40]). The random sequence (Gσn) converges to a random homo-
morphism `σ ∈ Hom(Aσ,R) such that

E(`σ(F )) =
`(JF Kσ)
`(JσKσ) .

In particular, assume that for every possible value of Gσn (i.e. every flag
obtained by rooting Gn in an induced copy of σ), some inequality of the form

k∑
i=1

λip(Fi, Gσn) ≥ o(1)
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holds, where Fi ∈ Fσi for every i ∈ [k]. We can deduce that
k∑
i=1

λi`
σ(Fi) ≥ 0

with probability 1. By Theorem 3.2,
k∑
i=1

λi`(JFiKσ)`(JσKσ) ≥ 0.

Since `(JσKσ) ≥ 0, it follows that

`

(
k∑
i=1

λi JFiKσ

)
≥ 0.

This is formalized by the following result.

Corollary 3.3 ([40]). Let σ be a type a ` ∈ Hom+(Aσ,R) be a limit of flags
and f ∈ Aσ. Assume that `σ(f) ≥ 0 with probability 1. Then

`(JfKσ) ≥ 0.

3.3.7 The Cauchy-Schwarz inequality
A particularly important case of Corollary 3.3 is when f is a square. Indeed,
for every linear combination of flags g ∈ Aσ, the square f = g2 (i.e. f = g · g
for the product of Aσ) satisfies

`σ(g2) = (`σ(g))2 ≥ 0

for every algebra homomorphism `σ ∈ Hom+(Aσ,R). It then follows from
Corollary 3.3 that

`(
q
f2y) ≥ 0 (3.6)

for every ` ∈ Hom+(A,R).
These inequalities can be used to generate a large number of non-trivial

relations between densities, which makes them essential ingredients of the semi-
definite method. This inequality is known in the literature as the Cauchy-
Schwarz inequality since it is a consequence of the Cauchy-Schwarz inequality
applied to the scalar product 〈f, g〉 = E(`σ(f · g)). Indeed,

`(
q
f2y

σ
) = E(`σ(f2)) = ‖f‖2 ≥ 〈f, 1〉2 = E(`σ(f))2 = `(JfKσ)2 ≥ 0. (3.7)

Note that the above inequality `(
q
f2y

σ
) ≥ `(JfKσ)2 is stronger than Rela-

tion (3.6) whenever `(JfKσ)2 is positive.
However, if f is a linear combination of σ-flags of size up to n, then `(JfK2

σ)
is a linear combination of flags of size up to 2|n|, while

q
f2y

σ
can be expressed

with flags of size (at most) 2|n|− |σ|. As a consequence, only form (3.6) is used.
We give an example of application of the Cauchy-Schwarz inequality.
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Example 3.4 (Asymptotic Mantel Theorem). Let F be the set of graphs and
let ` ∈ Hom+(A,R) be a limit of graphs. Suppose that `( ) = 0 and let us
bound the density of edges. Cauchy-Schwarz (3.7) gives

`

( )2
≤ `

(t(
1

)2
|

•

)
= `

(
1
3 · +

)
= 1

3 · `
( )

≤ 1
2 · `

( )

since `
( )

= `
(

1
3 · + 2

3 ·
)
≥ 2

3 · `
( )

. Therefore, `
( )

≤ 1
2 .

3.3.8 The semi-definite method
The purpose of this method is to solve a problem of maximization of a linear
combination of densities under some constraints, that hopefully can be written
in the flag algebra framework.

Let us first give an example in Graph Theory.

Example 3.5 (Asymptotic Goodman bound). Consider the set F of graphs as
the set of flags. Let us find a lower bound for the density `

(
+

)
. The

Cauchy-Schwarz inequality (3.6) applied with the labeled point σ = 1 and

f =
1
−

1
gives for all homomorphisms `σ ∈ Hom+(A,R),

`

(s
(

1
−

1
)2

{

σ

)
= `

(
− 1

3 · − 1
3 · +

)
≥ 0. (3.8)

The total sum probability gives

`
(

+ + +
)

= 1 (3.9)

By taking the combination 3
4 · (3.8) + 1

4 · (3.9), we obtain

`
(

+
)
≥ 1

4 . (3.10)

In Example 3.5, other values may have been chosen for f (actually infinitely
many), probably leading to a weaker conclusion. The purpose of the semi-
definite method is to automatize the search for which inequalities can be com-
bined to obtain the best bound possible.

Setting the problem

The semi-definite method solves optimization problems of the following form.
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Problem 3.1. Given f ∈ A, k ∈ N and gi ∈ A and ci ∈ R for every i ∈ [k],
find the largest possible α ∈ R such that

`(f) ≥ α

for every ` ∈ Hom+(A,R) satisfying

∀i ∈ [k], `(gi) ≥ ci.

The constraints of the type `(gi) ≥ ci typically expresses the hypothesis we
have on the structure under consideration. In addition to these inequalities, we
have at our disposal the following inequalities that are free, in the sense that we
can use them regardless of the context.

• `(F ) ≥ 0 for every flag F ∈ F , since the density of a flag is non-negative.

•
∑
F∈Fn `(F ) = 1 for all n ∈ N, given by the total probability formula.

•
q
f2y

σ
≥ 0 for every type σ and f ∈ Aσ, given by the Cauchy-Schwarz

inequality.

These inequalities constitute an infinite number of constraints expressed in
the countable dimensional vector spaceA. In order to handle the problem with a
computer, we need to bound the space of work to the space generated by flags of
size at most some integer n ∈ N and drop inequalities that cannot be expressed
in this space. Let An be the subspace of A generated by the flags of size at
most n. Since A is quotiented by the relations in K (defined by (3.3)), it follows
that every flag of size k < n can be expressed in An as a linear combination of
flags of size exactly n. It follows that the (finite) family Fn = {F1, . . . , Fm} of
flags with size n spans An.

Note that if F is a σ-flag of size s, then the flag
q
F 2y

σ
has size 2s − |σ|.

As a consequence, we use Cauchy-Schwarz inequalities only with the types σ
satisfying 2s− |σ| = n for some positive integer s.

Generalized Cauchy-Schwarz

By the Spectral Theorem, an arbitrary linear combination of squares is equiv-
alent to the application of a semi-definite positive (abbreviated s.d.p. in the
remainder) matrix.

Let f = (F1, . . . , Fk) ∈ Fk and g = (F1, . . . , Fk) ∈ Fk be two vectors of
flags, and A = (aij)1≤i,j≤k be a k× k matrix. The matrix A applies to f and g
as follows

fTAg =
k∑
i=1

k∑
j=1

aijFi ·Gj

where the product is the product of A.
For a type σ and an integer n ≥ |σ|, fix an enumeration G1, . . . , Gm of the

σ-flags of size n. Let gσn be the vector (G1, . . . , Gm) ∈ (Fσ)m. Note that the
result gTAg is an element of Aσ.
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Theorem 3.4 (Cauchy-Schwarz). Let σ be a type and n be an integer greater
than or equal to |σ|, then for every s.d.p. matrix A and every ` ∈ Hom+(A,R),

`
(q
gTAg

y
σ

)
≥ 0.

with g = gσn

Proof. For every flag limit `σ ∈ Hom+(Aσ,R),

`σ(gTAg) =
∑
i,j

Ai,j`
σ(Gi)`σ(Gj) = `σ(g)TA`σ(g) ≥ 0

where `σ(g) = (`σ(G1), . . . , `σ(Gk)) ∈ Rk, since `σ is an algebra homomorphism
and A is semi-definite positive. The result then follows from Corollary 3.3.

Semi-definite problem

For two m×m matrices A and B, let A∗B =
∑

1≤i,j≤mAijBij . A semi-definite
problem is a problem of the form:

Problem 3.2. Given an integer p, a sequence b1, . . . , bp of p real numbers and
p + 1 matrices A,C1, . . . , Cp of size m × m, maximize A ∗ X over all choices
of positive m × m semi-definite matrices X satisfying C` ∗ X = bi whenever
1 ≤ i ≤ p.

Reformulation

Let us transform the problem defined above into a semi-definite problem. The
element

q
gTAg

y
σ
can be expressed by:

q
gTAg

y
σ

=

u

v
∑
ij

AijGiGj

}

~

σ

=
∑
ij

Aij JGiGjKσ .

Let us decompose JGiGjKσ ∈ An in the basis Fn as JGiGjK =
∑m
`=1 ui,j,`F` for

every indices i and j, where ui,j,` is a real number. Then
q
gTAg

y
=
∑
ij

Aij
∑
`

ui,j,`F`

=
∑
`

(
∑
ij

Aijui,j,`)F`

=
∑
`

(A ∗ Uσ` )F`

where Uσ` is the k× k matrix defined by (Uσ` )ij = ui,j,`. So our problem can be
rewritten as follows.
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Problem 3.3. Given (γi)mi=1 ∈ Rm and (µi,j)1≤i≤m
1≤j≤j

∈ Rm×k, find the largest α

such that
m∑
i=1

γi`(Fi) ≥ α (3.11)

using k inequalities
m∑
i=1

µij`(Fi) ≥ αj (3.12)

for j ∈ [k], and if n2 ≤ m ≤ n then for every type σ with |σ| = 2m− n,

m∑
i=1

(Aσ ∗ Uσi )`(Fi) ≥ 0 (3.13)

for every s.d.p. matrix Aσ with the same size as Uσ` .

We now construct an inequality of type (3.11) in Problem 3.3 as a linear
combination of inequalities of types (3.12) and (3.13). For every sequence of
positive non-negative coefficient (λj)kj=1 ∈ (R+)k and every sequence of s.d.p.
matrices (Aσ)σ. The inequalities of types (3.12) and (3.13) implies

m∑
i=1

 k∑
j=1

λjµi,j +
∑
σ

Aσ ∗ Uσi

 `(Fi) ≥
k∑
j=1

λjαj .

Problem 3.3 can therefore be stated as follows.

Problem 3.4 (s.d.p. form). Maximize α =
∑
j λj · αj under the constraint

γi =
k∑
j=1

λjµi,j +
∑
σ

Aσ ∗ Uσi

over all choices of non-negative numbers (λi)ki=1 and semi-definite matrices
(Aσ)σ.

As a semi-definite problem, Problem 3.4 can then be solved by a solver
ad-hoc.

3.4 The Caccetta-Häggkvist conjecture
This part is a joint work with Jean-Sébastien Sereni and Jan Volec.

3.4.1 The Caccetta-Häggkvist conjecture
A directed graph is a graph G = (V,E) with oriented edges, with no edge
from a vertex to itself, and without the edge uv whenever vu ∈ E. The out-
neighborhood N+(v) of a vertex v is the set {u ∈ V |vu ∈ E}. The out-degree
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d+(v) of v is the size of N+(v). The graph G is out-regular if all of the vertices of
G have same out-degree. The minimum out-degree δ+(G) of G is the minimum
out-degree among all its vertices. A directed cycle of size n is a directed graph
with n vertices v1, . . . , vn and edges vivi+1where indices are understood modulo
n. A triangle is a directed cycle of size 3.

One of the most intriguing open problems regarding directed graphs is ar-
guably the following conjecture, made by Louis Caccetta and Roland Häg-
gkvist [10] about 40 years ago.

Conjecture 3.5 (Caccetta-Häggkvist, 1978). Let n and r be two integers such
that n ≥ r ≥ 2. If G is a directed graph with n vertices and minimum out-degree
at least r, then G contains a directed cycle of length at most dn/re.

In addition, the statement of Conjecture 3.5 would be best possible if true,
because there exist n-vertex directed graphs with minimum out-degree r and no
directed cycles of length dn/re. The easiest way to obtain such graphs is maybe
to set n := kr+1, take n vertices v0, . . . , vn−1 and add, for each i ∈ {0, . . . , n−1},
an arc from vi to vi+j whenever 1 ≤ j ≤ r = dn− 1/ke, where the second index
is understood modulo n. The obtained graph contains no directed cycle of
length at most k = dn/re and yet every vertex has out-degree (exactly) r.

In particular, the case where r = dn/3e has spawned a plethora of works.
Despite a considerable amount of efforts, this case has so far been confirmed only
for some special classes of graphs (for instance, a striking result is that of Yahya
Ould Hamidoune [26], who established in 1981 the statement restricted to Cay-
ley graphs using arguments from additive number theory). Written differently,
Conjecture 3.5 for r = 3 reads as follows.

Conjecture 3.6 (Caccetta-Häggkvist, the triangle case). Fix an integer n at
least 3. Let G be a directed graph with n vertices and no directed triangles. Then
G contains a vertex with out-degree less than n/3.

One way to study Conjecture 3.6 is to turn it into an optimization problem
as follows.

Problem 3.5. Determine the infimum c0 of the real numbers c such that every
n-vertex simple directed graph with minimum out-degree at least c · n contains
a directed triangle.

If true, Conjecture 3.6 would imply that the answer to Problem 3.5 is 1
3 .

Caccetta and Häggkvist [10] proved in their seminal paper that the infimum
value of c in Problem 3.5 is smaller than 0.382. An interesting and partially
fruitful approach to Problem 3.5 has been initiated by Adrian Bondy [8], who
proved the bound c0 ≤ 0.379. It relies on exploiting relations between densities
of small subgraphs in a (minimal) simple directed graph with no directed trian-
gles and with minimum out-degree at least c · n, for some fixed number c. This
bound was pushed to 0.3543 by Shen [41], next to 0.3532 by Hamburger, Haxell
and Kostochka [25].

The best published bound so far is c0 ≤ 0.3465 and it has been proved
by Hladký, Král’ and Norin [27] using flags algebras and the s.d.p. method.
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Their computations have been done on flags of size 4 to keep a proof of human
size. Moreover, one of the inequalities is derived from a result of Chudnovsky,
Seymour and Sullivan about the elimination of cycles in triangle-free directed
graphs.

Theorem 3.7 (Chudnovsky, Seymour, Sullivan [11]). Let G be a directed graph
with no triangle. Let γ(G) be the number of pairs of non-adjacent vertices and
β(G) the minimal number of edges to remove to obtain a graph without cycle.
Then β(G) ≤ γ(G).

Chudnovsky, Seymour and Sullivan conjectured that their inequality can be
improved to β(G) ≤ 1

2γ(G), which would be tight. This bound is for instance
reached by an iterated blow-up Φn(~C4) as defined later, in Definition 3.4.

An improvement of this bound can be directly reported to improve an in-
equality used by Hladký, Král’ and Norin. The minimal value that can be
taken for a has been conjectured to be 1

2 by Chudnovsky, Seymour and Sulli-
van. Dunkum, Hamburger and Pór [14] proved the following improvement of
Theorem 3.7.

Theorem 3.8 (Dunkum, Hamburger, Pór [14]).

β(G) ≤ 0.88γ(G).

By using the arguments of Hladký, Král’ and Norin [27] improved by the
bound of Theorem 3.8, and using a computation on flags of size 6, we obtain a
better bound for Problem 3.5.

Theorem 3.9. Any directed graph on n vertices with minimum out-degree at
least 0.339n has a directed triangle.

3.4.2 Arguments for the Caccetta-Häggkvist conjecture
The purpose of this section is to prove inequalities we can assume for counter-
examples to Problem 3.5. The extremal value c0 for Problem 3.5 can be ex-
pressed as follows.

c0 = sup
{
δ+(G)
n

∣∣∣∣ G is a digraph of size n without directed triangle.
}

Recall that the Caccetta-Häggkvist conjecture would imply that c0 = 1
3 .

Lemma 3.10. If c ≤ c0, there is an infinite set Hc of out-regular triangle-free
directed graphs such that every G = (V,E) ∈ Hc satisfies d+(v) = cn+ o(n) for
every v ∈ V , where n is the size of G.

Lemma 3.10 relies on the following constructions, that is used to construct
counter-examples of arbitrary sizes.
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Definition 3.4. The blow-up Φ(G) of a directed graph G = (V,E) is the graph
on |V |2 vertices obtained by replacing each vertex v ∈ V with a copy Gv of G
and each edge uv ∈ E with a complete bipartite graph oriented from V (Gu)
to V (Gv).

Note that if G is triangle-free then Φ(G) is triangle-free too. A node w ∈
V (Φ(G)) corresponding to the vertex u in the copyGv has out-degree d+

Φ(G)(w) =
d+
G(u) + |V | · d+

G(v). Thus the minimum out-degree of Φ(G) is

δ+(Φ(G)) = (1 + |V |)δ+(G).

Therefore,
δ+(Φ(G))
|V (Φ(G))| − 1 = (1 + |V |)δ+(G)

|V |2 − 1 = δ+(G)
|V | − 1 . (3.14)

This construction gives a candidate for an optimal example. Let ~C4 be the
directed cycle of size 4 and note that δ+(~C4)

|V (~C4)|−1
= 1

3 . Then iterated blow-ups

Gn = Φn(~C4) form a growing sequence of examples such that δ+(Gn)
|V (Gn)| = 1

3 , so
δ+(Gn) = 1

3 |V (Gn)|+ o(1).

Proof of Lemma 3.10. It follows from the definition of c0 that for every posi-
tive ε, there is a directed graph Gε without directed triangle satisfying

δ+(Gε) ≥ (c0 − ε)|V (Gε)| ≥ c− ε.

For each m ∈ N, set ε = 1
m and consider the graph H0

m := Φp(Gεm), where p
is large enough to ensure that |V (H0

m)| ≥ m. Note that H0
m has no directed

triangle because Gεm has not. Moreover,

δ+(H0
m)

|V (H0
m)| − 1 = δ+(Gεm)

|V (Gεm)| − 1 ≥ c− εm.

So
δ+(H0

m) ≥ (c− εm)(|V (Hm)| − 1) = c · |V (H0
m)|+ om(|V (H0

m)|).

Now, construct Hm from H0
m by removing edges until each vertex has out-

degree exactly δ+(Hm) = δ+(H0
m), It remains to define Hc as the set of all such

graphs Hm for m ∈ N.

The following inequality comes from an argument of Hamburger, Haxell and
Kostochka [25] proved by Hladky, Kral and Norine [27] in the language of flag
algebras.

Lemma 3.11. In every G ∈ Hc,

p

(
, G

)
≥ 3(3c− 1) + o(1)
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It is derived using the following relation

β(G) ≤ a · γ(G) (3.15)

as provided by Theorem 3.7, that is with a = 1. As previously noted, Theo-
rem 3.8 proves (3.15) for a = 0.88.

In the remaining, we fix a constant a such that (3.15) holds for every directed
graph G without directed triangle.

Proposition 3.12 ([25]). Let G = (V,E) be a triangle-free digraph, then G has
a vertex v such that

d+(v) <
√

2a · γ(G).

Proof. It follows from Relation (3.15) and the definition of β that there is a
subset of edges E0 ⊆ E with |E\E0| ≤ a·γ(G) such that the graph G0 = (V,E0)
is acyclic. The vertices of G0 (that also are the vertices of G) can be arranged
into a topological order v1, . . . , vn, i.e. such that i < j whenever vivj ∈ E0.
It follows in particular that for every i ∈ [n], the vertex vi has out-degree at
most n − i in G0. Let δ+ = δ+(G) be the minimum out-degree in G. For
every j ∈ {0, . . . , δ+(G)}, the vertex vn−j has out-degree at most j in G0 and
out-degree at least δ+ in G. Consequently, E\E0 contains at least δ+− j edges
starting from vn−j . It follows that

|E| − |E0| ≥
δ+∑
j=0

(δ+ − j) =
(
δ+ + 1

2

)
.

Further a · γ(G) ≥
(
δ++1

2
)
> 1

2 (δ+)2, which proves that δ+ <
√

2aγ(G).

Using Proposition 3.12, Hladký, Král’ and Norin proved the following. We
give a basic graph theory version of the proof of this theorem. See [27] for a
version of this proof directly written in the langage of flag algebras.

Theorem 3.13 ([27], Lemma 4.7). In every graph G ∈ Hc,

p

(
, G

)
≥ 3(3c− 1)2

a
+ o(1).

Proof. Let G = (V,E) ∈ Hc, fix a vertex v ∈ V . Let H = G[N+(v)] be
the subgraph of G induced by the out-neighborhood of v. Since G has no
directed triangle, its subgraph H has also no directed triangle. Consequently,
Proposition 3.12 applies to H and gives the existence of a vertex u ∈ N+(v)
with

d+
H(u) ≤

√
2aγ(H).

Let Gv be the flag G rooted on v, which is labeled by 1. With this notation,

γ(H) = p

(
1

, Gv

)
·
(
n−1

2
)
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Note that a vertex w ∈ N+(u) \N+(v) has no edge to v, as otherwise vuw
form a directed triangle. Since there are d+(u) − d+

H(u) such edges, it follows
that

p

(
1
, Gv

)
n ≥ d+(u)− d+

H(u) ≥ cn−

√√√√2a · p
(

1
, Gv

)
·
(
n− 1

2

)
+ o(n).

Normalizing by n,

p

(
1
, Gv

)
≥ c−

√√√√a · p

(
1

, Gv

)
+ o(1). (3.16)

We now take the average over all choices of v. Let λ := 1 be the rooted
flag with only one vertex that is rooted. Note that p (JλKλ , G) = 1. It holds
that t

1

|

λ

= 1
3 · and

s

1

{

λ

= .

By (3.5), it follows that

Ev

(
p

(
1

, Gv

))
= 1

3p
(

, G

)
and Ev

(
p

(
1
, Gv

))
= p

(
, G

)
.

Applying Jensen’s Inequality on (3.16) for the concave function √., we obtain

p

(
, G

)
≥ c−

√
a

3 · + o(1).

Since it is out-regular with degree cn+o(n), the graph G has cn2 +o(n2) edges.

It follows that p
(
, G

)
= 1− (cn2 + o(n2))/

(
n
2
)

= 1− 2c+ o(1). Consequently,

3c− 1 ≤

√
a

3 · p
(

, G

)
+ o(1).

Since 3c− 1 ≥ 0, we can take the square

(3c− 1)2 ≤ a

3 · p
(

, G

)
+ o(1),

which proves the theorem.

Let σ be a type of size k. A σ-source is a σ-flag of size k+ 1 where the only
unlabeled node has out-degree zero. Let Fσ,→ be the set of all σ-sources and
Fσ0 the particular σ-source where all vertices of the type have an edge to the
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unlabeled vertex. Fix a constant c1 for which we later assume that c1 ≥ c0. Let
us define

f(σ) =
∑

F∈Fσ,→
F + (c1 − 1)Fσ0 − c.

Note that f depends on c and c1.
Theorem 3.14 ([27], Lemma 4.4). Assume c ∈ [c, c1] and let σ be a type with
one vertex with in-degree |σ| − 1. For every G ∈ Hc and every choice of rooted
Gσ, the following holds.

p(f(σ), Gσ) ≥ o(1).
Proof. Let Gσ be a σ-flag rooted on the vertex S = {v1, . . . , vk} (so G[S] = σ).
Assume that v1 is the vertex with in-degree k − 1 in σ.

The set VFσ0 :=
⋂k
i=1N

+(vi), is the set of vertices v ∈ V \ S such that the
graph G[S ∪{v}] rooted on v1, . . . , vk is isomorphic to the rooted flag Fσ0 , so its
size can be expressed as |VFσ0 | = p(Fσ0 , Gσ)n+ o(n).

More generally, let VF be the set of vertices v ∈ V \ S such that the graph
G[S∪{v}] rooted on v1, . . . , vk is isomorphic to F , for F ∈ Fσ,→. We have |VF | =
p(F,Gσ)n+ o(n). We distinguish two cases.

Assume that |VFσ0 | = 0, so p(Fσ0 , Gσ) = 0. For every v ∈ N+(v1), the rooted
flag G[S ∪ {v}] is a σ-source: indeed, if there is an edge from v to a vertex vi
with 2 ≤ i ≤ k, then v1vvi is a directed triangle. As a consequence,∑

F∈Fσ,→
|VF | ≥ d+(v1) = cn+ o(n)

i.e. ∑
F∈Fσ,→

p (F,Gσ) ≥ c+ o(1).

This proves the theorem in the case where |VFσ0 | = 0.
Assume now that |VFσ0 | > 0. As an induced subgraph of G, the directed

graph G[VFσ0 ] has no directed triangle. By the definition of c0, there further is
a vertex v ∈ VFσ0 with out-degree at most c0|VFσ0 |+ o(n) ≤ c1p(Fσ0 , Gσ)n+ o(n)
in G[VFσ0 ]. Since moreover, d+

G(v) = cn+ o(n), it follows that

|N+(v) \ VFσ0 | ≥ cn− c1p(F
σ
0 , G

σ) + o(n).

Note that every w ∈ N+(v) \ VFσ0 form a σ-source with v1, . . . , vk. Indeed, if
there is an edge from w to vi for some i ∈ [k], then vwvi is a directed triangle.
It follows that ∑

F∈Fσ,→
|VF | − |FFσ0 | ≥ |N

+(v) \ VFσ0 |.

and further∑
F∈Fσ,→

n · p(F,Gσ)− n · p(Fσ0 , Gσ) ≥ cn− c1n · p(Fσ0 , Gσ) + o(n)

∑
F∈Fσ,→

p(F,Gσ) + (c1 − 1)p(Fσ0 , Gσ)− c ≥ o(1)

This finishes the proof of the theorem.
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3.4.3 Connection with graph limits

We pass Lemma 3.10 and Theorems 3.13 and 3.14 to the limit to deduce con-
straint on some homomorphism. Let λ = 1 be the unique type made of only
one rooted vertex.

Theorem 3.15. If c ∈ [c1, c0], then there is a limit ` of directed graphs without
directed triangles that satisfies

1. `
(s

1 · F − cF
{

λ

)
= 0 for every F ∈ Fλ;

2. `
( )

≥ 3(3c−1)2

a ; and

3. `(Jf(σ)F Kσ) ≥ 0 for every type σ with a sink and every F ∈ Fσ.

Proof. Let (Gn)n∈N be a sequence of graphs of Hc whose size tends to infinity.
Up to extracting a subsequence, we may assume that (Gn)n∈N converges to a
limit ` ∈ Hom+(A,R). We know from Theorem 3.13 that

p

(
, Gn

)
≥ 3(3c− 1)2

a
+ o(1).

Letting n tends to infinity gives Item 2.
Since Gn is out-regular with degree cn + O(1), we know that the random

rooted flag Gλ rooted on a random vertex satisfies

p

(
1 , Gn

)
= c+ o(1).

Letting n tends to infinity, it follows that the random homomorphism `λ satisfies

`λ
(

1 − c
)

= 0 with probability 1. For every F ∈ Fσ, we know that `σ(F ) ≥
0, so

`λ
(

( 1 − c) · F
)

= 0.

Item 1 follows from Corollary 3.3.
Item 3 is proved similarly. Taking the limit in Theorem 3.14 applied to Gn,

we deduce that the random homomorphism `σ satisfies

`σ(f(σ)) ≥ 0

with probability 1. Since `σ(F ) ≥ 0 for every F ∈ Fσ, it follows that `σ(f(σ)F ) ≥
0. Item 3 then follows from Corollary 3.3.
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3.4.4 Results of the algorithm
Let P (c, c1) be the problem described by Theorem 3.15, that is the question
of whether there is a limit ` of directed graphs without triangle satisfying the
constraints 3.15.1, 3.15.2 and 3.15.3.

This problem can be solved using the semi-definite method with the program
presented in the next section. This program uses as input the inequalities in
Theorem 3.15 with the standard flag algebra inequalities described in the s.d.p.
section (i.e. every flag is non-negative, the sum of flags of size n is 1 and
Cauchy-Schwarz inequalities).

The problem of monotonicity

The problem P (c, c1) is monotone in c1 in the sense that if c1 ≥ c′1 and P (c, c1)
has a solution, then P (c, c′1) also admits a solution. We have however no evidence
that this problem is monotone in c. There may be c, c′ and c′′ with c ≤ c′ ≤ c′′
such that P (c, c1) and P (c′′, c1) have a solution but not P (c′, c1).

If the problem c 7→ P (c, c) happen to be monotonous, it would be enough to
run the program on P (c, c) to directly prove the bound c0 ≤ c (in case there is
no solution).

Results

For n = 6, that is for flags on 6 vertices, c = 0.3392 and c1 = 0.3465, the
program concludes that the system has no solution, which further contradicts
the hypothesis of Theorem 3.15, showing that c0 /∈ [c, c1]. Since c0 ≤ 0.3465 = c1
by the result of Hladký, Král and Norin [27], we conclude that c0 < c = 0.3392.

Further iterations can be made starting with c1 = 0.3392. The following
table shows results of other runs of the algorithm.

c c1 n CSDP output
0.3392 0.3465 6 Dual infeasible
0.3391 0.3392 6 Dual infeasible*
0.339 0.3391 6 Dual infeasible*
0.3386 0.3386 6 SDP solved
0.342 0.3465 5 Dual infeasible
0.341 0.341 5 SDP solved
0.3475 0.37 4 Dual infeasible
0.3465 0.3475 4 Dual infeasible
0.3464 0.3464 4 SDP solved

The star (*) indicates that the solver did not converge properly but still gave a
certificate that allows us to witness a contradiction.

As previously mentioned, a result of dual infeasibility means that no assign-
ment of density on graphs of size n satisfies the constraints, which contradicts
the hypothesis that c0 ∈ [c, c1]. On the other hand, the existence of a solution
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means that such an assignment exists, and that therefore suggests that it is not
possible to find a better solution without increasing n.

The method has been run in an independent program written in C by Jan
Volec and obtained the bound c < 0.3388.

Deducing a proof

To prove that c0 /∈ [c, c1], we need to recover the certificate of dual infeasibility
provided by the solver. This certificate consist of a (huge if n = 6) (approxi-
mately) semi-definite matrix X of floating point numbers, that when reinjected
in our inequality, gives a computation that

m∑
i

εiFi ≥ α (3.17)

where α ≈ 1 and each |εi| is close to 0. Recall that (Fi)mi is the family of
flags of size n and that

∑m
i Fi = 1. If true, such an inequality indeed gives a

contradiction.
To properly establish (3.17), we first approximate X by a matrix X̃ with

rational coefficients that is semi-definite positive. To do so, we compute the
(approximated) eigenvectors (ei)ki=1 of X with respective eigenvalues (λi)ki=1,
then we round each ei to a rational vector ẽi and each λi to a rational number λ̃i
and we set X̃ :=

∑k
i=1 λ̃ẽ

T
i ẽi. Up to checking that λ̃i ≥ 0 for every i, the

matrix X̃ is indeed s.d.p. To complete the proof, we recompute the constraints
of the s.d.p. problem in rational numbers and we compute the inequality of
type (3.17) given by X̃. It then only remains to check that the parameters
found satisfy maxmi=1 εi−minmi=1 εi < α to ensures that the contradiction holds.

This method confirmed the results given in the table above, hence prov-
ing that the extremal value c0 of the triangle case in the Caccetta-Häggkvist
conjecture is at most 0.339.

3.5 A generic flag algebra program
My program is written in OCaml (Objective Caml) and is available at https://
github.com/avangogo/flag. This program takes advantage of the module and
functor features of OCaml in order to deal with any type of flag algebras. Given a
module that describes the theory on which we want to work, the program builds
the corresponding flag algebra and provides features to create and manipulate
inequalities in flag algebras and generate s.d.p. problems. Those s.d.p. problems
are written in the sdpa format that can be used as an input by the s.d.p. solver
Csdp1.

In this section, I describe the general architecture of my program and the
main ideas behind it.

1https://projects.coin-or.org/Csdp/

https://github.com/avangogo/flag
https://github.com/avangogo/flag
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3.5.1 For non-OCaml readers
In this section we use the notation of the Ocaml type system to describe the
type of the objects implemented. We gives a few information the reader has to
know to understand the end of this chapter. In OCaml, every object (including
function) has a type. The type a -> b is the type of functions f with input of
type a and output of type b. The application of f to x (of type a) is written f x.
The type a -> b -> c has to be read a -> (b -> c) and refers to a function (in
Curry form) with two inputs of types a and b and an output of type c. An object
of type a array is an array of objects of type a. An object of type a list is
a linked list of objects of type a. Types can be constructed inductively. For
instance, int list array ->int is the type for functions that take an array
of linked lists of integers and return an integer. In a signature, type t requires
the definition of a type and val foo : t requires the definition of an object of
type t named foo.

3.5.2 The flags
The program permits to implement flag algebras on every kind of flags. A type
of flag is implemented in a module that essentially gives the elements described
in Definition 3.1, together with some additional tools. A flag module has the
following signature.

module type S =
sig

type t
val size : t -> int
val induce : int array -> t -> t
val apply_morphism : int array -> t -> t

val iso_invariant : t -> int -> int list array
val invariant_size : int

val superflags : t -> t list
val span : int -> t list

val name : string
val draw : ?root:int -> t -> Graphic. drawable
val print : t -> string

end

This signature lists the elements that are needed for a flag module. Let us see
these elements in more detail.

type t

The type of the flags. This is an abstract type, which means that an element
outside the module does not know (and does not need to know) the implemen-
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tation of an object of type t. For instance, if the flags are graphs represented
by their adjacency matrix, t can be a type of matrices (e.g. int array array).

This implies that the rest of the program manipulates flags only by the
mean of the few function described in this module (plus the built-in equality
and comparison provided by OCaml).

val size : t -> int

The function size returns the number s of vertices of the flag F as input. For
the next functions, the vertices of F are identified by the integers {0, . . . , s−1}.

val induce : int array -> t -> t

The function induce takes as input a set of vertices S (represented by an array
of integers) and a flag F and returns the subflag F [S] of F induced by S.

val apply_morphism : int array -> t -> t

The function apply_morphism takes in input a permutation φ of {0, . . . , s− 1}
and a flag F of size s and returns the flag Fφ obtained by reordering the vertices
of F according to φ.

Dealing with isomorphisms

The program needs to reduce the flags modulo isomorphisms. To handle iso-
morphismic flags recognition, I implemented a simplified and adapted version of
an algorithm of Brendan McKay [37, 38] for graph isomorphism (this is imple-
mented in algebra.ml). This algorithm finds for every flag F a "normal form"
Fnf isomorphic to F with the property that F and G are isomorphic if and only
if Fnf = Gnf .

The two following functions are used as hints for the normal form algorithm.

val iso_invariant : t -> int -> int list array
val invariant_size : int

Given a flag F and a vertex of v of F , the function iso_invariant can provide
one or more lists of vertices {u1, . . . , uk} that are invariant upon isomorphisms
in the sense that if F is reordered by the permutation π : {0, . . . , s − 1} →
{0, . . . , s − 1}, then the list corresponding to π(v) is {π(u1), . . . , π(uk)} in the
new flag.

Typically, for graphs, this function can return the neighborhood of v. For
directed graphs, this function can return two sets, the in-neighborhood and
the out-neighborhood of v. The constant integer invariant_size specifies the
number of lists given by iso_invariant. The invariant_size can be 0, and,
consistently, iso_invariant should always return an empty array in this case.

This invariant is in theory optional : it is only used to help with the normal
form algorithm. If invariant_size is 0 (so iso_invariant gives no informa-
tion), then the algorithm boils down to compute every possible permutation of
the input flag F and to return the minimal one for some order (whose speci-
fication does not matter, I use the built-in structural comparison of OCaml).
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This therefore may quickly be too long in practice. If the flags implemented are
graphs and iso_invariant g v gives the neighborhood of v in the flag g, then
the normal form algorithm works as the original algorithm of McKay.

This algorithm is very efficient for graphs and can be more or less adapted to
other structures. The normal form algorithm is a central element of the program
since it is used to compute the set of flags and all the densities.

Generation of flags

The two following functions are used to generate all the flags up to a given size.

val superflags : t -> t list

Given a flag F of size s, superflags returns the list of flags of size s + 1 that
extend F , i.e. the flags containing F as induced sub-flag. For graphs, it can
return the 2s graphs corresponding to all the ways to adding a vertex and its
incident vertices to a graph of size s.

The set of flags of size s+ 1 is then constructed inductively from the set of
flags of size s (reduced by isomorphisms) by applying superflags to each of
them and then reducing the union of the obtained sets by isomorphism (using
the algorithm presented in the previous section).

val span : int -> t list

The function span directly generates a list of all flags of the size given as input,
typically with a naive algorithm that is not supposed to be efficient. This list
can have redundancy and is a priori not reduced by isomorphism. It is used
firstly to initialize the induction above by providing the list of flags of size 1 and
secondly for testing the correctness of the optimized inductive algorithm.

Pretty-printing

val name : string
val draw : ?root:int -> t -> Graphic. drawable
val print : t -> string

These three last values have no algorithmic use and are mainly used for debug-
ging and pretty-printing.

3.5.3 Storing operators
A basis of flags refers to the set of flags of a given size of a (possibly rooted)
flag algebra. A flag is identified by a basis and a unique identifier in this basis.
A basis is identified by three numbers : the size n of the flags considered, the
size s of the type and the identifier of the type in the basis of unrooted flags
of size s. This implies that the type is reduced by isomorphism, and avoids to
compute equivalent flag algebras.
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The different parameters of the flag algebra may be long to compute. The
list of representative of flags of a given basis, densities matrices p(., .), multipli-
cations tables (i.e. lists of values (p(F1, F2;F )) where F1, F2 and F are in some
bases), and unlabeling operator (given for each graph of a given basis, by the
coefficient qσ(.) and the identifier of the unrooted graph in the corresponding
basis) are computed the first time a part of the program asks for them and are
then stored in files. On further runs of the program, these files are loaded.

As an optimization themultiply and unlabel operator (Fσ, Gσ)→ JFσ ·GσKσ
is also stored on a file. This avoids to directly manipulate products Fσ ·Gσ that
live in a space of larger dimension. This operator is also the operator used in
the Cauchy-Schwarz inequalities.

Except when computing (once for all) the above values, the program in
particular almost never manipulates the combinatorial object (i.e. the graphs,
hypergraphs, . . . ) but only vectors and matrices of numbers.

As a consequence, this program can take a very long time the first time a
computation on a new type of flags is launched. After that, the program is
typically faster than the solver launched on its output.

3.5.4 Examples
Computing in the flag algebra

Let us use the program to check the computations in Example 3.5. The following
program performs the computation in this example and draws the intermediate
steps.
(* Loading Modules for rational valued quantum graphs *)
module S = Storage.Make (Graph)
module Vect = Vectors.Vect (Rational) (Graph)
open Vect

(* Defining the rooted edes and non -edge *)
let rootedBasis = S.basis_id ~typeSize :1 ~typeId :0 2
let rootedEdge = flag rootedBasis (Graph.make 2 [(0 ,1)])
let rootedNonedge = flag rootedBasis (Graph.make 2 [])

(* Operations in the flag algebra *)
let diff = rootedEdge -~ rootedNonedge
let square = diff *~ diff
let average_square = untype square
let total_sum = one (S.basis_id 3)
let result = average_square +~

(scalar_mul (Rational.make 1 3) total_sum );;

(* Displaying the results *)
draw diff;;
draw square ;;
draw average_square ;;
draw total_sum ;;
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draw result

Let us look at the pictures given by this program. In the program, diff is the
rooted edge minus the rooted non-edge in the flag algebra of graphs rooted on
one vertex. It is displayed as follows, where the red vertex is the root.

Its square square is displayed as follows, where, again, the red vertex is the
root.

Applying the operator J.Kσ gives average_square.

We just computed (3.8). Consider the sum total_sum of all graphs of size 3.

Adding one third of this sum with average_square gives the following.

We know from the construction that this flag has values at least 1
3 , which proves

the asymptotic Goodman bound (3.10).

Maximal density of forks in digraphs

The following code generates a semi-definite program looking for the maximal

density of the fork
( )

in a directed graph.

(* Maximal density of forks in a Digraph *)

(* Building and loading modules *)
module S = Storage.Make (Digraph)
module I = Inequality.Make (Rational) (Digraph)
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module Vect = Vectors.Vect (Rational) (Digraph)
module Problem = Problem.Make (Rational) (Digraph)
open Storage
open I
open Vect

(* We compute on flags of size 4 *)
let basis = S.basis_id 4

(* Constructing the vector corresponding to the fork *)
let fork_flag =

let fork_digraph = Digraph.make 3 [|(0 ,1);(0 ,2)|] in
flag ~name:"fork" (S.basis_id 3) fork_digraph

(* We want to maximize minus the density of forks *)
let objective = expand basis (opposite fork_flag)

(* Inequalities on flags we use *)
let inequalities =

List.concat [
all_flags_nonnegative basis; (* A flag is nonnegative *)
equality (totalsum basis) (* Flags of size 4 sum to 1 *)

];;

(* Writing the corresponding s.d.p. program *)
Problem.write "forks_density" inequalities objective

This program gives the following output.
Building sdp problem (forks_density)
on basis : digraph/basis4_type0_id0 (42 flags)
Maximizing : -fork
Building Cauchy -Schwartz blocks (3 bases)
Building Inequalities block (44 inequalities)
Inequalities list :

Total sum is 1 (Equality) (2)
Flag is non -negative (42)

Writing problem in file "forks_density.sdpa"

Running csdp fork_density.csdp then gives the following.
Success: SDP solved
Primal objective value: -4.6410162e-01
Dual objective value: -4.6410161e-01
Relative primal infeasibility: 5.94e-13
Relative dual infeasibility: 1.82e-10
Real Relative Gap: 5.56e-10
XZ Relative Gap: 9.36e-10
DIMACS error measures: 8.27e-13 0.00e+00 3.86e-10 0.00e+00 5.56e-10 9.36e-10
Elements time: 0.004356
Factor time: 0.000590
Other time: 0.011753
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Total time: 0.016699

The solver found an upper bound (on minus the density of forks) that is around
−0.46101, which approximately corresponds to −(2

√
3 − 3). It can be indeed

proved that the maximum density of forks is −(2
√

3− 3). The lower bound was
found using the semi-definite method [17, Theorem 27].

Edge density in graphs without C5

We give a similar example on graphs. The purpose of the following program is
to find an upper bound on the edge density of graphs without cycle of size 5.

(* Maximal density of graphs without cycle of size 5 *)
module S = Storage.Make (Graph)
module I = Inequality.Make (Field.Float) (Graph)
module Problem = Problem.Make (Field.Float) (Graph)
module Vect = Vectors.Vect (Field.Float) (Graph)
open I
open Vect

(* We compute on flags of size 5 *)
let basis = S.basis_id 5

(* This function decides whether a graph is hamiltonian *)
let is_hamiltonian g =

let rec aux u path = function
| 0 -> u == 0
| n -> List.exists

( fun v -> not (List.mem v path)
&& aux v (v::path) (n-1) )

( Graph.neibrs g u ) in
aux 0 [] (Graph.size g)

(* Computes the sum of flags of size 5 containing C5 *)
let c5_subgraphs =

let indicator _ g = if is_hamiltonian g then 1. else 0. in
Vect.make basis indicator ;;

(* Inequalities used *)
let inequalities =

List.concat [
(* The density of every flag is non -negative *)
all_flags_nonnegative basis;
(* The sum of the flags of size 5 is 1 *)
equality (totalsum basis );
(* The density of graphs with a C5 is at most 0 *)
[ at_most c5_subgraphs 0. ]

]

(* The objective is the density of non -edges *)
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(* ( expressed with flags of size 5 ) *)
let nonedge =

Vect.flag ~name:"E2" (S.basis_id 2) (Graph.make 2 [])

let objective = expand basis nonedge ;;

(* Maximum number of non -edges *)
Problem.write "C5 -free" inequalities objective

This program outputs the following.
Building sdp problem (C5-free)
on basis : graphs/basis5_type0_id0 (34 flags)
Maximizing : E2
Building Cauchy -Schwartz blocks (5 bases)
Building Inequalities block (37 inequalities)
Inequalities list :

Total sum is 1 (Equality) (2)
Flag is non -negative (34)
No label (1)

Writing problem in file "C5 -free.sdpa"

Processing the .sdpa file with the command csdp fork_density.csdp then
gives the following.
Success: SDP solved
Primal objective value: 5.0000000e-01
Dual objective value: 5.0000000e-01
Relative primal infeasibility: 3.42e-14
Relative dual infeasibility: 1.41e-09
Real Relative Gap: 2.63e-09
XZ Relative Gap: 6.01e-09
DIMACS error measures: 7.14e-14 0.00e+00 3.89e-09 0.00e+00 2.63e-09 6.01e-09
Elements time: 0.008245
Factor time: 0.000726
Other time: 0.034204
Total time: 0.043175

The found bound is close to 1
2 , which is indeed the maximum edge density

of graphs without cycle of size 5. This is a consequence of the Erdős-Stone-
Simonovits Theorem [15], which states that the asymptotic maximum edge
density of H-free graphs is 1 − 1

1−χ(H) , where χ(H) stands for the chromatic
number of H. Since χ(C5) = 3, this indeed gives 1 − 1

1−3 = 1
2 . This density is

in particular reached by the limit of complete bipartite graphs (Kn,n)n∈N.

Caccetta-Häggkvist

The following code (together with the common files of my program) encodes the
constraints of Theorem 3.15. It has three parameters : the maximal size n of the
flags used, a constant c1 for which it is known that c0 ≤ c1 and the constant c
for which we assume for a contradiction that c ≤ c0.
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(* Caccetta -Haggkvist *)

open Digraph
open Storage
module S = Storage.Make (Trianglefree)
module I = Inequality.Make (Field.Float) (Trianglefree)
module V = Vectors.Vect (Field.Float) (Trianglefree)
module Problem = Problem.Make (Field.Float) (Trianglefree)
open V
open I

(* **** Parameters **** *)
let flagSize = 6 (* Size of the flags used *)
let c = 0.3392 (* Constant for which we prove the result *)
let c1 = 0.3465 (* Constant for which we know it holds *)

(* Basis on which we build the sdp problem *)
let b = S.basis_id flagSize

(* **** Computing Inequalities of Theorem 3.15 **** *)

(* ==== 1. Degree is c ==== *)

let outedge =
let basis2_1 = S.basis_id ~typeSize :1 ~typeId :0 2 in
V.flag ~name:"outedge" basis2_1 (Digraph.make 2 [|(0 ,1)|])

let outdegree_geq_c = { ( at_least outedge c )
with boundName = Some "c" }

let outdegree_is_c =
let ineqs = multiply_and_unlabel b (outdegree_geq_c) in
name_list "1.␣Outdegree␣is␣c"

(List.concat (List.map (equality ~epsilon :1e-11) ineqs ))

(* ==== 2. Density of forks is at least 3(3c -1)^2/a ==== *)

(* Constant for the Chudnovsky -Seymour -Sullivan conjecture *)
let a = 0.88

(* basis of flags of size 3 *)
let b3 = S.basis_id 3

(* fork *)
let fork =

V.flag ~name:"fork" b3 (Digraph.make 3 [|(0 ,1);(0 ,2)|])

let fork_ineq =
let x = 3. *. c -. 1. in
let y = (3. *. x *. x) /. a in
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{ ( at_least fork y )
with name = Some "2.␣Fork" ;

boundName = Some "3*(3c -1)^2/a" }

(* ==== 3. [|f(sigma)F|] >= 0 for every sigma -source ==== *)

(* Determine if the flag in input is a sigma -source *)
let is_a_sigma_source typeSize flag =

let edge_condition (i, j) =
not (i >= typeSize && j < typeSize) in

Common.array_for_all edge_condition flag.e

(* Return the sum of sigma sources of the basis in input *)
let sum_of_sigma_sources basis =

let indicator typeSize f =
if is_a_sigma_source typeSize f then 1. else 0. in

V.make ~name:"Sigma␣sources" basis indicator

(* Build the graph f0 obtained by adding a sink to sigma *)
let f0_flag sigma_flag =

let n = sigma_flag.n in
let new_edges = Array.init n (fun i -> (i, n)) in
let edges = Array.concat [sigma_flag.e; new_edges] in
Digraph.make (n+1) edges

(* Recover the type of this basis in input (as a graph) *)
let get_type basis =

( S.get_basis (S.basis_id basis.typeSize) ).( basis.typeId)

(* Return the vector corresponding to f0 *)
let f0 basis =

let f0 = f0_flag (get_type basis) in
V.flag ~name:"F0" basis f0

(* Compute f(sigma) = sum of sigma -sources + (c1 -1)F0 - c *)
let f basis =

let x_f0 = scalar_mul ~name:"(c1 -1)" (c1 -.1.) (f0 basis) in
let c_one = scalar_mul ~name:"c" c (one basis) in
let sum = sum_of_sigma_sources basis in
sum +~ x_f0 -~ c_one (* f(sigma) *)

(* f(sigma) >= 0 *)
let f_inequality basis = at_least (f basis) 0.

let has_dominated_vertex g =
Common.array_exists ( (==) (g.n - 1) ) (in_degrees g)

(* Build the inequalities of the type f(sigma) >= 0 *)
(* for the types sigma with a dominated vertex *)
let f_rooted_ineqs =
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let res = ref [] in
for n = 2 to b.flagSize - 1 do

let types = S.get_basis (S.basis_id n) in
for i = 0 to (Array.length types) - 1 do

if has_dominated_vertex types.(i) then begin
let basis = S.basis_id ~typeSize:n ~typeId:i (n+1) in
res := ( f_inequality basis ) :: !res

end
done

done;
!res

(* Build the inequalities of the type [|f(sigma)*F|] >= 0 *)
let f_inequalities =

name_list "3.␣Sigma -sources"
(List.concat

(List.map (multiply_and_unlabel b) f_rooted_ineqs ))

(* **** Construction of the problem **** *)

(* List of inequalties used *)
let inequalities =

List.concat
[

all_flags_nonnegative b; (* A flag is non -negative *)
[ at_least (one b) 1. ]; (* Sum of flags at least 1 *)
outdegree_is_c; (* Constraint 1. *)
[ expand b (fork_ineq) ]; (* Constraint 2. *)
f_inequalities; (* Constraint 3. *)

]

(* Print the sdp program in CH.sdpa *)
let _ = Problem.write "CH" inequalities (one b)

The program then construct the s.d.p. problem and output the following sum-
mary (in verbose mode).
Building sdp problem (CH)
on basis : trianglefree/basis6_type0_id0 (6583 flags)
Maximizing : 1
Building Cauchy -Schwartz blocks (35 bases)
Building Inequalities block (12563 inequalities)
Inequalities list :

1. Outdegree is c (2858)
[| (outedge - c)*x |] >= -1e-11 (1429)
-[| (outedge - c)*x |] >= -1e-11 (1429)

2. Fork (expanded) (1)
fork >= 3*(3c -1)^2/a (1)

3. Sigma -sources (3120)
[| (Sigma sources + (c1 -1).F0 - c)*x |] >= 0. (3120)

Flag is non -negative (6583)
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x >= 0. (6583)
No label (1)

1 >= 1. (1)
Writing problem in file "CH.sdpa"
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