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I have heard articulate
speech produced by
sunlight, I have heard
a ray of the sun laugh
and cough and sing !
...
I have been able to
hear a shadow, and I
have even perceived by
ear the passage of a
cloud across the sun’s
disk.
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Abstract

When the interest is in multiscale and multipurpose imaging, there exists such a will in inte-
grating multi-modalilties into a synergistic paradigm in order to leverage the diagnostic values of
the interrogating agents. Employing multiple wavelengths radiation, optoacoustic imaging benefits
from the optical contrast to specifically resolve molecular structure of tissue in a non-invasive man-
ner. Hybridizing optoacoustic and ultrasound imaging comes with the promises of delivering the
complementary morphological, functional and metabolic information of the tissue. This disserta-
tion is mainly devoted to the design and characterization of a hybridized universal handheld probe
for optoacoustic ultrasound volumetric imaging and developing adaptive reconstruction algorithms
toward the physical requirements of the designed system.

The distinguishing features of this dissertation are the introduction of a new geometry for
optoacoustic ultrasonic handheld probe and systematic assessments based on pre and post recons-
truction methods. To avoid the biased interpretation, a de facto performance assessment being
capable of evaluating the potentials of the designed probe in an unbiased manner must be practi-
ced. The aforementioned features establish a framework for characterization of the imaging system
performance in an accurate manner. Moreover, it allows further task performance optimization as
well.

Correspondingly, two advanced reconstruction algorithms have been elaborated towards the re-
quirement of the designed optoacoustic-ultrasound (OPUS) imaging system in order to maximize
its ability to produce images with homogeneous contrast and resolution over the entire volume of
interest. This interest is mainly due to the fact that the medical data analysis pipeline is often
carried out in challenging conditions, since one has to deal with noise, low contrast, limited pro-
jections and undesirable transformations operated by the acquisition system. The presented thesis
shows how reconstruction artifacts can be reduced by compensating for the detecting aperture
properties and alleviate artifacts due to sparse angular sampling.

In pursuit of transferring this methodology to clinic and validating the theoretical results, a
synthetic imaging platform was developed. Using the measurement system, the evolution of a no-
vel sparse annular geometry and its dynamics has been investigated and a proof of concept was
demonstrated via experimental measurement with the intention of benchmarking progress.

Keywords : optoacoustic imaging, ultrasound imaging, synthetic aperture focusing technique,
sparse 2D array, volumetric imaging, bimodality, 3D reconstruction.
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Résumé en français

Lorsqu’on s’intérèsse à l’imagerie multi-échelle et multi-fonction, on a souvent envie d’utiliser
un système d’imagerie multi-modal et faire en sorte que ce dernier crée un effet synergique per-
mettant d’exploiter les diagnostics fournis par chacune des modalités. Basée sur des rayonnements
de longueurs d’onde multiples, l’imagerie optoacoustique utilise le contraste optique pour imager,
spécifiquement, la structure moléculaire des tissus d’une manière non-invasive. Ainsi, l’hybridation
de l’imagerie optoacoustique et de l’imagerie ultrasonore pourrait fournir en plus, des informations
morphologiques, fonctionnelles et métaboliques des tissus. La présente thèse est principalement
consacrée à la conception et à la caractérisation d’une sonde universelle pour l’imagerie volumé-
trique ultrasons-optoacoustique et le développement d’un algorithme de reconstruction adaptaté
aux exigences physiques pour la conception du système.

Les traits distinctifs de cette thèse sont l’introduction d’une nouvelle géométrie pour les sondes
manuelles ultrasons-optoacoustique et des évaluations systématiques basées sur des méthodes de
pré-reconstruction et post-reconstruction. Pour éviter l’interprétation biaisée, une évaluation ca-
pable d’évaluer le potentiel de la sonde doit être faite. Les caractéristiques mentionnées établissent
un cadre pour l’évaluation des performances du système d’imagerie d’une manière précise. En
outre, elle permet d’optimiser les performances suivant l’objectif fixé.

Ainsi, deux algorithmes de reconstruction ont été élaborés pour la conception du système OPUS
(optoacoustique ultrasons) capables de produire des images avec un contraste et une résolution
homogènes sur tout le volume d’intérêt. L’intérêt d’avoir de tels algorithmes est principalement
dû au fait que l’analyse des données médicales est souvent faite dans des conditions difficiles,
car on est face au bruit, au faible contraste, aux projections limités et à des transformations
indésirables opérées par les systèmes d’acquisition. Cette thèse montre, aussi, comment les artefacts
de reconstruction peuvent être réduits en compensant les propriétés d’ouverture et en atténuant
les artefacts dus à l’échantillonnage angulaire parcimonieux.

Afin de transférer cette méthodologie à la clinique et de valider les résultats théoriques, une
plate-forme d’imagerie expérimentale a été développée. En utilisant le système de mesure dé-
veloppé, l’évolution d’une nouvelle géométrie annulaire parcimonieuse et sa dynamique ont été
étudiées et une preuve de concept a été démontrée à travers des mesures expérimentales dans le
but d’évaluer les progrès réalisés.

Mots clés : Imagerie optoacoustique, échographie, capteurs 2D parcimonieux, synthèse d’ou-
verture focalisée, imagerie volumétrique, bimodalitè, reconstruction 3D.
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CHAPITRE 1
Introduction

After a certain high level of
technical skill is achieved, science
and art tend to coalesce in
aesthetics, plasticity and form.
The greatest scientists are always
artist as well.

Albert Einstein

1.1 Incentive of the work

I
n the past decades, the continuous development in medical imaging systems paved the
way for variety of applications and opportunities in clinical and preclinical research and
studies. The significant diagnostic value and the level of confidence in the efficacy and
safety of some of these agents make them a reliable tool for routine clinical trials. Others,

while still advancing, have been shown to hold great promises of transition from bench to bed side
and going beyond principle to practice. In fact, when the interest is in multiscale and multipurpose
imaging, there exists such a will in integrating multi-modalilties into a synergistic paradigm in order
to leverage the diagnostic values of the interrogating agents. Additionally, hybridizing prompts the
clinical translation of the new approach and further, opens a new door for the currently established
device and augments their functionality. For instance, if the clinically routine system is targeting
only the structural deformation, integration with an imaging system that aims at the functional
information may assist the early stage diagnosis, to track the disease development progress and
improve the treatment monitoring.

Throughout the years, ultrasound has shown great potentials and impacts as a diagnostic
agent. It’s safety records, portability, rich and non-ionizing interaction with the anatomy of the
tissue and capability for real time display of the tissue dynamics in 2D and 3D, makes ultrasound
a viable tool in diagnostic imaging. The recent endeavors to improve US 3D dynamic acquisition
is particularly important where the temporal information of the entire volume is critical for ac-
curate measurement in multiple planes, as is the case for neurosonography and echocardiography.
The aforementioned competence and some of ultrasonic wave characteristics including the acous-
tic speed and attenuation are still being investigated for the tissue characterization. However,
ultrasound has limited capacity in providing sensitivity to molecular and functional contrast and
chemical specificity, as often the mechanical contrast in neighboring tissues are not high enough
for pathological purposes. Therefore, despite promises [2], the accurately delineation of the tissue
integrity using ultrasound with no additional contrast enhancing is left to be exploited.

It is a well known fact that the electromagnetic radiation interaction with biological tissue
is highly selective with respect to the electronic structure and chemical bonding of tissue itself.
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This is specially true for the visible and infrared spectrum of the light, thereby making light an
ideal technological ally for further physiological interrogation of the tissue. Yet, high resolution
pure optical imaging deeper than one transport mean free path remains challenging. The so called
optoacoustic imaging technique has been practiced over the last few years with promises in ex-
tending the depth of optical imaging by pairing the ultrasonic wave properties with the merits of
optical imaging. In this technique, the optical absorption properties of the tissue are encoded into
the broadband ultrasonic pulse which is a function of shape, photoacoustic efficiency and optical
absorption coefficient of the chromophore and the fluence of the light. Detecting these induced
acoustic waves on the surface of the medium can reveal information associated with the structure
of the absorbers, and in multispectral systems, physiological properties such as angiogenesis and
blood oxygenation that helps in early stage diagnosis as major indication for cancer.

Since the detection is taking place with the same ultrasonic sensors, and due to the conceptual
similarities between optoacoustic (OA) and ultrasound (US), hybridizing these imaging modalities
into one compound measurement system is intrinsic and only requires the integration of the light
delivery system to the ultrasonic probe. Such a combination allows to realize the potential benefits
of optoacoustic-ultrasound (OPUS) as a promising multimodality approach in obtaining the highly
complementary diagnostic information. This would thereby enables the concurrent measurement,
co-registration and assimilation of distinct features of the investigating tissue. Consequently the
limitation of individual modality can be surmounted for example via mapping the volumetric
functional and anatomical information of the targeted tissue.

Yet, until the beginning of this work at 2014, OPUS integration has not been fully evolved to ad-
dress the physical requirements of both imaging systems. The existing implementations presented
in the literature are either based on ultrasound probe or systematically optimized for optoacoustic
acquisition. The detection array, even though take place by the ultrasonic transducers, demands
different set of characterizations for either of modalities which might not be consistent.

Indeed, designing an imaging system is a matter of mutual concession among the transmission of
the interrogating waves and detection qualities of the measurement system in terms of sensitivity
and geometry. In other words, the utmost determinant of imaging performance is the overall
properties of the aperture, the interplay between the transmission and detection capability. Withal,
the reconstruction algorithm remains fairly an important indication of the system performance and
plays a major role in accurate estimation of the investigating object properties.

The main goal of the present dissertation therefore is to address the current challenges and
limitations exist in hybridizing the optoacoustic (OA) and ultrasound (US) imaging system. To do
so, the optimal properties for designing a bimodal 2D handheld probe has been investigated in de-
tails in order to offer an integrated solution. Correspondingly an advance reconstruction algorithm
has been elaborated toward the requirement of designed OPUS imaging system. Considering the
ill-posed nature of the reconstruction [6], characterization of the design system solely based on
the quality of final image accompanies with considerable level of uncertainty. To avoid the biased
interpretation, a de facto performance assessment being capable of evaluating the potentials of
the designed OPUS probe in an unbiased manner must be practiced.

The distinguishing features of this dissertation are introducing a new geometry for OPUS
handheld probe and a systematic assessments based on pre and post reconstruction methods. The
majority of our investigation is taking place over the aperture model matrix which is developed
in the context of wave propagation in volume, emanated and sensed by the active surface of the
aperture. The aforementioned features establish a framework for characterization of the perfor-
mance of imaging system in an accurate manner. Moreover, it allows further task performance
optimization.
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1.2 Current OPUS systems, applications and limitations

Today US is recognized as a mature technology yet remaining as a developing imaging method.
The amount of effort devoted to advance the approach whether improving the technological side or
expanding its medical and biological applications corroborates the impact. Yet to further push the
boundaries and relax the imposed restrictions of purely acoustic systems, other allied technologies
are being explored. Among them, optoacoustic imaging has been of particular interest, owing to
its merits of employing the optical contrast in an ultrasonic manner. Unlike US imaging, majority
of the OA systems, including the commercially available ones are single purpose instruments de-
signed for a particular task. Nevertheless, handheld probes tend to be exempt from this principle,
along facilitating the dual modality combination of OA and US for clinical studies. This trend
has been practiced over a decade by tagging the optical delivery system, to the linear handheld
ultrasonic probe. Variety of applications have been proposed and developed with respect to the
frequency response of the transducers and the wavelength of the utilized laser light. The range is
not limited to diagnosis and may extend to staging, guiding therapy or even drug delivery [9] and
theranostics [183, 67]. One particular target with high diagnostic value is angiography, which is a
hallmark for cancer. Zemp et al. [182] examined the capability of high frequency transducer (30
MHz) in visualization of superficial microvascular networks to the depth of 3 mm. To visualize
deeper vessels such as human legs, forearms vessel [111, 83] and carotid artery [86], lower frequency
response linear array transducer (7.5 MHz) have been employed. Moreover, targeting specific chro-
mophore by tuning the laser spectrum, whether endogenous or exogenous, allows to investigate the
functionality and molecular composition of the underlying tissue. Multispectral acquisition of the
vessel’s wall [72, 28] with the purpose of staging atherosclerosis or plaque composition, monitoring
the blood oxygenation which is related to oncology [88] or contrast agent [110, 167] for a better
detection of tumor is of this kind. Additionally, 3D acquisition is also possible by mechanically
translating the probe over the surface of the sample [47] or using a 1.75D [3] and 2D matrix array
US probe [167] with application in oncology. The 3D acquisition allows to widen the limited view
angle of the detection aperture and have a better estimation of the three dimensional structure of
the targeted tissue. However, these probes are essentially optimized for ultrasound imaging. They
are only able to ensure high resolution morphological data for US images by employing a proper
beam forming technique [73, 160, 107], basically through increasing the number of projection in
transmission. If utilized for optoacoustic acquisition, images may suffer from lack of accuracy in
localization and imposed reconstruction artifact, because of lesser number of achievable projection
and limited angle of view. Furthermore, the integration of light delivery system is another chal-
lenge for OPUS systems. The associate problems are optically induced clutters and reflection of the
light at the irradiation side and are closely related to the skin pigmentation and the diameter and
angle of the incident beam. For example the perpendicular illumination maximize the fluence [23]
which is not achievable by utilizing the classical US probes. Albeit, clutters induced at superficial
layers [128] can be dealt with either by adjusting the distance between irradiation side and US
probe [61] or sophisticated post processing techniques [141, 71].

Recently, Dean Ben [29] reported the design of an universal handheld probe for multispectral
real time volumetric OA imaging. Shortly, the probe houses a bundle fiber for illumination purpose
in the center of the hemispherical shell where the staring passive transducers are situated in a multi-
ring structure. While the perpendicular illumination is reserved, the spherical detection geometry
provides allegedly enough tomographic view required for OA imaging. The potency of the probe
have been evaluated in number of applications including angiography and monitoring therapy.
In an effort, Fehm et al. [43] examined the efficiency of the probe for US pulse echo imaging, in
a fashion similar to the laser ultrasound. Nevertheless, the results were not compelling compare
with conventional ultrasonography in terms of contrast and resolution. On that account a perfect
hybridization remains challenging and is left for a more adaptive design if favor of both imaging
systems.
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1.3 Questions to be addressed in this dissertation
(contributions)

This dissertation is mainly devoted to the design and characterization of a hybridized universal
handheld probe for OPUS imaging and developing an adaptive reconstruction algorithm toward
the physical requirement of the designed system. Therefore the questions to be addressed in this
thesis are in the following context :

• With respect to the handheld probe design
— What is the optimum compromise between number and size of transceivers required for

the successful OPUS handheld probe.
— What would be the appropriate array geometry to enable dual modality acquisition.
— What are the necessary parameters in order to characterize the performance of the

designed system.
• With respect to the reconstruction algorithm

— What is the optimal reconstruction algorithm in order to mitigate the artifacts arose
from the nonideality in the designed system.

— How far the adaptive weighting factors are relaxing the impose constraints by FBP/DAS
algorithms.

— How accurate the performance of model based reconstruction algorithm can be, by
incorporating the transceiver response.

— How responsive the handheld probe is to the acoustic source within the medium as a
function of spatial location.

1.4 Overview of the dissertation

The organization of this work is as follow. Chapter 2 opens with the discussion on the basic
physics of both imaging systems individually, by providing a brief background and the theory
behind the image formation. It also reviews the postulated ideal instrumentation for both imaging
systems and the consequences of non-idealized parameters. The purpose of this chapter is to
underpin the building-block necessary for the upcoming chapters.

In Chapter 3, the development of imaging system forward model and its implementation for
both OA and US is described. The models are based on acoustic wave propagation and the behavior
of the transceivers in transmitting or sensing the emanated/reflected acoustic waves from the
medium. The models will be employed for further evaluation and characterization of the imaging
system performance and further, as imaging operator for model based image reconstruction in the
subsequent chapters.

Chapter 4 proposes a framework for performance characterization of the imaging system based
on the model explained in Chapter 3. It outlines the steps required for the pre-reconstruction
evaluation of the imaging system. The performance assessment takes place mainly by two sets of
analysis in quantitative and qualitative manner, namely voxel crosstalk matrix [136, 130, 13] and
eigen-based analysis. The implementation of voxel crosstalk matrix for photoacoustic tomography
are developed by Wong et al. [171] and is adapted for OPUS system. Necessarily it addresses the
following concerns, spatial sensitivity and spatial aliasing. On the other hand eigen-based analysis
reflects the overall performance of the imaging system in achievable amount of the resolvable data.
Based up on these analysis, the ideal geometry for integration of OA and US will be discussed in
details.

Chapter 5 is allocated to the volumetric image reconstruction algorithms and is divided into
three sections. The first is an attempt to explore the optimum DAS based algorithm for US and
extend the approach to OA. It aims to address the restrictions imposed by DAS based approaches
and the possibility of relaxing them to the favor of integration purpose. The second part, deals
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with the model based reconstruction approach based on the model generated in Chapter 3 that
is incorporating the shape, geometry and the characterization of ultrasonic transducers. As the
crucial step in the reconstruction approach is inverting the forward model, the focus will be on
the regularization to deal with the ill-posed nature of this inverse problem. Last but not least the
third part is devoted to the post-reconstruction evaluation of the design imaging system based on
the final image.

As the proof of concepts, the experimental results are highlighted in Chapter 6. A single
element has been scanned in the same fashion as the array to mimic the acquisition performance
of the proposed geometry in chapter 5. The imaging performance of the proposed geometry for
handheld probe, i.e segmented annular array, is evaluated and the feasibility of developing the
array is discussed.

Finally chapter 7 provides a summary of the dissertation and prospective outlooks for the
future works are suggested.
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CHAPITRE 2
The Basic Principles of Optoacoustic Ultrasound Imaging

It is my inner conviction that the
development of science seeks in the
main to satisfy the longing pure
knowledge.

Albert Einstein

Abstract

The underpinning step in designing a bimodal system is to genuinely understand and
gain insight about the physical principles of both parties, the optical and acoustic wave
interaction with tissue and image formation. The similarities and differences between
the modalities and the key-factors that affect the performance of each system must
be realized in an etiological manner. As Alexander Graham Bell once puts it « before
anything else, preparation is the key to success ». Thus the goal of this chapter is
to provide a fundamental background with respect to the principle of two imaging
systems and their inherent similarities and differences.

2.1 Introduction

A
coustic imaging in general consists of revealing the underlying information about the
investigating tissue, encoded in the form of acoustic pulses, hence seeing the sound.
Although these information are initially in the form of acoustic waves, but later are being
transformed to the electrical signals for further recording and post processing purposes.

Acoustic imaging to many respects is obeying the same physical phenomenon that are ruling optical
(wave) domain, which leads to developing elements with the similar functionality (e.g. refractive
or reflective) such as acoustic lens and mirror ; or developing same techniques such as holography
which is obeying the interference, diffraction and phase conjugation phenomena. However, it would
be naive to postulate that the paradigm in acoustic imaging is always following optics. Generally,
there are three phases of acoustic imaging namely, inducing, collecting and processing. The last
two phases are taking place in a similar manner among all of the acoustic imaging devices. Acoustic
transducers are collecting the encrypted acoustic waves emanated from the induced sources within
the medium, followed by translation to the electrical signals. Normally, this is followed by further
post processing actions with deciphering purposes, for example the localization of the sources
based on time of flight, also known as image formation. The fundamental differences, however is
stemmed from the mechanism of acoustic source generation inside the medium in order to study
the features and characterize the objects of interest.
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Following the same scenario, two modes of acoustic imaging 1 that can be mentioned with
medical and biological applications are medical ultrasound (US) and its younger half-brother
optoacoustic (OA) imaging. Ultrasonic pulse-echo (PE) is arguably one of the most efficient diag-
nostic tools in order to estimate the anatomical abnormalities and localization of the lesions. Just
like its forefather, the supersonic reflectoscope [45], it is based on the idea of echo-locationing that
estimates the depth of reflecting objects from the transducer by calculating the round trip time
of flight trt. The desired pulse of sound can be generated by deriving the ultrasonic transducer as
the transmitter and detecting the partially back-reflected energy (echoed wave) with the same (or
neighboring) transducer functioning in receive mode. Echo-locationing is a straightforward process
as the speed of sound found to be similar in majority of soft tissues and that is close to the speed
of sound in water, due to their high water content. However, the reflection in biological tissue is
happening due to the acoustic impedance (Z) mismatches at the boundaries of soft tissues. The
acoustic impedance is defined as Z = ρν, with ν denoting speed of sound and ρ the density of the
medium. The speed of sound is a complex value itself. The real part is related to the elasticity
K and density ρ by the following equation ν =

√
K
ρ . The imaginary part explains the dispersion

and frequency dependent attenuation via Kramers-Kronig relationship [115] 2. Subsequently, the
reflectivity of the reflecting surface for the incident wave at the angle of θi can be calculated from
the following formula :

R =
Z2 cos θi − Z1 cos θt
Z2 cos θi + Z1 cos θt

, (2.1)

where θt is the angle of refraction and that the following relationship "sin(θi)/ sin(θt) = ν1/ν2"
holds at the boundary. Given the conservation of energy, the transmitted and most probably
refracted (bent), energy can be found by T = 1−R.

Therefore in PE technique, object localization and characterization is fundamentally subjected
to the mechanical contrasts. The array of transceivers facilitates the aforementioned tasks by
providing extra rooms for diversifying the transmitting energy and direction for generated wave
and extra view angles for receiving the echoed energy, thus improving the estimation about the
original object. The properties of generated wave is, to many extend, defined by the physical
properties of the ultrasonic transducer. These features are including the bandwidth and wave field
propagation w.r.t. the transducer size. By further considering the backscattering (or reflecting)
objects as the source of emanating wave from the medium, the characteristics of the incoming
wave in US-PE is foretold.

In essence, optoacoustic imaging is an extended variety of ultrasonic technique in which the
acoustic waves are induced inside the investigating sample upon the deposition of optical energy.
The transition of photons to broadband acoustic pulses is a complex interplay of several physical
phenomena. Yet, the contrast in OA is inherent to the optical wavelength selectivity of the ab-
sorbents in the tissue rather than mechanical contrast. Unlike US, the acoustic properties of the
generated wave, such as the amplitude and frequency spectrum, are highly dependent to the opti-
cal properties of absorbents (sources). Withal, the image formation is following the same time of
flight concept and theretofore same algorithm can be employed for both, with minimal adaptation.

The presented thesis is concerned with designing a high throughput array for acoustic 3D
imaging to address the physical requirement of both parties, OA and US techniques. Our interest is
in hybridyzing the two modalities in order to pursue the promises of delivering the complementary
morphological, functional, anatomical and metabolic information of the tissue. To do so, we start
with providing theoretical background on the physical phenomena associated with both modalities
and their requirements, in a separate manner.

1. To our concerns, the definitions of acoustic wave are limited to longitudinal waves.
2. The speed dispersion is often ignored as the effect is as insignificant as 0.01%MHz2
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2.2 Basic of Ultrasound imaging

2.2.1 Ultrasonic wave interaction with the tissue

In the first glance, the concept of US pulse echo (PE) technique seems fairly easy, a set of
ultrasonic short pulses generated by the transducers are eliciting the mechanical discontinuities
(reflector) of the soft tissues, along their path. The reflected or backscattered echos are collected by
the same or neighboring transducers (in-case of array imaging) and discontinuities are located in
the formed image by the stated echo-locationing concept. Depending on the relative size of reflector
(Ψ) to the wavelength (λemit) of the transmitted wave and also angle of incidence, the nature of
reflected wave would differ. Therefore the reflector can be considered as an acoustic source itself,
with acoustic properties to be found by the imaging system. For example, the so called Rayleigh
scattering is taking place when λemit � Ψ, as is the case for red blood cells (� ≈ 7µm), which
causes uniform and concentric reflection of the energy in all directions. This type of backscattering
is strongly depending on the frequency such that the scattering cross section S = κ4Ψ6, and
κ = 2π/λemit is the wave number. For the object of the similar size as the wavelength Ψ ' λemit,
diffuse reflection with redirected wavelets is the dominant effect. Even though the backscattered
wave is of the shape of spherical wave, the energy of the wave is more concentrated toward the
angle of incidence. The reflected energy is getting more directional with increase in Ψ. This type of
backscattering is responsible for the visible texture of the soft tissue in the ultrasound image. The
properties of the reflected waves are analogous to the generation of acoustic wave using the λ/2
and λ size transducer, being used in phased and linear arrays respectively. Such an analogy allows
to treat each reflectors as an acoustic source. The third case is when Ψ� λemit, then the so called
specular reflection will take place, an effect that explains the bright appearance of boundaries,
for example between tendons, fat and muscles, bones etc. The intensity of the reflected waves are
conveying information about the compressibility and density gradient at the interface of the two
tissues and can be found from the equation 2.1. However if the angle of incident violates 90◦, it
can affect the shape and amplitude of the received wave, or the echoed wave might not meet the
aperture at all, depending on the aperture covering angle of view, thus the encoded information
about the medium would be partially or totally lost.

Attenuation

In the US imaging, the resolution is subjected to the so called resolution cell associated with
the wavelength of the transmitted and consequently reflected wave. The wavelength and frequency
(f) of the acoustic waves are related by the speed of sound such that f = ν/λ. The choice of ul-
trasound frequency for transducer is however, a trade off between the resolution and penetration
(attenuation). The high frequency ultrasonic wave is encountering relatively more diffusion events,
more rarefaction and compression over the course of propagation, thence smaller resolution cell
can be provided at the cost of higher attenuation. The main phenomena associated with attenua-
tion are absorption, refraction, reflection, scattering and diffraction. The first one is attributed
to the viscoelastic forces between neighboring particles, relaxation mechanism of protein [12] 3
and temperature gradient within or between soft tissues [122]. The associated absorption with
the viscosity is following a square law dependence relation, in contrast to the linear frequency
dependence via relaxation process. Refraction and reflection are caused by the variation in density
of the medium and depend on the angle of incidence taking place at the tissue interface, which
in general are obeying the equation 2.1. However, their impact on the energy of traveling wave in
soft tissues is low, in compare with the backscattering. Last but not least, the diffraction describes
the divergence of the wave as it migrates away from the source, but also the convergence of the
wave behind the reflecting (specular and diffusive) object and further the shape of the reflected
wavefront. Diffraction and refraction are both detouring the wavelets of the wavefront, but unlike

3. The attenuation of acoustic wave is phenomenally a different concept in porous structure such as bone.
Depending on the bone structure multiple effect such as viscous friction, scattering due to heterogeneity and mode
conversion are playing major roles of which none may happen in soft tissues.
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refraction, diffraction is a bending wave phenomenon that does not associated with the change in
speed of sound of the medium 4.

The diffraction, refraction and interference can be explained by Huygen’s wavelets which la-
ter augmented employed by Fresnel and further work of Kirchhoff [50], yet widely recognized as
Huygens-Fresnel principle. Huygen’s wavelets are imaginary sources of spherical waves populating
the entire surface of primary wavefront. At every time instance, the interference between these
secondary wavelets define the direction of propagation and the ensemble wavefront. The Kirch-
hoff rectifies this postulation by adding obliquity factor K(θ) to explain the direction dependent
behavior of wavelet which originally was assumed to be uniformly spherical.

K(θ) =
1

2
(1 + cos(θ)) (2.2)

If the Ψ (size of the obstruction, or reflector) be smaller than λ, all wavelets are in-phase by
default, thus the interference would be coherent and constructive. Therefore the wave will spread
out at large angle, or even can be considered as fully spherical in case of λ/2 or smaller. This is
similar to the Fourier analysis perspective, the infinitesimal source can produce an infinitely rich in
spatial frequency [60]. However, when the reflector size is Ψ� λ, the region where the wavelets are
constructively interfering would be limited to the region extending in front of the reflector, with
the same diameter. Outside the region, the destructive interference between wavelets is dominant.
Therefore, diffraction effect can explain the backscattering and reflection. Not to mention that
Huygen’s principle can be used to derive the Snell’s low in order to explain the reflection and
refraction [60].

The diffraction is attributed to the fluctuation between the acoustic particles in the vicinity of
the source and consequently set of wavelets constructive and destructive interference appears. This
behavior can be explained by Fresnel diffraction. The robust behavior begins where the coherence
movement between the particles causes a relatively uniform yet spreading out wavefront, known as
the far field and governed by Fraunhofer diffraction. Depending on the geometrical appearance of
the source relative to the wavelength of propagating wave, the pattern of divergence would differ
accordingly. A practical rule of thumb is separating near field from far field, given by :

z > ψ2/λ (2.3)

According to the Babinet’s principle [143], diffraction can explain the convergence of the wave
beyond the opaque (reflecting) object, in a similar fashion. For example the disturbance introduced
by an object smaller than λ to the migrating wave is negligible and the traveling wavefront remains
unaffected, as if the thin object is transparent. Meanwhile for the Ψ� λ, convergence of the edge
diffracted waves happens at "Poisson spot" in the transition zone between near field and far field.
This effect is similar to the flat transducer natural focus, which happens in the transition stage
between near field and far field and has the maximum intensity value.

znaturalfocus =
4ψ2 − λ2

4λ
(2.4)

given ψ as the size of transducer, or reflecting object. Also, for the disturbed wave by the obstruc-
tion, it can estimate the post obstruction behavior of traveling wavefront and in particular, the
distance the wavefront needs to converge such that the obstruction never happened.

Over the course of propagation, if the incident wave is not canceled due to the reflection, it
would further weakened due to absorption and diffraction, until the energy ultimately transfers to
the medium. The reciprocal relationship between the size of the source and the angle of divergence
causes faster attenuation of the wave energy. The rule of thumb is the 6 dB loss per doubling
migration distance.

Last but not least, if the acoustic wave is broadband, due to the frequency selectivity of at-
tenuation, the shape of the wave would change as well. Additionally it can be shown that when

4. The literal meaning of diffraction can be extracted from the Latin word diffringere, "breaking up into different
direction".
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the attenuation is related to the frequency of the wave, the acoustic velocity is also frequency
dependent [115]. Soft tissues have their own attenuation and scattering properties and those pro-
perties are distributed randomly in inhomogeneous samples. Additionally, orientation of the object
is another consideration factor. Muscle as an example, has illustrated lower attenuation for the
wave passing along the fiber than across the fibers, almost as half the value[168]. Therefore, the
selection of frequency components for the transmitting wave in PE imaging is of-course biased in
the favor of application.

Speckle

The insonified objects by a highly coherent wave are observed to acquire a peculiar granu-
lar structure. These ubiquitous structure are called speckle, are mainly considered undesirable,
stemmed from the individual scatterer varying in strength and position w.r.t. the aperture and
the wavelength of ultrasonic wave. The complex pattern bears relationship to the microscopic
properties of the insonified parenchymal tissue. Rather it appears chaotic and unordered and is
best described quantitatively by the methods of probability and statistics. Despite their random
appearance, the pattern remains the same for the relative stationary geometry between aperture
and object, an indication of their coherent level. Yet, slight change in the conditions will result to a
new pattern, to the extent that the strength for the same point can be totally different, suggesting
a dubious link to the tissue structure.

Speckles can be explained by the interference between wavelets of multiple scatterers with
particular phase angle, occupying one resolution cell. Depending on the nature of interference,
whether constructive or destructive, the gray value (strength) of the resolution cell is set. Overall
speckle is not desirable in many conditions and is considered as artifact adversely affecting the
quality of image, detectability of the small targets and deteriorating the resolution and contrast.
As a matter of fact, there are various approaches to reduce the speckle level, such as compounding
multiple acquisition varying in frequency, pulse length or scanning geometry [152] or applying
adaptive coherent factors [21, 63]. However, their level must be kept, even in lower scale, in order
to realize the boundaries of anechoic regions. Additionally, the appearance of speckle pattern is
not limited to the Rayleigh scatterers, leaving some room for tissue stratification [142] based on
their texture and adding further diagnostic value.

2.2.2 Ultrasonic transducers

The core of any acoustic imaging system is the transducer, a key element that allows the
ultrasonic wave being applied on the sample and record the interacted wave containing information.
Ultrasonic transducers perform the conversion of electrical energy to mechanical (ultrasound) and
vice versa, therefore are widely used as transmitters, receivers or transceivers (both) of ultrasonic
waves, ultimately defining the image quality. Although, the frontier of ultrasonic imaging has been
expanded owing to the advances in the ultrasonic transducer, yet paradoxically it remains as a
bottleneck for further advancing the application. For instance, the frequency of which the US
transducers are working effectively is limited to a certain range. Before broadband transducers,
non-linear and harmonic imaging were quite challenging. Also, the broad bandwidth comes with
lesser distortion and higher resolution for the final image.

Since 1927 that ultrasound has been introduced to the medical field [172], variety of forms,
size, materials and approaches are being practiced in order to optimize the generation or detection
of acoustic wave with desired properties. Among them, three major techniques are piezoelectric
transducers (PZT), micromachined ultrasound technique (MUT) and all-optical transducer, using
photoacoustic effect.

Piezoelectric transducer

As of today, the dominant technology for ultrasonic transducer is by the help of piezoelectric
materials. These include piezoelectric crystals (e.g quartz, LiNbO3), ceramics (e.g PbZrTiO3) and
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polymer films like polyvinylidene fluoride (PVDF). Indeed the preference is altering with applica-
tion, and that requires technical compromise. Taking ceramics PVDF, the acoustic impedance of
similar to human tissues allows a better mechanical coupling and more signal to noise ratio (SNR),
at the cost of low electromechanical coupling efficiency of polymer material. Meanwhile, ceramic
may not suffer from low electromechanical coupling but high dielectric constant and inflexible
surface are the draw backs.

A typical PZT transducer is composed of five layers, respectively a backing block, active pie-
zoelectric material, matching layer, lens and protective layer (wear plate). The characteristic of
PZT transducers namely, resonant frequency, electromechanical coupling coefficient, quality fac-
tor, impedance, beam profile are controlled by the properties of aforementioned composition. The
piezoelectric material is sandwiched by two electrodes and the combination allows the acousto-
electric translation. There exists a rule of thumb associating the first resonant frequency (fresonant)
of the material to its thickness (d) via speed of sound (ν) such that : fresonant = ν/2d. At this
frequency the material has the maximum deformation, leading to strong ultrasonic wave. While
resonating, the material produces range of frequencies in adjacent to resonating frequency drop-
ping in amplitude as it changes from fresonant. This range with amplitude of at least half of the
fresonant is called bandwidth (BW). The quality factor (Q) of the resonating system is related to
the generated bandwidth via following equation :

Q =
fresonant
BW

(2.5)

demonstrating the reciprocal relationship between BW and high Q system. High Q system is a
well isolated system from external forces inducing damping effect. Such a system is efficient in
terms of required energy for keep resonating at fresonant.

The backing block is made of a high attenuating material in order to damp the ringing of the
housing that causes extra vibration, therefore shortens the acousto-electric impulse, increasing the
bandwidth of the transducer. Alternatively, the bandwidth is shown to be increased by improving
the electromechanical coupling efficiency using multiple matching layers. In fact, the electrome-
chanical coupling efficiency is a measure of energy conversion efficiency and can be interpreted as
a measure of sensitivity as well. Thus the advantage of multiple matching layers is two fold. A
good example is PbZrTiO3 which is conventionally used in ceramic PZT, for its high piezoelec-
tric efficiency. Yet, its high acoustic impedance is associated with high reflection at the two ends,
leading to ringing effect and spurious reverberated echoes in the tissue and lower sensitivity. As a
remedy, the low acoustic impedance materials is added to ameliorate the mismatches effects and
increase the bandwidth as the matching layer operates at different frequencies [66].

The nature of protective layer is determined by the either of two modes of transducer, immersion
or contact. To maximize the transfer of acoustic wave, the quarter of wavelength thickness is
considered but sometimes deliberately thickened for wedging purposes. The lens is used to diffract
the generated acoustic wave, with focusing or defocusing purpose. However if the PZT materials
are flexible, the same effect might be achieved with no loss by bending the surface of transducer.
Yet, this bending is limited to certain degree.

Micromachined Ultrasonic Transducers

Micromachined ultrasonic transducers (MUTs) are moderately a new family of transducer ba-
sed on microelectromechanical systems (MEMS) technology. The technology is attractive from the
processing perspective where the micrometer precision is effectively improving the performance of
transducer, compact form factor and in case of array imaging, the consistency among the elements
behavior. There are two types of MUT transducers, capacitive MUT (CMUT) and piezoelectric
MUT (PMUT) being widely developed with great promises for medical ultrasound.
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CMUT

Since the invention in mid 90s [54], CMUT technology grabbed a lot of attentions specifically
in the medical ultrasound, owing to its moderately easier and more precise fabrication and broad
bandwidth response. As the name suggests, the transduction of energy is taking place by Coulomb
force between the capacitor plates. Suppose that only one plate is mobile, the basic principle
can be simplified as follows. The two plates are charged by a DC voltage (aka. bias voltage),
creating an electrostatic attraction force in between, which is being opposed by the stiffness of
the mobile plate resisting the attraction. Applying the electrical signal (AC) induces vibration
over the surface of mobile plate hence ultrasonic wave is being generated. Similarly, when the
mobile plate is subjected to the acoustic wave, the capacitance is being modulated relative to the
frequency of incident acoustic wave and that, an electronic signals will be generated knowing the
relationship between the capacitance (C), voltage (V ) and charge (q) hold as such C = q/V . The
generated current is a function of three variables, the bias voltage (DC voltage), the capacitance
and characteristic of incident wave.

The idea of using capacitive transducers 5 is dated back to 19th. The hurdle, however was the
required high electric field for a thin gap of capacitor in order to obtain the large coupling coefficient
in the same range as of PZTs. As it has been foreseen by Paul Langevin [68], it must be in order of
MV/m. According to the Paschen’s law, in such a condition the spark voltage can be avoided by
a very thin gap. This is achieved thanks to MEMs technologies which has allowed this centennial
idea to develop and being practiced. CMUT’s building blocks are cells made of micron size metal
plate (or membrane, top electrode) suspended over the vacuum gap of sub micros size and a fixed
plate (substrate, bottom electrode) normally made of silicon, together acting as a capacitor. For
the safety aspect, in medical application the transducer is being electrically insulated by coating
a layer of polymer on top of the metallic membrane [95].

The operating frequency of the system is a function of geometrical and mechanical properties
of the membrane. Analogously, actuation of CMUT is following the same principle as PZT, except
for the DC bias voltage that regulates the operation of CMUT, according to the aforementioned
formula. On transmit, the deriving current is inducing the attraction force on the electrodes,
deflecting the mobile electrode to the fixed one and upon release the membrane vibrates, creating
the acoustic wave. Since the cell size is very small, the desired acoustic wave is a result of multiple
cells populated and connected in parallel, operating in a synchronized manner. It is worthy to
mention that the generated acoustic frequency is corresponding to the frequency of the applied
current multiply by two. This is due to the unipolar property of the induced attraction force [39].
On reception, upon the incidence of the acoustic wave, a harmonic vibration of membrane changes
the C and as a result q, transducing acoustic energy into the electric signal.

In compare to the PZT, CMUTs are miniaturized capacitors that demonstrated a superior
performance w.r.t. the acoustic matching, size reduction, broader bandwidth, front-end electronics
and more flexibility for complex geometries. However, there are some challenging areas left to be
addressed such as transmit/receive sensitivity, acoustic crosstalk, high electrical impedance and
high bias voltage around 200 V [134].

PMUT

To many aspects, PMUTs are performing in the similar fashion as the CMUTs, except for the
fact that in PMUT fabrication piezoelectric material of micron size is being employed, instead
of the vaccum gap. The piezoelectric effect induces electric fields across the layers, which in turn
causes the actuation. Therefore, the bias voltage and small capacitance gap is no more required for
their operation [77]. They do this by offering higher capacitance and lower electrical impedance,
leading to lower parasitic capacitance and consecutively higher sensitivity and SNR [65]. The
thickness of piezoelectric film is between nanometer to 3 microns. It can be said that the resonant
frequency of PMUTs is not a function of piezoelectric layer thickness, but similar to CMUT,

5. Electrostatically actuated transducer by Edison and Dolbear [69].

13
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2017LYSEI027/these.pdf 
© [M. Azizian Kalkhoran], [2017], INSA Lyon, tous droits réservés



geometrical and mechanical properties of the membrane such as stiffness and intrinsic stress. The
challenge is placing a well defined thin yet piezoelectric materials, and that requires significant
effort and cost. For example, one particular challenge could be the fact that resonant frequency
is highly subjected to the membrane residual stress [53]. Therefore the applied stress T during
fabrication will dramatically alters the resonant frequency :

fresonant ∝
1

2πr2

√
DE

ρh
(2.6)

where r is the radius of membrane, DE is the flexular rigidity, ρ is the effective density and h
is the membrane thickness. T can dominate DE and alters the resonant frequency. As of today
many research groups are investigating the optimum fabrication techniques and materials for
PMUTs. Nonetheless, in compare to CMUT, PMUT is a younger technology and requires more
development.

Laser ultrasound and optical detectors

An attractive alternative to the MUT techniques is the all optical transducers in which photoa-
coustic effect has been employed for transmission of broadband signal and interferometric detectors
in reception. Instead of electronic signals, normally two laser are being input as a set of input and
output.

Over the years, variety of methodologies have been explored in order to ameliorate the trans-
duction of optical energy to tone-burst-like acoustic waves (i.e. laser ultrasound), among them
thermoelastic expansion [52] is recognized as a reliable mechanism. This transduction normally
happens by photo-exciting metals with ultra-short laser pulses [153] that is followed by photon
absorption, heat conversion ans thermoacoustic relaxation, leading to generation of coherent pho-
nons. Typically the irradiating light is focused with a focal spot size affecting the characteristic of
the generated wave. Despite the fact that metal sheets are alleviating difficulties associated with
fabrication, they are suffering from the low transduction efficiency, turn them to improper choice
for medical ultrasound. For this very reason, a mixture of polydimethylsiloxane (PDMS) (high
transduction efficiency) with black carbon (absorbent) is of favorite choices, obtaining over 20 dB
in transduction efficiency [19]. The thickness of material is yet another parameter affecting the
properties of generated acoustic wave. The aforementioned composite is acoustically attenuating
thus thinner material is of interest which in turn tailors the frequency properties of the genera-
ted wave. However, the major determining factor for frequency content of the acoustic generated
wave is the laser pulse duration, the shorter the duration of laser pulse, the higher frequencies
components will be induced. Normally, for ultrasonic imaging where the desired frequency is not
violating the range of 10 MHz, laser pulse in the order of 10 nsec is seemingly enough [84].

On the other side, for detection of an incoming acoustic wave, a common paradigm is the so
called active optical detection employing a thin polymer Fabry Pérot etalon [106]. The concept is
fairly easy, a pair of optically reflecting facing each other sandwiching the polymer is used as the
interface between the optical field and ultrasonic wave. The incident light from a continuous wave
(CW) laser goes through multiple reflection, producing interference pattern that depends on the
laser wavelength and optical path length. Upon incidence, the strain associated with ultrasonic
wave induces vibration on one of the mirrors, alters the thickness, changes the optical path,
modulate the optical pattern and finally the resonance condition, proportional to the amount
of displacement. The key to the sensitive system is the optical wavelength w.r.t. the surface
displacement, such that the altered phase can be measured. The resonance in the cavity happens
when the optical path length is equal to the integer multiple of wavelength. Etalon based detectors
are promising broader bandwidth of detection [10], omni-directional response and competitively
more sensitve response, much more compact. In fact the array of transmit/receive can be minimized
to micron size. As both measurement and excitation occurs optically, electronic errors are alleviated
as well. The limiting drawback of these system, are their laser dependent high cost.
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2.2.3 Array imaging

Otherwise focused transducers are normally used in macroscopic imaging, such as US-PE.
While the behavior of transmitted wave is solely determined by the geometrical shape of the
transmitting aperture (i.e. element/array), single element transducer is not able to sweep the
beam. Earlier in this chapter, it has been stated that array imaging is facilitating the volume
interrogation of the sample toward real time, by electronic steering the transmitted beam in the
desired location. The steering is possible by phase adjusting the array toward the specific location
or direction, such that the constructive interference only occurs at particular angle, destined for
the traveling wavefront. The dynamic directivity and steerability of the array in return, imposes
certain limit in the geometric positioning of the array "the λ/2 interelement spacing" 6. If the
transceivers are small enough to allow this happens, they act as a point source and the individual
near field would be too short that propagating wave are by their nature spherical. The interference
between the generated spherical waves allows only the ensemble wavefront survives in the focused
(or angled) direction. The rest of energy is going through the destructive interference, leading to
interferometric nulling, except for the wave from marginal elements (diffraction rays). In the far
field of the aperture (or at the focusing plane) the residual energy forms the diffraction lobes, also
known as side lobes. This can be rectified by apodization, a weighting technique that tailors the
amplitudes of generated wave source (elements) w.r.t. their location from the center of aperture,
at the expense of directivity and perhaps the achievable resolution.

From Fraunhofer approximation, far field pattern can be approximated by Fourier Transform
of the aperture. Intuitively it can be interpreted that interelement spacing larger than λ/2 violates
the Nyquist sampling criterion, and that yields spatial aliasing in the constructive interference
of the wavefront, The consequence is out of scope energy formations, known as grating lobe (1st
diffraction order). This has been discussed in detail by Johnson and Dudgeon [76]. If the desired
steering angle is not too aggressive, λ interelement spacing is a good compromise between the
generated energy, number of element and steerability. Considering a rectangle function for each
direction of rectangular element showcasing a uniform behavior over the entire surface, Π(x)Π(y)
represents one element behavior. This follows that the far field pattern of the element can be
approximated by sinc(u)sinc(v). Conceptually for transmission, it represents the beam patterns
while for receive, the spatial/angular sensitivity. A convolution by the comb function (III) can
extend this way of representation to an array with uniform interelement spacing. It is shown that
the periodicity in the array, introduces the periodicity in the beam pattern, creating off-axis replica
(grating lobe) of on-axis energy with lower amplitude. In polar coordinate, the grating lobes occurs
at 90◦ for array with λ interelement spacing and almost non for λ/2.

The array that contains the λ/2 characteristic is called phased array and can be classified
into three categories, linear, planar and annular. Linear array is composed of small elements ar-
ranged equidistantly in a simple line assembly 7. Thus steering/focusing is only take place in two
dimensions. Planar array is extending the properties of linear array into three dimension by re-
peating the element positioning in the second dimension, a matrix structure over the surface of
aperture. Annular array is categorized into two geometries. The first consist of a set of concentric
rings enabling the spherical focusing but the steerability remains fruitless. Other is called sectorial
(or segmented) annular [4], which is basically a set of elements distributed around one or mul-
tiple rings, has a higher capability of steering and focusing yet remained theoretical due to the
complexity in manufacturing.

Conventional linear arrays are mainly composed of 128 (also 192 and 256) elements along their
length, which is a reasonable compromise between aperture size, achievable resolution and number
of channel required to actively and individually control the elements. Planar arrays however, might
not benefit such an agreement as manufacturing a probe containing 128 × 128 = 16384 elements
is a formidable challenge in many regards, including electomechanical hinders, amount of data
to be processed and acquisition time. What commercial probes are offering does not violate 2880

6. This can be also attributed to the Huygens principle
7. if the wide angle of view is of interest, such as abdominal examination, the curvilinear arrays are more suitable.
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elements 8 and that, not all the elements are accessible simultaneously, mainly due to the limitation
in the available digital acquisition systems (DAQ) with limited accessible channel. At best, the
customized 1024 channels systems allow to derive 32× 32 elements of a matrix array 9.

The volume acquisition is possible synthetically, by mechanically rotating/tilting scan the 1D
linear array such that the pyramid-like volume can be reconstructed out of set of 2D images.
The offered resolution is generally higher than what is achievable with the 2D matrix probes
due to the number of elements for the synthetic aperture and aperture size. Nonetheless, such a
technique costs the real time acquisition and is limited to 40 volumes per second [33]. Therefore
pursuing dynamic acquisition for extracting functional information such as the brain functional
imaging [32], Doppler cardiography, cardiac electrophysiology and tumor mechanical properties is
left to 2D probes. The so called beamforming techniques allow to scan the volume by electronic
steering the beam over the volume via adjusting the time between the transmitting elements.
Beamforming can be used at both the transmitting and receiving ends in order to achieve spatial
selectivity, by selecting certain elements in a random fashion. The selection or sub-sampling of
the elements aims to avoid or minimize the periodicity in the position of elements [64]. In US PE,
this is done by monitoring or calculating the transmit-receive radiation pattern [144] and that
must null the cross-talk between the grating lobes in transmit energy and main lobe in receive
and vice versa. This rule is also followed for sparse arrays in order to find the optimum location
for the elements. The reciprocal relationship between the lateral resolution and aperture size and
on top of that avoiding the grating lobes might be met by random configuration of elements over
the surface of aperture. Often mentioned as sparse arrays [11], such an arrangement promises the
utilization of lesser but larger elements, achieving reasonable level of signal to noise ratio (SNR),
decrease computation load and mitigate the font-end complexity. Withal, the development of a
sparse 2D probe for 3D ultrasonic imaging remains as an attractive challenge and the optimum
configurations are still being investigated [131, 137] in order to achieve uniform insonification and
sensitivity pattern over the desired field of view and keeping the dynamic range between main
lobe to side lobe in a reasonable level.

Image formation

The image formation in US PE is basically performs by scanning the ultrasonic beam generated
by set of elements over the volume of interest, and recording the backscattered wave. The volume
can be reconstructed by relating the position of transmitting and receiving elements to the echoed
wave via time of flight. The spatial resolution in ultrasonic imaging is subjected to the quality
of the trains of produced beams, sequentially insonifying the sample. Evidently, the optimum
resolution provided by the aperture is achievable when the collected data by all transmit-receive
combinations are available, i.e. full matrix capture (FMC) synthetic aperture, enabling the total
focusing method (TFM). In this way, the investigating object is being insonified at all the available
angles provided by the elements of the aperture in a synthetic manner (hence, synthetic aperture).
The image reconstructed for every transmit-receive events is referred to as a projection. Therefore,
coherent compounding of the back projections will allow to reconstruct the final image 10.

The FMC or synthetic aperture focusing technique (SAFT) allows for focusing at every single
points inside the volume of interest in a simultaneous manner. For an aperture composed of N
elements, the FMC provides N × N projections to be processed. Therefore the calculation time
is increased with the increase in the number of elements, thus frame-rate is decreased. Another
drawbacks is the acoustic power transmitted by single element, degrading the SNR. To cope with,
sparse matrix capture (SMC) might be beneficial approach in a sense that the multiple employed
elements in the transmission, would increase the SNR yet reduce the acquisition time. In each
transmission, the employed elements are phase adjusted in a way to mimic the wave transmitted
from a virtual source behind the transducers.

8. Philips
9. Vermon

10. This would be further discussed in chapter 5.

16
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2017LYSEI027/these.pdf 
© [M. Azizian Kalkhoran], [2017], INSA Lyon, tous droits réservés



If the frame rate is of priority, then the plane wave imaging (PWI) might offer a good compro-
mise between the spatial resolution, SNR and acquisition time. Basically, at every transmission,
the delays are set such that the transmitted wave is a plane wave with a particular angular di-
rection. The focusing is happening dynamically in receive, by spatial compounding the projection
acquired from each angle. However, in order to provide a flawless wavefront, the periodic sampling
with ∼ λ spacing is indeed necessary. The utilization of all elements in every transmission event
makes this approach less prone to noise and attenuation, what affects the TFM. Therefore, TFM
is more practical for the array with larger elements yet lower in number, alias the sparse array.

2.3 Basic of Optoacoustic imaging

The optoacoustic imaging, also known as photoacoustic imaging is a unique methodology that
reconcile the merits of optical imaging with ultrasonic resolution. It is based on the photoacoustic
or more precisely photo-thermo-acoustic effect in which, the photons energy are translated to
broadband acoustic pulses, hence laser generated ultrasound. The rich and selective interaction
(specifically absorption) of the biological tissue with optical spectrum specifically within the visible
and therapeutic window, enables optical imaging technique as a potent tool to probe the tissue
specificity. Unlike the pure optical imaging that mainly rely on the ballistic photons, in optoacoustic
imaging light scattering does not compromise the resolution, as long as the scattered photons are
contributing to the generated acoustic pulse. In general, over the course of propagation in biological
tissue, ultrasonic wave experience much less scattering than optics and that is up to three order of
magnitude for soft tissues [37]. The advantage is furnishing the localization of optical absorbents
deeper than one transport mean free path [114], upto few centimeters in the tissue at ultrasonic
diffraction limit, of which the reconstruction is grounded. Thus this light in sound out technique
is composed of several phenomena involving with coupling of optics and acoustics physics.

2.3.1 Light propagation in tissue

Light propagation in biological tissue is stemmed from the nature of photon tissue interactions
susceptibility with tissue. Much like the ultrasonic wave, the electromagnetic waves are following
the same governing equations along the undisturbed path. Yet, for the medium as turbid as
biological tissue, where the scattering due to optical nonuniformity (refractive index) is highly
dominant events over the course of photons migration, the wave coherency would be lost beyond
certain regime, known as ballistic regime. Generally, light transport in turbid medium undergoes
two regimes, ballistic and diffusion, the length of each defined by the wavelength based optical
properties of the medium [114]. The ballistic is where the optical absorption is dominant while in
diffusion regime the scattering overtake while photons undergo random walk. The border can be
realized by so called mean free path (MFP), defined as 1/µt in which µt denotes the transport
coefficient and that is the sum of absorption coefficient µa and scattering coefficient µs. For
propagation distances < MFP, ballistic regime rules where µa ≥ µs and that can be followed
by geometrical optics.

Further, when multiple scattering events takes place, the photons are about diffused with a
random walk of step size 1/µ′s related to the reduced scattering coefficient µ′s = µs(1−g) in which g
denotes the anisotropic factor 11. The larger value for g is accompanied with more penetration due
to the more forward scattering and larger penetration depth [114]. To further classify regions, the
transport mean free path (TMFP) can be defined as 1/µ′s and that, for > TMFP where µ′s � µa,
which is the case for most of biological soft tissues, light is already diffused.

Therefore a more delineate formulation might be needed to approximate the multiple scattering
events. Generally, the radiative transfer equation (RTE) is more favorable due to its ability in
providing the explicit solution for majority of the cases. For a medium, the RTE is articulating
the optical properties in reference to the measurable quantities and that models the energy loss

11. Represents the mean cosine of scattering angle of all photons after single scattering with a value between
0.8-0.95 for biological tissue.
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by extinction (total attenuation) and divergence, over the course of migration. The space time
dependent equation for RTE is given by [59] :

1

c

∂L(~r, ŝ, t)

∂t
−∇L(~r, ŝ, t)ŝ) + µtL(~r, ŝ, t) =

µt
4π

∫
4π

L(~r, ŝ, t)p(ŝ, ŝ′)dŝ′ +Q(~r, ŝ, t) (2.7)

where c is the speed of light in the medium, Q is the source function and p(ŝ, ŝ′) normalized
differential scattering cross section, declaring the probability that photon scatters from direction
original direction ŝ to ŝ′. This equation is not trivial to be analytically solved for complex geome-
tries. One approach is employing numerical method to find the solution for RTE but at the cost of
time. The governing equation for propagating optical wave in the medium can be culled from the
solution to the RTE, of which the diffusion approximation takes over the hypothesis of isotropic
distribution of energy radiance (L) within the turbid medium. The diffusion approximation which
considers the biological tissue as accordant lattice, endeavors to solve RTE with a random walk
model [48]. The approach is popular owing to its mathematical tractability, is only valid in the
diffusion regime, hence the name diffuse photon density waves (DPDW). The first assumption to
derive the solution, is that the energy radiance L is only linearly anisotropic, thus

L(~r, ŝ, t)ŝ) =
1

4π
φ(~r, t) +

1

3π
J(r, t).ŝ

where

φ(~r, t) =

∫
4π

L(~r, ŝ, t)dŝ

(2.8)

By substituting the above equation into the equation 2.7, DPDW equation is given by [16] :

∂φ(r, t)

c ∂t
+ µaφ(~r, t)−D∇2φ(~r, t) = Q(~r, t) (2.9)

where D = 1/3(µa + µ′s) is the diffusion coefficient. The DPDW can be related to the Helmholtz
wave equation in frequency domain such that :

(∇2 + k2)Ψ(~r, ω) = −Q(~r, ω)

D
(2.10)

where k2 = −µaD and Ψ(~r, ω) = F{φ(~r, t); t → ω} is the Fourier transform of φ. The analytical
time dependent solution to the equation 2.10, for homogeneous medium exist and that can be
found in the job of Patterson [121] as such :

φq =
e−(r2/4Dct+µact)

(4πDct)3/2
(2.11)

The analytical solution for the spherical and cylindrical homogeneity, can be found in the
job of D. Boas et al. [16] which is further augmented by S. Li et.al [93] for the optoacoustic
sources embedded in the otherwise homogeneous turbid medium. Alternatively, Monte Carlo sto-
chastically simulates the single photon migration in tissue and through this way approximates the
energy radiance [162]. This method is also computationally expensive but considered as a gold
standard technique. Therefore, the light propagation is playing an important role in optoacoustic
imaging, specifically if the quantitative amount of chromophores based on the energy deposition
is of interest [94].
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2.3.2 Photon to phonon translation, origin of optical contrast

The propagating light in tissue encounters series of scattering and absorption effects of which
the second one is taken place by chemical structure of molecules known as chromophore. The
chromophore are recognized by the spectrum, the range of optical wavelength that they partially
absorb the energy and happens to be selective to the amount that delivers the high optical contrast
between the biological tissue with different ingredient of chromophores.

The photoacoustic effect is a series of energy conversion initiated by energy deposition of the
modulated light in time (or amplitude and frequency (chirp) [150]). The absorption gives rise to
slight temperature rise (< 0.1K) which is followed by thermo-elastic volume expansion and further
elastic relaxation. The vibration generates a broadband acoustic wave, encoding information about
the geometrical and perhaps chemical (spectroscopy) properties of the light absorbing structures.
The induction of acoustic wave can be taken place by either of optically short pulse laser (nano
second) of respectively high peak power or frequency modulation of respectively low mean power
continuous wave lasers [52]. In this section, we only touch the physics of the time domain approach
in photon to phonon conversion for biological imaging.

Time domain

The irradiation of the tissue by a short pulse laser leads to the energy deposition of photons in
the form of heat. The pulse length must be shorter than the thermal confinement to avoid thermal
diffusion as well stress confinement. The latter, also known as acoustic confinement is to ensure
that the energy would not dissipate in the form of acoustic wave, before its complete deposition.
The stress confined pulse length must be shorter than τ , given by :

τ =
l

ν
(2.12)

where l = 1/µt denotes the length of absorbent. In another word τν/l must be less than unity
otherwise the quality of the induced wave deteriorates. This condition allows the rapid transition
of adiabatic thermo-elastic effect in which the volume change (dV ) due to the heat deposition can
be expressed as :

dV = V (β∆T − κp0), (2.13)

where β is the volume expansion thermal coefficient, ∆T is the change in the temperature, κ is
the isotherm compressibility and p0 is the induced pressure. When the change in volume is much
smaller than the volume itself, i.e. dV

V = ε , the relation ship between the induced generated
pressure due to the deposited heat is given by [126] :

p0 =
βH(~r, t)

κρCp
(2.14)

knowing that ∆T = H(~r,t)
ρCp

with Cp denoting the heat capacity at constant pressure (volume),
ρ is the density and H is the rate of optical energy deposited per unit volume per unit time
(J.m−3.s−1), in the form of heat and is commensurate with the intensity of the laser. In fact, it can
be defined as the product of fluence of laser light and absorption coefficient of the chromophore
µa, H(~r, t) = µaφ. Moreover, since the pulse is short, the time dependency of the heat can
be approximated by Dirac delta function such that H(~r, t) = A(~r)δ(t), with A(~r) denoting the
spatial distribution of absorbed energy. Reforming above equation2.14, one can simplifies the above
equation further, by introducing the Grüneisen parameter Γ = β/κρCp

12. Therefore, the initial
induced pressure p0 is :

p0(r) = ΓA(~r). (2.15)

12. The Grüneisen parameter is a unitless parameter that relates the initial pressure to the absorbed energy and
can be interpreted as a measure of translatability of the photon to phonon, by the chromophore.
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The thermal confinement assumption for short pulse laser makes light of heat conduction thus
by detecting the pressure wave at the surface of tissue (p), one can approximate the location and
perhaps the amount of the chromophore containing structure (by calculating for the µa). Hence,
the acoustic response is encoded information about optical properties of the tissue. This is given
by the Green’s function approximation to the wave equation [165], such that :

∂2p(r, t)

∂t2
− ν2∇2p(~r, t) = ΓA(~r)

∴ p(~r, t) =
Γ

4πν2|~r − ~r0|
∂

∂t

(
δ(t− |~r − ~r0|

ν2
)

) (2.16)

This will be further discussed in chapter 3 section 3.2 and is used in chapter 5 for reconstruction
algorithms as is the objective of optoacoustic imaging. The frequency response of the generated
optoacoustic wave is a function of laser pulse duration and the size of absorber itself. For example,
lower frequency components are dominant in the spectrum of induced ultrasonic pulse by the
larger absorber. It is understood that for a finite size absorber, the interference between the
constituent pointlike optoacoustic sources are composing the final generated wave and that, can
be approximated by the convolution of Green’s function for point source and temporal envelop of
the deposited laser energy [116] :

p(~r, t) =
Γ

4πν2

∂

∂t

∫
A(r)

|~r − ~r0|
δ(t− |~r − ~r0|

ν2
) dr0 (2.17)

The explicit solution to the equation 2.17 is given for particular cases. For instance, the ana-
lytical model for a spherical absorber of radius a, being uniformly excited is expressed as [163] :

p0(r, t) =

{
Γ·(a−|r−ct|)·(r−ct)

2r if |t− r
ν | ≤

a
2ν

0 else
(2.18)

This gives rise to the bipolar N-shape signal of optoacoustic, a succession of compression
(positive) and rarefaction (negative) phase with temporal width indicative of the original size of
the source. For a point source equation 2.18 can be further reduced to Γ · (r − ct)/2r.

Boundary build-up effect

Speckle is the direct consequence of interaction between coherent wave and subresolution scat-
terers, followed by the interference between the backscattered wavelets with absolute randomized
phase. Unlike most of the coherent imaging system, optoacoustic is hinges upon the absorption
contrast rather than scattering. The superposition of wavelets from the subresolution absorbers
along the unified body however, experience slightly different interference that let them devoid
speckle. According to Z. Guo et al. [51] speckle formation can be attributed to the polarity of
the incoming (toward the detectors) wavelets and their initial phase. In US PE, depending on the
relative acoustic impedance of the scatterers w.r.t. the medium, the polarity can be flipped or
maintained which means positive and negative initial phase. While interfering, partial overlapping
of the out of phased and in phase wavelet results in random structure of the main wavefront. In
contrast, the simultaneous generation of optoacoustic waves with akin polarity (with leading com-
pression phase), yet randomized phase results in phase delay variation they propagate toward the
surface of the tissue, except for the boundaries neighborhood. This in turn, leads to the construc-
tive interference at boundaries, yet depending on the bulk object density (i.e. the distance between
the optoacoustic pointlike sources within the bulk absorbing structure should be less than their
size [30]), generated wavelets will cancel out for adjacent absorbers except for the boundaries,
where constructive interference yield the so called"build-up" effect, owing to the high correlation
among them.
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2.3.3 Optoacoustic image formation
One dimensional time resolved optoacoustic signals (A-scans) are collected by the ultrasonic

transducer/s and that enables the reconstruction of the volume or if preferred cross-sectional image.
Generally, optoacoustic imaging is divided into two main categories, microscopy and tomography.
Similar to other types of microscopes, either optical or acoustics, in optoacoustic microscopy
the focal area is scanned over the region or volume of interest. Normally, a focused ultrasonic
transducer is employed to enhance the sensitivity [164]. In optical resolution microscopies, the
optical and acoustic focal points are coincided, forming a confocal system. The light delivery can
take place by variety of shapes, included the dark field illumination with the transducer in the
center, optical fiber embedded in the center of the mono element transducer or forward mode
meaning that the sample is situated between illuminating optical fiber and ultrasonic transducer.
The spatial resolution can be defined by the employed focused ultrasonic transducer or optical
delivery system.

The optoacoustic tomography on the other hand, is employing unfocused (or defocused) ultra-
sonic transducer/s to form the image. The acquisition is taking place synthetically by scanning
monoelement transducer around the sample or using the array of elements. Deep OA imaging is
based on recording the unscattered yet diffracted acoustic waves which originally are induced by
absorbing the scattered photons. Unlike optical wave, the depth limiting of acoustic based ima-
ging is not scattering but attenuation. Practically speaking, the depth to resolution ratio in OA
is around 200 [14]. Nonetheless, the resolution is limited to the dynamic focusing provided by the
aperture, much like the ultrasound receive beamforming. The array can be of three geometries,
planar (linear in 2D) arrays ultrasound, concave (cylindrical or spherical) and circular arrays. The
latter is capable of providing the full view image quality (> π angular coverage) as the elements are
enclosing the object. Indeed, the view angle is an important factor in image quality which along the
number of elements are resolving the achievable spatial (angular) frequency 13 by the aperture. In
fact, accurate optoacoustic reconstruction is only insured when the sample is fully enclosed [177].
Yet, because of its geometry which encapsulates the whole sample, it may offer limited clinical
applications such as breast cancer [85, 40] and osteoarthritis [148]. The other two can be employed
in reflection mode and are more suitable for clinical applications. The planar geometry is used for
bimodal optoacoustic and ultrasound imaging, since the arrays are available with variety of fre-
quency response and the only challenge is coupling the optical delivery system [128, 61]. However,
due to their finite aperture size and limited element size (λ/2 interelement spacing), the quality
of delivered image is compromised. What is noteworthy is that the success of these arrays in US
PE imaging is due to the fact that the transmitted beam can be controlled, thus the investigating
volume is visited from multiple angles. Plus the fact that the SNR can be increased by increasing
the number of projections or focusing the beam inside the tissue. The number of projections in
optoacoustic imaging is limited to the number of elements. A reasonable comparison in terms of
SNR and resolution could be ultrasonic flash mode of imaging where acquisition is taking place by
only one transmission and that is an unfocused planar beam propagating normal to the aperture.
Hence, employing the conventional array for optoacoustic imaging is associated with limited-view
artifacts due to the lack of angular frequency. The optimum reconstruction only belongs to the
structure parallel to the array [127].

Last but not least, the concave geometries are a trade off between the circular and planar, with
promises of improving the angle of view, yet by enlarging the element size, SNR can be increased
as well [29, 40]. These arrays seems impeccable for only optoacoustic systems. Yet, their relatively
small field of view might not be interesting for bimodality such as OPUS as the advantages of
conventional ultrasonic images may not be met.

Regardless of the aperture geometry, the image formation is coming of two main form. The so
called back projection is a gold standard algorithm which is estimating the object by solving the
equation 2.17 for p0 = ΓA(r), for every recorded signal. Therefore, the final number of projections
is not exceeding the number of employed transducers, and that affects both SNR and resolution. In
practice, the concept is much like the ultrasonic delay and sum which is functioning based on time

13. More details can be found in chapter 4 section 4.2.2
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of flight. Both of these are based on the same assumption, detectors are having omni-directional
response with < λ interelement spacing. This is only true for the planar geometry. The second
approach is model based reconstruction in which the so called forward mode, the projection of
every voxel on the aperture, is measured or calculated and employed in sort of inverse problem.
The formation of such a model is pursued in chapter 3 while in chapter 5 which is designated to
image reconstruction, both of these approaches are explained and employed.
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2.4 Conclusion

In this chapter an effort has been made to provide a learning ground for the reader with the
principles of the two modalities of optoacoustic and ultrasound imaging. The chapter commenced
with the interaction of ultrasonic wave with biological tissue, and that is followed by the funda-
mental of ultrasonic imaging including the imposed rules by the physics of acoustics, ultrasonic
detectors and arrays which further leads to diffraction limited image formation. It was further
pursued by briefly touching the physical phenomena involved with photoacoustic effect, namely
optical wave propagation, light and sound coupling and optoacoustic wave generation. Through
out the chapter, the similarities and differences between the two modalities have been discussed in
order to pinpoint the crosscommunication and enabling the exploitation of possible complementary
values by tandem employment, hence leverage the gain from the same probe.
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CHAPITRE 3
A Discrete Imaging Model For Optoacoustic Ultrasound

Imaging

I am an artist’s model.

Albert Einstein

Abstract

The presented thesis is mainly concerned with the design and characterization of an
acoustic array to be used as a universal handheld probe. For that purpose, modeling
the behavior of the array and its performance as an imaging system is fundamental.
Generally this task is associated with solving the acoustic wave equation and its inter-
action with the active area of the array sensors. The main purpose of this chapter is
to derive a discrete linear model for optoacoustic (OA) and pulse echo (PE) ultrasonic
imaging based on the solution to the acoustic wave in linear regime.

3.1 Introduction

H
ybridizing optoacoustic and ultrasound imaging are facing some difficulties due to the
fundamental differences in the physics of the two modalities. Yet, rather than acoustic
wave generation, the physical phenomena in wave propagation and reception remain the
same. Following the aforementioned hypothesis, a model can be obtained that explain

the behavior of both modalities in imaging of the induced acoustic sources, irrespective of their
nature (optically induced or backscattering the transmitted wave).

The main purpose of such a model is to determine the detection aptitude of the array in sensing
the emanated acoustic wave from any point in the medium within the Field of View (FOV), given
the geometry and boundary conditions. In order to have a realistic model, the characteristics of
the sensors must be incorporated. These include the imposed diffraction effect by the finite size of
the sensor and acousto-electric characteristics of the transducer. The latter defines the frequency
response of the transducer and together with the former, they define the angle of vision parameter
for transceiver known as spatio-frequency response or directivity.

Thereby the aim of the presented chapter is to model the transmission (for US), propagation,
scattering and reception process. There are variety of the different approaches in modeling the
acoustic wave propagation. These include but not limited to fast near field method [103, 104],
analytical solution to the Rayleigh-Sommerfeld integral [180, 58, 146, 156], impulse response me-
thod [146, 99, 75] and angular spectrum method [140, 147]. The last two approaches are closely
interconnected. In fact, the relation between them can be explained by spatial-temporal Fou-
rier transform [145]. While the angular spectrum method determined the field on the plane of
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interest at particular time, the impulse response approach is more suitable for localizing the time-
depending wave [145] in space. The impulse response method is commonly used for characterization
of spatial-temporal characterization of the transient field due to its simplicity and comprehensive-
ness in determining the time dependent pressure at a given point. The approach which is based on
the Green’s function solution to the wave equation, simplifies the transient field as the convolution
between impulse response and the normal velocity at the source. The impulse response itself is
the convolution of acousto-electric impulse response (AIR) and spatial impulse response (SIR),
explaining the spatio-frequency response of the transducer in far field. SIR is determined by the
geometry of the active area of the transducer and its imposed boundary condition.

The remainder of the chapter is organized as follows. In section 3.2 we review the Green’s
function solution to the acoustic wave equation for a certain boundary condition. Using SIR,
section 3.3 showcases the effect of transducer geometry on the transient/received field. Analytical
solution to SIR has been derived for few geometries and will be briefly mentioned. Section 3.4
explains the formation of discrete linear model that represents the behavior of the array or total
system response which is determined by both AIR and SIR. It also discusses the reception model
which is formed as the average of incoming wave over the surface of transducer. The diffraction
effect and consequently the imposed low-pass filter caused by the averaging effect will be discussed.
Finally, section 3.5 discusses the main promises of IR such as calculation of acoustic radiation as
well as weighting factor in time-delay based reconstruction algorithms.

3.2 Green’s functions and acoustic wave equation

The governing equation for the acoustic wave propagating from the source within an isotropic
and homogeneous compressible medium is given by [44, 109]

∂2p(r, t)

∂t2
− ν2∇2p(r, t) = S(r, t), (3.1)

where ∇2 is the Laplace operator, the scalar function p(r, t) is the spatial r and temporal t
dependent acoustic pressure, ν is the speed of sound of the medium and S(r, t) is the deriving
function of acoustic source. One can also express the the wave equation in terms of velocity
potential φ, knowing its relation to the pressure :

p(r, t) = ρ0
∂2φ(r, t)

∂t2
, (3.2)

with ρ0 being the equilibrium density of the medium. For monochromatic wave, the above equation
can be stated otherwise, which is equivalent to Helmholtz’s equation

∇2φ(r) + κ2φ(r) = S(r), (3.3)

where κ = λ/2π is the wavenumber and λ is the wavelength corresponding the frequency of the
propagating wave. From the ultrasonic perspective, where PE is of interest, source can be consi-
dered as the excitation pulse to drive the transducer and will be denoted by St. On the reception,
source can be regarded separately as an insonified backscatterer providing a measure of reflecti-
vity [125] and will be denoted by Sr, which is a function of density and adiabatic compressibility.
It can be extended to OA, where sources which are optically absorbing mioties inside the medium,
being capable of absorbing and translating the incoming photons energy into the acoustic waves
via photoacoustic effect.

Irrespective of the source nature, one can derive the analytical solution to the wave equation,
using Green’s function [166, 146]. Considering the left hand side of the equation as a linear partial
differential equation, solving for p requires to inverse the differential operator. Green’s function is
playing the pivotal role here, as mathematically, it is the kernel of the inverse of the differential
operator. Otherwise stated, it is the response of the system to a point source Sp [100] or the
spatial impulse response. As a matter of fact, Green’s function can map the excitation pulse to
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the pressure field. The mathematics of this can be found elsewhere [108, 50], but generally the
time domain solution reduces to the time Helmholtz’s equation.

p(~r, t) =

∫
T

∫
Ω

(
p(~r0, t0)

∂G(~r − ~r0, t− t0)

∂n
−G(~r − ~r0, t− t0)

∂p(~r0, t0)

∂n

)
dΩdt0, (3.4)

where Ω is the enclosing surface, ∂/∂n signifying the partial derivative in the outward normal
direction at each point on the enclosing surface, ~r0 and t0 are initial position and time of wave at
the source and G(~r − ~r0, t− t0) is the Green’s function for a free space GF is defined as follow :

GF (~r − ~r0, t− t0) =
δ(t− t0 − |~r − ~r0| /ν)

4π |~r − ~r0|
, (3.5)

The physical interpretation of the above formula is nothing but spherical radiation of a point
source (i.e. impulse response of the medium). The Green’s function can be set to satisfy certain
set of conditions including the boundary and initial conditions. Depending on these conditions,
Helmholtz’s equation will be modified as well. A case in hand is when the US transducer is of
concern. These conditions normally are imposed by the type of baffle [109] and consequently alter
the IR. The free space Green’s function is explaining the case where the field is not disturbed. For
the case where the source (i.e. transducer) is situated on an acoustically rigid baffle (Ztrans �
Zbaffle

1), the contribution of the irradiated field is limited to the active surface area of the
transducer. Therefore the Green’s function for the hard surfaces GH can be reformulated as :

GH(~r − ~r0, t− t0) =
δ(t− t0 − |~r − ~r0| /ν)

2π |~r − ~r0|
, (3.6)

Considering the finite size of the transducer, the emitter wave is expected to be planar in the
near field. In such a condition, the normal derivative pressure is related to the source velocity such
that :

∂p(~r0, t)

∂n
= −ρ0

∂

∂t
νn(~r0, t), (3.7)

Thus, the equation 3.4 can be restated as well known First Rayleigh-Sommerfeld integral [132,
50] to model the PZT transducers.

p(~r, t) = ρ0
∂

∂t

∫
T

(∫
ΩR

νn(~r0, t0)
δ(t− t0 − |~r − ~r0| /ν)

2π |~r − ~r0|
dΩR

)
dt0, (3.8)

with ΩR being the active surface of the transducer and T the time span. For the case that the
normal velocity is constant over the surface of the transducer, the pressure can be rewritten as
the temporal convolution,

p(~r, t) = ρ0
∂

∂t
νn(t) ∗

(∫
ΩR

δ(t− |~r − ~r0| /ν)

2π |~r − ~r0|
dΩR

)
, (3.9)

The first term of the above convolution is attributed to the uniformly distributed normal
velocity over the transducer or acoustico-electric transfer function. If the transducer is being
derived by an excitation pulse, in transmission mode, the term incorporate the signal via an
internal convolution with the transducer AIR. The second term of the equation, the integral part,
is known as spatial impulse response (SIR) which is describing the acoustic wave propagation
from the transducer to the observation point r and/or the receive response to the incoming wave
originated at r0. Together they determine the spatio-frequency response of the transducer with an
active surface area of ΩR and acoustico-electric transfer function of ρ0

∂
∂tνn(t).

It worth noting that the radiation from the transducer is affected by the baffle type where the
transducer is embedded. In fact, the two other assumptions of free space (Ztrans = Zbaffle) and
soft baffle (Ztrans � Zbaffle) might be more adopted to the real case scenarios [31], specifically

1. Z denotes the acoustic impedance
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the pressure release soft baffle such a polymer is employed. Thence the SIR must be extended to a
more general case, where the boundary condition effect is incorporated, in order to have a realistic
model [50] :

hSIR(~r, t) =

∫
ΩR

δ(t− |~r − ~r0| /ν)

2π |~r − ~r0|
Ψ(α)dΩR (3.10)

with the directional dependent coefficient or obliquity term Ψ(α) ;

Ψ(α) =


1
2 [1− cos(α)] free space
cos(α) soft baffle
1 rigid baffle

where α is the angle between the normal vector and ~r0.

3.3 Numerical solutions for transducers impulse response

As indicated earlier, the emission, scattering and reception events in linear loss less acoustics
can be determined by solving IR equation. According to the Huygen’s principle, averaging the
spherical wave over the surface of the aperture will yield the solution to the impulse response
integral. However, the evaluation of the integral remains nontrivial and requires elaboration toward
the aperture geometries. The impulse response approach facilitates the estimation of acoustic field
behavior, for any planar aperture with arbitrary geometry, as long as the aperture outlines are
definable either analytically or numerically.

There exist the exact analytical solution to the SIR integral but only for a few simple geome-
tries such as planar rectangular [99, 138, 158] , planar circular [146], strip concave spherical shell
[42] and concave cylindrical [151]. Assuming that the outlines of the aperture is definable with
few parameters, the analytically solution is rather simple. However, as the number of intersec-
tion increases, more discontinuities will be introduced. To cope with, superposition of subdivided
region’s field has been practiced [99, 146].

In order to raise the capacity of SIR approach in estimation of arbitrary geometries (yet planar),
numerical implementation have been developed. By the means of discrete representation of the
Rayleigh integral or the trigonometric functions defined in polar coordinates [75, 25], it is possible
to address the arbitrary geometry, without far-field approximation.

3.3.1 Numerical solution for subdiced planar aperture
The method used through out this thesis is based on the arc approach in which the aperture

outline defining angles are sorted in favor of geometrical structure of the vibrating surface. Due
to reciprocity of the acoustic wave propagation [82], it is easier to formulate the projection of the
incoming spherical wave with radius r over the plane coincide with the aperture outlines. Then by
averaging the cutting arcs (Θi) within aperture outlines (di), IR can be retrieved. Consequently,
for any point in the volume, the true nature of field can be retrieved by SIR such that :

hSIR(~r, t) =

∫ Θ2

Θ1

∫ d2

d1

δ(t−R/ν)

2πR
Ψ(α)rdrdΘ, (3.11)

where R is the distance between the aperture and the source. By assuming rigid baffle for the sake
of simplicity we have :

R =
√
z2 + r2;

dR

dr
=

2r

2(z2 + r2)
=⇒ 2RdR = 2rdr;

∴ hSIR(~r, t) =
(Θ2 −Θ1)

2π

∫ √z2+r2

z

δ(t− |R|
ν

)dR.

(3.12)
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For any arbitrary aperture-geometry, knowing that R = t′c the above equation can be further
reduced to :

hSIR(~r, t) =
(Θ2 −Θ1)

2π
ν

∫ t2

t1

δ(t− t′)dt′,

=
ν(Θ2 −Θ1)

2π
,

(3.13)

where t1 and t2 are respectively the times when the emanated wave is intersected with the aperture
and where the intersection is outermost, the angles Θ1 and Θ2 are angles subtended at the pro-
jection of emanated spherical impulsive wave on the surface of the vibrating surface as illustrated
by Figure 3.1. For the case of wave with more than one contributing arc, then the SIR will modify

Figure 3.1: The response of the rectangular aperture to the spherical wave emanated from a point source. The
intersection between the aperture and the circular wavefront projection is defined by the two angles for evaluating
the Rayleigh integral.

as the summation of N contributing arc segments :

hSIR(~r, t) =
ν

2π

N∑
i=1

[Θ2
(i) −Θ1

(i)]. (3.14)

For a transducer embedded in rigid baffle, the nature of SIR is entirely defined by these inter-
sections where the arc in located. Therefore the calculation of the SIR can be formulated toward
finding the intersections of the aperture outlines with the emanated wave, sorting the angles Θ
and counting the arc segments meeting the aperture within the time span defined by t1 and t2.

Despite the advantages, yet the outlines might be tricky to deal with. The associated discon-
tinuity with the edges remains obtrusive for this formulation as well, giving rise to a very short
response to be sampled correctly for the interaction of rather small aperture with a wave emanated
from relative far distance. Additionally, the assumption of uniform vibration over the surface of the
aperture might be violated intentionally or inherent to the physics (i.e. soft baffle). The cases in
point are the focused (positive/negative) elements, aperture embedded in soft baffle, apodization
and even capacitive micromachined ultrasonic transducers (CMUT) elements that are demanding
for non-uniform membrane vibration simulation.

A proposed solution [124, 123] is based on the spatial-temporal discretization of the inte-
gral equation. Basically the aperture is represented by the summation of smaller composing sub-
apertures with each weighted and phased accordingly, with respect to the application of concern.
The integral equation of (3.11) can be modified to incorporate the weighting/delaying parameter
by extending the obliquity term (Ψ) to a more comprehensive factor (W ),

hSIR(~r, t) =

∫ Θ2

Θ1

∫ d2

d1

W (r,Θ)
δ(t−R/ν)

2πR
rdrdΘ (3.15)

Solving as before turn the application of W into the convolution integral with a delta function
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that yields

hSIR(~r, t) =
ν

2π

∫ Θ2

Θ1

∫ t2

t1

W (t′,Θ)δ(t− t′)dt′dΘ;

=
ν

2π

∫ Θ2

Θ1

W (t,Θ)

(3.16)

Now if the aperture surface is virtually divided into a set L sub-apertures,

hSIR(~r, t) =
ν

2π

L∑
l=0

W l[Θ2
(l) −Θ1

(l)]. (3.17)

Indeed, the accuracy of the method is depending on the size of the sampling rate. One should
note that the oversampling introduced noise is being simply filtered by the frequency response of
the aperture and therefore can be ignored. To solve for Θ, the sub-apertures can be approximated
by set of boundary lines making a polygon toward the geometry of its original shape [75]. The
numerical calculation.The arc projections are found for every temporal sample as it is shown in
Figure 3.1 and accordingly if the projection is intersecting with the lines, then the segment of the
arc projected on aperture is added to the sum.

For every given voxel in a discrete medium, the SIR of the transducer can be calculated.
Depending on the location of the voxel, the SIR and consequently the received pressure signal
is altered correspondingly. Figure 3.2 illustrates the SIR subjection to the voxel’s location. The
SIR of a planar rectangular aperture/transducer is calculate for four voxels in the medium and is
depicted individually. for the sake of visualization, the initial time is not considered. The growth
in SIR to the saturation point is shorter for the voxels in front of the transducer but the long tail
due to the longer width of active surface area. The latter is short instead, for the voxels further
away as the relative distance is shrinking, thus faster decay is expected.

Figure 3.2: The calculated SIRs and received signals for 4 points/voxels in the 3D volume, w.r.t. the planar
rectangular aperture. The SIR’s voxel location dependency and the introduced distortion on the received signal is
illustrated. The applied excitation pulse is of delta shape in order to make the transmit and receive events akin.
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3.4 Discrete-domain model based on Impulse Response

Until here, an adequately reliable estimation of the ultrasonic transducer behavior in transmit-
ting or receiving the acoustic wave using IR method has been obtained. Yet, an imaging system is
composed of multiple elements (or one scanning element), known as array of transducers, which
allows to focus the wave inside the medium and perform the imaging. In order to mimic the focu-
sing effect, characterize the imaging performance of such a system and to show case its potent in
true estimation of the medium properties, it is necessary to develop a model that counts for the
wave propagation to/from any point in the medium and thereby explain the focusing. In order to
make the model realistic, it is critical to take the spatio-spectral properties of the transducer and
other related phenomenon into account.

Hence, the model is not only critical for performance characterization but design of the ar-
ray/imaging system and further task optimization. Aside from the performance assessment which
will be discussed in chapter 4, such a model has dramatic impacts on the quality of final image,
if employed in the framework of image reconstructing. By obtaining a reliable model, it is in-
deed possible to relax the restriction imposed by the conventional algorithm based on analytical
solution. Chapter 5 is specified to this subject.

Our intention in this section is to develop a mathematical model of underlying macroscopic
physical phenomena of acoustic wave interactions, based on the IR method, for every point within
the field of view of the imaging system. The nonlinear wave propagation and multiple scattering
are ignored, on account of directness rather than ease. Further, assuming that no prior information
is available from the media, the shadowing effect induced by highly reflective object, absorption
loss, multiple reflection and speed of sound mismatches are neglected, yet they can be integrated
toward the specified task. If available for OA imaging, the model can also include the propagation
of exciting photon as an adaptive weighting factor on account of light absorption of transient
intensity. A good discussion on this subject can be found in [105].

A linear discrete forward model for an idealized discrete-time linear shift-variant system is
derived by modeling a spherical acoustic wave generated by a point source. The medium within
FOV is considered as a discrete three dimension grid structure, with each voxel accommodating
a source point. It can be assumed that the sources are uncorrelated bipoles (OA) or monopoles
(US), arranged equidistantly apart in a lattice structure with inter-spacing of at least diffraction
limit.

Using the Rayleigh integral, we can cast the point source as an aperture smaller than the
wavelength of the migrating wave λ [176, 89].

Sk(rs, t) =

∫
V

A(r)
∂

∂t

δ(t− |rs − rn| /ν)

4π |rs − rn|
drs3,

= A(r)
δ(t− |rs − rn| /ν)

4π |rs − rn|
,

(3.18)

where (rs − rn) represents the distance between the detector and source. A(r) is a non-negative
bounded and compactly supported function, incorporating the elementary surface of the Sk(rs, t).
Generally, A(r) is a signal in the form of a delta function. The elementary surface or cross-sectional
area of the source is the property of the investigating object but the insonification angle as well. De-
pending on FOV and the way the sources are being induced in the object, S(r) can be expresses as,

S(r) =

{
A(r) for r ∈ FOV
0 otherwise

From equation 3.9 we know that the recorded pressure in linear system can be approximated
by the convolution of three terms : AIR, SIR and the excitation signal. Along with AIR, SIR
stands for the spatial variant low pass filter in a linear shift invariant system, otherwise known as
transfer function relating the pressure wave of the kth source Sk to the recorded pressure Urec of

31
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2017LYSEI027/these.pdf 
© [M. Azizian Kalkhoran], [2017], INSA Lyon, tous droits réservés



the nth element of the array.

Yn
rec(r, t) =

∑
r∈FOV

hAIRn (t) ∗ hSIRn (r, t) ∗ Sk(rs − rn),

hIRn = hAIRn (t) ∗ hSIRn (rs − rn, t),
(3.19)

where the impulse response hIRn has been sampled temporally and discretized to be consist of L
finite samples.

Expanding the formula for every discretized point in the medium within the aperture field of
view yields to a time-discrete matrix representation of the above formula.

Yn
rec = M · Skx,y,z. (3.20)

Similarly FOV can be discretized in Cartesian coordinates, in order to represent the target volume
in a grid meshwork of X,Y,Z mesh or pixels.

Figure 3.3: Depiction of the emanating wave from a source (shown by red) in the discretized FOV (blue lattice)
and it’s intersection with the surface of ultrasonic transducer. Only the portion of spherical wave that is intersecting
with the active area of transducer is presented. The rest of spherical wave is not being sensed by the transducer
and that, the finite size of the aperture introduces a low pass filter with cutoff in the angular frequencies to the
source wave.

Figure 3.3 illustrates the spherical acoustic wave irradiated from a source in the discretized
FOV, containing a set K sources in the FOV, to the array of N transducers placed on the sensor
place. Each transducer is capable of recording the incident pressure wave emanated by any of
the sources in the medium. The received signal is the response of the transducer to an ensemble
of incident signals from set of excited sources. We use the vector representation for the point
sources signals for all sources as Skx,y,z = [S1, S2, ..., SK ]T . Similarly, the recorded signals from
any source located at within the FOV by the array can be represented in the vector format as
Yn

rec = [Y1, Y2, ..., YN ]T . Knowing the transfer function, it is actually the discrete matrix model
MJ×K (also known as the transfer function and imaging operator) that describes the response of
the transducers to a set of control points acting in the FOV as point sources in the object and
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vice-versa :

M =



hIR(1,1) hIR(1,2)

hIR(2,1) hIR(2,2)

· · ·
hIR(1,N)

hIR(2,N)

...
. . .

...

hIR(K,1) hIR(K,2) · · · hIR(K,N)


(3.21)

The J × N model matrix exemplifies the aperture properties with each column containing
the N time-sampled spatio-acousto-electrical impulse of size L for each receiving element to the
source at the pixel k, 1 ≤ k ≤ K. Let N denotes the number of sensors, then the final matrix is
containing the response of all sensors, being vertically concatenated such that J = K × L. The
vector representation of the equation (3.20), in an lexicographical showcases the matrix convolution
transform, withM as the imaging operator (kernel) for the reconstruction. On the other handM is
the transfer matrix containing valuable information about the designed imaging system, discussed
in Chapter 4.

3.5 IR model matrix otherwise interpretation

Given a linear imaging system, the spatial impulse response of the system is often treated
as the kernel or point spread function (PSF), allowing to realize the anisotropic degradation in
spatial and angular frequency response of the system. Meanwhile, it is possible to identify the
effective geometrical parameters associated with the ultrasonic field and in particular, ability of
focusing and spatial sensitivity. However the physical interpretation of IR is not limited here. The
IR provides a fruitful model with invaluable information w.r.t. the system characterization. In this
section we briefly mention those which we find useful in the reconstruction algorithm.

3.5.1 Transient field

In the conventional pulse echo ultrasound, it is crucial to simulate the transient field as well as
sensitivity field of the aperture. Due to the acoustic reciprocity theorem, the two are highly ana-
logous. Depending on the geometrical parameters of individual transducer, the spectral operation
and consequently the bandwidth of the transducer is highly spatial dependent. This property is
also known as directive response, as mentioned in Chapter 2. For example, for a sensor of λ/2 size,
the response is approximately omnidirectional. For an unfocused planar transducer, owing to the
diffraction nature of the wave, the near field extends and consequently angular response becomes
narrower with the active surface area. With the help of acoustic lens, or spherical curvature, the
wavefronts, which can be considered as semi-plane wave as long as they are in the near field, are
refracted to the focal point and compromise a diffraction pattern defined by Fraunhoffer diffrac-
tion [60]. In receive also, the emitted wave from the source can be regarded as a set of emitted
plane wave, which can be partially collected by a sensor. The focused sensors collect or emit more
of these semi-plane waves in compare to the unfocused array, as long as the object of interest is
accommodated in the focal point, yet the sensitivity drops dramatically, for the out of plane areas.
The number of required semi-plane wave, Np, to define the monochromatic field in the near field,
has a been approximated by Fresnel such that :

Np =
2δ

λ
tan−1

(
D

2F

)
,

where D and F are respectively the diameter (or length) and focal point of the transducer, and δ
the diffraction limited focal point lateral width. On the other hand the negative focused transducer
(convex) are considering a virtual focusing point behind the transducer, therefore expanding the

33
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2017LYSEI027/these.pdf 
© [M. Azizian Kalkhoran], [2017], INSA Lyon, tous droits réservés



angular vision of the sensor, albeit at the cost of lesser averaging surface for the incoming/emitting
semi-plane wave and therefore lesser transducing efficiency. Using IR, the transient pressure field
which is similar to the receive, can be visualize. Figure 3.4 is showing the transient pressure field
of the four cases calculated using spatial impulse response method.

Figure 3.4: Logarithmic scale of the calculated transient pressure on the x-z plane for transducers with different
geometry, from left to right, planar circular, positively focused concave circular (focal point set at 15mm), negatively
focused convex circular, (focal point at -15mm) and point source. The transducer central frequency is set at 5MHz
with 60% fractional bandwidth. The diameter of circular transducer is 12 mm. The contour shows the -6 dB w.r.t.
the maximum pressure generate at the surface of the transducer, to mark the location where the field strength
remain 50% of its maximum value.

The excitation pulse is set to delta in order to keep the transient field analogous to the sensi-
tivity field. However, if the interest is on calculation of the exact sensitivity field, the contribution
of each pixel must be explicitly assigned and attributed solely to that pixel. The voxel crosstalk
matrix approach in chapter 4 section 4.2.1 will discuss how to obtain such a field in detail. Yet,
this approach is useful in order to correct for the energy propagation and has a significant effect
as an adaptive weighting factor [78] in delay-and-sum based algorithms.

3.5.2 Weighting factor
The system impulse response can be also employed as the weighting factor, for correction of

the energy, in particular for reconstruction algorithms based on the analytical solutions. This
is the case for back-projection algorithm and its correspondent pulse-echo ultrasound imaging,
synthetic aperture focusing technique. The principle of these algorithms is already discussed in
chapter 2. Briefly, it is based on the assumption that the neighboring sensors are sharing part of the
volume within their angular vision, and for those regions, the focusing is possible by phasing and
overlapping the received signal, follows by backprojection to reconstruct the point. Moreover, it is
possible to treat the focused point as a virtual source, and by further post-processing, increase the
depth of imaging [46, 91] and correct for the smearing effect due to overlapping the signals. There
have been developed variety of adaptive weighting factors in order to improve the focused regions
and out of focus smearing. Generally, they weight the signal or the reconstructed projections by
the spatially adaptive factor of the size of the image/signal. Therefore, for every point the image
is being weighted w.r.t. the coherency between the compounded pixels (or summed signals). Yet,
for the out of focus regions closer to the sensor, where the pixel is confined to few or even one
element projection, this weighting factor is ineffective. The situation is visualized by Figure 3.5,
in which the possibility of focusing (beam forming) for the points in the far field (i.e. green) is
illustrated. Localization of the points in the near field (i.e. blue) is blurred to the wavefront line
(corresponding to the delay) as they are restricted to only one transducer.
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Figure 3.5: The schematic of the view angle of two staring transducer (width� λ). The flat lines are indicating
the near field where the waves have not been diffracted (diverged) yet. The points are implying the acoustic sources,
in three colors indicating their visibility on the corresponding wave-fronts (lines) where the array may or may not
localized them based on their location.

As stated in the previous section, the near field expands with the size of the aperture. The
larger element also means higher averaging over the surface of the transducer, which despite the
imposed diffraction, it is useful where the SNR is low, such as the case for optoacoustic or SAFT
based total focusing pulse echo. The inherent advantage of spatial impulse response as a weighting
factor is more vivid for these areas, where the response of every point is calculable, regardless of the
location of the point. From previous sections, we know that SIR can explain the modulation in the
strength and shape of the received signals. In the other words, it is possible to model the imposed
cutoff frequency on both the spatial (angular) and temporal (averaging) frequency of the acoustic
wave. In their work, Turner et al. employed an adaptive weighting map based on SIR in virtual
source SAFT. Their weighting factor adaptively takes into account the overall contribution of SIR
for the incoming signal [157]. Alternatively it is also possible to weight the analytically solution by
looking into the spectrum of each pixel-element SIR and weighting the signal accordingly, based
on its frequency compartment. Hence, the reconstruction algorithm counts for the spatial-spectral
discrepancies introduced by the size and shape of the element to the recorded signals and further,
the associated and to be compounded projections [78]. The latter is rather more adaptive, and the
weighting accommodates toward the relative transfer function (SIR). In chapter 5 section( 5.3.1),
this method will be discussed in details.

3.5.3 The aperture limited view
In order to focus the ultrasonic wave using phase array or retrieve a point source, the simple

trick is to modify the phase and amplitude of individual element’s (transceiver) signal in a way to
compensate for the distortion caused by the linear time invariant system. The introduced distortion
is better understood by excavating the information contained in the model matrix. As represented
by figure 3.3, in the reflective or back-ward mode of imaging, the system is only able to partially
recover the spherical wave. The finite size of the aperture is acting as a low pass filter in the
angular frequency of the incoming wave, results in a diffraction limited resolution.

The loss of information due to the limited aperture, indeed is integrated in the IR matrix,
along with the averaging over the surface of transducer, explained earlier. It is known that each
component of the Fourier transform of the impulse responses, is the transfer function associated
with that component, estimating the spatio-temporal filter in the angular frequency. In fact, the
transfer matrix contains the transfer functions between the aperture to the object points or sources.
If the source/object plane be parallel and co-aligned with the imaging plane (where the traducers
are located), the number of angular frequency can be associated with the number of plane wave.
Basically the spherical wave can be decomposed to a set of plane wave ; each with a particular
angular frequency ω and wave number κ. In this very case ω and κ are replaceable via κ = 2π/λ '
ω/ν. If we express equation 3.5 in frequency domain, for a given point in 3D space in Cartesian
coordinate, we can expand it to Weyl’s integral [169] such that ;

GF (x, y, z, ω) =
eiκ
√
x2+y2+z2

4π
√
x2 + y2 + z2

35
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2017LYSEI027/these.pdf 
© [M. Azizian Kalkhoran], [2017], INSA Lyon, tous droits réservés



Assuming homogeneity by ignoring the evanescence waves (κz =
√
κ2 − κ2

x − κ2
y) ;

GF (x, y, z, ω) =
i

2(2π)
2

∫ ∞
−∞

∫ ∞
−∞

ei|z|
√
κ2−κ2

x−κ2
y√

κ2 − κ2
x − κ2

y

ei(κx.x+κy.y)dκxdκy (3.22)

The physical interpretation of Weyl’s integral is nothing but representation of decomposed
spherical wave as a set of plane waves angular spectrum.

This a very important property to express how many plane waves or degree of freedom we can
achieve with the aperture in hand for a given point, in order to focus the acoustic wave or define
the wave emitted from the point as depicted by Figure 3.6.

Figure 3.6: Schematic diagram for visualization of linear array limited view angle. Left : a point source in the
medium emitting spherical wave ; middle : the ability of the linear array to back-propagate the received angular
frequency in order to focus on the point by time inversion of the array signals ; and right : generated angular
frequency by the array to mimic the spherical wave as a set of decomposed plane waves. The schematic shows the
spatial variance of the array in recovering/receiving the angular frequency of the source from the medium

Additionally, the limited aperture has been a consideration point to assign the limit in sensi-
bility of the aperture to the angle incoming plane wave. This is highly depending on the relative
orientation between detection and source plane that discussed in the reference [127]. Figure 3.7
represents this reciprocity between a linear array and a needle like structure, with different orienta-
tion (left). The reconstructed data (left) only manage to reproduce part of the structure for which,
the emanated wave has been detected by the the array. As the tilting angle is increasing toward
the normal degree, the ability is gradually lost. We explain how we can exploit these information
by eigen analysis of the transfer matrix, in chapter 4 section 4.2.2.

.

Figure 3.7: The angular sensitivity of linear array to the incoming wave from the object with different relative
orientation. Left : The original optoacoustic spike-like object, with each is emitting an isotropic semi-plane wave
with specific angular frequency ; Right : the reconstructed image. For both simulation and reconstruction,k-wave
toolbox has been employed [155]
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3.6 Conclusion

In this chapter, a discrete model has been developed for acoustic calculations in interacting
acoustic wave with the OPUS imaging system composed of tranceiving elements. The calculation
is based on the system impulse response that relates the source to the recorded signal by the
convolution between the source strength and the transfer function of the medium, therefore the
ability of aperture in focusing and retrieving the physical properties of the medium is reproducible.
Within the framework of this method, the model that describes the imaging performance of any
imaging system can be developed. The method has been implemented in matlab software to
showcase its potentials in accurately defining the wave propagation in the loss less medium and
its interaction with both the detecting and emitting aperture, in order to estimate the transient
or sensitivity field. I presented the derivation of the model for the linear time invariant system
of imaging. Multiple effects, describing the wave generation, propagation and reception events,
required for designing an imaging system is incorporated in the model. This includes the spatio-
temporal low pass filtering for individual transducer in the array due to the finite size of the element
and the angular low pass filtering due to the limited angle of view of the overall aperture. The
model can be adopted to the the prior knowledge of the transducer and more generally aperture
behavior in transmitting and receiving the wave into the discretized loss less medium.

Using this model, I can study and assess the performance of the OPUS imaging system and
extract information regarding the spatial sensitivity field, achievable spectral information and the
ability of the imaging system in resolving the sources in the medium (discrete points). These
properties will be discussed in details in the next chapter for geometrical designing of the array.
Furthermore, as the model contains the system behavior information, as an estimator can be used
for the reconstruction in order to increase the accuracy of the output OPUS images. The process
is also known as deconvolution and will be discussed in chapter 5.
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CHAPITRE 4
Design and characterization of the OPUS handheld probe

The grand aim of all science is to
cover the greatest number of
empirical facts by logical
deduction from the smallest
number of hypothesis and axioms.

Albert Einstein

Abstract

Hybridizing optoacoustic and ultrasound imaging comes with the promises of deli-
vering the complementary morphological, functional and metabolic information of
the tissue. The present chapter is exploring the optimal geometrical properties for a
handheld probe for volumetric OPUS imaging, being capable of addressing the re-
quirements of both imaging systems. In order to find the optimal parameters and
further assess and optimize the performance characteristics of both imaging systems,
series of evaluations studies and analysis in the context of pre-reconstruction model
(i.e. transfer matrix) were carried out. The evaluation took place by means of voxel
crosstalk analysis and eigenanalysis, revealing information about the spatial sensiti-
vity, aliasing and ability of focusing on specific target. Based on these benchmarks,
the optimum design parameters of the transducer is proposed in terms of number and
size of the elements, arrangement and aperture dimension. We believe that our design
facilitates the transformation from bench to bedside with great capacities for clinical
imaging.

4.1 Introduction

T
he first and foremost objective of any imaging system is to acquire the localized infor-
mation about the physical properties of the investigating medium. In medical imaging,
the captured data are needed to be inferred to as a set of anatomical and/or physio-
logical meanings about the tissue or its components. Assessing the fidelity, efficiency

and the overall performance of the imaging system in capturing and localizing the ”quanta” is a
milestone in the design of imaging system.

Given the increasing role of OPUS imaging in molecular interrogation for clinical and preclinical
studies, there have been significant efforts and advances in the design and development of this
hybrid imaging system. On the practical basis, majority of the designed systems are optimized
toward performing a specified task. Such is the case for transvaginal probe [87], rectal probe [15,
38], intravascular probes [72, 86, 28] and mammographic systems [174, 40, 85]. The benefits of
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hybridizing these two modalities are becoming more evident where the functional information is
required to be localized on the basis of anatomical structure.

For a single purpose probe with specified task, the system performance can directly assessed
and optimized simply via task-related metrics. In that case, a consequential assessment correlates
the performance of an imaging system with the given tasks for which the system was intended on.
For example, it is possible to increase the sensitivity of OA imaging by optimizing the light deli-
very systems. This is the case for minimally invasive procedures where the interstitial illumination
light delivery [86, 38] is an option. Also, if the sample can be enclosed by detectors and exposed
by multiple directions, as is the case for breast, the number of projections with moderately larger
elements [40, 85] are two parameters enhancing the performance. By contrast, multi-purpose por-
table imaging systems are limited to the task based optimization, since optimization for specific
task might not be persuasive to others. To begin with, maximizing the projection angle is limited
to the ease of tissue access and optimizing the illumination is highly biased procedure toward the
assigned task, aside from being minimally invasive.

The early attempts took place by integrating the light delivery system such as optical fibers
with the commercially available standard US transducers. This trend is being practiced on 2D
images using linear array transducers, mainly due to their availability, low cost and moderately
simple assembly requirements. Replicating this fashion for the 3D imaging with the two dimen-
sional matrix arrays is demanding and nontrivial. It is needless to say that in volumetric imaging,
providing a high resolution window into the anatomical and physiological properties of the in-
vestigating tissue is closely bounded to the probe characteristics and its ability to extract the
information.

In OPUS imaging, distinctive features of the tissue, including location, size, shape, and phy-
siological activities are encoded in the pressure waves, either optically via photoacoustic effect or
as a measure of reflectivity to the emanated pressure wave (pulse-echo). In that sense the goal of
OPUS imaging system is two fold ;

1. Optimize the radiation field in order to stimulate the interaction between the transmitted
wave (optical or ultrasonic) and object within the window of the volume of interest (VOI),
hence generating virtual sources,

2. Estimate the distribution of the sources by detecting the emanated wave from the induced
virtual sources at the surface of the medium.

The first task is associated with differences exist in the perspective of the two modalities,
mainly due to the nature of irradiating wave. In general, there are more degrees of freedom for
ultrasonic transmission, as the speed of sound and degree of coherency of the acoustic waves accede
the electronic beamforming for focusing or steering purposes, even-though with imposing certain
constraint in the array geometry. The ability of multiplying the transmission event of course is
accompanied with higher resolution and signal-to-noise ratio (SNR), owing to the increase in
number of projections and angle of view. On the other hand, in OA imaging, source generation
is fundamentally a different process. Optically absorbing moieties are translating the absorbed
photon into broadband acoustic pulses. As the speed of light is 6 order of magnitude higher
than speed of sound in soft tissues, the generation of acoustic waves by the induced sources can be
considered as a simultaneous event that happens upon the laser pulse incident. In terms of number
of obtained projections, it is analogous to flash mode of imaging for pulse echo ultrasound, where
all the elements are derived at the same time with no phase delay. Hence the quality of the final
image is limited to the number of projections provided by each receiving elements.

In the pursue of analogy, OA has another limitation which emerges from the interaction of
optical wave with biological tissue. The optical photons are subjected to decoherence over the
course of propagation beyond microscopic level, which gives rise to high attenuation. Despite the
efforts in wave-front shaping [27], controlling the light or even explaining the behavior of photons
migration in biological tissue in diffusive regime remained challenging. However, transition of light
from ballistic to diffusive regime by virtue of multiple scattering events brings about the optical
coverage for the entire VOI, which is optimally equal to the FOV of the receive aperture. Indeed,
as long as the scattered photons are being absorbed, they contribute to the optically induced
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acoustic wave. Yet, scattering limits the penetration depth, and leaves the deeper moieties with
much lesser photons, hence lower SNR.

The effective penetration of the light is the function of optical properties of the tissue, pulse
repetition rate, radiant energy, beam diameter and illumination angle, out of which the last three
are modifiable but the compromise is constraint to the maximum permissible exposure (MPE)
provided by the American National Standard Institute (ANSI) safety standard [1]. Deep light
deliver requires high energy, yet by expanding the light beam diameter, the optical fluence will
increase [81]. Moreover, it is known that perpendicular illumination minimizes the reflection from
skin and shortens the optical path to the absorber. Another challenge yet might be the arising
clutters caused by high fluence of the superficial tissue at the irradiation site. If coincides with the
transducer view angle, it will obscure the weak signal from the deeper structure and lowers the
contrast to background [71].

Granted the optimum radiation, the ability of the system to detect and resolve the induced
virtual sources is defining the signal fidelity which is addressing the second task. Indeed the fidelity
of the OA reconstructed data is highly subjected to the properties of the detector. In fact, due to
the nature of photoacoustic effect, the accuracy of the reconstruction algorithms is only ensured
when the full view angle is provided by the detection aperture [117]. Unless explicitly accounted for,
in the back-ward epi-illumination OA imaging systems, finite aperture and detection view angle of
less than 2π alters the reconstructed features and result in an inaccurate estimation [117]. Similarly
in US imaging, providing high resolution images is closely bounded to the aperture characteristics.
For example, an aperture as large as 60λ is required to provide 1◦ of spatial resolution[102].
When the large aperture is desired, the mainstream approach is to find a compromise between the
element size and number of channels. The elements are representing stronger directional response
with increasing the size and thus narrow the spatiotemporal frequency response. Additionally,
averaging and diffraction over the active area of the element distorts the frequency contents of the
collected signal. The conventional US arrays are demanding for λ/2 inter-element spacing to avoid
grating lobes. This leads to high number of elements and consequently high channel counts. To
address this compromise, variety of undersampling strategies have been pursued [11, 98, 179, 79]
among them the unconventional geometries [26, 102, 131] are benefiting from the 60λ effective
aperture size with lesser but larger elements. This is possible thanks to the lower periodicity of
the sparse geometry which relaxes the aforementioned restrictions. This concept prompt further
investigation.

The objective of this chapter is to extend this concept and investigating the annular geometry
for multipurpose backward epi-optoacoustic and ultrasonic pulse echo imaging techniques. The
proposed ultrasonic transceiving probe has the advantage of mitigating the number of channels
requires for 3D US imaging while preserving the spatial resolution. What is more, the inherent
central cavity of the probe furnishes the in-line illumination arrangement. The latter prepare
the expedient agreement between fluence and blind folding the clutter [61] via minimizing the
overlapped region between the optical fleunce at irradiation side and elements view angle. In
designing a bimodal imaging system, finding the number, size and geometrical distribution of the
elements is a tricky task.

In chapter 3, the mathematical description for the model matrix has been represented along
with the brief introduction about the system quality characterization by interrogating the model. In
this chapter, a systematic evaluation approach is being followed in order to heed the aforementioned
challenge in geometrical design and optimization of the bimodal handheld probe. The design
characteristics for the aperture in terms of overall performance, ability of focusing, spatiotemporal
frequency response and aliasing will be examined using the transducer model crosstalk matrix [136]
and eigenanalysis. The objective assessment of the design is followed by the system optimization
with regards to the number, size and geometry of the transducer. Further, the imaging performance
of the imaging system and its capabilities of estimating the original data is discussed in chapter 5
using quantification metrics.
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4.2 Pre-reconstruction generic assessment

In designing the imaging system, it is indeed critical to assess the probe performance. It is
advised that the evaluation and optimization criteria be more comprehensive to be subjected to
a classified task, and that the design system can perform for range of unforeseen tasks. In order
to evaluate the design of an imaging system and proceed with further optimization, a de facto
protocol standard that provide an insight to the imaging quality of the designed system is critical.
For this purpose, the objective assessment of the imaging system based on the point spread function
(PSF) [181] and spatial sensitivity [136, 171] has been routinely practiced. PSF is associated with
the ensemble of detected acoustic waves emanated from the observation point and its neighboring.
Often considered as the system response to a point source, PSF reveals information about the
resolution as well as the accompanied streaking artifacts. However, because of the limited view in
the backward-OPUS systems, limited set of data is acquired by the aperture which is giving rise
to uncertainties in the source estimation. Therefore PSF based characterization is highly biased to
the merits of the reconstruction algorithm. Under the assumption that the model matrixM is non
singular, the estimator is asymptotically unbiased and efficient. Therefore one can optimize the
parameters toward obtaining a system with minimum variance estimator. However a non-singular
full rank matrix for backward mode OPUS is nontrivial to be achieved and even so, nontrivial to
verify. Alternatively, PSF can be calculated analytically [146] via a linear model M based on the
spatial impulse response that incorporates the properties of transceivers. For a shift-variant system
like OPUS, it is important to determine the source-voxels position within the FOV that can be
reliably determined in terms of its standalone contribution and resolvability from the neighboring
voxels. As for every voxel in the 3D lattice, there is an attributed function (IR), M can be treated
as the matrix containing voxel basis function. The integration over the spanned basis of each voxel
indicates the value of corresponding voxel and is proportional to the integration of sensed acoustic
wave over the surface of transducer. Aside from the characterization of reconstructed image, in the
literature two evaluation methods have been suggested for the generic assessment of the imagining
system, the voxel crosstalk matrix [130, 136, 171] and eigenanalysis [149, 161] to further exploit
the imaging operators M .

4.2.1 Voxel Crosstalk matrix

In chapter 3 the mathematical formulation of discrete model matrix M has been described,
assuming that for each voxel in the FOV, the system impulse response can be estimating using the
convolution of SIR and AIR. The intuition for crosstalk is to relate the ability of system in detection
to the designed configuration parameters. Since the OPUS is dealing with the acoustic waves that
are propagating in a diverging manner throughout the medium, estimation of the value for a
given voxel is incorporating the uncertainties. These uncertainties are mainly associated with the
contribution of other voxels averaged over the surface of the aperture within the same time span, as
depicted in Figure 4.1. The voxel crosstalk matrix accounts for this interdependence by providing
metrics for quantifying a system capacity to describe precisely which voxel contributes to the
received data by the system and whether or not these individual contributions are distinguishable
w.r.t. each other, giving a measure of intervoxel crosstalk of the design system.

The concept of crosstalk is developed by Barrett et al. [13] for Fourier domain but the crosstalk
concept can be generalized to any expansion [136]. As a mean of design evaluation, the crosstalk
matrix provides metrics for system comparison. If the constituents of each matrix entry are exa-
mined, it becomes apparent that the diagonal elements of the crosstalk matrix determine the
sensitivity of the imaging system to the corresponding voxel location in object space.

Additional information can be acquired by analyzing the off-diagonal entries in each row of the
crosstalk matrix to distinguish among the spatially dependent contributions made by neighboring
voxel coefficients, i.e. aliasing of information from other voxels into a voxel of interest. The crosstalk
concept can be generalized to any expansion function provided the object can be adequately
represented.
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Figure 4.1: The projection of emanated waves from two source located in voxels apart over the surface of
detecting aperture. The brown region represents the intersection area between the projection of two sources.

The concept of crosstalk has been established in assessment of system design to reveal the
interconnection between the expansion function of the imaging system [13]. When the system is
shift variant, the basis could be considered as voxel and the speculation occurs over the signal
leakage between the adjacent voxels. Hence the effect of aperture in spatial blurring, spatial sensi-
tivity and aliasing is amenable to an analytic description. Voxel crosstalk matrix can be obtained
as follow :

H = MTM (4.1)

where (.)T denote the transpose conjugate. M can be treated as the calibration matrix, whereas
the crosstalk matrix H describes the aliasing between expansion functions attributed to each
voxel. H is also the covariance matrix of M , essentially a square matrix with diagonal elements
describing how sensitive the system is to the acoustic wave emanated from a specific voxel, thus
implying the spatial sensitivity. The off diagonal elements stand for the contribution of neighboring
voxels crosstalk aka. spatial aliasing. It is worth noting that H is closely related to the least square
estimator and also the time reversal operator [149]. Rigorously, there is a high consistency between
the diagonality of matrix H and the preciseness of the source estimation Ŝ.

Signal fidelity metric

In the signal processing community, there have been many objective metrics proposed for the
evaluation of matrix quality, including the signal fidelity metrics that evaluate the distortion in
the signal through comparison analysis with a reference signal. It is feasible to extend the concept
to the system design [171] for the sake of quantitative analysis of these qualitative measures. By
considering the identity matrix as a reference, a fidelity principle for the quality assessment that
interrelate the quality of the voxel crosstalk matrix to the reference.

The conventional signal fidelity metrics has been utilized for systematic evaluation of the voxel
crosstalk matrix. The utilized figure of merits (FoMs) in this context are the conventional objective
quality assessment as follow root mean square error (RMSE) and mean absolute error (MAE) which
mainly are based on the average magnitude of error between the distorted voxel and the reference
value. These metrics are defined as follow :

RMSE =
1

n

√√√√ n∑
i=1

|ei|2 (4.2)
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MAE =
1

n

n∑
i=1

|ei| (4.3)

where ei represents the estimated error of the ith pixel.
The difference between RMSE and MAE is the scoring rule which unlike MAE, it is quadratic

for RMSE. This means that RMSE has a high penalization for large errors but MAE weights
equally, thus conveying information about the degree and amount of error in a model. The bene-
fit of employing them simultaneously in one analysis stems from the fact that these metrics are
complementary to each other, providing a robust systematic approach in quantitative analysis of
imaging performance [170]. Together they render information about the variation in set of error,
with the following condition

{
RMSE > MAE the variation between errors ∝ |RMSE−MAE|
RMSE = MAE same errors with same magnitude

On the other hand, one of the mostly used metrics, PSNR (peak signal to noise ratio) is the
ratio between maximum possible power of the image and the power of the distorted image.

PSNR = 20 log10

(
MAXI

RMSE

)
(4.4)

where MAXI is the maximum possible pixel value in the image. The higher PSNR can be inter-
preted as higher quality and lesser errors.

4.2.2 Eigenanalysis

As the name implies, eigen-decomposition of a square matrix A features prominently the cha-
racteristics of matrix by delivering basis of eigenvectors q scaled by scalar eigenvalues λ.

Aq = λq

assuming that eigenvectors are linearly independent ;

∴ A = QΛQ−1

where Q is the square matrix the projection of A in the eigenspace, containing eigen-vector qi, for
each column and Λ is a diagonal matrix with element along the diagonal standing for correspon-
ding eigenvalues λi. The eigen-decomposition can be looked as an expansion of the matrix with
respect to its basis (i.e. eigenvectors), each with weighting coefficient (i.e. eigenvalues). Therefore
the matrix can be represented simply as weighted combination of basis. The eigenvectors of the
operating matrix depict the principal structures of the detected wave component, reserving the
original properties of the original matrix. Their frequency distribution have been used to extract
the major eigenvectors (spectral) from the minor ones (e.g. noise) [149]. In another words, dis-
tinguishing the strengths and deficiencies of these systems. The values of λ can be linked to the
energy level or stability parameters of the matrix. Often the transfer matrix (or its equivalent
time-space domain matrix i.e. the model matrix) is not a square matrix or not diagonalizable.
This affect the linear independency of eigenvectors thus, the singular value decomposition can be
used instead.

Singular value decomposition

The singular value decomposition (SVD) is similar to eigen-decomposition ; knowing that the
eigenvalues of the covariance matrix ATA are the squared of the singular value of A and singular
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vectors of A corresponds to eigenvectors of ATA for A a rectangular and not necessarily square
matrix [125]. The SVD of matrix A can be written as ;

AV = UΣ ⇒ A = UΣV T

where Σ is a diagonal matrix the same size as A and is expected to be zero except its diagonal
element, denoting the singular values. U and V represent the left and right orthonormal singular
vectors. Alternatively, columns of U and V can be respectively interpreted as the eigenvectors of
matrix AAT and ATA. For matrix Am×n with m > n, U is a square matrix of size m ×m with
meaningful eigenvectors along the first n column ; Σ is m× n with singular values along the first
n rows and V a square matrix of size n× n, then on can represent the SVD as ;

Am×n =



u11 u21 · · · · · · · · · u1m

u12 u22 · · · · · · · · · u2m

...
...

. . .
...

...
...

. . .
...

...
...

. . .
...

u1m u2m · · · · · · · · · umm


︸ ︷︷ ︸

Um×m



σ1 0 · · · 0
0 σ2 · · · 0
...

...
. . .

...
0 0 · · · σn
...

...
. . .

...
0 0 · · · 0


︸ ︷︷ ︸

Σm×n


v11 · · · v1n

v12 · · · v2n

...
. . .

...
v1n · · · unn


︸ ︷︷ ︸

Vn×n

For the well resolvable sources, the response of the array to the source can be associated with
the singular vectors, such that its phase and amplitude are required for the array to define the
source (i.e. focus in transmit or receive). This property has been shown before by Chambers et
al. [24] for point like scatterers. Therefore, eigen or singular based analysis provides a simple but
credible mechanism for the comparative evaluation between two or more imaging system.

Another noteworthy aspect is the possibility of expressing A as the combination of its principal
components Ek, such that :

A = E1 + E2 + · · ·+ En

where Ej = σjujv
T
j

The norm of each component matrix is equivalent to the singular value, expressing the energy or
significance of the associated component.

‖Ej‖ =
√
λj(ATA) = σj

The contribution of Ej in reproducing A can be estimated which is subjected to the value of
σ. Since the singular values are arranged in descending ; σn < σn−1 < · · · < σ2 < σ1, one can
estimate how many of component matrices are necessary to reproduce the original matrix, hence
remove the singularities and remove the dimensionality.

Ar = E1 + E2 + · · ·+ Er ; r < n

||A−Ar|| = σr+1 ≈ 0

Rank of matrix

This boundary, also referred to as the rank of matrix, N , happened to be estimated from
empirical observation of the frequency distributions of Fourier transformed eigenvectors [135] or
the spectrum of the eigenvalues. In principle the eigenvalues provide a measure of fidelity of the
components such that the ith eigenvalue exemplifies the ith eigenvector significance. In fact the
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sum of the eigenvalues or the nuclear norm of the matrix declares the energy of the matrix. Thus
the spectrum of eigenvalues which is a generalized form of the Fourier power spectrum, helps us
to discriminate between the primary and secondary components (null function).

M = Mprim +Mnull, (4.5)

where the columns of the data matrix Mprim are highly correlated. The physical meaning of
matrix rank N can be interpreted as the number of resolvable structures and on that account, the
diffraction limited resolution achievable by the aperture. N is similar to the quantity of semi-plane
wave Np (chapter 3) the aperture can receive or generate, for a given well resolved point in the
medium. Furthermore, in order to optimize the reproducing process and removing singularities,
specially for the sake of reconstruction, estimating the rank plays a pivotal role. In that, a popular
heuristic approach is singular value thresholding (SVT) where the rank of matrix is of close
proximity to the nuclear norm of matrix ‖.‖∗ as follow :

SV Tκ(M) = arg min
1

2
‖(M −Mprim)‖2F + κ rank(Mprim) (4.6)

where ‖.‖F is the Frobenius norm and κ denotes a positive scalar. The solution to the equation 4.6
is given either by imposing a hard threshold on the singular values exceeding κ ;

SV Tκ(M) =
n∑
i=1

H(σi − κ) + uiv
∗
i (4.7)

with H being the Heaviside function, or soft thresholding by subtracting the κ to approach zero,
denoted by ".+".

SV Tκ(M) =

n∑
i=1

(σi − κ)+ + uiv
∗
i (4.8)

SV Tκ(M) = arg min
1

2
‖(M −Mprim)‖2F + κ ‖Mprim‖∗ (4.9)

Such a problem is nonlinear in compare to the Tikhonov regularization [22] and beyond the
scope of this chapter (please consult chapter 5 section 5.2 for further details). However, our ap-
proach in this section leans toward the overall perspective of the effective rank. The system with
larger effective rank is imputed to the superior focusing competence [149] and more accurate set
of acquired data. In a similar fashion, the performance of the system can be analytically evaluated
by inspecting the behavior of its eigenspectrum which is also related to the energy and nuclear
norm of the system and further evaluation the singular vectors.

Eigenspectrum

The spectrum of the eigenvalues can be used to evaluate the system performance. Eigenspec-
trum which is simply depiction of the matrix eigenvalues distribution in ascending or descending
order, allows to empirically find the rank and distinguish the main structures and keep only the
valuable components, but estimate their fidelity as well. There are two hypothesis associated with
eigenspectrum for evaluating the system, the first one is that the system with the larger eigenva-
lue obtains a superior performance in reproducing the original matrix. In that context, the faster
decay in the spectrum is an indication for lower fidelity and consequently poor performance. The
other, however, stems from the higher number for the rank, and the value of the main eigenvalues,
regardless of the decay type.

Singular vector analysis

On the other hand there is a hypothesis that emphasizes on the quality of the eigenvectors
rather than eigenvalues. As mentioned earlier, the rank of transfer matrix can be estimated from
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the Fourier of singular vectors as well. On top of that, these vectors are containing information
about the missing projections of angular frequencies for the plane of object parallel to the imaging
plane, which is a feature of instrument itself in terms of limited view angle. Subsequently, SVD
estimates that the reconstructed image will be missing these angular frequency information, even
if OPUS is a perfect backward imaging system (i.e. infinite detectors). Therefore, the superior
performance is achieved by the system with the stronger singular vectors intrinsic to the most
informative object features, even if it contains weaker eigenvalues [17].

For the case where the array and the imaging plane are perpendicular, singular vectors are
related to the plane wave decomposition, the angular direction of these plane waves progressively
increases as the singular value weight decreases. Due to the spatial symmetries of the configura-
tion, H = H′ thus U = Vt and each singular wave is transformed into its phase conjugate after
propagation from the array to the imaging plan.

The advantage of eigen-decomposition or SVD is the fact that they provide a basis for apprai-
sal analysis between two measurement systems. The singular vectors of a measurement system
represent the basic structure of the sensed image component and the singular values provide a
measure of how many components are measured and the fidelity of with which can be estimated.
For a shift variant system like OPUS, the singular vectors delivered by the SVD are acting as the
signal components and the singular values are playing a role of transfer function.

For the case where the array and the imaging plane are perpendicular, singular vectors are
related to the plane wave decomposition. For the orthogonal transfer matrix where the following
conditions are fulfilled ; {

MTM = MMT normality
EjEk = 0; j 6= k orthogonality

(4.10)

The angular frequencies of these plane waves has a direct relationship to the singular value
weight such that the parallel component has the maximum fidelity (larger singular value).
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4.3 Array design

It is a well known fact in volumetric imaging that providing a high resolution 3D imaging is
closely tied to the aperture characteristics. The quality of the final image is constrained by the
number of transducers that defines the number of projections, total aperture size provided by the
transducer’s active area and frequency response that filters the frequency-rich nature of OA wave
or US excitation signal. Aside from the number and size of the transducers, their geometrical
distributions play an important role in providing a uniform sensitivity response to an incoming
pressure wave. In particular, the questions we try to answer in this chapter are :

• How far the interelement spacing on the array can be increased without affecting the receive
information ?

• What is the influence of the aperture size, element size, and the geometrical parameters of
the individual transducer ?

• How the bandwidth of the transducer defines the resolution ?

Going to three-dimensional imaging requires at least two dimensional array of transducers in
order to achieve the electronic focusing and scanning the volume. Fully populated arrays, despite
promises are highly demanding and if respected accordingly, would be costly in addition to optical
coupling concomitant difficulties.

In the pursuit of alternative pattern, with sparser distribution and lower periodicity, we found
that annular array has shown a good agreement between limited number of transducers and the
geometrical distribution in order to provide a uniform coverage. In US imaging, the analytical
solution based on Huygens-Fresnel and classical SAFT principle explains the achievable spatial
resolution for annular geometry which is equivalent to the fully sampled aperture of twice the
size working in flash-echo mode [113]. Parenthetically, this demonstrates the superior achievable
resolution in US imaging in compare to optoacoustic (which is akin to flash-echo mode), mainly
due to the higher obtainable projection.

Albeit in a real case scenario for the otherwise point sources/detectors, the angular sensitivity
diminishes with increase in the size of element. Further, averaging over the surface of elements
diminishes the lateral resolution. However, this averaging behavior increases the SNR of the trans-
mitted and recorded signals plus the fact that the ensuing blurring effect can be tackled by the
correct weighting factors [78] or deconvolving the SIR [97]. In chapter 5, the degree of effectiveness
for each of these approaches will be evaluated. Yet, because of the transducer larger active surface
the near field extends, hence the transducers shows a directional response and that has a negative
impact on spatial sensitivity. The ill-suited narrow view angle can be compensated by defocused
transducer or introducing a negative lens in front of the elements. Withal, in such configuration
there is not much degree of freedom to simultaneously evaluate the effect of the number and size
of the elements.

On a comparative study [102], Graullera et al. found similar performances between sunflower
Fermat-spiral array and circular-annular array. The lesser periodicity in Fermat spiral configura-
tion encourages the sparser distribution and subsequently more freedom in choice of parameters.
The sparse array also means larger aperture, which brings about a large view angle that concede
with more angular frequencies for the transmitted or received wave and simply more spatial de-
gree of freedom in defining the behavior of the emanated wave at each point of the medium in
the far field. Thus the number of focal spots are increasing with the gain in aperture size, even
if the central part of the aperture needs to be compromised for the optical illuminating probe.
Considering the optical probe radius RO, the position of nth element can be defined as [131] :

rn = (RAp −RO)

√
n.Φ

(N − 1).Φ
(4.11)

where Φ ≈ 137.51◦ is the the golden divergence angle which is approximated by the ratios of
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Fibonacci numbers, an indication of irrationality that follows the lesser periodicity and grating
lobe. At this angle, the peculiar arrangement of the outer elements are relatively compact, insuring
the uniform spatial response.

In the next section we are investigating the effect of number and size of elements in two
arrangements, annular circular and annular spiral. For the simulation study the elements are set to
function at 5MHz central frequency with 80% fractional bandwidth. For the numerical calculation
and in silico studies, the well known spatial impulse response (SIR) method has been used to
correlate the radiating source at a given point to the pressure-field sensed by the sensors. This
is taking place by convolution between SIR and acousto-electric impulse response (AIR) of the
transducer. We found the well known FieldII simulations toolbox [74] convenient. The quantitative
and qualitative evaluation are taking place in the frameworks of pre-reconstruction commensurate
with the aforementioned analysis tools and metrics. To optimize these parameters, a systematic
analysis based on aforementioned approaches has been followed rather than heuristic trial and
error based up on visual assessment.

4.3.1 Frequency response

In contradistinction to US imaging, the frequency response of the detector in OA commensurate
with the absorbents structure, as the source frequency response are solely defined by the size of
the absorbent. For instance, a 5 mm diameter absorbing structure can produce the OA spectrum
of 0 to 1.5 MHz with the peak at 0.45 MHz [8]. This is where the importance of broadband
acoustic response for the detector is being recognized in OA imaging. Therefore depending on
the targeted tissue, one must manage the trade-off between the sensitivity with the frequency
response. In an attempt, Andreev et al. [8] formulated the frequency response of the absorbing
structure. According to their formula, the upper generated frequency by a sphere of diameter a
can be found using ;

fapeak '
1.5ν

a

For a multi-purpose imaging system however, the absorbing structure might be different in size
and structure, and therefore choosing the right frequency response is a hard agreement between
many parameters. As an example, the optically absorbents structure in the breast tissue are
within the range of 0.5 to 10 mm diameter. Such a broad range can induce the acoustic waves
with different frequency response, from few MHz down to tens of KHz [5], which according to the
above formula would be 9 MHz down to 48 KHz.

Therefore, we believe that the 5 MHz transducer with 80% fractional bandwidth (B.W.) is a
satisfying compromise. In theory, this B.W. allows us to register absorbent with a size down to
0.3 mm.

4.3.2 Light delivery system

The light penetration carrying enough photons for the sake of OA pressure pulse Pmax induction
has been reported upto upto 20 mm [40] and 80 mm [80] respectively for in in vivo and ex vivo.
The light delivery in OA imaging probes is normally consist of multiple optical fibers or one or two
fiber bundles that is coupled to the US probe. The illuminated light on the surface of the imaging
tissue propagates supposedly in a fashion to optimally and uniformly cover the FOV of the US
probe. Hence, the light delivery mechanism intends to adopt to the requirements of the US probe ;
yet optimize the trade-off between the optical fluence for deep tissue imaging (i.e. > 20 mm) and
maximum permissible exposure to pulsed laser which for skin is permitted upto 20 mJ/cm2 with
corresponding intensity (time averaged) of 200 mW/cm2 for 10 Hz pulse repetition frequency [1].
Maximizing the probability of OA signal generation is crucial for improving the sensitivity of OA
imaging system. For a point source, the relation between the maximum achievable induced OA
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pressure pulse Pmax and the fluence per pulse F is given by [178] :

Pmax ∝
ΓµaF

τ2
(4.12)

where µa is the absorption coefficient of the point, Γ is the Grüneisen parameter describing the
transduction ability of the absorbent in optic to acoustic wave conversion and τ is the standard
deviation for full-width half maximum of the Gaussian profile. When the higher power is more
favorable, as is the case for optically deep imaging, the single fibers are less preferred than fiber
bundles. The small core of single fiber makes them insusceptible to deliver high energy density
at the irradiation site. On the other hand, the large active area of the bundle allows them to be
easily coupled to higher laser energy density.

Aside from the energy density, other parameters playing essential role in the dynamics optical
fluence are the beam diameters and illumination angle. Monte Carlo simulations were performed for
further evaluation of these factors [70]. Simply put, a set of photons (3000000) with equal weights
are launched into the interface of water with skin surface. The photon propagation through the
medium is governed by the Henyey −Greenstein phase and exponential probability distribution
functions to count for random walk scattering angle and step size w.r.t. the photon energy loss. The
process is repeated for every photon, individually, till the remained energy doesn’t exceed than the
preset value for the minimum energy of a photon. The medium is discretized to a known grid size
and the energy loss of each voxel is assigned to the tissue type optical properties. Finally, the spatial
map of energy loss/deposition is calculated and can be related to fluence by an adaptive division
of obtained map over the known local absorption coefficient. For the generic handheld probe, the
aim is to cover the FOV of the ultrasonic array upto 30mm. As for any optically deep imaging, the

Figure 4.2: The logarithmic scale of optical beam fluence of the 1cm beam irradiating on the surface of epidermis
and water. The reflection of the fluence back to the water and propagation of the light is presented.

heterogeneity of the tissue causes higher scattering and perhaps lesser axial fluence of the injected
light to the imaged tissue. Moreover, the skin is acting as an inhibitor, owing to its moderately high
reflection and and optical heterogeneity. However, for the sake of ease in calculation, we simplifies
the simulation in to three parallel layers with optical properties of water, epidermis and dermis
tissues. Through a series of simulations with varying beam diameter and angle of illumination, we
empirically conclude that 10 mm � beam perpendicularly irradiating the surface of tissue satisfies
the 30 mm requirements. Figure 4.2 shows the xz profile of optical fluence from 10 mm � beam
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with 1000 nm wavelength irradiating on the surface of skin (located at z = 1cm ) perpendicularly.
At 30 mm depth, the −3 dB energy density is achievable. Another noteworthy aspect is the high
energy density (> −1 dB) at the irradiation surface upto few mm depth ; which results in so called
clutter. In design of the array, the elements size and their distribution can be arranged for the
aperture to be least sensitive, if not blind, to the incoming wave from the aforementioned area.

4.3.3 Design strategy
In this section, by taking into account the light delivery system housing for perpendicular

illumination, we are exploring the optimum geometrical properties for the handheld OPUS. The
design array supposedly provides enough flexibility in element’s width, high and distribution such
that the periodicity is minimized and the agreement between directivity, sensitivity, spatial aliasing
can be settled.

To begin with, simple segmented annular geometry where the elements are distributed equidis-
tantly in a ring fashion around the optical probes has been considered. This geometry offers the
circular symmetry for the ultrasonic beam, making the volumetric imaging possible with no me-
chanical steering required. A forward looking segmented annular array of 128 elements operating
at 5 MHz center frequency with 80% fractional bandwidth has been modeled.

Inter-element spacing

We start with the effect of inter-element spacing but for this particular geometry which confines
to one ring, it has a direct effect on the number of projections. Herein the results of voxel crosstalk
analysis of the model matrix that estimates the spatial sensitivity and spatial aliasing are presented
for four arrays composed of 32, 64, 128 and 256 elements of 0.5 λ size as shown by Figure 4.3a.
The 11 mm � lumen is considered for the optical probe which imposes a linear and reciprocal
relationship between element number and inter-element spacing. The height of element is set to
λ/2 for all of the arrays, in order to eliminate the other possible discrepancies (e.g. directivity).
The FOV of 18× 18× 20 mm3 has been considered, but only three axial slices, each composed of
100× 100 pixels has been visualized.

Figure 4.3b represents the crosstalk matrices calculated for each of the arrays at three different
xy-planes away from the aperture, respectively at 1, 2 and 3 cm. Since OPUS is a spatial variant
imaging system, voxel basis functions, as the name indicates, are well localized in spatial domain
and indeed is effective for space relative concerns such as spatial sensitivity and spatial aliasing.
While ith diagonal element of the crosstalk matrix H, determines the strength of the correspon-
ding voxel’s Hii contribution to the measured data, the off-diagonal elements Hij ; i 6= j reveals the

correlation between the elements i and j such that the value of H2
ij

HijHii
indicates the separability

and consequently spatial aliasing between two voxels. Therefore, a better imaging system is the
one with weaker off diagonal and stronger diagonal elements. This can be investigated in both
quantitative and qualitative manner. The quantitative analysis is taking place by comparing the
crosstalk matrices individually with the unitary matrix via the aforementioned FoMs. The results
are summarized in the Table 4.1. The RMSE and MAE are the error measurement factors, there-
fore their lower values theoretically indicate for a better performance, in contrast to PSNR with
otherwise interpretation. Yet, rather than the matrix rank, the other FoMs surprisingly are not
showing a substantial change as the number of elements are increasing, making the interpretation
non-trivial. On the other hand the rank is suggesting a better performance with increase in the
number of elements. Specifically, the aperture with 256 elements is showing the full rank-behavior.
The qualitative analysis in parallel with quantitative analysis, draw the similar conclusion. Fi-
gure 4.4a is demonstrating the 60 dB logarithmic scale (w.r.t. the energy at the surface of the
transducer) for the sensitivity map. With more elements, the energy is naturally increasing and a
larger area is being covered. This is obvious also, from the Figure 4.3b, with the diagonal elements
showing stronger amplitude for aperture with more element counts. While off diagonal elements
might be increasing in quantity, they show lesser value per individual parasitic contribution(Hij).
This is the main reason behind the more or less constant FoMs in Table 4.1. In the same context,
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(a)

(b)

Figure 4.3: (a) Schematic of four annular arrays differ in number of elements and inter-element spacing and (b)
their crosstalk talk matrices for three xy-planes parallel to the aperture situated at the axial distances (depths)
respectively at 1, 2 and 3 cm away from the aperture. The crosstalk matrices are normalized w.r.t. the maximum
element in each matrix.

Figure 4.4 illustrates the spatial aliasing, or the over all inter-voxel crosstalk, for the two central
and marginal pixels.

Regarding or regardless of the transducer count, one might pose the question "What if the
overall active surface area be the same for all apertures" ? In such a sense, simply by increasing
the width of elements to meet the boundaries of the neighboring, not only overall active surface of
the apertures becomes analogous, but by doing so the effect of element width can be investigated
as well. Our analysis therefore is extended toward the apertures with the same number of elements
but larger size in the same geometrical distribution. The qualitative results are represented in the
right column of the Figure 4.4. It is clear that the apparent reflectivity of target in US and source
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FoM xy-plane 32 elements 64 elements 128 elements 256 elements

RMSE
1cm 0.0588 0.0589 0.0595 0.0595
2cm 0.0878 0.0896 0.0901 0.0903
3cm 0.1254 0.1295 0.1296 0.1296

MAE
1cm 0.0317 0.0320 0.0323 0.0324
2cm 0.0586 0.0599 0.0602 0.0604
3cm 0.0928 0.0959 0.0960 0.0960

PSNR
1cm 24.6111 24.5986 24.5134 24.5036
2cm 21.1306 20.9538 20.9095 20.8817
3cm 18.0364 17.7565 17.7480 17.7491

Rank
1cm 1568 3136 6272 10000
2cm 1536 3072 6144 10000
3cm 1568 3136 6272 10000

Table 4.1: Quantitative evaluation of virtual array performance on transducer count.

in OA depends on the position of target w.r.t. the array.The spatial sensitivity map of the probe
aperture as a function of cited trade-off at three different axial planes (depth) respectively at 1,
2 and 3 cm are illustrated. The effect of element width on the sensitivity is clear. Regardless of
the element count, the element size has a direct effect on the sensitivity map. Additionally, the
presented data are inferring the directivity effect as a function of element width on the sensitivity
field, and the introduction of diffraction (Fresnel) pattern as well. For example, for the case of
aperture the 32 elements of 4λ width in Figure 4.4b, the near field is extended up to 3 cm with
mark on the sensitivity map.

On the other hand, interpreting the aliasing map would be a bit complicated. While for the
central voxel, there is not much noticeable difference between the left and right column, the result
for the marginal image suggest that the aliasing increases, if the element size increases, and that is
accompanied by the larger contribution of particular pixels Hij , almost equal to the corresponding
pixel Hii. Looking into the quantitative result 4.1, one can further conclude that element width,
increase the SNR as suggested by the value of PSNR. The vague point might be arising though
from the reduction in the error, which is not expect from the aperture with lesser projections. But
one should consider that the RMSE and MAE are ignoring the fact the the errors are lesser as the
overlapping area in this specific geometry is decreasing with the larger element size, due to the
directive angle of view. Therefore, the last two metrics result must not be incorporated, and this
condition is dictated by the sensitivity map. The rank however didn’t change from previous result
as the number of projections remains the same.

Both the spatial sensitivity and aliasing are computed after voxel crosstalk matrix which is
calculated from the system mode matrix . As could be expected, with increase in number of
elements and lesser inter element spacing, the performance of the system in terms of aliasing
improves but due to the smaller size of elements, the overall energy drops.

The other sort of analysis that might help us with the interpretation is the eigenspectrum
analysis for each of the four virtual probe. As depicted by Figure 4.5, the probe with the larger
elements are containing the largest eigenvalue which is an indication to the signal fidelity, yet
faster decay demonstrate a lower performance. The subtle difference between probe with 128 and
256 elements, making the 128 elements probe with λ interelement spacing (' element width)
is a reasonable choice of imaging performance. These results along with the crosstalk outcomes
confirm that 128 element aperture provides the right trade off between the number of elements
and interelement spacing and similarly the width of elements.

It worth noting that the rank of our model matrix is not found from the eigenspectrum which is
a heuristic challenge, rather we used the eigenfrequencies of the eigenvectors for proper selection of
eigenvector and in order to distinguish the null space, knowing that the null space is spanned by the
column of eigenvectors corresponding to the vanishing eigenvalues with high-frequency vibration
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(a) (b)

(c) (d)

(e) (f)

Figure 4.4: (a,b) 60 dB sensitivity map of four virtual apertures with different number of elements, in three
axial planes away from the aperture. (c,d) Spatial aliasing for the central elements and (e,f) The marginal elements.
The parasitic contributions from other voxels are decreasing with increase in transducer count. The images are
normalized with respect to the maximum value (i.e. the corresponding voxel) of the image. In left column the
element size are equal and in right varying per aperture.

(e.g. noise) thus highly inaccurate. This representation shows the most correlated eigenvectors
that are the principal component of the matrix in the vicinity, indicating spatial frequencies. Even
though each vector contains more than one spatial frequencies, they are still distinct from noise
(null space) with much higher vibration and lower eigenvalue. Figure 4.6 is representing the spatial
Fourier transform of the singular vectors of the crosstalk matrix calculated for the aperture with
32 elements at the 2cm axial plane.
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FoM xy-plane 32 (4λ× λ/2) 64 (2λ× λ/2) 128 (λ× λ/2) 256 (λ/2× λ/2)

RMSE
1cm 0.0149 0.0226 0.0323 0.0375
2cm 0.0287 0.0436 0.0554 0.0602
3cm 0.0479 0.0701 0.0834 0.0882

MAE
1cm 0.0035 0.0073 0.0129 0.0159
2cm 0.0114 0.0219 0.0313 0.0350
3cm 0.0243 0.0430 0.0548 0.0590

PSNR
1cm 36.5410 32.8994 29.8134 28.5208
2cm 30.8396 27.2041 25.1347 24.4010
3cm 26.3915 23.0796 21.5817 21.0932

Rank
1cm 1568 3136 6272 10000
2cm 1536 3072 6144 10000
3cm 1568 3136 6272 10000

Table 4.2: Quantitative evaluation of virtual array performance on element counts-width.

Figure 4.5: Eigenspectra of the hessian matrices for the transfer matrix of four virtual arrays. The highlighted
region has been magnified for better visualization.

Figure 4.6: The spatial frequency of model matrix eigen-vectors. The yellow dotted line shows the rank where
the null space (right side of the line) is distinguished from the primary components (left side of the line).
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The aspect ratio

Clearly, the aperture with 128 projections requires the larger elements to ensure the adequate
SNR for detection of weaker pressure wave. This is true specifically for the PZT based transdu-
cers, where the thermal-induced noises are decreasing with wider elements owing to their higher
electrical capacitance. As the element width is limited to λ, therefore the degree of freedom or
the parameter to play with is the height of the transducer. However, the element height must be
commensurate with the angular vision to avoid the directive angular view. Give the size of element
h set at central frequency f0, it is known that the -6 dB angle of view β is inversely proportional
to the element size (in this case height h) [173],

β−6dB = 2 arcsin

(
0.6λ

h

)
. (4.13)

To cope with, we simulate the negatively defocusing for every element in convex structure
as if the focus is behind the transducer thus the angle of vision expands. In real case, there are
some limitation associated with manufacturing the curved surface for transducer and defocusing
is taking place by the help of negative acoustic lens [126] to diffract acoustic rays and energy
away from the center and further minimize the near field. It has been shown that the acceptance
angle β−6dB can be enlarged upto 60◦. Therefore the overlapping area and consequently FOV
grows larger and accepting angle increases. In our simulation study, we divide the element to λ/2
sub-elements and apply the delay such that the emanating wave on the surface is diverged by the
cylindrically convex active surface. The delay is applied such that the radius of curvature (ROC)
is half of the element height, for every element of the transducer, in order to compensate for
the directivity. It worth noting that due to the acoustic reciprocity, the transmission field where
elements are driven by delta shape pulse are analogous, if not exactly the same, to the receive
sensitivity.

Figure 4.7b represents the crosstalk matrices calculated for four arrays varying in the height
respectively 2, 5, 10 and 20 λ and is followed by the Figure 4.8 which highlights the effect of
element height in both spatial sensitivity and spatial aliasing.

A simple interpretation based on the visual analysis of crosstalk matrix quality for the four
apertures is implying the superior performance of the aperture with larger elements. The relatively
stronger diagonal elements which brings about the higher sensitivity for the volume of interest, is
depicted in Figure 4.7b. The ringing artifact in the sensitivity map is introduced by the negative
focusing. It will be shown on chapter 5 that this artifact might affect the quality of the image
if not incorporated into the image reconstruction step. Yet, it seems that the aperture with 20λ
element height is showing a more uniform behavior in sensitivity and energy distribution than the
rest of the apertures with smaller elements. In terms of the spatial aliasing, it is expected that the
larger elements give rise to more aliasing, but in fact their weight of these parasitic contribution
is more important than their numbers. In general, higher number of low weighted spatial aliasing
is preferred to lower number but heavy weighted contribution. At first, it seems that both the
number and their weight is increasing as the element increases, as is the case for the aperture
with 2λ and 5λ, but then the individual weights are decreasing even-though it seems that it is
distributed to the neighboring voxels, causing much lower crosstalk between neighboring voxels.

As a conclusion, from the qualitative analysis, in single ring segmented annular array the best
result is given by the aperture with 128 elements of λ × 20λ size. It has the weakest off-diagonal
components indicating the lesser aliasing, along with the prominent diagonal elements. Moreover,
the spatial sensitivity map is more uniform with higher energy.

Table 4.3 outlines crosstalk analysis of the imaging performance of segmented annular array of
128 elements. The aperture with 20λ element height has the highest PSNR, which is an indication
for the sensitivity. Also, it seems that for the volume of interest, the aperture provides the full
rank matrix up to the depth of 3 cm. The value for RMSE and MAE are close to the aperture with
10λ, yet lesser than the other two, indicating a better capability in separating the two contributor.
The imaging operator of each of these arrays has been subjected to the rank measurement as well.
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(a)

(b)

Figure 4.7: (a) Schematic of four segmented annular arrays of 128 elements varying in element height. (b) The
corresponding crosstalk matrix for three axial plane away from the aperture. It is clear that for the aperture with
larger elements, the diagonal elements are stronger and off-diagonal elements are much weaker.

Again, it seems that only the 20λ element height can bring the full rank properties for the 128
projections, in this specific geometry.

The later is also visible form the qualitative result as depicted by Figure 4.8b and 4.8c, where
the aliasing map are suggesting that for a larger aperture the significant parasitic contribution
from the neighboring area of the voxel of interest is indeed shrinking. As mentioned earlier, an
important aspect of the error metrics used for performance evaluation based on the model matrix
is that the RMSE and MAE can be analyzed in parallel. While MAE is affected by large amount of
averaging errors, RMSE is implying particular large errors. One can also look into the differences
between the RMSE and MAE in order to evaluate the variance in the individual errors. As the
difference is negligible, the we believe that the errors are in the same magnitude.
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(a)

(b)

(c)

Figure 4.8: Qualitative comparison on the effect of the height based on (a) 60 dB sensitivity map, (b) spatial
aliasing for the central pixel and (c) spatial aliasing for the marginal pixel. The aperture with larger elements shows
a better spatially sensitivity with lesser parasitic contribution.

58
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2017LYSEI027/these.pdf 
© [M. Azizian Kalkhoran], [2017], INSA Lyon, tous droits réservés



FoM xy-plane 128 (λ× 2λ) 128 (λ× 5λ) 128 (λ× 10λ) 128 (λ× 20λ)

RMSE
1cm 0.0933 0.0966 0.0429 0.0447
2cm 0.1282 0.1298 0.1255 0.0940
3cm 0.1553 0.1566 0.1717 0.1244

MAE
1cm 0.0457 0.0513 0.0231 0.0281
2cm 0.0826 0.0862 0.0851 0.0704
3cm 0.1123 0.1159 0.1288 0.0991

PSNR
1cm 20.6059 20.3032 27.3482 27.0032
2cm 17.8453 17.7321 18.0281 20.5383
3cm 16.1746 16.1044 15.3063 18.1041

Rank
1cm 6144 6144 6144 10000
2cm 6144 6144 6144 10000
3cm 6144 6144 6144 10000

Table 4.3: Quantitative evaluation of virtual array performance on element height.

This spatial crosstalk map provides a measurement of the spatial aliasing and sensitivity based
on the discrete model of the aperture. By employing the spatial crosstalk potentially a principled
argument is provided for comparative studies between the performance of different imaging system.
It mentioned earlier that eigenanalysis is providing another argument. To further investigate the
effect of larger elements in the performance of these annular arrays and a more robust conclusion,
examination of the matrix rank and the effect of contributing object space singular values to the
model matrix were performed to explore the eigen-properties of the four apertures. The eigens-
pectrum of the four virtual arrays is illustrated in the Figure 4.9. Once again the aperture with
the larger elements are establishing a well performance, which is shown by slower decay accompa-
nied with larger eigen components as well, which are the two main parameters in eigenspectrum
analysis.

Figure 4.9: Eigenspectra of the hessian matrices for the transfer matrix of four virtual arrays, varying in the
height of element.

Next is a survey on the aperture limited view and its effect on the information gain/loss, by
further excavating the model matrix. It has been discussed that in the backward mode optoa-
coustic imaging, such as the handheld probe, where the angle projections are highly limited to
the acquisition side, the system is able to partially acquire the emanated wave from the medium.
Comparatively, this problem has been overcome in US imaging by the help of beam-forming in
transmission, the finite size of the aperture limits the generation of US wave is particular direction
as well. The information about the number and type of angular frequencies (' plane-waves) that
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an aperture can generate or similarly receive, in order to define a point in the FOV are contained in
the transfer matrix. For an object plane parallel to the aperture (axial planes), these information
can be retrieved using SVD. For example, for plane wave imaging, each angle of transmission can be
determined by the Fourier transform of the singular vector. The first singular vector is correspon-
ding to the emission of DC component (i.e. flash plane wave traveling in direction perpendicular to
the transducer). Normally, the largest singular vectors are associated with low angular frequency
components. However this not always true about annular geometry. For the case where the object
plane is near the aperture, the lower angular frequency components are not being detected at all
due to the limited detectors directivity. This property of the annular geometry is rather useful in
OA imaging, as it allows to avoid the induced clutter at the superficial irradiated layers.

Figure 4.10: SVD analysis of the transfer matrix for 200 observation points along the central line at 4 different
axial planes away from the aperture. The spatial Fourier transform of all singular vectors of the transfer matrix of
the aperture. The y-axis is the spatial frequency (mm−1) and x-axis is the number of singular vectors happen to
be the same as number of control points. If not polluted with the noise, every main singular vector is bounded to a
particular spatial frequency. The white dash line is the boundary of the significant singular vectors from the noise
with the number pinpointing the degree of freedom for defining the spectral resolution for defining control points.

Figure 4.10 represent the spatial fourier transform of the right hand side singular vectors,
for four axial plane away from the transducers, respectively 0.1, 1, 2 and 3 cm. As the system
response is symmetrical, we only investigate a line along the center containing 200 control points
for of the size of 12mm, where the maximum sensitivity in every plane is expected, as shown by the
Figure 4.8a. For the axial plane located at 1 mm away from the transducer, as depicted by the first
row in Figure 4.10, the left side of the white dashed line is depicting the discrepancies associated
with the lower angular frequency components. On the other side, the higher frequency components,
in the right side of the second dashed line, are not containing information but noise. The relative
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meaningful information are limited to the area between the two dashed lines, thus lesser clutter
wave is being detectable. For the other three axial planes, where the control points are farther
from the aperture, the lower angular frequency components are stronger and contain resolvable
information. The separating border between the noise and meaningful data is highlighted by the
white dashed line. The adjacent number is pinpointing the turning point of which segregate the
resolvable and unresolvable sepctral areas. Unlike the 1 mm, the meaningful the other plane are
located in the left side or the lower frequencies. One can notice that with the larger elements, not
only higher amount of angular frequency are available, owing the larger aperture, but the frequency
component are defined in a finer fashion where each meaningful singular vector contains narrower
spectrum. Each singular vector of the propagation operator is associated to certain frequencies.
Therefore, an estimation about achievable spectral resolution is feasible by the corresponding peak
frequency to the turning point of singular vectors ωpeak, such that ; spectral resolution = 1/ωpeak,
recalling that the OPUS is a spatially and spectrally variant imaging system. To be more accurate,
the singular vector associated with the ωpeak can be found using the correlation function analysis
expressed by [133] :

C(ω) =
〈vi(ω).vi+1(ω)〉
〈vi(ω)〉.〈vi+1(ω)〉

(4.14)

where the vi is the ith spectral singular vector (i.e. ith column of FFT of V ) and 〈.〉 is the average
over ω. This function does nothing but measuring the similarity between the two singular vectors.
The smallest the value of C(ω) stands for the least correlation and implies for the turning point.

Intriguingly, for the case of point like targets, the number of significant singular vector is
attributed to the number of targets for the resolved system [125].

Another phase to consider could be the strength of DC components with the depth. It is true
that the higher angular frequency are lost with depth, which also means lesser degree of freedom
for defining the given point in the medium, the DC or lower frequency components are presenting
a stronger contribution with lesser discrepancies. We attribute this behavior to the directivity or
acceptance angle of the aperture. Therefore it is clear that the apparent reflectivity of target in US
and source in OA depends on their position w.r.t. the array (i.e. being spatial variant). Therefore
both the quantitative and qualitative results are suggesting the aperture with 128 elements of
λ × 20λ size provides a superior performance and the befitting agreement between the different
determining parameters.

Withal, one degree of freedom remained to be explore, and that is the geometrical distribution.
As the imaging performance is shown to be improving with increase in the size of both element
and aperture, a sparser geometry may provide the chance to enlarge both.

Geometrical distribution

In the search for a pattern with least periodicity, hereby we explore the geometrical distribution
and in that, we would like to see the possibility of increasing the aperture and individual element
size such that the unitary aspect ratio for all the elements is hold. Three geometries are analyzed
namely, annular circular array (or multiring annular), annular spiral (Fermat) array and annular
hybrid 4.11a. The more populated arrangements of the first two aforementioned arrays (i.e. no
tubular cavity), also known as curvilinear arrays [102], showcased a comparative performance for
ultrasound phased array imaging. The last one is a combination of annular spiral and annular
circular, to compensate for the energy loss due to the sparse nature of Fermat-spiral. Taking into
account the majority of available digital acquisition (DAQ) systems, and to remain analogous
to the one-ring segmented annular array, we limit the number of elements to 128. In all cases,
minimum interelement spacing has been set to 5λ which allows the element enlargement upto the
size of 5λ × 5λ. We employed the crosstalk matrix and eigenanalysis of both model matrix and
transfer matrix for the sake of performance appraisal between different geometries. The same FoMs
have been employed for the sake of quantitative comparison appraisal between the apertures and
for drawing a decisive conclusion.

Figure 4.11b summarizes the voxel crosstalk matrix of the three considered arrangements plus
the segmented annular array for the sake of comparison. The visual perception of the crosstalk
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(b)

Figure 4.11: (a) Schematic of virtual annular arrays of 128 elements varying in geometrical distribution. (b)
The corresponding crosstalk matrix for three axial planes away from the aperture.

matrix structure implies that for the first three geometries, the central elements of the voxel
crosstalk matrix are weighted less than the corner ones, specifically for the 1 cm axial plane. These
elements are corresponded to the contribution of central pixels, meaning that the sensitivity of
the imaging system for the central area must be lower than the marginal voxels. Figure 4.12a
verifies the above statement, specially for the spiral array. The sparse geometry tends to dissipate
the energy over the VOI but lack of central elements and limited element’s acceptance angle cost
severely the energy in the central part. As the distance between the object plane and the plane of
imaging increases, the consequences are less sever till at 3 cm almost nullifies and ends to a more
or less uniform sensitivity for all voxel in the FOV. This effect was the initial reason behind the
hybrid geometry, with the aim of concentrating the overlapping energy at the center, in front of
the luminal cavity. The situation improves and the lower energy area is shrinking but in compare
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to the segmented annular array, the central area still suffers from the lower energy (Figure 4.12).

FoM xy-plane Circular Spiral Hybrid Annular
(5λ× 5λ) (5λ× 5λ) (5λ× 5λ) (1λ× 20λ)

RMSE
1cm 0.1127 0.0904 0.1033 0.0447
2cm 0.1513 0.1198 0.1433 0.0940
3cm 0.1863 0.1471 0.1745 0.1244

MAE
1cm 0.0468 0.0366 0.0454 0.0281
2cm 0.0813 0.0624 0.0793 0.0704
3cm 0.1157 0.0870 0.1109 0.0991

PSNR
1cm 18.9613 20.8779 19.7195 27.0032
2cm 16.4050 18.4292 16.8734 20.5383
3cm 14.5938 16.6468 15.1620 18.1041

Rank
1cm 10000 10000 10000 10000
2cm 10000 10000 10000 10000
3cm 10000 10000 10000 10000

Table 4.4: Quantitative evaluation on the performance of four virtual array varying in distribution.

Apart from the sensitivity, sparser geometry might showcases a superior performance in terms
of spatial aliasing. As depicted by Figure 4.11b, might not be a good reference for visualization,
as compacting the 10000 × 10000 pixels in limited area might suffers from the lack of details.
However, the strongest and weakest off-diagonal elements in a bigger scale, respectively belong to
the segmented annular circular and the annular circular array, which corresponds to the PNSR
values (Table 4.4). The annular circular array can be considered as a set of four concentric rings
segmented into sectors with a certain period. Even though this periodicity of the array pattern is
lesser than the conventional matrix array, it is still inducing a certain level of grating lobes. The
circular deployment of the elements, however, bestrews the energy of the grating lobes over the
FOV, erecting the pedestal side lobes as diagonal band in the vicinity of main diagonal of voxel
crosstalk matrix. Meanwhile, due to the peculiar arrangement of the Fermat-spiral, the location
of every element is unique and unpredictable, thus the periodicity is minimized and so the grating
lobes. As a result, the off diagonal elements are more or less uniformly weighted and crosstalk
between the voxels are lesser. The later is also can be inferred from the RMSE and MAE values.

Table 4.4 puts this interpretation into quantitative terms. One can notice that in all the three
geometries the RMSE is always higher than MAE by a factor upto 2, whereas for segmented
annular, they have lesser differences. These metrics showcase a better performance and lesser error
for the spiral annular array owing to the sparse nature of this configuration ; yet, among all four,
the segmented annular showcases a superior performance with the least error and highest PSNR,
even with smaller averaging surface of the transducers. Both the quantitative and qualitative
analysis of voxel crosstalk matrix indicate the superior performance of segmented annular array.

Similar to the previous case analysis, here we also looked into the spatial sensitivity and aliasing
of the two central and marginal pixels. It turns out that the most uniform distribution of energy
belongs to the aperture with circular annular configuration,but also the maximum sensitivity. The
lesser aliasing from sparser geometry was pretty much expected, for both central and marginal case.
Figure 4.12b illustrates least and most localized energy distribution for a specific pixel respectively
belongs to the segmented annular array and annular spiral array. However, the hybrid strategy
seems to ameliorated the trade-off between the aliasing and spatial sensitivity, as is the case for the
deeper planes. Yet, the segmented annular array contains less major parasitic contributors than
the rest, justifying the quantitative results. Unlike other comparison analysis, the rank of model
matrix itself does not handover a straightforward inference. In the first glance, it seems that all
the geometries are providing full rank matrix for the VOI. For this reason, we leave the further
interpretation to the eigenspectrum analysis of the model matrix. Until now, the eigenspectrum
analysis results were in favor of aperture with over all larger element and more projections.
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Figure 4.12: Qualitative comparison on the effect of the geometrical distribution based on (a) 60 dB sensitivity
map, (b) spatial aliasing for the central pixel and (c) spatial aliasing for the marginal pixel. The sparser aperture
is, the lesser aliasing but lesser overlapping energy as well.

Such a conclusion applies here as well, where the segmented annular array decays faster than
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the rest has has relatively weaker eigenvalues (Figure 4.13). The second weakest belongs to the
annular spiral array, due to the energy distribution. The annular circular presents the superior
performance due to the well arranged structure. The circular array contains large elements and
uniform distribution, therefore slower decay with larger contributors (eigenvalues) are expected.
The annular spiral and annular circular are composed of same element size, and even bigger aper-
ture. But the associated eigenspectrum are showing faster decay with much smaller component.
We believe that this might be due to the minor overlapping between the projections provided by
each element in compare to the annular circular aperture.

Figure 4.13: Eigenspectra of the hessian matrices for the model matrix of four virtual arrays with different
configuration. The highlighted regions are magnified for the sake of visualization.

Last but not least, we investigated the capability of these four apertures in effective collection
of angular frequency. Similar to Figure 4.10, Figure 4.14 illustrates the spatial Fourier transform of
the right singular vectors, from SVD decomposition of their transfer matrix. The Fourier singular
vectors basically can be seen as the angular frequency, or the direction of the incoming wave that
is visible to the imaging system. Depending on the distance of axial plane (containing the sources)
to the aperture (imaging plane), some of the angular frequencies are being filtered, either at low
frequencies due to the lack of elements in the center, or at higher frequencies because of limited
angular view and acceptance angle (i.e. directivity). Just like the segmented annular array which
is discussed in Figure 4.10, the annular circular configuration is exhibiting the incomprehensible
response to the lower frequency component, for the points close to the aperture (1 mm) and the
rest of components are associated with some disparities if not discrepancies. Albeit this property is
in favor of filtering the clutters. By analogy to the segmented annular array, both annular circular
and annular spiral arrays are containing more robust DC components for the axial planes in the
far-field (≥ 1cm) and comparative number of valuable components, printed next to the white
dashed lines. The slightly better performance of spiral array could be due to the slightly larger
aperture size, allowing the acquisition of higher frequency components. The ripple structure can be
attributed to the non uniform distribution of the elements in spiral configuration. As a conclusion,
all these four aperture showed-case a comparative performance, with slightly better functioning
for each, depending on the evaluation approach.
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Figure 4.14: SVD analysis of the transfer matrix for 200 observation points along the central line at 4 different
axial planes away from the aperture. The spatial fourier transform of all singular vectors of the transfer matrix of
the aperture. The y-axis is the spatial frequency (mm−1) and x-axis is the number of singular vectors happen to
be the same as number of control points. If not polluted with the noise, every main singular vector is bounded to a
particular spatial frequency. The white dash line is the boundary of the significant singular vectors from the noise
with the number pinpointing the degree of freedom for defining the spectral resolution for defining control points.
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4.4 Conclusion

In this chapter we have applied the concept of voxel crosstalk matrix and eigenanalysis for
design and characterization of OPUS handheld probe, in terms of geometrical properties. A set of
FoMs for these evaluation approaches have been employed to get quantitative figures for a more
robust comparative appraisal. To do all these evaluations, primarily the numeric-discrete-model
developed for each of the apertures. Such a model facilitates the performance assessment of the
system and further optimization, if required. As the discrete model is sampled with an interval
close to the diffraction limit, calculation of cross-talk matrix is an immense effort, specifically for
the aperture containing defocused bigger elements ; where every element is considered as ensemble
of set of λ/2 size sub-elements delayed accordingly. Therefore it is important to not oversample the
discretization of the forward model (i.e. model matrix) and avoid redundancies. Not to mention
that this rule also applies for the calculation of the eigen and singular vectors for the transfer
matrix.

Nonetheless, in this chapter we described and employed two pre-reconstruction performance
assessment approaches for evaluation of imaging capability of handheld bimodal imaging system.
This pre-reconstruction appraisal is indeed important to avoid any biased evaluation due to the
merits of reconstruction algorithms. In general a superior performance was accompanied with hi-
gher number of elements, larger element size and larger aperture. Yet, there is a trade off between
the number of projections and size of the element, or so to say resolution and sensitivity. The
agreement can be made by the intercession of geometrical distribution, however for large elements
the directive acceptance angle must be compensated. This is happening by the help of negative
focusing via convex surface or negative lens. One must be aware of the induced clutter and the-
reby, manipulate the angular vision such that the blind vision holds for the optically irradiated
site. Annular array is expected to improve the volumetric imaging performance of such a bimoda-
lity system, thanks to its geometry. The circularly symmetrical response enables the volumetric
imaging with uniform energy distribution in the field of view. We demonstrated the avails of the
annular probes in the OPUS imaging by elaborating appraisal analysis. The annular arrangement
provides additionally a cavity for accommodating the light probe, enabling perpendicular illumi-
nation, shortening the optical path to the absorbents and gaining the less skin reflection. Using
Monte Carlo simulation, we found that 10 mm diameter of beam width perpendicularly illumi-
nating at the surface of the object provides a desirable fluence. Considering the directivity of the
transducers, the annular cavity in the center of the array imposes a blind acceptance angle for
5 mm in front of the housed optical fiber bundle, hence much lower sensitivity for the induced
clutter.

After series of simulations and analysis we found similar performance between segment annular,
annular circular and annular spiral arrays, with almost equal element size of 20 to 25mm2 vibrating
surface. The next chapter evaluates the performance of these three geometries in the framework
of post-reconstruction analysis. This will further followed by experimental studies in chapter 6
with the help of a single element scanning in a same fashion as the array configuration, such that
synthetically it will emulating the proposed array.

4.4.1 Perspective
Owing to the frequency response of the transducer, the received OA signal is partially obtained

and that takes place with non-uniform amplitude. Consequently the image is reconstructed from a
set of incomplete data. To radically address this problem, one way is to pursue a multi-frequency
band approached where the information from the edges and boundaries (rapid change in OA signal)
of the absorber is expected from the transducer elements with the higher central frequency while
transducers with lower central frequency render higher SNR and a better contrast for the main
structures (slower change in OA signal). The ultrasonic transducer to a great extent determines
the sensitivity, imaging depth, contrast and spatial resolution of this bimodality system.

The frequency spectrum of the induced acoustic waves are governed by the size and shape of
the absorbing structure. Yet, much of the frequency band, specifically in the higher frequencies are
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being filtered by the bandwidth of the transducer. To tackle simultaneously the aforementioned
drawbacks, a dual frequency band annular ultrasonic array can be designed and evaluated utilizing
numerical simulations.

The frequency-amplitude dependent distortions and the effect of light propagation can be
further incorporated with the model to minimize the quantification errors in the accuracy of
deliverable data. Yet the information regarding the medium of interest must be available. As
US provides the anatomical map, one can use the map as prior information for optical wave
propagation.

Last but not least, this work was inspired by the recent manifestations of CMUT technology in
both design and improvement in ultrasound and OA imaging. However, for CMUT technologies,
FieldII requires further considerations associated with the physics of CMUT transduction. This
effect can be included in the future studies.
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CHAPITRE 5
Post processing algorithm for OPUS, reconstruction and

evaluation

The eternal mystery of the world is
the comprehensibility. . .the fact that
it is comprehensible is a miracle. . .

Albert Einstein

Abstract

In reflection mode imaging systems, the acquisition of multi-frequency data is ta-
king place in space-time domain to pinpoint the underlying structures by forming an
image. Two classes of reconstruction algorithms are considered : delay and sum (i.e.
back projection) and model based. The ultimate aim is to adopt the algorithm to the
designed probe, such that the accuracy of the imaging system output maximizes. As
the handheld OPUS is far from ideal imaging system, mainly due to the associated
limited angle of view, spatial under-sampling and finite element size, the potentials of
the reconstruction algorithms in dealing with no ideal imaging scenarios are investiga-
ted in details. The other intention of the chapter, however, is to conduct an appraisal
study on the performance of the array based on the final image. The quantitative
assessment of imaging system performance based on the task-based image quality
metrics are applied in order to compare the designed probes in providing the high
quality image. Our interests are identifying the point spread function of the system,
ultrasonic contrast in anechoic regions and minimizing the artifacts.

5.1 Introduction

M
edical imaging in the first place is aimed to obviate the need for dissection the tissue,
which traditionally has been practiced to study the relationship between the anatomy,
pathology and physiology. The reconstruction and rendering the volumetric three di-
mensional (3D) representation of the acquired data-set has evolutionary outdated the

mental reconstruction from multiple 2D slice projections. In fact, the routine 3D acquisition via
clinical scanning technologies has leveraged the importance of volumetric visualization in every-
day clinical practice. The main value of the 3D representation is rooted in the fact that biological
structures their-selves are 3D objects, therefore rendering in multidimensional fashion facilitates
the clinical diagnosis and treatment/surgery planing. Despite the benefits and important advan-
tages of voxel based visualization, it may suffer from the calculation time. The diffraction limit
rendering of relatively large volume requires long reconstruction and rendering time. There exists
an obvious paradox between the potentials promised by producing high-fidelity images and the
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required calculation time for a reliable extraction and interpretation of the information they hold
into the quantifiable measures for a better insight with respect to the structure and function of
the tissues. This chapter will focus on two methods of the reconstruction algorithm in order to
facilitate the productive analysis of the acquired information, including the accurate anatomy and
functional mapping to ultimately enhance the diagnosis. Incorporated in these objectives is the
quantitative assessment of the output data. Therefore, a post-reconstruction analysis can take
place over the final optimized imaged in order to asses the capability of the imaging system. No-
teworthy is that the post-processing is only an enhancing step toward human interpretation while
at best preserves the amount of information of the received information rather partially loosing
them. Therefore it is a must to acquire and employ as much as information available, including
the imaging system distortion and if possible, investigating medium.

The OPUS image reconstruction, whether model based or those based on analytical solutions
like delay and sum back projection (DSBP), are associated with some degree of uncertainties. The
model based algorithms are developed upon the propagation of the acoustic waves from emana-
ting voxel in the volume, also known as forward model. Inverting the model to further proceed
with image reconstruction can be considered as an inverse problem. This paradigm might be more
adaptable to the non conventional arrays and doesn’t impose any restriction but incorporates the
system behavior. However, the inversion might be tricky and depending on the size of VOI can be
computationally inefficient. Meanwhile, the analytical algorithms with promises of exact mathe-
matical formula and numerical stability are mainly developed for canonical measurement aperture
with ideal point like shape of transceivers that enclose the entire sample with half wavelength
inter-element spacing or infinite line detectors [118]. The imposed constrained by the second type
of algorithms make them hardly an appropriate choice for the designed handheld probe. Variety of
approaches has been practiced to tackle this problem, among them iterative algorithms [119, 129],
adaptive weighting factor [117] and virtual sources [126]. On the other hand, the model based
and optimization based reconstruction [18, 96, 161], that is either adapted to the geometry of the
system or minimizes the artifacts arose from imperfections in measurement system.

In this chapter our focus is on the post-processing methods required to deliver the optimum
output, given a set incomplete measurement of the sparse backward mode OPUS. First and fore-
most, the deviation introduced by the transfer function of transceiver (AIR) must be alleviated.
Then, the maximum achievable projections for ultrasound and optoacoustic imaging will be brie-
fly touched, and on top of that, the optimized DSBP algorithm will be discussed to address the
limited number of projection. In order to tackle the constrict of finite element size, two approaches
are followed, namely the virtual detector and sub-sampling. The results will be compared with
the model based image reconstruction, where the reconstruction is happening by a matrix based
deconvolution of forward model from the measured data. The last step involves inversion, and
therefore the regularization is compulsory to cope with the artifacts arose from limited number of
projections and limited angle of view.

5.2 Deconvolution of acousto-electric impulse response

In acoustic linear regime, the received signal can be expressed as the convolution of the sen-
sed pressure (xn) with the transducer’s acousto-electric impulse response (hAIR). In general, the
transducer acousto-electric impulse response acts as a nonuniform band pass filter that distorts
the rich frequency information of the optoacoustic signal. Additionally, the axial resolution and
image quality in both ultrasound and reflection-mode optoacoustic imaging is being degraded.

y(n) = x(n) ∗ hAIR(n) + e(n) (5.1)

where e(n) is the error or noise of the measurement system and is independent to the xn. The
original signal can be estimated by deconvolution process in order to reverse the effect of AIR, thus
the resolution and so the bandwidth can be improved. Given the ill-posed nature of deconvolution,
the correct choice of deconvolution technique enables the obtainment of the true signal from the
measured output, is a key step prior to the reconstruction. The Fourier division based approaches
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are easily implemented and fast but one must be cautious when deals with the signal with low
SNR. One way is to weight the frequency content using a window function, within the division
process, thus hampering the noise. Yet, due to the band limit detection of the system, it is still
not a robust method to higher level of noise, as is the case for both OA and synthetic aperture US.
The more rigorous approaches include minimum mean squared error (MMSE) and Wiener filter
with comparative performance as both approaches provide the tunable optimization parameter
to enhance the retrieving process and increase the robustness to the noise. While Wiener filter
minimizes the mean square error between the polluted and true signal by estimating explicitly the
spectral power density of the noise, the MMSE is a matrix based deconvolution method in which
regularization parameter determines the optimization level by minimizing the L2-norm cost func-
tion. The given formula for Wiener filter minimizing the minimum square error is given by [120] :

Ge(ω) =
H∗(ω)Sx(ω)

Se(ω) + Sx(ω)|H(ω)|2
(5.2)

where Sx(ω) and Se(ω) are the estimated power spectrum of the signal and noise and H(ω) the
power spectrum of the AIR obtained by the discrete-time Fourier transform of hAIR. A powerful
alternative, as mentioned earlier is matrix based deconvolution. The convolution step can be
defined by matrix multiplication via Toeplitz matrix formation of the convolution term.

y(n) = HAIRx(n) (5.3)

where HAIR is the Toeplitz matrix form of the hAIR. Therefore the deconvolution follows the
matrix inversion, with a regularization parameter Γ, for MMSE 1 :

arg min
{
‖Hx(n)− y(n)‖22 + Γ2 ‖x(n)‖22

}
(5.4)

x̂(n) = (HTH + ΓTΓ)−1HT y(n) (5.5)

where the x̂(n) is the estimation of x(n), Γ = Lα is the regularization matrix containing the
penalty term α and L is a discrete approximation to derivative operator, imposing smoothness on
the solution. The choice of L and α forces x to be effectively dominated by components in low-
dimensional subspace. The penalty term in MMSE determines the level of the noise and the error
w.r.t. the true signal x(n), to further deliver a reasonable solution to ill-posed problems. However
at the end of the day, the two deconvolution approaches are interrelated if they be regarded from
the singular values perspective [56]. For the SVD based methods L is replaced by the identity
matrix. Given the regularization parameter Γ = αI, with I being the identity matrix and α the
penalty term, the least square solution can be seek in singular value thresholding such that the
thresholded singular value matrix ST only contains non-singular elements along its diagonal, given
by damped SVD (soft thresholding) :

STii =
σi

σ2
i + α2

(5.6)

where T is the threshold value to be the same as the rank. On the other hand, the Wiener filter
output x̂, can be affiliated to singular values by :

x̂ =
T∑
i=1

fi
uTi b

σi
vi

fi =
σ2
i

σ2
i + α2

(5.7)

1. In this very case, when the assumption is zero mean Gaussian for signals, MMSE is equivalent to Tikhonov.
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knowing that filter factor fi = σiSTii , and b the recorded noisy signal. It might be true that
MMSE inherits the merits of ideal Wiener in order to deal with the noise as they are in the same
shape [7]. Here we practice the two and for finding the regularization parameter we are employed
L-curve [20]. It is known as a robust regularized solution, when the error/noise norm is not known.
To simply put, performance of least square minimization problem as a function of penalty term
is evaluated via the plot of regularized solution ‖Γx(n)‖ versus residual norm ‖Hx(n)− y(n)‖ for
several penalty terms. Normally the solution is found in the corner value of the plot, where the
residual norm is smaller than the error. Yet another popular way to find the penalty parameter
with no prior information about the noise level, is the generalized cross validation (GCV) [49]. By
minimizing the GCV function, the optimum penalty term promised by GCV, αopt, is obtained.
This is taking place by the help of SVD thresholding. The function is defined to be :

GCV(α) =

∑T
i=1

(
uT
i δ

σ2
i +α2

)2

(∑T
i=1

1
σ2
i +α2

)2 (5.8)

Simulation test data

Herein, we practiced the Wiener and MMSE deconvolution for the point source signal detected
by an element positioned in front of the source. The signal is corresponded to a micro-sphere
of the size 150 µm with unity initial inside the micro-sphere and zero elsewhere. For the sake
of simplicity the effect of SIR is ignored. The frequency response of AIR is corresponding to the
transducer with 5MHz central frequency and 80% fractional bandwidth. The estimation of αopt for
both the GCV and L-curve methods took place by the matlab based regularization toolbox [57].
Figure 5.1 depicts the true optoacoustic signal from the micro-sphere, AIR, recorded signal and
the deconvolved signals using Wiener and MMSE deconvolution approach. We added 10dB white
Gaussian noise to count for the error in the measurement system and also to test the robustness
of each method. We have found similar behavior for the three approaches which is in agreement
with our hypothesis stated in previous section. To further asses the performance, we employed

Figure 5.1: The effect of acousto-electric impulse response (AIR) on the recorded signal and three method of
deconvolution to retrieve the original signal in the presence of -10 dB noise.
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the metrics such as cross-correlation to measure the resemblance, PSNR, RMSE and MAE to
measure the error w.r.t. the original signal. The results are outlined in the Table 5.1 suggesting
that for this particular case, the GCV showcases the superior performance with least error and
maximum resemblance. However if the noise level increases, as is the case for small transducers

FoM Wiener L-curve GCV

CC 1.398 1.393 1.401
PSNR 16.5 16.4 16.5
RMSE 0.1495 0.1509 0.1490
MAE 0.0654 0.0630 0.0696

Table 5.1: Quantitative evaluation of three deconvolution approaches in presence of 10dB noise

and for week OA signals and synthetic aperture focusing technique (SAFT) ultrasound, the soft
thresholding L-curve is not showing a superior behavior. We extended the above approach by
adding -10 dB white Gaussian noise. The results are presented in the Figure 5.2. Even though
the GCV approaches couldn’t completely retrieve the original shape of the signal, yet it behaves
relatively better than L-curve and Wiener filter. The shape of the signal is not completely retrieved
for any of approaches. The noise level of the GCV is the lowest and visual interpretation from the
estimated output is more trivial. GCV showcased a better performance than noise reduction and
minimizing the error. The above conclusion is also validated by the proposed metric in quantitative
manner, outlines by Table 5.2.

Figure 5.2: The comparison between the performance of deconvolution approaches for retrieving the original
signal in the presence of -10 dB noise.

FoM Wiener L-curve GCV

CC 1.69 1.7 1.27
PSNR 10.32 10.01 13.65
RMSE 0.3 0.31 0.2
MAE 0.23 0.24 0.12

Table 5.2: Quantitative evaluation of deconvolution approaches in presence of -10dB noise

It is indeed possible to apply the hard thresholding with more appropriate result, yet the
output signal would be more of the shape of impulse response than the original signal as suggested
by Figure 5.3. There exist a trade off between the noise and side lobes which is left to the choice of
regularization parameters and holds for the Wiener filter as well. These side lobes might give rise
to what is known in the literature as the ringing artifact (Figure5.4) in the image, where dealing
with the artifacts is what deconvolution is aiming at in the first place.
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Figure 5.3: The performance of MMSE deconvolution approaches regularized by hard thresholding using L-curve
in the presence of -10 dB noise.

This side effect specifically affects the boundaries of the absorbing object which is normally
containing the high frequency information (due to the expeditious transition). Recalling from
chapter 3, we know that the AIR can be incorporated into the imaging operator M (model matrix)
and deconvolution can take place via matrix operations. Although this will be practiced in the
model based algorithms, it is noteworthy to mention that the sparsity of the matrix will be
decreased and as a consequence, the inversion cost increases. Since the AIR effect is irrespective
of source position, the deconvolution can be taken place in a separate step, even for model based
algorithms.

Figure 5.4: The comparison between four deconvolution approaches in the reconstructed image. The hard
thresholding has lesser value for the lumpy background due to suppression of the noise yet with artifacts indicated
by the red circle.

We intuitively conclude that the deconvolution has a direct effect in minimizing the artifact
imposed by the measurement system due to the AIR but also noise. Under certain conditions, a
signal may be characterized and recoverable from the recorded one completely, if the noise level
be low. Therefore the averaging is employed in real case measurements to suppress the noise level.
Throughout the rest of the chapter we utilized the MMSE GCV for its superiority and robustness
in finding the right trade-off between the estimation of true signal and hampering the noise level.

5.3 Method based on the Delay and Sum Back Projection

One major phase of acoustic imaging is the image reconstruction which functions better if the
information about the source induction is foretold. To that end, in optoacoustic imaging, a short
pulse of laser in the range of nano-second is inducing the broadband acoustic waves out of the
targeted chromophores in a simultaneous manner, from acoustics point of view. Meanwhile, in ul-
trasound imaging, the medium is irradiated by a band limited acoustic wave and the backscattered
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waves by the acoustic are partially detected and recorded by the transducers. The irradiation can
take place in multiple events with different orientations, thus the number of projections are increa-
sing but also the tangential resolution is improved. On that account, US imaging is advantageous
in providing a better resolution. In-fact the number of transmission events can increase up to the
number of elements N, thus providing N × N raw signals signals for every transmitter-receiver pair
of elements in the array. This technique is known as full matrix capture (FMC) and enables US
imaging with factor of N more projections than OA with analogously one transmit event (induced
optically).

Conventionally back-projection (BP) or delay and sum (DAS) methods have been used for
reconstruction of both the US and OA images. These algorithms are basically applying the time-
domain focusing technique in order to locate the source. Basically for every recorded signal by
ith element, of the wave which might be transmitted by the jth element or induced otherwise,
one can set the intensity of the voxels within the projection with regards to the receiver-voxel
pair (or transmit-voxel-receive) time-delay. Then the corresponding time-window of the recorded
signal submits the intensity of the voxel. Subsequently, by spatial compounding the projections
(for every recorded signal) in a coherent manner a synthetic focusing is taking place. Thus at
the focus, back-projected signals are reinforced against the noise and out of focus back-projected
signals. Therefore this method is equivalent to the delay and sum on the recorded signals. In fact,
under the condition of full tangential view, it is approximately equal to the time reversal operator
as one can retrieve the source in the medium from set of recorded signals. To be concrete, let si(t)
denotes the measured pressure by the element of the N element array probe located at ith position
ri, with i = 1 · · ·N . Then the DSBP reconstruction value Ik for the kth voxel located would be [76]

Ik(rk, t) =

N∑
i=1

wk,isi(t+ ∆tk,i) (5.9)

where the operation ∆tk,i defines the adjusted time-delays for the array to focus at voxel location
rk ; ∆tk,i = |rk−ri|/ν 2. The weighting factor w supposedly enhances the reconstruction at focused
areas and suppress the side lobe levels. Depending on the location of the voxel, whether in the
nearfield or far field of the aperture, the back-projection perspective can be altered 3. As it is
stated in chapter 3 equation 3.6, the response of the system to a point source is the alteration to
Green’s function GH , as OPUS is considered as a nearfield imaging w.r.t. the aperture. In fact,
in the medium at rest where the acoustic reciprocity can be followed, the propagation of a wave
emanated from point source located in voxel k in half-space, with evolution function q(t) can be
defined by

p(rk, t) = q(t) ∗GH(ri, rk, t) (5.10)

Often said that the DSBP does not require knowledge of Green’s function as a priori infor-
mation. This condition is important for the OPUS imaging at the presence of dispersive medium.
Nonetheless there are similarities between delay and sum and time-reversal which promises the
spatial-temporal matched filtering properties 4. Even though these similarities might not be so
evident on the grounds that the time reversal is not a model based beamforming, while DSBP
can be considered as one, on the account of time-delay [35] as is shown in section 5.3.4. Where
the time reversal is of interest, the source localization via simulation of wave back-propagation
from the array [76] is taking place. It follows the time reversed of signal si(−t), then the terms
in the integral of the equation 3.4 can be restated such that ; GH ∗ ∂p/∂n − p ∂GH/∂n ; for the

2. As for the pulse echo ultrasound, the time of flight for the transmission is also incorporated, thus ∆tk,i =
|rk − rj |/ν + |rk − ri|/ν

3. Albeit in the presence of dispersive/refractive media, the focusing ability of the array would be subjected
to the properties of media as well. Our concerns are not involved with these cases as the medium properties for
multi-purpose probe is supposed to be not known in advance.

4. The principle of matched filter is analogous to acoustic reciprocity theorem in loss less dispersion free media
by considering the fact that the convolution of system impulse response of h(t) by its inverse h(−t), as if the system
is fed by the inverse impulse response as input, provides the maximum output at t=0. In this case back propagating
signal in loss less dispersion medium optimally results in constructive interference at the desired time and space.
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time reversing. The state terms are further reduced to (p ∗G) as can be deduce from equation 3.9.
Hence, the time reversed back propagation of the array signals can be stated as :

I(r, t) =
N∑
i=1

si(−t) ∗GH(r, ri, t) (5.11)

The weighting function in the equation 5.9 is optimally compensating for the divergence of the
wave over the course of propagation, such that at the focus where rk = r, the focusing retrieves
the original pressure at kth voxel, where the source is located. By setting the right delays and
weighting factor, it can be shown that the process acts as a spatial filter to retrieve the source
of pressure wave emanated at specific location. For the aforementioned reason, it follows that the
weighting function is taken as wk,i = 1/2π|rk − ri| and thus, the backprojection of ensemble of
filtered projection can be restated as the convolution of each element’s recorded signal with the
time-reversed Green’s function,

Ik(rk, t) =
N∑
i=1

si(t) ∗
δ(t+ ∆tk,i)

2π|rk − ri|

=
N∑
i=1

si(t) ∗GH(rk, ri,−t)

(5.12)

Hence one can conclude that the DSBP and analytical realization of time reversed back-
propagation are demonstrating similar prosperous performance to an identical degree ; Ik(rk, t) =
ITR(r,−t),∀r. In another word, Green’s function weighted DSBP can be considered as the ana-
lytical formulation of time reversal. In fact, the equation 5.12 is closely related to the universal
backprojection derived by Xu et al. [175] :

Ik(rk, t) = 2
N∑
i=1

[
si(t)− t

∂si(t)

∂t

]
(5.13)

For ultrasound imaging, normally the log compression is used while for OA, the compression,
rarefaction, derivative and maximum amplitude decrease are among the choices in order to estimate
the source strength [62]. As the OA signals are often noisy, the contrast of the backprojection would
be insufficient to recognize the object. Thus a filter is chosen for suppressing the noise. The popular
choice of filter is Ram-Lak filter with cut-off frequency ωc in order to roll off the higher frequency
components where noise presents.

F (ω) = 4sinc(2ω̂)− 2sinc2(ω̂) (5.14)

where ω̂ = ω/ωc ∈ [−1, 1].
Noticeable is that the DSBP is exact only for an infinite linear transducer array and if it is

being used, it imposes the certain constricts in the design of the transducer due to its underpinning
principles. Firstly, the algorithm does not meant to correct for the diffraction effect over the sur-
face of the transducer as the initial assumption is treating the elements as point source/detector.
Secondly, such analytical solution is based on the continuous discretization of the incoming wave-
front, which is emanated from the far field (relative to the elements) where the phase shift between
the recorded signals are multiple integer of λ. Thence the λ/2 interelement spacing is required for
keeping the resemblance between the recorded signals which enables the in-phase focusing. The
out of phase energy aka. grating lobe, will leak to the main lobe energy of the neighboring source
and falsifies the estimation of source strength. Further, the type of interference in the summation
phase of projections influences the nature of speckle which could be of importance in US imaging.
On the other hand, the spatial aliasing artifact would be unavoidable to the degree that the qua-
lity of the final image would be severely downgraded. Incorporating the element directivity in the
weighting factor of the back projections will attenuate the out of focus contributions, give by [90] :
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cos(β)

|rk − ri|2
H(βcut) (5.15)

where the Heaviside function H(βcut) with cut off acceptance angle β ; such that H(βcut) =
1 only when (βcut) < β−6dB and 0 otherwise. However, aliasing, undersampling and non uniformly
sampling artifacts distort the underlying data and final image quality.

5.3.1 Weighted Synthetic Aperture

Traditionally DSBP reconstruction algorithm has been employed for synthetic aperture focu-
sing technique (SAFT), where a large aperture is synthesized by back projecting the sequential
measured signals using smaller apertures, in this case receiving elements. The spatial compoun-
ding of back projected low-resolution images yields the fully dynamic focused image for all voxels,
if FMC is employed. This technique is known to provide the maximum resolution among the
DSBP based algorithms. In US mode SA beamforming, a full array acquisition based on indivi-
dual performance of the transducer elements provides a set of N2 signals associated with every
transmit-receive pairs 5. All elements are sequentially transmitting acoustic pulse followed by a
passive listening to record the echo. The received signals by each element are properly delayed and
set of low resolution images corresponding to each transmission are aggregated to form the final
raw image.

In this way the full aperture resolution is insured [113] via full dynamic focusing but sacrifices
the SNR with depth, as the acoustic pulse excited from a single element. The focusing is performed
by introducing the delay time that compensates the differences in round-trip time of flight (or one
way trip of OA) from the emitter to the focal point and then to each and every receiver. This
approach is also call total focusing method (TFM) for improving angular view while there is a
trade-off between number of transmission and frame rate, yet it is possible to decouple the pulse
repetition time by sparsifying the number of transmission events at the cost of image resolution.
Our interest is to evaluate the designed probe performance based on the final provided image. In
order to avoid biased evaluation we disregard the acquisition time and focus our concern primarily
on leveraging the image quality. Nevertheless, owing to the lack of elements in the center of the
annular probes and its peculiar geometry, SA approach is suffering from low spatial resolution,
phase distortion, off axis contributions, low contrast and other artifacts related to the geometry
of the transducer. Indeed, it is challenging to tackle all of these factors simultaneously. Aperture
weighting technique is being used in pulse-echo (PE) US imaging and improves the contrast at
the cost of resolution. This approach is efficient when there is round trip acquisition involved for
acoustic wave, yet it is not optimum for OA imaging where there is no control on the transmitted
wave. For that reason, we developed a weighted dynamic focusing based reconstruction approach
namely, weighted synthetic aperture (WSA), to address the aforementioned defects. We elaborate
WSA to estimate the spatial location, size, reflectivity function of the insonified (for PE) or
absorption coefficient of the illuminated (for OA) targets for both imaging modalities. The effect of
aperture spatial sensitivity into the imaging system is addressed with the spatial impulse response
(SIR). The synthetic aperture technique is recognized for amending the lateral resolution but if the
requirements are not satisfied, the phase distortion can be introduced where the phase aberration
due to the separable delay approximation occurs. An adaptive weighting factor that combines the
coherence factor (CF) [63] and phase coherence factor (PCF) [21] is employed to minimize these
artifacts.

Coherence factors

OPUS is recognized as an imaging system with moderately high coherence between the received
pressure between each element. This coherence can be disturbed, if the sampling doesn’t take place
in a uniform manner. At a given time instance, the produced pressure field within the medium

5. In OA mode, same formula applies with a factor of N less summation (no insonification) leading to even lower
SNR and higher level of side lobe.
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traveling toward the imaging plane can be considered coherent in time and space 6. The back
projection of the recorded signals are pinpointing the source of pressure-field by estimating the
maxima in each overlapped region. The coherence between the projections can be stated by the
correlation coefficient, a degree of resemblance via otherwise interpretation of van Cittert-Zernike
theorem [101] which yields a coherence-based metric named coherence factor (CF) [63]. Therefore,
estimating the resemblance between recorded signals (or equivalently the projection voxels) is
directly proportional, if not identical, to assessing the spatial coherence of the ultrasonic field and
vice versa.

CF is an adaptive weighting factor known to be effective in minimizing the aberration and
side lobe level. It is defined as the ratio of coherent sum (i.e.focal point) to the total incoherence
sum of the signal intensity (i.e. off axis contributions) across the aperture. On the other words,
the intensity of coherent sum is much lower for side lobes and other aberrations. For the imaging
artifact suppression and image quality enhancement, coherence factor CF is weighting the envelop
of the raw signals as follow :

CF(tk) =

∣∣∣∣ N∑
i=1

Si(tk)

∣∣∣∣2
N

∣∣∣∣ N∑
i=1

Si(tk)2

∣∣∣∣ ; CF ∈ [0, 1] (5.16)

where ri,k =
√

(xk − xi)2 + (yk − yi)2 + (zk)2 is the distance of the kth voxel located at xk, yk, zk
coordinate, to the ithtransmitting or jth receiving element and is corresponding to the time of
flight tk =

√
(ri,k)2 + (rj,k)2/ν.

During the coherent summation phase, the out of focus regions are associated with the phase
distortion. Therefore there would be the misalignment between troughs and peaks of the signal
projections while at the focus perfect alignment is expected. The phase distortion is less expe-
rienced by the incoherent summation as troughs are turning into peaks due to the square factor.
At the absence of distortion, in-phase summation between projections leads to optimum focusing,
indicated by 1 for CF value. The value is calculated for every voxel within the medium and is in-
corporated in the weighting factor of equation 5.9 via dot product in order to enable the focusing
error depletion. Nonetheless, this amplitude based weighting approach is vulnerable to the noisy
data and is lesser efficient with lower SNR signals [112], as is the case for US-TFM and OA signals.

A more robust factor is proposed by Li et al. by further elaborating the numerator in 5.16 by
excluding the spatial frequencies subjected to the out of phase contributions and phase distortions
[92]. In their paper, they have shown that its only the low-spatial frequency components of the
received aperture is contributing to the coherent summation, once again showcasing the superior
performance of the larger aperture in defining the objects. As a result the coherent summation is
penalized further to smaller region, increasing the in- focus estimation. However this methodology
is strictly defined for the conventional linear arrays and might not perform well with sparse geome-
tries, where the energy of aperture is not necessary accumulated in the lower frequencies. Albeit,
with further adaptation toward the geometry of designed probe might rivals its competence, yet
depending on the aperture, the adaptation might differ and again lead to an unbiased evaluation.

Alternatively, Camacho et al. proposed PCF [21], an adaptive weighting factor based on the
phase variation between beamformed received signals of individual elements. After the time of
flight is compensated for the received RF signals, the phase dispersion for each time point (voxel)
is calculated. The PCF matrix constituent thus composed of weighting factors of values between
zero and one, associated with the calculated standard deviation in the phase σφ. At the focus
(on-axis), the standard deviation between the echos are zero since they are in phase, thus the
weighting factor corresponds to the maximum. However, the out of focus contributions, including
the grating lobes, are not always in phase with the ensemble signal. Thus such an effect rises the

6. Depending on the nature of medium the, incoherence might increase. This is the case for example at the
presence large number of randomly distributed scattering objects.
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standard deviation associated with decline in the PCF value :

PCF(tk) = max

[
0 , 1−

σφtk

σ0

]
; PCF ∈ [0, 1]

σφ =

√√√√ 1

N

N∑
i=1

(
φi −

1

N

N∑
i=1

φi

)2
(5.17)

where σ0 is the nominal standard deviation for a uniformal phase distribution (−π, π].

Spatial impulse response

Another, yet important factor that affects the spatial resolution of the measurement system,
is the effect of acquisition system (aperture) into the measurement. Due to the finite size of the
element, the tangential (' axial) resolution is degraded. This degradation is rooted in the dete-
rioration of spatio-temporal frequency of the incoming pressure wave, while its being recorded.
The spatial frequencies are degraded due to the finite size of the aperture while the temporal fre-
quencies are weighted to lower components because of the averaging over the surface of elements.
The former can be incorporated into the image reconstruction algorithm by employing the trans-
ducer spatial impulse response (SIR) as a weighting factor. When this spatio-temporal frequency
parameter convolves with the transducer impulse response, it defines the behavior of the emitted
wave as well as frequency dependent spatial sensitivity of the transducer, associated with the finite
dimension of the aperture. this property has been investigated in chapter 4 section 4.2.2. By em-
ploying the inverse scaled SIR as an adapting weighting factor, the isotropic sensitivity is ensured.
As for the US-SAFT, there is N-map calculation required for every transmit-receive response of
the transducer in compare to only one-map calculation for the OA, which defines only the spatial
dependent response of the aperture. The response of the OA source is not to be estimated and
remains unknown. 7

As this SIR based factor is the property of the array’s elements and can be computed before
hand, it is not affecting the processing time required for the reconstruction. Therefore the final
reconstructed data is adaptively weighted by a factor which is the compilation of SIR, CF and
PCF as the weighting factor. Then the weighted intensity (WI) values would be :

WI = 〈CF,PCF,SIR, I〉 (5.18)

where 〈, 〉 is the inner product notation.
While each of these factors independently addresses specific problem, the simultaneous impro-

vement in contrast and side-lobe reduction, because of CF, enhancement of lateral resolution along
with suppressing the side lobe and grating lobes levels, mainly because of PCF contribution and
finally isotopic sensitivity as well as ameliorating the dynamic range, owing to SIR, is expected by
compiling the aforementioned factors [78] rather than standalone.

5.3.2 Comparison of weighting factors and their effect in DSBP
A forward looking annular array of 128 elements (λ× λ) operating at 6 MHz center frequency

with 80 % fractional bandwidth has been modeled for OA and PE synthetic aperture imaging. We
performed numerical studies to evaluate the effect of weighting factors. Multiple point reflectors
(for US) and point sources (for OA) are positioned in the medium as a measure of point spread
function of the system, in order to investigate the quality of the reconstructed image using various
weighting factor. The volume of imaging was 40 mm axially and 15 mm in lateral and elevation.

7. Indeed the optoacoustic impulse response is object dependent. If the prior information is know, then one can
incorporate it to the reconstruction for a task based performance analysis, under the assumption of uniform heat
deposition. In fact, for a short laser pulse induction, it has been found to be the 1st order derivative of the pulse
temporal shape in three dimension [34].
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After SAFT beamforming, the data are weighted with different adaptive weighting, including CF,
PCF, CF plus PCF, CF plus PCF and SIR (WSA) respectively. The US result is presented in
Figure 5.5 showcase that CF weighting is improving the image quality by removing the artifacts
mainly due to the geometry of the transducer, but it is actually PCF that is successfully hampering
the side-lobes and suppressing the grating lobes. Moreover PCF narrows width of the main-lobe
due to its ability of exact estimation for the focal point. In fact, it is the combination of CF and
PCF that improves the result to a great extent by adaptive weighting the unwanted features.
Yet there is room for enhancing the image by incorporating the properties of transducer into the
reconstructions algorithm. As the response of the aperture is spatially variant, the quality of the
signal in terms of frequency and amplitude content is highly governed by the objects location with
respect to the transducer. Consequently beamforming is not the ultimate solution in providing the
best image. Thus an inverse-SIR mask is weighting the image additionally to increase the dynamic
range and to counteract the effect of aperture, leading to isotropic sensitivity regardless of the
position of objects.

Figure 5.5: Ultrasonic B-mode images of point targets, reconstructed using SAFT algorithm. From left to right :
no weighting, weighted with CF, PCF, CF+PCF, CF+PCF+SIR (WSA) mask.

On the grounds of quantitative analysis, Figure 5.6a provides the lateral logarithmic profile
of the point spread function of single reflector situated at the depth of 27mm away from the
transducer. It shows the advantage of using adaptive weighting in shrinking the main-lobe width
(-6dB) by factor of 2 and suppressing the side lobes by 25 dB. Figure 5.6b is the logarithmic profile
of the point targets at the depth of 32 mm and demonstrates the ability of isotropic reconstruction
after applying the SIR mask.

Although PSFs are an indication for imaging system resolution, their interpretation remains
intuitive. The imaging performance of US system for soft tissues where the diffusive scattering
are the dominant effect requires further evaluation. One of which, anechoic cysts are standard
approach for assessing the US imaging performance. Figure 5.7 shows the effect of weighting
factors by depicting the 60 dB dynamic range of three simulated 3mm � cyst, located at the
depth of 20mm. In order to quantify the enhancement, the contrast to noise ration (CNR) of each
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(a) (b)

Figure 5.6: Logarithmic profile of the scatterers (a) at the depth of 27 mm and (b) at the depth 32 mm away
from the transducer, weighted with different weighting factors.

image has been calculated, using the following formula :

CNR =
〈Slesion〉 − 〈SBG〉√
σ2

lesion + σ2
BG

(5.19)

where 〈S〉 and σ are the mean and standard deviation of the logarithmic image. The received signals
from the speckle region is dominated by the main-lobe signal while the value of the anechoic cyst is
polluted by the side lobes and grating lobes, leaving more room for weighting factor for rectification.
Qualitatively, the cysts are barely visible with SA beamforming, and CF weighted SA, while PCF
showcases a much better amelioration in suppressing the parasitic signal in anechoic regions. What
SIR does is escalating the energy for lower sensitive regions of the array with minimal effect on
CNR yet isotropic. It is worthy to mention that the dark pits in the speckle regions are more due
to the randomness of speckle rather than the incoherence in spatial compounding, and can be
rectified by denoising technique by counting for speckle statistics within the wavelet thresholding
paradigm [41]. Therefore the region is weighted much lesser than that purely anechoic regions.

On the other hand, comparing to the ultrasound PE, in reconstruction of optoacoustic images
only N (number of receiving elements) detected signals are available, leading to a higher level of
side lobe. Moreover, the spatial impulse response of the optoacoustic source is not measurable and
the final image can only be compensated with the properties of the transducer in reception mode,
depicted in Figure 5.8.

Even so, a dynamic range of 40 dB for a single OA point-source at the depth of 27 mm away
from the transducer is manifested in Figure 5.9a using WSA, the main lobe width is narrowed
by 1.8 fold, leading to a better lateral resolution. The importance of this approach is getting
more noticeable where in optoacoustic imaging, point-sources are more detectable regardless of
their spatial location, consequently a step closer toward the isotropic sensitivity is taken. This
achievement though is coming with a minor drawback in which, reconstruction artifacts are visually
more prominent since the energy compensation treats the image features equally. Specially, when
it comes to the adjacent multiple point sources, the methodology might not be so successful
in separating two neighboring points as illustrated by Figure 5.9a. This is partially due to the
diffracting effect over the finite surface of the transducer. Nonetheless almost 20 dB dynamic range
improvement in compare to CF-PCF, demonstrate the advantage of using WSA for optacoustic
imaging using annular geometry.

Figure 5.10 shows the result of weighting factors applies on the DSBP reconstructed of a 3mm�
cyst like active circular region 8. For normalized images, qualitative evaluations are suggesting that
the compiled adaptive waiting factor succeed to suppress the artifacts to half of their original values
(' 0.25).

8. The illumination assumed to be uniform and effect of light propagation has been ignored.
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Figure 5.7: The effect of weighting factors in ameliorating the contrast of anechoic cyst of 3 mm � and plot of
their CNR values. The B-mode images are simulated with FMC approach and reconstructed with SAFT technique.
The yellow and red frames are indicating the areas have been used for calculation of the CNR.

5.3.3 Virtual element
Although the temporal averaging of the pressure waves over the surface of the elements might

be in favor of SNR of the recorded signal, it applies higher weighting on the higher temporal
frequency components as well. One possible way to deal with this situation is to employ the
concept of virtual source.

For the array with negative focusing elements, either by the help of convex surface or negative
lens, WSA can be employed in such a way that the time delay corresponds to the focal point
behind the elements, where the virtual point source / detector is considered. This approach has
better conformity with the traditional assumption of ideal point-like elements. The convex element
might be a better option than negative lens in terms of avoiding attenuation of the lens material
and reverberation effect. Yet there are limitation associated with the curved surface of a convex
element in order to achieve 60◦ acceptance angle. Very recently, Drozdov et al. [36] challenged
the previous assumption of uniform sensitivity over the active surface of convex transducer. Using
stationary phase method concept, they showcased that sensing of the higher frequencies of the
emanated wave is conditioned to tangential intersections between incoming wave. In another word
the contribution of higher frequency in recorded signal is limited to the DC components of the
spatial frequencies. In a way it is congruent to the directive vision of the elements for the higher
frequencies. To abide the aforementioned constrict on geometrical design of the convex element,
the following formula has been proposed [36] :

ROCtr =
max |rk − ri|

max |rk − ri|/ΩR − 1
(5.20)

where the ΩR is the active surface of the element and ROCtr is the radius of the curvature, the
distance between the actual and virtual element. Then the time-delay in the equation 5.13 can be
simply compensated by adding ROCtr/ν to the time t. Therefore for a transducer with active sur-
face of 5λ corresponding to 5MHz central frequency expecting a signal from 30mm depth, ROCtr
of 3mm is expected. While in practice, the transducer with such a radius of curvature requires
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Figure 5.8: Optoacoustic SA images of the simulated phantom of the point targets. From left to right : with no
weighting, weighted with CF, PCF, CF+PCF, CF+PCF+SIR (WSA) mask.

(a) (b)

Figure 5.9: Logarithmic profile of the point sources (a) at the depth of 27 mm and (b) at the depth 32 mm away
from the transducer, weighted with different weighting factors.

Figure 5.10: Optoacoustic 2D slices of SA images of the simulated active sphere at y = 0. From left to right :
with no weighting, weighted with CF, PCF, CF+PCF, WSA mask.
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complex micromachined technology with miniature subelements to avoid distortion and low pass
filtering. For our simulation we ignored these side effects and for the experimental measurement,
we adapted the concept of virtual element toward the condition negative lens is employed. The
time delay must be adjusted in a way to compensate for the higher speed of sound in the lens and
it’s spherical shape.

The time t in the equation 5.13 therefore is altered by the defocused lens with radius rL and
speed of sound of νL, can be realized as :

tL = td(β)

[
|rk − ri| − rL

ν
+
rL
νL

]
; (5.21)

where νL > ν is the speed of sound in the lens. For a wide angle of view, the RL and material of the
lens should be chosen carefully in order to meet the required 60◦ for βcut. Finally to compensate
for the time differences imposed by the negative lens, the equation 5.15 can be tailored to :

cos(β)

dneg(β)|rk − ri|2

The td(β) = 10−β and dneg(β) = 1/(1+0.03β) are respectively the time delay and directive factors
given by reference [90].

5.3.4 Matrix representation of DSBP
The time domain DSBP can be represented by matrix formalism. This feature allowed us to

perform a direct comparison with the model based algorithm which is defined in the next section.
Considering I as the estimation of the true voxel intensity of the investigating object, for K
number of voxels. Then DSBP can be reformulated by concatenating the recorded raw signals into
the vector S and defining the weighted index (based on time-delay) sparse block multi-diagonal
matrix T , for τ applied on the ith received signal such that

I =



τ(1,k) 0... τ(1,k)

τ(N,k)

...
. . .

τ(N,k) τ(1,k)

. . .
...

0 τ(N,k)





s1

s2

...
si
...
sN


= TTS (5.22)

where τ(i,k) is the delay corresponding to the voxel k in the VOI. I is a vectorized matrix of the
length equal to the number of designated voxels and needs to be reshaped to form the image,
bearing in mind that here T acts as a parallel dynamic focus beamformer for every voxel within
the VOI.

5.3.5 Matched filter interpretation
The matched filter is hold for the case that the model matrix can be considered as the transfer

matrix. This has been proven for the case of time reversal [149], where the reciprocity holds
for the transfer matrix. By back propagating the recorded signals by matrix convolution in loss
less, dispersion free medium optimally constructive interference at the desired time and space is
achieved. The model designed for the DSBP, where the transfer matrix is replaced by the weighted
time delay T , might possess this salient feature only if T ≈ M , where the maximum intensity
is given by MT

i S
9 is be equal to the TTi S, an indication for the robustness of the approach.

9. ith column of the model matrix M

84
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2017LYSEI027/these.pdf 
© [M. Azizian Kalkhoran], [2017], INSA Lyon, tous droits réservés



As a matter of fact, the transposed matrix is equivalent to the time reversal operator [149].
Then the matched filter guarantees that for all focus points the maximum intensity is achieved
by backprojection, in a concurrent manner. Where the known signal is polluted, matched filter
promises to maximize the SNR by incorporating the error covariance matrix Ce such that ;

I = TT (MO + e)

T ∝ C−1
e S

where O is the investigating object. Therefore SAFT-DSBP is optimized for SNR. The success
of the adaptive weighting factor approach can be estimated by comparing the result with the
matched filter.

5.4 Focusing as an inverse problem

The analytical reconstructions like DSBP manipulate (in amplitude and phase) the recorded
data toward the straightforward mathematical assumptions that algorithm is based upon. Essen-
tially DSBP neglects the aperture properties as its underpinning assumptions are far from the
properties of the proposed arrays in chapter 4. As a result, the final image accuracy is com-
promised. In previous section, a methodology have been proposed to incorporate the aperture
information as prior knowledge via adaptive weighting factor. However the degree of successful of
the approach is left to be assessed by model matrix operator. As the model matrix itself contains
the inherent properties of the aperture, theoretically it can provide the optimum estimation of each
voxel contribution. Using the model that accommodates the detailed physical phenomena of the
recording process, one can see the reconstruction as a canonical least square estimation to inverse
problem ” ‖Ax− b‖ ”. However majority of inverse problems solutions are violating the last Hada-
mard’s condition w.r.t. stability of the output data to the perturbations. Further improvement of
the reconstruction accuracy is possible by incorporating the error statistic as prior knowledge of
the data into the reconstruction :

Mo = y, y = Moexact + e (5.23)

where oexact is the exact image to be reconstructed and y is the recorded data. Assuming that M
is invertible, then the naive solution onaive would be

onaive = M−1y = oexact +M−1e; (5.24)

However, a heedful consideration reveals that the reconstructing process is far from exact recovery
of the true object, for the acquisition system introducing thermal noise to the incomplete measured
data (limited angle). Therefore the condition number in matrix M would be large (ill-posed) such
that ;

∥∥M−1e
∥∥ � ‖oexact‖, so hiding the oexact among the inverted errors. In order to mitigate

such contamination, the regularization must be imposed in order to reduce the sensitivity of the
solution to error to compute a stable solution. The importance of regularization has been already
discussed. For example equation 5.5 necessarily introduce the Tikhonov regularization into the
least square solution, by balancing the fitting term or penalty term and the smoothness parameter
that is a measure of favorability for the solution.

Yet another way of regularization is the regularization by projection in a way that the solution
to the least square is restricted to lie in a low dimensional subspace (sparsity) 10. In another
word, it means that a large components of exact solution oexact is lying in the low dimension
subspace. Theoretically the subspace Wκ spanned by vectors that represent the desirable features
for regularized solution. If known, the subspace can be constructed in a way to represent the prior
knowledge. Among particular examples of this sort, is the truncated SVD, where the κ dimension
subspace is the space spanned by the first κ right singular vectors v.

TSVD :Wκ = span {v1, v2, · · · , vk} ;

10. ‖Ax− b‖2 is subjected to x ∈ Wκ
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Assuming that the matrix Wκ = (w1, w2, · · · , wκ) ∈ Rn×k is given such that Wκ = R(Wκ) 11.
Knowing that the solution exist in the aforementioned subspace with the requirement o = Wkz,
the regularized solution can be expressed as projected problem :

o(κ) = Wκz
(κ), z(κ) = arg minz ‖(MWκ)z − b‖2 . (5.25)

For small κ,MWκ can be explicitly calculated to solve the projected least square problem in the
desired subspace. The advantage of SVD basis is that it can adjust itself to the problem explicitly
by accommodating to matrix M , but there are limitations associated with SVD, including the
computational cost. Additionally, SVD doesn’t incorporates the information about the right hand
side y. Bear in mind that the goal is to incorporate as much as prior information as possible, for
example the noise information.

In the pursuit of a more comprehensive subspace, yet computationally attractive Krylov sub-
space comes to our rescue, defined as :

Krylov : Kκ = span
{

MTy, (MTM)MTy, (MTM)2MTy, · · · , (MTM)κ−1MTy
}
,

Krylov subspace with maximum κ dimension is adapting itself fully to the case in hand by
incorporating the information of both quantitiesM and y. In another word the solution is bounded
to maximum κ iterations, starting with lowest frequency component toward the highest but stop
right before the inverted noise contributes. In principle one need orthonormal basis for the sake
of numerical implementation. The vectors (MTM)iMT y in the above equation prone toward the
main right singular vector of M which in practice are more and more linearly dependent.

pi =
(MTM)i−1MT y

‖(MTM)i−1MT y‖2
pi → νi as i→∞

To cope with, modified Gram Schmidt orthonormalization 12 time or Lanczos bidiagonalization
process can be applied on matrix M with starting vector y in order to produce orthonormal basis
for vectors for subspace Kκ. However, there are rooms for expediting this approach by bypassing
the required steps for the explicit formation of subspace Kκ and further orthonormalization. Let us
acknowledge that the linear least square functions are associated with so called normal equations
of the form MTMo = MT y ; with MTM being a Hermitian positive semi definite matrix of M .
This property allows us to employ conjugate gradient (CG) for solving the least square problem.
By applying κ steps of CG of iteration on the normal function, the o(κ) will be realized. The
algorithm can be written in the form of as follows :

Let o0 = 0 be the staring vector,
r0 = y −Mo0 the first residual,
p0 = MT r0 the initial search vector
1: while

∥∥o(κ+1)
∥∥

2
≥
∥∥o(κ)

∥∥
2
do

2: while
∥∥r(κ)

∥∥
2
≤
∥∥r(κ−1)

∥∥
2
do

3: for κ = 0, 1, 2, · · · do
4: ξκ = rκT rκ

pκTMTMpκ
,

5: xκ+1 = xκ + ξκpκ,
6: rκ+1 = rκ − ξκMTMpκ,

7: ζκ = rκ+1T rκ+1

rκT rκ
,

8: pκ+1 = rκ+1 − ζκpκ
9: end for

10: end while
11: end while
11. R indicates the regularization via projection, damping low and reconstructing high frequencies
12. GMS is an expensive procedure as for each iteration, the reorthogonalization is practiced
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The last condition is implying the stopping criteria.
Worthy of mention is that the search vectors are equivalent to i.e. the power iteration of

MTM which are basically the basis of Krylov subspace. The most stable variant of CG is known
as conjugate gradient least square algorithm (CGLS) [55], in that the explicit formation of MTM
is avoidable. Recalling that M is ill-conditioned, MTM will have the squared condition number of
M , meaning that the CG convergence would be extremely slow to round off the errors. In CGLS
algorithm we can introduce the updating functions such that in each iteration only two separate
matrix-vector multiplications with M and MT take place.

ξκ = rκT rκ

(Mpκ)T (Mpκ)
, rκ+1 = rκ − ξκMT (Mpκ),

The use of CGLS in computing regularized solutions in the Krylov subspace Kκ is referred to
as regularizing iterations [56]. Intuitively, CGLS is constructing a polynomial approximation to
the regularized pseudoinverse of M ; given by Moore-Penrose as M† = (MTM)−1M , such that :

o(κ) = PκM†y
Pκ = Kκ(MT y,MTM)

13 (5.26)

given :
r(κ) = y −Mo(κ) = (I −MPκM†)y

The aim is to minimize the residual norm,∥∥∥r(κ)
∥∥∥2

2
=
∥∥(I − ΣPκ(Σ2)Σ)UT y

∥∥2

2

=
n∑
i=1

(1− σ2
iPκ(σ2

i ))2(uTi y)2 =
n∑
i=1

Qκ(σ2
i )(uTi y)2

The intrinsic polynomial of CGLS explains how it converges faster than SVD based regularization.
When the SVD component (uTi y) is large, CGLS automatically construct a polynomial Qκ(σ2

i )
with eigenvalues of the MTM projection on the Kκ as shown in the equation 5.27. It acts as a
filter factor by enforcing "near σi roots " for the Qκ(σ2

i ) to knock out large SVD components
(uTi y)2 [56]. In another word, one can feed the CGLS by SVD components as preconditions, such
as above, with the purpose of semi-convergence by excluding the SVD components representing
the noise :

MT y = MTMoexact +MT e =
n∑
i=1

σ2
i (νTi o

exact)νi +

n∑
i=1

σi(u
T
i e)νi,

∴ o(κ) =

n∑
i=1

Qκ(i) uTi y

σi
νi,

Qκ(i) = 1−
κ∏
j=1

Qκ(j) − σ2
i

Qκ(j)
.

(5.27)

In TSVD the solution contains all the SVD coefficients, thus include contaminated information
as well. Intrinsically the attributed coefficients have no match in the right hand side y and CGLS
doesn’t count for them by the means of filter factors. Hence in the exact solution oexact, those
coefficient are replace with zero, expediting the calculation time.

It is noteworthy that equation 5.26 tells us that the regularization depends on the data. The
down side is the fact that it accommodates to the error (e.g. noise) correlated with the recorded
data y which at the end leads to desirable yet false information such as artifacts. For this particular
reason, post processing evaluations in this chapter will take place on both DSBP and CGLS to
avoid biased evaluation.
13. Pκ is the associated polynomial with Kκ s.t. it detemines how the solution also depends on the recorded

signal properties. If y = yexact + e⇒ o(κ) = o
(κ)
exact + o

(κ)
e .
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5.5 Post-reconstruction evaluation

In the previous chapter a comparative analysis has been followed in order to find the opti-
mum geometries for the volumetric OPUS array’s elements. Four different geometries for array
of transducers has been proposed namely, circular annular array, spiral annular array and hybrid
annular array of 5λ×5λ element size and segmented annular array of 1λ×20λ element size. Using
pre-reconstruction analysis, rather similar performances has been found with slight distinctions in
the favor of segmented annular array. A natural question arises on the task based performance of
these arrays and their ability in delivering the high quality final output images. The two intro-
duced reconstruction algorithms, weighted DSBP using virtual elements and model based CGLS
are being employed for this purpose. Here we look at various metrics such as range of full width
at half maximum (FWHM) for each measured point spread function (PSF), PSNR and structure
similarity (SSIM). Along with PSNR, SSIM is used as a quantity measure of reconstructed image
and is defined as :

SSIM =
(2µref µrec + c1).(2σref,rec + c2)

(µ2
ref + µ2

rec + c1).(σ2
ref + σ2

rec + c2)
; SSIM ∈ [0, 1] (5.28)

where .ref and .rec are indication to the reference and reconstructed images, µ is the average
intensity, σ is the standard deviation, σref,rec the covariance intensity between the two images
and c is infinitesimal variable to stabilize the division.

We used these point source/reflector images to compute a local PSF. When the acquisition
system is shift variant, as is the case here, the localized PSF can be defined by the image of a
point. As the interest is on the volumetric imaging, we studied the axial plane for OA and lateral
for US.We performed numerical studies based on spatial impulse response method. Multiple point
reflectors (for US) and point sources (for OA) are positioned in the medium as a measure of point
spread function of the system, in order to investigate the quality of the reconstructed images for
each array.

5.5.1 Optoacoustic

Figure 5.11 outlines the optoacoustic images of point sources (noise-free) situated in the depth
of 20mm simulated for each of four virtual arrays. The points are equidistantly distributed within
an axial plane of 16× 16mm2 parallel to the surface of the arrays volume in a grid structure with
1.5mm spacing. The C-scan reconstruction took place by both methods, virtual element weighted
DSBP (VE-WDSBP) and model based CGLS. In order to avoid any biased conclusion, no specific
regularization matrix has been used and L set to be identity matrix. As the results are suggesting,
it is only the segmented annular array that is capable of retrieving all the points in the medium,
and that is by using model based CGLS approach. The author believes that the peculiar geometry
of segmented annular array allows for every voxel within VOI be visited by all the elements. Those
voxels that are sharing almost the same sensitivity (as suggested by 4.12a) are predictable by the
VE-WDSBP almost in a same way as CGLS, yet lower resolution. However for the voxels with
with limited projections, backprojection based approaches fail to provide a reliable estimation.

Except for the hybrid array, the other geometries may provide an estimation for all the points
at the cost of artifacts. In facts, the estimated value of both reconstruction algorithm for many of
those points are below the artifact level. This is more evident in Figure 5.11a where the dynamic
range has been increased upto 20 dB for CGLS, while for the other 12 dB is the threshold level.
Indeed there are possibilities to rectify those artifacts, for instance by choosing a more adaptive
regularization matrix than identity matrix. However, it is important to remember that our aim
is not to adopt the algorithm to address the limitations of imaging system but showcasing the
potentials of these array by relatively fair comparison analysis.

Table 5.3 quantifies these words by a set of metrics describing the range of achievable resolution
(minimum to maximum) and a measure of data fidelity using PSNR and SSIM of the normalized
obtained images and the ground truth.
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(a)

(b)

(c)

(d)

Figure 5.11: Imaging performance of four virtual arrays with different geometrical distributions (left column)
and their imaging performance in retrieving the point sources (PSF) situated in axial plane at the depth of z =
20mm using virtual element weighted DSBP (middle column) and model based CGLS (right column) with only 10
repetition (10 basis). The reconstructed area is 16× 16 mm2.

89
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2017LYSEI027/these.pdf 
© [M. Azizian Kalkhoran], [2017], INSA Lyon, tous droits réservés



FoM Rec. Circular Spiral Hybrid Annular
(5λ× 5λ) (5λ× 5λ) (5λ× 5λ) (1λ× 20λ)

PSNR
VE-WDSBP 20.27 22.15 — 19.82

CGLS 15.83 15.68 15.84 16.49

SSIM
VE-WDSBP 0.0912 0.1324 — 0.086

CGLS 0.2004 0.1022 0.1175 0.1340

FWHM(µm)
VE-WDSBP 246-464 200-648 — 296-414

CGLS 397-1112 289-551 304-530 180-372

Table 5.3: Quantitative evaluation on imaging performance of four virtual arrays.

Looking up the table 5.3, based on PSNR and SSIM the least distortion and best match w.r.t.
the ground truth is offered by spiral and circular arrays, yet the values vary with the reconstruction
algorithm. Additionally, the best resolution (and the least range) is achievable by using CGLS for
annular array owing to the relative non periodic distribution of the elements. However, it is only
the segmented annular array that offers uniform signal to background ratio over the ROI, due to
its relative isotropic sensitivity. Therefore an intensity based thresholding on the log-scaled image
allows to suppress the artifacts in order to visualize only the signals as suggested by Figure 5.11d.

5.5.2 Ultrasound

In this section, we provide the results obtained by applying the VE-WDSBP algorithm on the
ultrasound signals simulated for FMC using Field II too. We analyze the performance of arrays
based on the provided lateral resolution and achievable dynamic range (ratio of the main lobe
to side lobe) using simulated phantom containing a set of point reflectors with unity amplitude
distributed in the same manner as Figure 5.5 over the volume of 16mm by 32mm, for y-plane
= 0. The reconstructed images (B-mode) with 40 dB dynamic range are shown in Figure 5.12 to
avoid artifacts such as side lobe blurring the image excessively. It is also emphasizing the effect
of additional projection signals for US in compare with OA in resolution and dynamic range.
Additional massage of this Figure could be that the same array might shows different performance
capabilities for difference modalities. The blurring artifact is clearing visible for the marginal points
for all the images. Qualitatively, in terms of detectability of the sources, the segmented annular
array showcases relative isotropic behavior w.r.t. the location of the reflectors, but it seems that
spiral and circular array are capable of providing a more precise localization.

Figure 5.12: The VE-WDSBP reconstructed B-mode images of the point reflectors.

To better evaluate the performance in lateral resolution and dynamic range quantitatively,
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Figure 5.13 depicts the lateral profile of the image for the sources at the range of 20mm depth 14.
The precise estimation in the lateral dimension seems to be not exact for segmented annular. The
lack of exactness is attributed to the height of elements (four times the other apertures) which
causes more averaging and miss-localization. The model based reconstruction is actually taking
care of this issue in OA images. It is evident the resolution is degraded as the points are approaching
the margins of the FOV, for this particular geometry. While the model based reconstruction is
possible for the US PE, yet the FMC model matrix is required to count for every transmit-receive
event in which the size of it might be too large for inverse problem. The dynamic range however,
remains competitive with slightly better (1-5 dB) for segmented annular array. This of course
exclude the annular hybrid array which showcases the worst performance in terms of resolution,
dynamic range, artifact level and contrast.

Figure 5.13: The lateral profile of the reconstructed images for each of the arrays at the range of 20mm.

Following the same scenario as section 5.3.2, the performance of arrays has been examined over
the numerical phantom containing three anechoic regions of 3mm� along the lateral dimension.

Figure 5.14: Evaluating the PE performance of the four virtual arrays based on the contrast and energy distri-
bution. The yellow and red frames are indicating the lesion and background area used for calculating the CNR.

14. The minor relative axial shift in the images are imposed by the assumption of virtual element and is correctable
simply by an additional term in the equation 5.20.
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Figure 5.14 illustrates the result of 50 dB dynamic range of FMC pulse echo, reconstructed with
VE-WDSBP for the four apertures. Again the CNR of each image has been calculated, considering
the speckle background as the signal dependent noise. The values are indicating that the annular
circular array is capable of offering better contrast in compare to the other three arrays (17.5),
yet the energy distribution and speckles shape are changing across the lateral dimension. The
bright central region is suggesting higher accumulation of energy in that area which is rather
not uniformly distributed. The second best CNR belongs to the segmented annular array (12.7)
followed by annular spiral (12.3). However, the nature of speckles are quite different, keeping in
mind that the speckles are sometimes containing diagnostic information. The speckle structures
are postulated to be granular, caused by the coherent interference between the backscattered
ultrasonic waves emanated from object at the size of ultrasonic wavelength. As the resolution
cells are relatively bigger than these structures, a non random formed speckle pattern is expected
with probability distribution of Nakagami shape. Nonetheless, the shape this coherent interference
artifact is highly associated with the phase of back-scattered echos, and their averaging over the
surface of the aperture. Therefore, it leaves the question weather the structure offered by the
annular spiral is better or worth in comparison with segmented annular array.

92
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2017LYSEI027/these.pdf 
© [M. Azizian Kalkhoran], [2017], INSA Lyon, tous droits réservés



5.6 Conclusion

The presented chapter was dedicated to the data processing, image reconstruction and post
reconstruction evaluation of the virtual arrays. It was demonstrated that the distorting effect of
acoustic-electric impulse response on the image can be compensated. Four estimators have been
employed, however MMSE GCV was more immune to the noise.

Additionally, two dedicated reconstruction algorithms have been developed and their perfor-
mance have been compared. The quality of images have been quantified as a function of contrast
and resolution. The VE-WDSBP showcased an estimation relevant to the matched filter evalua-
tion, yet this estimation has its own limitations. In reconstruction of C-scan OA, the model based
CGLS based on Krylov subspace clearly outperforms the VE-WDSBP. The model based CGLS
is based on a more accurate modeling of the system that enables higher quality reconstructed
images. It might be due to the fact the virtual elements formulation requires additional precise-
ness in the formula for isotropic detactability. Additionally, maximum intensity projection over
certain number of axial voxels can be employed for further improving the VE-WDSBP. Compa-
ring with Tikhonov or its equivalent formulation MMSE, the CGLS itself doesn’t incorporate the
penalty term. There are ways to augment CGLS to tackle the aforementioned challenge by means
of incorporating a form of L as precondition. The important feature is that the incorporation of
particular errors can be minimized via regularization parameter. Yet the nature of error must be
known to be precisely dealt with. Withal, VE-WDSBP has been used in US PE images for the
sake of simplicity in calculation and avoiding the artifacts for the speckle regions. Indeed those
regions are requiring a true estimation to be incorporated in the regularization term.

Based on the reconstructed images, a qualitative and quantitative comparisonal analysis took
place among the four proposed geometries. Overall tasked based performance of segmented annular
array in imaging might outweigh the rest, considering the resolution, detectability and uniform
response for both modalities. Yet, we believe that there are rooms for improving the performance
of annular circular and annular spiral, for example by considering the suitable regularization term.
This can be followed in the future researches.

Last but not least, it worth to mention that the simulation model presented in this chapter,
as well as chapter 4, discount the effect of acoustic impedance mismatch between the transducers.
Nonetheless this model has been shown to accurately describe the effect of individual transducer
and hence the over all aperture on the detection characteristics of OPUS array imaging.
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CHAPITRE 6
Experimental validation

The test of all knowledge is
experiment. Experiment is the sole
judge of scientific truth.

Richard P. Feynman

Abstract

The concept of segmented annular array for OPUS imaging has been discussed in de-
tail in chapter four. The performance of the proposed geometry has been investigated
through simulation studies in chapter 5. In order to validate the simulation results
and further proof of concept, an experimental study has been conducted. A linear
array composed of 192 CMUT elements have been mounted on a motorized rotary
stage. In order to mimic the segmented annular array, the central element of the array
orbits the z -axis in 128 steps at destined positions. A defocused cylindrical concave
acoustic lens has been placed in front of the array to compensate the directivity.
The experiments were carried out by directing the laser light on a made phantom
with printed patterns of dots in a grid structure. The images have been reconstructed
using the two proposed reconstruction algorithm in the previous chapter namely, vir-
tual element delay and sum back projection and model based image reconstruction
algorithms. The results are promising with comparable fidelity and image quality.

6.1 Introduction

E
xperimental validation studies are necessary step to confirm the performance of the
designed system. Yet, they constitute a formidable challenge due to the difficulties
associated with the implementation of simulated parameters in an exact manner. Hy-
pothetically, the measurement system containing array of ultrasonic transducers can

be emulated via synthetic measurement system in which a single transducer scanned over an orbit
in the geometrical locations destined for each element of the probe. This approach justifies the
performance for optoacoustic imaging. At ultrasonic end, the measurement remains for a set up
that allows for transmission events. Such a system demands for multiple active elements to provide
sufficient insonification angle. In synthetic measurement, one active and one passive element might
be enough under the condition that scanning system allows individual positioning.
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The remainder of the chapter is structured as follow. In section 6.2, the employed measurement
set up will be explained. It will be followed by section 6.3 in which the transducer acousto-electric
impulse response measurement and angular sensitivity measurement of the probe in addition to the
phantom preparation is presented. Section 6.4 illustrates the result of reconstruction algorithms
of the phantom.

6.2 Experimental setup

The OA imaging system presented herein was developed to emulate the segmented annular
array. The experimental set up is shown in Figure 6.1. It is mainly composed of three major com-
ponents, the light delivery system, the acquisition (acoustic/electronic) system and the scanning
system consist of motorized stage with a holder.

Figure 6.1: Annotated schematic of optoacoustic experimental setup. The ultrasonic probe is mounted on the
rotary stage (not depicted). The scanning is taking place over the sample (printed phantom) located parallel to the
plane of imaging under the array of sensors within the water tank. The water tank is aligned with the x-y axes of
Cartesian coordinate system. The z -axis is corresponding to the axis of rotation.

6.2.1 Illumination system

In the first part, excitation light is originated from a tunable Nd :YAG laser (Quanta-ray INDI,
Spectra-Physics), delivering pulses with duration of ≈ 5nsec and pulse repetition frequency (PRF)
of 10Hz, set at wavelength of 1064 nm. While the laser is running for the designated period, for
every pulse a trigger signal is sent to the acquisition system for synchronization. A dedicated
software allows for synchronization of receive system with laser trigger signal. The output of the
laser is coupled to randomized fiber bundle (CeramOptec GmbH, Bonn, Germany) composed of
431 individual optical fibers, each with 0.3 mm silica core diameter and 0.22 numerical aperture.
At the other end of bundle, a radial shaped illumination pattern of 10 mm diameter is delivered at
the irradiation side. Practically we managed to achieve 60% efficiency for light coupling through
the bundle. The losses are associated with the input coupling and the reflection at the bundle
ends. Initially the bundle was considered to be placed on the axis of rotation, as it is suggested by
the array geometry, however the bulk of probe holder doesn’t leave space on the center. In order
to deliver the light, the bundle is coupled to the measurement system by a rigid arm such that
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the illumination was performed from one side of the sample. This ensures the epi-illumination for
reflection mode OPUS array. The fiber bundle was kept fix for entire acquisition.

6.2.2 Acquisition system

The excited optoacoustic signal detection was performed by a linear array probe (ACULAB,
Univeristá degli Studi Roma Tre, Rome, Italy) composed of 192 CMUT elements of 0.2 mm
width and 3 mm height. The average center frequency of the array is about 10 MHz with −6dB
bandwidth of 100%. A cylindrical concave acoustic lens was applied to the CMUT probe head,
in order to compensate for the directivity of the array. The composite material has 1120 m/s
speed of sound with 7 dB/mm attenuation for 10 MHz, designed for a 60◦ at −3dB angle in the
elevation direction. The lens is expected to alter the spectral properties of the received signals
by introducing extra spatial-temporal averaging. The probe head is connected to a probe handle,
containing a 192-channel receive analog [139]. In order to increase the sensitivity of the array, the
bias voltage was set close to the maximum safe level 210 V (80% of the collapse voltage) while the
probe can be driven under ±60V (20% of the collapse voltage), but the elements are in passive
recording mode. The probe contains frontend electronics including a low noise receive amplifier
(LNA) with a capacitive feed back [139] and a multipolar cable for connection to the ultrasound
imaging system. The US probe has been interfaced to the ULA-OP 64 scanner system [154] that
allows for recording the time gated raw optoacoustic signals detected by the aperture. ULA-OP
scanner is developed by the Microelectronics System Design Lab of the University of Florence, a
portable and compact scanner with PC interface software. It contains transmission and reception
sections of which the second one is of our interest (can be set for receive only mode). When the
optoacoustic signal is arriving at the surface of the probe elements, the recorded signals are being
further treated by LNAs and later time gain control amplifiers with modifiable gain in the range
of 6-46 dB. These are provided by the analog board front-end electronics, providing access to 64
channels/elements. The recording process is further pursued by an analog to digital converter (12
bit resolution) for every amplified signal, sampling the signal at 50 MHz. The integrated digital
logic board in the ULA-OP contains four field programmable gate arrays (FPGA) that may use for
the dynamic receive beamforming to monitor the respective location of probe and sample. From
there the signals are forwarded to the embedded digital signal processor (DSP), low pass filtered
to avoid the additional high frequency noise. The system includes 1.5 GiB physical memory for
momentary data storage that can be transferred to the PC for image reconstruction. The laser
trigger is synchronized to the data-acquisition ULA-OP scanner to allow the multiple optoacoustic
data recording and further averaging.

6.2.3 Scanning system

The linear array was mounted on the motorized rotary stage (OWIS GmbH, Staufen, Germany)
by the help of a 3D printed custom made probe holder (UpBox 3D printer Pack, Machines-3D,
Anzin, France). The active surface of the transducers were pointing downward to the bottom of the
water tank. The housing makes sure that the ultrasound probe is parallel to x-y axes and hence,
the plane of imaging. The computer controlled stage is equipped with stepper motor (Faulhaber
GmbH, Germany) with the precision of (0.001◦ precision), allows to rotate the array around the
z -axis at the predesignated location for a complete 360◦. The stage was fixed to the U-shape
metallic frame (platform) on top of the water tank, holding and rotating the downward looking
US probe. The probe holder positions the transducer such that the central element of the array
is placed 6 mm away from the axis of rotation. While rotating, the element of choice is recording
the OA signal at the position of every 128 elements of segmented annular array, in a synthetic
manner.
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6.3 Measurement

6.3.1 Transducer characterization

Before the experimental measurement, the frequency characteristics of the transducer must be
calibrated. The main aim of this step is to realize the effect of concave lens and its impulse response
on the recorded signals. Additionally, the recorded signal can be employed as the acousto-electric
impulse response to be deconvolved from the recorded signals.

A thin black suture (ETHILON, 10-0 gauge, Polymide 6 black monofilament) of 20− 29 µm �
diameter is attached at each end to opposite walls of a U-shape dedicated wire holder, immersed
in the water. The suture is positioned under the ultrasound linear array, perpendicular to it’s
length axis (Figure 6.2a). To avoid diffraction, the size of the suture is chosen such that it can
be considered as a point source (< λcut-off/2) corresponding to the maximum cut off frequency
(15 MHz) of the receiving elements. The suture was aligned with the central element of the ar-
ray which later is utilized for imitating the segmented annular array in a synthetic manner. The
alignment is estimated such that the peak of the parabola made by the raw received signals of
the array is received by the central element (Figure 6.2b). The suture is uniformly irradiated by
the laser pulse. The broadband omnidirectional optoacoustic response is considered as the optoa-
coustic point source. The induced wave is recorded by the transducer and the recorded signal is
considered as the receive acousto-electric impulse response. The spectrum of AIR would indicate
the frequency characteristics of the transducer, including the B.W. and the central frequency. Fi-
gure 6.2a illustrates the AIR and spectrum of the recorded signal, indicating the -6dB bandwidth
and the central frequency of the array’s central element. Noteworthy is that the the N-shape OA
bipolar profile is both elongated and followed by the tail. The first effect can be attributed to
the averaging over the surface of the transducer and the imposed delay by defocused lens. The
latter, can be explained by the interaction between the incoming wave and the marginal parts
(1.45 mm at each side) of the lens which are not directly in front of the transducer and not neces-
sarily converging the deflected beam on the center of the transducer (Figure 6.3a). The author
believes that these effects are the main causes of the shift in the central frequency and shrinking
the bandwidth.

(a) (b)

Figure 6.2: (a) Schematic of the set up performed to measure AIR and lens impulse response of the CMUT
transducer. The broadband and cylindrical omnidirectional optoacoustic wave is generated by shedding the short
pulse laser on the suture. (b) Left : the recorded signals by the 64 central elements of the ultrasonic array. The peak
of parabola is recorded by 31th element which marked by the arrow. Right : The optoacoustic signal received by
the 31th element and its spectrum, indicating the 3.6 MHz central frequency and -6dB bandwidth between 1.3-6.5
MHz.
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Additionally, by mounting the transducer on translating x-y motorized stage, the directivity of the
transducer in elevation (defocused by lens) is measured and is compared to the theoretical one,
calculated using k-wave simulation toolbox. Figure 6.3a depicts the schematic of the measured
set up and the geometrical shape of the acoustic lens. The sensitivity of the transducer for the
measured central frequency of 3.36 MHz over the scanning range of 20 mm is an indication for the
directivity. Figure 6.3b illustrates the calculated and measured directivity. The suture is paralleled
to the length axis of the array due to the fact that the generated wave is cylindrical. By scanning
the array at 20 steps with 1 mm interval, on the axis perpendicular to the length axis of the array
and recording the OA signals, the directivity has been measured. The measured amplitudes decays
with increase in the angle, and that drops below -6 dB at ±12◦. Therefore, in order to obtain a
field of view as close as possible to the simulated region, where the aperture is uniformly sensitive
and overlapping between the elements at each position are insured, the depth of the plane from
the array must be increased to the depth of at least 40 mm.

(a) (b)

Figure 6.3: (a) Schematic of the set up performed to measure the directivity of the central element along the
elevation direction with the concave lens. (b) The calculated (top) and measured (bottom) directivity of the central
element.

6.3.2 Acquisition

The central window of the array (64 elements) is recording the induced optoacoustic waves
generated by the phantom at 128 positions, completing 360◦. At every step, the signals of 20 laser
pulses are being recorded and averaged before reconstruction, in order to improve signal to noise
ratio. Since the delivered light from the bundle is minimally diverged, the intralipid 20% has been
used in 1% amount w.r.t to the water, in order to diffuse the light and maximize the illumination
area.

6.3.3 Phantom

The calibration phantoms were produced by printing a digital pattern on an A4 overhead
projector transparent film (0.35 mm thickness) using a standard black and white Xerox printing
machine (Workcenter 5665) with resolution of 600×600 dpi. Figure 6.4 shows the printed phantom
of dots places in grid structure [159]. The dots pattern is composed of 11×11 dots, each with 0.25
mm � distributed in the area of 15×15 mm2 size with 1.3 mm inter dot spacing. The phantom is
immersed in the water at the depth of 40 mm away from the surface of the ultrasonic transducer
and positioned over a cylinder shape structure with uniform height.
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Figure 6.4: The printed phantom of 121 dots pattern of 0.25 mm size

6.4 Results

Prior to reconstruction, a band-pass filter is applied on the signals with cut-off frequency of
0.2-11 MHz. The choice of the bandwidth is a heuristic compromise between the most fiddle com-
ponents, the thermal noise (high frequencies) and lumpy background artifacts (low frequencies).
The signals are further deconvolved with the measured impulse response. In previous chapter,
we have shown the VE-DSBP and CGLS algorithms successfully applied for the reconstruction
of similar in situ phantom in simulation. The proposed algorithms are also applied for the ex-
perimental measurements in order to build the image. For the reconstruction of the c-scan slice
16× 16 mm2, the acoustic speed of sound has been taken as 1484 m/s. The model has been used
for the model based CGLS algorithm is calculated rather than measured, explained in chapter 3.
The divergence of the transducer has been estimated based on the geometrical properties of the
lens and measured directivity. The results are shown in Figure 6.5.

Figure 6.5: Reconstructed OA image of the dot phantom formed by the VE-DSBP algorithm in the left, and
model based CGLS in the right.

Clearly there is a misalignment in the measurement setup between the aperture FOV, location
of the sample and the illumination side. Whats more, the plane of imaging and the object plane
are not completely parallel, leading to out-of plane focusing. To cope with, the presented images
are the result of maximum intensity projection over the aligned stack of 2D images of the range
of 1 mm. Nonetheless both algorithm are demonstrating an acceptable performance, even though
the property of the array is not entirely known.
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6.5 Conclusion

In this chapter, I have investigated the performance of novel strategy, rotating a linear array
in order to mimic the segmented annular array for the OA imaging. Both proposed algorithms in
chapter 5 have been practically evaluated and their performance have been validated with experi-
mental data. The emphasis was put on operating with defocused ultrasonic linear array equipped
with a negative lens. Even though the exact parameters of the array weren’t completely known
and considering the level of uncertainties, the study demonstrated the proposed implementation
as a proof of concept for the proposed geometry.

The simulation study proposed, the performance of model based algorithm deemed to be
provided superior with most desirable fidelity and image quality. However accurate model based
reconstruction algorithm requires exact model either calculated based on true prior knowledge of
system a measured via scanning a point source like object over the volume of interest. The latter
is more popular due to the fact that all the information including noise level is incorporated in
the model beforehand. This could be done in future studies by the help of robotic arm or an x-y-z
motorized translating stage.

Lack of dedicated measurement system for the indented purpose of volumetric bimodal imaging
can be addressed by developing a forward imaging system such that the alignment between the
aperture field of view, sample and trans-the illumination light delivery system. Further, employing
a light diffuser in front of the optical probe can optimize the uniform excitation of the OA signal.

Last but not least, the ultrasonic validation can be pursued by optically exciting an acoustically
transparent sheet. This way, ultrasound imaging of the system in flash mode of acquisition can be
evaluated.

As an optoacoustic/ultrasound imaging, the segmented annular array has demonstrated an
acceptable performance and is expected to have an impact on bimodal portable measurement
systems. The experimental results of this chapter, are not flawless but provide a validation on the
claims have been made in chapter four and five.
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CHAPITRE 7
Conclusion and Perspective

If we knew what it was we were doing,
it would not be called research, would
it ?

Albert Einstein

Abstract

Given the need for a portable, non-invasive and non-ionizing in vivo diagnostic moda-
lity, optoacoustic ultrasound (OPUS) is a promising hybridized technique that offers
a new perspective in the medical imaging fields. The benefit of this bimodality rests
in simultaneous data acquisition, precise co-registration and correspondingly, the cor-
relation between the detail anatomical data of ultrasonic image and physiological
information of optoacoustic image. There are various technical challenges associated
with this integration, rising from the inherent physical differences of these two moda-
lities. Through out this work, the evolution of a novel sparse annular geometry and
its dynamics for volumetric imaging has been detailed. This final chapter is devoted
to an overview of the findings and accomplishments with respect to design, charac-
terization and development of a universal hand-held OPUS. The challenges ahead
and future perspectives in terms of instrument development and post-processing are
further discussed.

P
ractical implementation of 3D optoacoustic-ultrasound (OPUS) requires the develop-
ment of a dedicated handheld probe that is accommodating the perspectives of both
modalities. In this work, an effort took place to design and develop a portable bimodal
imaging system for OPUS volumetric imaging. The impetus of the work has come from

the diverse need for a portable multistage and multiscale measurement system that is capable
of essaying the morphology and pathology of the tissue in a concurrent manner. Optoacoustic
(OA) is probing the molecular constituent of the tissue based on their spectrum signature, up to
several centimeters depth. Offering such information on top of the classical ultrasonic pulse echo
(US-PE) images not only provide the physiologist with additional diagnostic values but pave the
way for OA imaging to be deployed as a clinically viable technology. In pursuit of transferring
this methodology to clinic, the evolution of a novel sparse annular geometry and its dynamics has
been investigated and a proof of concept was demonstrated via experimental measurement with
the intention of benchmarking progress.
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7.1 Summary and concluding remarks

The necessary background centered on the physical phenomena involved in both modalities
and fundamentals of imaging have been discussed in chapter 2. In order to provide the context for
our application, tandem employment and crosscommunication between OA and US, the conditions
for optimal image formation have been discussed. It was concluded that for a high throughput
bimodal system the designed array must meet the optimum compromise rather than individual
optimization.

A fruitful assessment of the designed system that correlates the imaging performance with the
behavior of the aperture is both imperative and crucial. This dissertation has detailed the theory
of a framework as de facto analysis tool and demonstrated the efficiency of such an evaluator for
characterization and optimization of both passive and active reflection mode ultrasonic imaging
systems. Several substantial steps have been taken toward the development of a high compelling
imaging probe.

An underpinning step of this work was deriving a discrete linear model that explains the
behavior of designed imaging system. According to the idea of impulse response, the correlation
between the wave field and recorded signal can be established via medium-transducer transfer
function. Similarly, the scattered/absorption wavefields and sought after image can be linked by
medium-aperture propagation matrix. It follows that a well constructed model based on a set of
governing equations of wave propagation approximates the total system response for any given
arrangement of the transducers. Since the properties of the transducers are already incorporated
in the model, the model is explaining the spatio-temporal filters imposed by the acousto-electric
response (AIR) and finite size of the transducer and limited view of the aperture (Chapter 3).

The purpose of developing the accurate model is two fold : 1) to characterize and further
optimize the imaging aptitude of the array as a spatial variant limited view tomographic system ;
and 2) to be employed in conjunction with image reconstruction as an accurate imaging operator.

Once the initial parameters of the array is given, a set of analysis must be conduct to evaluate
the performance of the array based on the developed numeric-discrete-model. In particular the
effect of size, number and geometrical location of the elements and their optimum configurations
have been investigating. In order to assess and optimize the performance characteristics of the
array, a generic assessment of the imaging system that provides an insight to the imaging quality
of the designed system is practiced. As a mean of design evaluation, the voxel crosstalk matrix
and eigenanalysis provide metrics for comparison appraisal and optimization. Having founded on
spatial impulse response as the voxel basis function, the voxel crosstalk matrix acts on the indi-
vidual basis functions such that individual spatial aliasing between pair of voxels is determined.
Additionally, the information with respect to the overall spatial response of the aperture is contai-
ned in the diagonal elements of voxel crosstalk matrix. It was shown that the diagonality of the
voxel crosstalk matrix is highly proportional to the accuracy of source estimation.

Considering OPUS as a spatial variant imaging system, it was shown that the eigenanalysis
manifests the retrievable angular frequencies associated with aperture limited view, but also the
degree of which these components are resolvable. Employing the two approaches in the format of
pre-reconstruction evaluation enabled :

• Estimating the degree of spatial blurring and spatial sensitivity inherent in the aperture.
• Estimating the sensitivity of the aperture relative to the spatial orientation of the object-

source structure.
• Revealing information about the spatial sensitivity of the array and beam propagation.
• Estimating the steerability of the aperture.
• Quantitative and qualitative appraisal analysis.
• The optimum compromise between number, size and geometrical distributions of the trans-

ceiving elements for a volumetric OPUS imaging system (the effect of element size on direc-
tivity is remedied by negative focusing lens).
• Optimizing a 2D array w.r.t. the aforementioned parameters for a volumetric handheld probe.
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Throughout the analysis, it was found that the annular geometry provides a unique layout for
moderately large aperture containing limited number of elements. Owing to its circular symmetry
and inherent lumen, uniform excitation/insonification within the FOV is insured which is suitable
for volumetric imaging. These studies confirmed that the superior performance is accompanied by
increasing the number and size of the elements. The simulation results in chapter 4 have suggested
three annular geometries, the performance of each was evaluated via post-reconstruction analysis
in chapter 5.

Within the context of post reconstruction evaluation, major emphasis was put on modifying
and developing image reconstruction algorithms in order to elevate the fidelity of object estimation,
hence the accuracy of reconstruction. Chapter 5 offered the tenets for two befitting reconstruction
algorithms adopting to the properties geometries. For one part, the significance of AIR deconvolu-
tion has been discussed. The merits of four standard techniques have been compared on retrieving
the true signal and on final image quality. Both qualitative and quantitative assessments were
indicating the superior performance of MMSE GCV approach in the presence of the noise, with
the least artifacts in the reconstructed image. Noteworthy is that as long as the level of the noise
is controlled, the Wiener filter shows conceiving behavior. As it was found later in chapter 6,
denoising has a major impact on the outcome of deconvolution.

The next step was the estimation and that has been initially performed by means of modifying
the classical delay and sum back projection (DSBP) to address the distortions arose from spatial
sub-sampling of the sparse arrays and the unconventional geometry of the elements. Along side the
virtual element concept an adaptive weighting factor, on the account of coherency, has been deve-
loped to for VE-WDSBP. It was shown that under certain condition, the VE-WDSBP estimator
approaches the matched filter. The weighting factor has honed the accuracy of estimation, parti-
cularly over the DSBP, yet and despite the improvement by VE, the shortcomings occur in C-scan
reconstructions. The diffraction imposed by the finite size of the transducer is demanding for an
alternate approach in which the effect of spatio-temporal filter nullifies. By employing the develo-
ped model in chapter 3 as the imaging operator in the conjugate gradient least square estimator
(CGLS) offers more accurate analytical solution. The performance of both proposed methods have
been assessed on simulated and later in chapter 6, on experimental data. The results confirmed
the findings stated earlier and they were in favor of CGLS.

These images have been utilized in a set of qualitative and quantitative tasked performance
assessment, with the purpose of comparison analysis of the proposed arrays in chapter 4. Evaluation
was performed in the terms of resolution, contrast and fidelity of the final estimation. We found
that the segmented annular array in combination with CGLS estimates the most reliable data.

In order to validate the results by experimental data, a synthetic imaging system was developed
(chapter 6). A linear array equipped with diverging acoustic lens has been employed in a rotation
fashion, such that for an arbitrary element a segmented annular array is emulated. A calibration
phantom has been utilized with similar properties to the simulation described in chapter 5. Little
was known about the employed array characteristics and that, the cost the accuracy of estimators.
Despite the imperfections associated with the set up, a correspondence was shown to exist between
the experimental and simulated results. For those structures that were excited within the FOV of
the synthetic array, reasonable estimation has been demonstrated.

In conclusion, this work presents the development of a bimodal system and adopted algorithms
for volumetric optoacoustic ultrasound handheld probe. The theory behind this development has
been established and proof of concept was showcased the potentials of this bimodality. Further
optimization is deferred to the future time.
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7.2 Future work

We have barely scratched the surface in instrumenting a potent multi-scale volumetric clinical
imaging system. The design and development of such an imaging system is an intricate procedure
that demands for systematic interplay involving various disciplines and that pursued by comple-
mentary practices that bestows the gradual procurement of skills. The perspective of this work
could concern the following :

• Model matrix : Of the theoretical interest, the size of the developed model matrix is in-
herently large which is problematic w.r.t. inversion and pre-reconstruction analysis. In the
pursuit of sparser matrix, one approach that can be followed is multi-resolution. Among
many, the wavelet packet and multigrid are reliable candid to begin with. The author expect
that the multi-resolution approach conduct to a more robust approach in selective task based
performance analysis and optimization of the array parameters. Additional advantages could
be the possibilities of incorporating the optical propagation and acoustic properties of the
medium within the matrix.

• Validation studies : The early results of the experimental measurements provide consistent
result with simulation that left a positive feedback with respect to the design. Yet, there is
an obvious need for optimizing the experimental setup and characterizing the measurement
system. The logical extension of this work should be the conduction of further experimental
studies for detection tasks, including a volumetric samples with different structural features.

• Parallel implementations : Using the model based algorithm which involves with large
sets of linear equation has a computation cost. In order to ascertain the advantages of 3D
OPUS, what we consider real-time dynamic imaging requires fast rendering. Parallel GPU
based computation addresses the problem which would be pursued in the future.

• Multi-band frequency array :
The strong momentum of optoacoustic imaging development is fueled by the frequency rich
nature of optoacoustic signal. A multi-bandwidth detection system device has the potentials
of advancing the technique and result interpretation. This would be an interesting line of
research.

• Instrumentation :
These general viewpoints related to the systemic development and instrumentation of the de-
vice. Instrumentation requires further validation study, both in ultrasound and optoacoustic
imaging. However our research results motivate us to consider the fabrication for the future.

Developing new tools which not only answer but pose questions is pivotal for researchers to refine
the problem. The questions arose from the answers as Nietzsche described is crucial for finding
alternative roads for investigation. I would pen the final words of this thesis by a quote of Richard
Feynman : "We absolutely must leave room for doubt or there is no progress and no learning and
a question requires doubt."
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