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  Symbols 

α: Damping constant 

γ: Gyromagnetic ratio 

γDW: DW surface energy 

θSH: Spin Hall angle  

μ: Exponent constant of the 

creep law 

μ0: Permeability of vacuum 

μB: Bohr magneton 

𝛍⃗⃗ 𝑚: Magnetic moment 

ξ: Non adiabatic constant 

ρ: Resistivity 

σ: Conductivity 

𝜎 𝑆𝐻: Polarizing direction of 

the spin Hall current 

τ: Spin torque 

χ: DW tilting angle 

φ: Azimuthal angle of 

magnetization 

θ: Zenith angle of 

magnetization 

𝜙′: Kerr rotation 

𝜙′′: Kerr ellipticity 

ћ: Reduced Planck constant 

Aex: Exchange stiffness 

constant 

B: Magnetic flux density 

Bext: Externally applied field 

D: DMI constant 

e: Electric charge 

Eex: Exchange energy 

Ek: Anisotropy energy 

Ed: Demagnetizing energy 

EZeem: Zeeman energy 

EDM: DMI energy 

Fpin: Pinning force 

g: Landau factor 

H: Magnetic field 

HDM: Effective DMI field 

Hdemag: Demagnetizing field 

Hext: Externally applied field  

Hp_intr: Intrinsic pinning field 

HK: Anisotropy field 

Hdep: Depinning field 

I: Electric current 

j: Current density 

jHM: Current density in heavy 

metal layer 

jSH: Spin Hall current density 

jSTT: Current density for spin 

transfer torque 

KU: Uniaxial anisotropy 

Keff: Effective anisotropy 

field 

kB: Boltzmann constant 

l: Length 

𝑚⃗⃗ : Reduced magnetization 

vector 

𝑚⃗⃗ 𝐷𝑊: Magnetic direction in 

the center of DW 

𝑀⃗⃗ : Magnetization 

MS: Saturation magnetization 

P: Polarization ratio 

Pγ: Laplace pressure 

associated to DW surface 

energy 

Rcoil: Resistance of coil 

t: Time 

tM: Thickness of 

ferromagnetic layer 

T: Temperature 

TC: Curie temperature 

v: DW motion velocity 

w: width 
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AD-STT: Adiabatic Spin Transfer Torque  

BLS: Brillouin Light Scattering  
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DMI: Dzyaloshinskii-Moriya Interaction 

DW: Domain Wall 

FM: FerroMagnetic 

FMR: FerroMagnetic Resonance 

GMR: Giant MagnetoResistance 

HM: Heavy Metal 

MTJ: Magnetic Tunnel Junction 

NA-STT: Non-Adiabatic Spin Transfer Torque  
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PMA: Perpendicular Magnetic Anisotropy 

RM: Racetrack Memory 
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SH: Spin Hall 

SHE: Spin Hall Effect 

SOC: Spin-Orbit Coupling 

SOI: Spin-Orbit Interaction 

SOT: Spin-Orbit Torque 

SQUID: Superconducting Quantum Interference Device 

STT: Spin Transfer Torque 

TMR: Tunneling MagnetoResistance 

VSM: Vibrating Sample Magnetometer 

1D model: One Dimension model 
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Abstract 

This thesis is dedicated to the research of the static and dynamic properties of magnetic Domain Walls 

(DWs) in CoFeB nanowires. A measurement system based on a high-resolution Kerr microscope was 

implemented and used for these research.  

First, phenomena related to the DW surface tension was studied. A spontaneous collapse of domain 

bubbles was directly observed using the Kerr microscope. This phenomenon was explained using the 

concept of the Laplace pressure due to the DW surface energy. The surface energy of DW was quantified 

by measuring the external field required to stabilize these bubbles. The DW pinning and depinning 

mechanism in some artificial geometries, such as the Hall cross or the entrance connecting a nucleation 

pad and a wire, was explained using the concept of DW surface tension and was used to extract the DW 

surface energy. Benefited from these studies, a method to directly quantify the coefficient of 

Dzyaloshinskii- Moriya Interactions (DMI) using Kerr microscope has been proposed. In addition, a new 

type of magnetic sensor based on the revisable expansion of DW due to DW surface tension was proposed 

and verified using micromagnetic simulations.  

Second, the dynamic properties of DWs in Ta/CoFeB/MgO film and wires were studied. The velocity 

of DW motion induced by magnetic fields or by the combined effect of synchronized magnetic field pulses 

and electrical current pulses was measured. In steady flow regime, the velocity of DW motion induced by 

the combined effect of the field and the current equals to the superposition of the velocities driven by field 

or current independently. This result allowed us to extract the spin-polarization of CoFeB in this structure. 

Pinning effects of DW motion in narrow wires was studied. Depinning fields of hard pinning sites for the 

field-driven DW motion in nanowires was measured. It was found that the pinning effects become severer 

as the width w of the wires scaled down. A linear relationship between the depinning field and w was 

found. The origin of these hard pinning sites, as well as their influences on the DW motion velocity, was 

discussed. Furthermore, it was found that the pinning effect was enhanced when a current was applied, no 

matter the relative direction between the DW motion and the current. We propose a possible explanation, 

which would be an effect of the spin Hall current from the sublayer (Ta). Although there was no DMI or 

in-plane field, the spin Hall current, which was polarized in the transverse direction, can still exert a torque 

on the Bloch DW, once the DW tilts away from the transverse direction.  

At last, a ring-shaped racetrack memory based on the combined work of STT and has been proposed. 

Compared with the traditional line-shaped racetrack memory, this ring-shaped memory allows the DW 
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moving in a ring-shaped nanowire and the data dropout problem can be avoided. The design and 

optimization work was performed with micromagnetic simulations.  

 

Keywords: Domain Wall (DW), Kerr microscopy, CoFeB, Surface tension, Pinning effect, Spin 

transfer torque (STT), Spin-orbit torque (SOT), racetrack memory, magnetic sensor, Magnetism, 

Spintronics 
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Résumé 

Cette thèse est consacrée aux recherches des propriétés statiques et dynamiques des parois de 

domaines magnétiques (DW pour Domain Wall) dans les nanofils CoFeB. Un système de mesure basé sur 

un microscope Kerr à haute résolution a été mis en place et utilisé pour ces recherches. 

Tout d'abord, les phénomènes liés à la tension interfaciale des parois ont été étudiés. La contraction 

spontanée des bulles de domaine a été observée directement en utilisant le microscope Kerr. Ce 

phénomène a été expliqué en utilisant le concept de la pression de Laplace due à l'énergie interfaciale des 

parois. L'énergie interfaciale des parois a été quantifiée en mesurant le champ externe nécessaire pour 

stabiliser ces bulles. Le mécanisme de la piégeage et de la dépiégeage des parois dans certaines géométries 

artificielles, comme la croix de Hall ou l'entrée reliant un carré de nucléation et un fil, a été expliqué en 

utilisant le concept de tension interfaciale des parois et a été utilisé pour extraire l'énergie interfaciale des 

parois. Bénéficiant de ces études, une méthode permettant de quantifier directement le coefficient des 

Interactions de Dzyaloshinskii- Moriya (DMI pour Dzyaloshinskii- Moriya Interaction) à l'aide du 

microscope Kerr a été proposée. En outre, un nouveau type de capteur magnétique basé sur l'expansion 

réversible de paroi en raison de la tension interfaciale a été proposé et vérifié en utilisant des simulations 

micromagnétiques. 

Deuxièmement, les propriétés dynamiques des parois dans le film et les fils Ta / CoFeB / MgO ont 

été étudiées. La vitesse du propagation des parois induite par le champ magnétique ou par l'effet combiné 

des impulsions de champ magnétique synchronisées et des impulsions de courant électrique a été mesurée. 

En régime précessionne, la vitesse du mouvement DW induite par l'effet combiné du champ et du courant 

est égale à la superposition des vitesses entraînées par le champ ou le courant indépendamment. Ce résultat 

nous a permis d'extraire la polarisation de spin de CoFeB dans cette structure. Les effets de piégeage du 

mouvement des parois dans les fils étroits ont été étudiés. Des champs de dépiégeage associés aux gros 

défauts pour le mouvement des parois induit par champ dans les nanofils a été mesurée. Il a été constaté 

que les effets de piégeage deviennent plus sévères lorsque la largeur w des fils diminue. Une relation 

linéaire entre le champ de piégeage et 1/w a été trouvée. L'origine de ces sites d'ancrage durs ainsi que 

leurs influences sur la vitesse de mouvement des parois ont été discutées. En outre, il a été constaté que 

l'effet d'épinglage était amélioré lorsque le courant était appliqué, quelle que soit la direction relative entre 

le mouvement des parois et le courant. Cet accroissement pourrait être expliqué par l'effet du courant de 

Hall de spin de la sous-couche (Ta). Bien qu'il n'y ait pas eu de DMI ou de champ planaire, le courant de 



 

 

4 

 

Hall de spin, polarisé dans la direction transversale, peut exercer un couple sur la parois de type de Bloch, 

une fois que la paroi s'éloigne de la direction transversale. 

Enfin, un dispositif mémoire de circuit en forme d'anneau basée sur le travail combiné de STT et SOT 

a été proposée. Comparée à la mémoire de piste traditionnelle en forme de ligne, cette mémoire en forme 

d'anneau permet au paroi de demaine de se déplacer dans un nanofil en forme d'anneau sans être éjecté, 

évitant ainsi la perte des informations associées. Le travail de conception et d'optimisation a été réalisé 

avec des simulations micromagnétiques. 

 

Mots clés: Paroi de domaine magnétique, Microscopie Kerr, CoFeB, Tension interfaciale, Effet de 

piégeage de paroi de domaine, Couple de transfert de spin, Couple d'orbite à spin, Mémoire de type 

Racetrack, Capteur magnétique, Magnétisme, Spintronique
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Chapter 1 Introduction 

 Motivation 

Magnetic domains and Domain Walls (DWs) are very common objects in the magnetic material. 

Static and dynamic properties of DWs have always been one of the central research topics of magnetism 

in the last hundred years. On the one hand, these researches provide varieties of ways to characterize the 

basic properties of the magnetic material or magnetic structures. For example, by analyzing the state or 

the behavior of DWs, some parameters such as the saturation magnetization 𝑀𝑆[1], the exchange stiffness 

𝐴𝑒𝑥 [2–4], the strength of Dzyaloshinskii-Moriya Interactions (DMIs) [5] etc. can be quantified.  

On the other hand, varieties of devices based on DWs have been proposed or developed for 

information processing, storage, and transport. For example, DWs based logic devices[6,7], DWs based 

Artificial Neural Networks (ANNs) computing[8–10], DW as the transmission channel of spin wave[11] 

etc. In particular, the prototype of Racetrack Memory (RM) proposed by S. Parkin[12,13], which stores 

the information using the flowing DWs in nanowires, triggered a sustained boom of the research on DWs 

motions in nanowires.  

In the last two decades, varieties of emergent phenomena have been involved into the DW related 

phenomena. For example, different from the traditional field-induced DW motion, it was found that DWs 

could be moved in narrow wires by electrical current via spin transfer torque (STT). Owing to the DMI 

and Spin Hall effect (SHE), DWs can be moved by the spin-orbit torque (SOT) with an ultra-fast speed. 

In structures with perpendicular magnetic anisotropy (PMA), DWs with a smaller width were obtained. 

Some emergent materials have been widely explored to develop magnetic based devices, such as 

CoFeB[14–18], which has a low damping and a low depinning field, promising a better efficiency for DW 

based devices. All these developments provide chances for a better understanding of the underlying 

physical phenomena or for the development of novel DWs based devices.  

The DW motion in nanowires with the heavy metal/CoFeB/MgO structure is very interesting in view 

of its potential applications for DW based device for information storage or processing. However, many 

underlying issues need to be better understand. The current-induced DW motion needs to be further 

studied because, in this system, many effects are potentially involved, such as the adiabatic STT (AD-

STT), non-adiabatic STT (NA-STT), the Spin-Orbit Coupling (SOC), the SHE etc. The role of these 

various effects on the DW motion needs to be clarified.  
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Therefore, this thesis focus on the studies of static and dynamic properties of DWs in the CoFeB 

nanowires, including the basic parameters such as the DW surface energy, the current and field-induced 

DW motion velocities and the pinning effects.  

 Organization of the thesis 

This thesis is organized into six chapters, including the introduction and the conclusion. 

In chapter 2, the state of the art concerning to this thesis is introduced. We generally summarize the 

basic theory related to DWs, including the static properties such as DW surface energy, the dynamic 

properties such as the DW motion driven by field or current, the interest to study DWs and their 

applications. 

In chapter 3, study methods of this thesis is introduced. This chapter includes the following contents: 

the configuration of a high resolution Kerr microscope; the design of magnetic coils, which are capable to 

nucleate a DW and to measure the DW velocity in a microstructure; the configuration of electric tests; the 

nature of the sample studied and the method to measure the DW velocity etc.  

In chapter 4, we present the research on the DW surface tension. A series of experiments in which 

the DWs surface tension play the dominant role are introduced, including the stabilization of magnetic 

bubbles, the depinning of DW at artificial geometries. The Laplace pressure is used to explain these 

phenomena. The design and verification of sensors based on the DW surface energy are introduced. 

In chapter 5, experiments about the field and current-driven DW motion in CoFeB nanowires are 

introduced. The velocity of the field-driven DW motion, as well as the velocity of the DW motion driven 

by the combined effects of magnetic field and electrical current are measured and analyzed. The DW 

pinning effect in the nanowire and its dependence on the width of wires and on the applied current are 

studied. At last, a ring-shape racetrack memory based on the complementary work of STT and SOT is 

proposed and verified using micromagnetic simulations.  
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Chapter 2 State of the art 

 Basics 

In this thesis, we shall use exclusively the units and definitions of the Système International (S.I.).  

The strength of the magnetization of a FerroMagnetic (FM) material is defined as the quantity of 

magnetic moments per unit volume[19],  

 𝑀⃗⃗ =
𝑑𝝁⃗⃗ 𝑚

𝑑𝑉
   (2-1) 

where 𝑑𝝁⃗⃗ 𝑚 is the elementary magnetic moment, with a dimension of A ∙ 𝑚2, and dV is the volume 

element. Magnetic moments may be contributed by the motion of the electrons in atoms, the spin of 

electrons and the spin of nuclei. However, the contribution from the spin of electrons are the major one[19]. 

The stable state of a magnetic system is determined by the equilibrium of different energy terms 

involved, including the exchange energy Eex, the crystalline anisotropy energy EK, the magnetostatic 

energy Ed (or demagnetizing energy) originated from the dipole-dipole interaction, and the Zeeman energy 

EZeem when an external field is applied etc.  

Exchange interactions: 

Benefited from the development of the quantum theory, W. Heisenberg constructed a model in 1926-

1928, which explained the origin of the magnetism in the magnetic material, namely, the Heisenberg 

exchange interaction model[20]. A simple understanding of this model is: the unpaired spins in nearby 

atoms tend to align in parallel to reduce the electrostatic energy (i.e. energy associated with the Coulomb 

interaction). This interaction is very strong, orders of magnitude larger than any other interaction such as 

the dipole-dipole interaction. However, the exchange interaction diminishes rapidly as the distance of 

spins increases. The result is that the magnetization in a small range is aligned.  

Microscopically, the energy aroused by this interaction can be written as[19],  

 𝐸𝑒𝑥 = ∫𝑒𝑒𝑥𝑑𝑉 = 𝐴𝑒𝑥 ∫(𝑔𝑟𝑎𝑑 𝑚⃗⃗ )2𝑑𝑉  (2-2) 

Where 𝑚⃗⃗  is the magnetization vector, defined as 𝑚⃗⃗ = 𝑀⃗⃗ 𝑀𝑆⁄  with MS the saturation magnetization, 

and Aex is the exchange stiffness, with a dimension of J/m. Aex is an intrinsic property of the material and 

it changes with the temperature [21].  

Conventionally, the coordinate shown in Figure 2-1 is used to describe the magnetization direction,  

 𝑚⃗⃗ = (sin 𝜃 cos𝜑 , sin 𝜃 sin𝜑 , cos 𝜃) (2-3) 
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Then we have 

 𝑒𝑥 = 𝐴𝑒𝑥[(𝑔𝑟𝑎𝑑𝜃)2 + sin2𝜃 (𝑔𝑟𝑎𝑑𝜑)2] (2-4) 

 Anisotropy energy 

The magnetization direction in ferromagnetic material usually tends to align parallel to some 

specified axis, depending on the crystalline structure. The associated energy is called the anisotropy energy. 

The anisotropy energy (excluding the shape anisotropy) basically comes from the spin-orbit interaction 

(SOI)[21].  

 In the case of uniaxial anisotropy, the magneto-crystalline energy is described by a polynomial 

development in sinθ with only even terms for reasons of symmetry in the thin films studied,  

 𝑒𝐾𝑉
= 𝐾𝑉1𝑠𝑖𝑛

2𝜃 + 𝐾𝑉2𝑠𝑖𝑛
4𝜃  (2-5) 

KV1 and KV2 are the first and second order anisotropy constants. In general, KV1 is much larger than 

KV2. A positive KV1 favors that the material has an easy axis while a negative KV1 favors an easy plane 

perpendicular to the anisotropy axis.  

A perpendicular magnetic anisotropy (PMA) can be obtained in the ultra-thin multilayers structure 

due to the reduced symmetry of the atomic environment in the surface. The surface anisotropy was first 

introduced by Néel in 1953. Supposing that the surface is in the x-y plane, the surface anisotropy energy 

density is expressed as[21],  

 𝑒𝑠 = 𝐾𝑠[1 − (𝑚⃗⃗ ∙ 𝑛⃗ )2] = 𝐾𝑠 sin2 𝜃  (2-6) 

Where 𝑛⃗  is the surface normal. 𝐾𝑠 has a dimension of 𝐽/𝑚2 and is in the order of 10−4 to 10−3𝐽/𝑚2. 

This term becomes the predominant effect beyond the crystalline anisotropy only when the thickness of 

Figure 2-1 Sketch of the default coordinate and symbol of angle used in this thesis.  
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the ferromagnetic layer becomes very thin (~1 nm) and leads to the PMA in the ultra-thin multilayers 

structure. The material studied in this thesis has such an anisotropy.  

Zeeman energy 

For magnetic moment 𝝁⃗⃗ 𝑚 in a magnetic field 𝐵⃗ , 𝝁⃗⃗ 𝑚 tends always to stay in parallel with 𝐵⃗ . The 

associated potential energy is 𝐸𝑀 = −𝝁⃗⃗ 𝑚 ∙ 𝐵⃗ . The Zeeman energy indicates the magnetic energy 

introduced when an external field 𝐵⃗ 𝑒𝑥 is applied to a magnetic material, expressed as,  

 𝐸𝑍 = −∫ 𝐵⃗ 𝑒𝑥 ∙ 𝑀⃗⃗  𝑑𝑉  (2-7) 

Magneto-static energy 

Inside a magnetic material, the magnetic flux density 𝐵⃗ , the magnetic field intensity 𝐻⃗⃗  and the 

magnetization 𝑀⃗⃗  have the following relationship[21],  

 𝐵⃗ = 𝜇0(𝐻⃗⃗ + 𝑀⃗⃗ )  (2-8) 

Where 𝜇0 is the permeability of vacuum. According to Maxwell’s equation,  

 𝑑𝑖𝑣𝐵⃗ = 𝜇0𝑑𝑖𝑣(𝐻⃗⃗ + 𝑀⃗⃗ ) = 0  (2-9) 

So  

 𝑑𝑖𝑣𝐻⃗⃗ = −𝑑𝑖𝑣𝑀⃗⃗   (2-10) 

If there is no current nor alternating electric field,  

 𝑟𝑜𝑡(𝐵⃗ ) = 0  (2-11) 

Combining these equations with the boundary condition, we can find that the magnetic field outside 

a magnet is not zero. This field is conventionally called the stray field. A magnetic field opposite to the 

magnetization inside the magnet exists. This field H is called the demagnetizing field.  

In fact, the stray field and the demagnetizing field has the same origin. The different appellations 

depend on how to define the studied magnetic element. Here we use the symbol 𝐻⃗⃗ 𝑑 as an indication. The 

associated energy, which is usually called the magneto-static energy, the stray field energy or the 

demagnetizing energy, is[21]  

 𝐸𝑑 =
1

2
𝜇0 ∫ 𝐻⃗⃗ 𝑑

2𝑑𝑉
 

𝑎𝑙𝑙 𝑠𝑝𝑎𝑐𝑒
= −

1

2
𝜇0 ∫ 𝐻⃗⃗ 𝑑𝑀⃗⃗ 𝑑𝑉

 

𝑠𝑎𝑚𝑝𝑙𝑒
  (2-12) 

The calculation of this energy is very complex. References [21] gives several methods for the 

calculation of the demagnetizing energy. In particular, the density of demagnetizing energy in an infinite 

thin film with a uniform magnetization can be expressed as,  
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 𝑒𝑑 = −
1

2
𝜇0𝑀𝑆

2sin2𝜃   (2-13) 

This contribution favors an easy plane anisotropy, and a hard out-plane direction for the 

magnetization. The energy due to the demagnetization field is often called shape anisotropy.  

Regarding the uniaxial anisotropy due to the crystalline as described in Eq. (2-5) and the surface 

anisotropy described in Eq. (2-6), neglecting the second order, one can describe the uniaxial anisotropy 

energy as [22],  

 𝑒𝐾 = 𝐾𝑈 sin2 𝜃  (2-14) 

with 𝐾𝑈 = 𝐾𝑉1 + 𝐾𝑆. If we further consider into the shape anisotropy described in Eq. (2-13), we can 

get an effective anisotropy energy density[22], 

  𝑒𝐾,𝑒𝑓𝑓 = 𝐾𝑒𝑓𝑓 sin2 𝜃  (2-15) 

With, 

 𝐾𝑒𝑓𝑓 = 𝐾𝑈 −
1

2
𝜇0𝑀𝑆

2   (2-16) 

 

Dzyaloshinskii-Moriya interactions 

Dzyaloshinskii-Moriya interactions (DMI) have been intensively studied in recent years. The DMI 

exists in the material in which the structure reversion symmetry is broken. The energy density associated 

with this interaction is[23],  

 𝑒𝐷𝑀 = 𝐷[𝑚𝑧div𝑚⃗⃗ − (𝑚⃗⃗ ∙ ∇⃗⃗ )𝑚𝑧]  (2-17) 

where D is DMI constant. Although DMI is negligible in the sample we have studied, the result presented 

in this work opens a new way to study DMI, as it will be seen at the end of this manuscript. 

 Magnetic domain walls 

 DW profile 

Below a critical temperature (called Curie temperature), the magnetization in adjacent zone tends to 

spontaneously align in parallel due to the exchange integration in ferromagnetic material. The region in 

which the magnetization is in a uniform direction is called magnetic domain. Magnetic Domain Wall (DW) 

is the interface separating two domains in the magnetic material. In a static state, the configuration of a 

DW is determined by the equilibrium under the competition of different energy terms. Properties of DWs, 

including the arrangement of the magnetization, the DW width, and the surface energy, can be calculated 

https://en.wikipedia.org/wiki/Curie_temperature
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by minimizing the free energy of the system. For example, the DW tends to stay in a Bloch Wall (BW) 

configuration in an infinite film or a wire (only when wire width is larger than DW width) with PMA and 

without DMI, because this configuration can minimize the demagnetizing energy. In a material with strong 

DMI, the DW is stabilized in a Néel Wall (NW) configuration because this type of DW can minimize the 

energy associated to the DMI[24].  

Based on the 1D model (supposing that the magnetization is identical in the transverse direction, i.e. 

y-direction in Figure 2-1) and by minimizing the energy of the system, one can deduce a function to 

describe the rotation of the magnetization of a DW,  

 𝜃(𝑥) =
𝜋

2
− 2arctan (𝑒

𝑥−𝑥0
∆ ) (2-18) 

Where x0 is the center position of the DW. The DW width is ∆= √𝐴𝑒𝑥 𝐾𝑒𝑓𝑓⁄  for BW in static state. 

Note that this width is defined by Thiele and is conventionally called the Thiele width. The geometrical 

width of the DW in this case is πΔ[25]. For a NW, A. Thiaville et al. numerically calculated the DW width 

when DMI exists [23] and found that the width of NW is larger than the BW. The increase of DW width 

is caused by the magnetostatic field.  

 DW surface energy 

After determining the DW profile by minimizing the total free energy, one can obtain the DW energy 

per unit surface (i.e. surface energy). For a BW [23],  

 γ𝐵𝑊 = 4√𝐴𝑒𝑥𝐾𝑒𝑓𝑓    (2-19) 

If DMI or an in-plane field Hx exist, the expression of the DW surface energy becomes complex [5],  

 𝛾𝐷𝑊 = {
𝛾BW −

𝜋2∆𝑀𝑆
2

8𝐾𝐷
(𝐻𝑥 + 𝐻𝐷𝑀)2            𝑓𝑜𝑟 |𝐻𝑥 + 𝐻𝐷𝑀| <

4𝐾𝐷

𝜋𝑀𝑆

𝛾BW + 2𝐾𝐷 − 𝜋∆𝑀𝑆|𝐻𝑥 + 𝐻𝐷𝑀|             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (2-20) 

where KD is the demagnetizing energy of DWs and HDM is the effective field due to DMI.  

In particular, for a pure NW fixed only by the DMI,  

 γ𝐷𝑊 = 4√𝐴𝑒𝑥𝐾𝑒𝑓𝑓 − πD   (2-21)  

Note that this energy is defined with respect to the energy in the uniformly magnetized state.  

A conventionally used method to experimentally quantify the DW surface energy is by observing the 

domain structure in the demagnetizing state[2,3]. As shown in Figure 2-2, in the demagnetizing state, the 

magnetic texture of thin film with PMA is of a labyrinthine like distributed stripes. This state is mainly 

the competition result of the demagnetizing energy and the DW surface energy. The characteristic period 
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wp of the domain can be obtained after analyzing the images. Then, the DW surface energy can be deduced 

using the following formula developed by Kaplan and Gehring[26],  

 𝑤𝑝 = 1.91𝑡𝑀𝑒𝑥𝑝(𝜋𝑤0/𝑡𝑀)   (2-22) 

where 𝑡𝑀 is the thickness of the FM layer and, 

  𝑤0 = γ𝐷𝑊/𝜇0𝑀𝑆
2  (2-23) 

However, the accuracy of the results obtained via this method depends on how the demagnetizing 

state is obtained. Usually, the as-prepared sample is in a naturally demagnetized state. However, once 

magnetized, it is difficult to return to the intrinsic demagnetized state, even after a demagnetizing process 

via an alternating and exponentially decaying magnetic field, as done in the above example (Figure 2-2). 

When the alternating field decays to a low value, the motion of the DW is usually trapped by the defects, 

one can never know how close the magnetization approaches the intrinsic demagnetizing state. Therefore, 

a more direct and accurate method to quantify the DW surface energy is desired. 

The DW surface energy is a very important and fundamental parameter which affects the DW 

behaviors. A surface tension exists due to this energy. In some literature, this effect is also called as the 

DW elasticity[27,28]. For example, the DW depinning before pinning sites is determined by the 

competition between several energy terms such as the pinning barrier, the DW surface energy, and the 

Zeeman energy[29]. Another example, the stabilization of the domain bubble, the skyrmions are also 

affected by the DW surface energy.  

Figure 2-2 Fig. 2. MOKE microscope images of domain structures. Sample: 

Ta(5nm)/Co20Fe60B20(t)/MgO(1)/Ta(2). (a)–(c) sample A (as deposited, t=1.1), and 

(d)–(f) sample B (annealed, t=1.3) in demagnetized state at different temperatures (10, 

200, and 300 K). Extracted from [IEEE MAGNETICS LETTERS, Volume 2 (2011)]. 
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 DW dynamics 

DW can be moved or manipulated through varieties of mechanism, for example, by an external 

magnetic field, by the STT, by the SHE current, by the an electric field[30–32], by the spin wave[33–37], 

by the polarized light[38] or by the thermal gradient[39]. Among them, the first three mechanisms were 

most studied. 

 Field-driven DW motions 

 Field-driven DW motions predicted by the 1D model 

First, we consider the DW motion in a defect-free sample. In this case, as predicted by the one 

dimension model (1D model), the DW motion can be divided into three regimes: the steady regime for H 

between 0 and the Walker breakdown field HW, the intermediate regime after Walker breakdown and the 

precessional regime[40], as shown in Figure 2-3(a).  

When the applied field is smaller than a critical value, the DW motion is in a steady regime, also 

called the viscous regime. The magnetization in the center of the DW 𝑚⃗⃗ 𝐷𝑊 rotates in the plane such that 

the azimuth angle 𝜑(𝐻𝑒𝑥𝑡) (defined as the angle between and the longitudinal direction, as shown in 

Figure 2-1) is constant. The DW velocity is proportional to the magnitude of the applied field Hext[41,42],  

 𝑣 =
𝛾𝛥𝜑(𝐻𝑒𝑥𝑡)

𝛼
𝜇0𝐻𝑒𝑥𝑡   (2-24) 

where 𝛾 is the gyromagnetic ratio, α is the damping parameter (note that the constant  can be 

obtained through different experiments. But, there is not yet agreement between them, values obtained 

through ferromagnetic resonance are quite different from the one obtained through DW propagation. It 

Figure 2-3 (a) ) Regimes of domain-wall flow motion in an ideal ferromagnetic film without pinning.

（b）Theoretical variation of the velocity, v, of a 1D interface (domain wall) in a 2D weakly 

disordered medium submitted to a driving force, f (magnetic field, H), at zero and finite temperature, 

T. The creep, depinning, and flow regimes are labeled. Extracted from [PRL 99, 217208 (2007)]. 
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suggested that locally induced anisotropy due to structural relaxation and roughness increased the damping 

related to the DW motion [43,44]). 𝛥𝜑(𝐻𝑒𝑥𝑡) is the DW width parameter taking into consideration of the 

demagnetizing field, which changes with 𝜑(𝐻𝑒𝑥𝑡), 

 𝛥𝜑(𝐻) = √
𝐴

𝐾𝑒𝑓𝑓+
1

2
𝜇0𝑀𝑆

2𝑐𝑜𝑠2𝜑
  (2-25) 

Here, 𝐾𝑒𝑓𝑓  is the effective anisotropy field including the magneto-static field, as defined by Eq. 

(2-16).  

When the external field reaches a critical field, namely, the Walker breakdown field, the rotation of 

𝑚⃗⃗ 𝐷𝑊 reaches π/2. After the Walker breakdown, the DW velocity drops rapidly because of the collective 

precession of the DW magnetization. The Walker breakdown field 𝐻𝑊 is directly related to α[45],  

 𝐻𝑊 = 𝛼𝑀𝑆/2   (2-26) 

After the external field has exceeded the Walker breakdown field, the DW moves in a precessional 

mode. Figure 2-4 gives the numerically calculated dynamics of a DW as a function of time based on the 

1 D model[46]. We can see that in the precessional flow mode, the azimuth angle of 𝑚⃗⃗ 𝐷𝑊 increases 

linearly and the position of the DW oscillates, leading to the low propagating velocity of DW.  

In this case, the average DW velocity is,  

 𝑣̅ = 𝛾Δ(𝐻𝑒𝑥𝑡)
𝛼

1+𝛼2 𝜇0𝐻𝑒𝑥𝑡 (2-27) 
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Figure 2-4 DWs motion predicted by the 1D model. (a) The azimuth angle of the center magnetization of DW and (b) 

the longitudinal coordinate and the average velocity of DW vs. time. The field applied is 20 mT. Parameters used are: 

damping α=0.013, DW width Δ=10.7 nm, and the demagnetizing anisotropy field is 105 A/m. The velocity is calculated 

via dividing the DW position by the time.  
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 Field-driven DW velocity in 2D films with defects 

 DW pining in infinite film 

As a matter of fact, the magnetic film is not perfect. Some pinnings exist, which may arise from 

nanoscale defects such as atomic steps, grain boundaries[47], surface roughness, local variations of the 

thickness/composition[29,48], variation in stress, etc., leading to random fluctuations of the anisotropy or 

of the exchange interaction.  

When the moving DW comes across a pinning site in the film, it may get over the pinning site through 

two regimes: (1) if the pinning site is strong enough so that the DW cannot get over the energy barrier 

directly, or if the distance between the two pinning sites is large enough, the DW may keep propagating 

on the left and the right of the site, until it has completely surrounded the sites, which disappear at last. (2) 

If the applied field is strong enough or if the pinning is not solid enough, the DW directly overcomes the 

energy barrier under the Zeeman force or assisted by the thermal activation. As shown in Figure 2-5, we 

Figure 2-5 Interaction of the DW with pinning sites. Between every two figures, a field pulse of 0.35 mT and 

0.5s was applied. Information of the sample: Ta(5nm)/CoFeB(1.0)/MgO(2.0nm)/Ta(5nm), annealed at 300℃ 

for 2 hours.  
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have directly observed these two processes using a Kerr microscope. In the field of vision, two hard 

pinning sites appeared and they induced the curvature of the propagating DW. The DW passed the pinning 

site 2 after reaching a short radius of curvature. However, the DW cannot go over the pinning site 1. At 

last, an unreversed domain stripe was formed. In fact, many strips of this kind can be found after the weak 

0,46 mT x 480 s 0,53 mT x 840 s 0,59 mT x 300 s 

0,93 mT x 5 s 1,11 mT x 0,5 s 1,78 mT x 0,03 s 

Figure 2-7Morphology of domains propagations under different fields, observed with a Kerr microscope. Information of the 

sample: Si/SiO2/5Ta/40CuN/5Ta/1.1Co40Fe40B20/1MgO/5Ta, annealed at 380°C during 20 minutes.   

Figure 2-6 (a) DW propagation after a field pulse of 0.4mT and 30s. (b) DW propagation after a pulse of 

3.1 mT and 0.2 ms.  (c) the white lines denotes the disappeared domain stripes under the pressure of the 

field of 2.8 mT. Information of the sample: Ta(5nm)/CoFeB(1.0)/MgO(2.0nm)/Ta(5nm), annealed at 300℃ 

for 2 hours.  
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field-induced propagation of DWs, as shown in Figure 2-6 (a) and Figure 2-7. In Figure 2-6, we have done 

a comparison of the morphology of reversed domains after a weak field with that after a strong field. The 

unreversed domain stripes began to merge as the applied field increased to a critical value (about 2.8 mT 

in this sample). The distance of these strips can be used to estimate the magnetization of the material[1]. 

In the case when the defects in a sample are strong or when the driving field is relatively small, the trace 

of DWs propagation is dendritic, as shown in Figure 2-7. When the applied field increases, the edge of 

expanded domains becomes smoother.  

 DW motion in creep regime 

In ultra-thin magnetic films, the interaction of DWs with the random disorder at low magnetic fields 

leads to the well-known creep theory[29,49,50], which describes the motion of a 1D interface in a 2D 

random disorder. The DW velocity can be expressed as[29,50],   

 𝑣 = 𝑣0exp [− (
𝑈𝑐

𝑘𝐵𝑇
) (

𝐻𝑝_𝑖𝑛𝑡𝑟

𝐻
)
𝜇
]   (2-28) 

Where UC is a parameter to characterize the strength the energy barriers due to defects in a material, 

𝑘𝐵 is the Boltzmann constant, T is the temperature, 𝑣0 is constant related to the properties of material with 

a dimension of velocity, and μ is a constant. For the DW motion in a 2D system, 𝜇 = 1/4. 𝐻𝑝_𝑖𝑛𝑡𝑟 is called 

the intrinsic pinning field of a material. The theory of creep regime applies from zeros field until 𝐻𝑝_𝑖𝑛𝑡𝑟.  
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Figure 2-8 Field-induced DW motion velocity in creep regime, in this measurement, the 

temperature is 24°C. Information of the sample: Ta(5nm)/CoFeB(1.0)/MgO(2.0nm)/Ta(5nm), 

annealed at 300°C for 2 hours.  
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According to Eq. (2-28), a linear relationship can be found between ln(v) and H-1/4. As an example, 

we show here the measured DW velocity on the sample we have studied in this thesis and the fitting result 

with the creep law, as shown in Figure 2-8. We can see that the measurement results get a good agreement 

with the prediction of Eq. (2-28). The intrinsic pinning field 𝜇0𝐻𝑝_𝑖𝑛𝑡𝑟 of the sample is extracted to be 

about 3 mT.  

In addition, the dependence of the field-induced velocity on the temperature in creep mode has also 

been examined in this sample, as shown in Figure 2-9.The temperature effect was not the goal of the 

present work. So, to avoid artefact due to this dependency, we have been careful to work always at the 

temperature of about 25°C. 

It can be noted that the dependency of v(H) is a very strong one, a small change of H can induce a 

big change in velocity. It can be used to calibrate the field created by a very small coil (see later, in chapter 

3).  

 Depinning transition mode 

After the creep regime, the DW motion respect the so-called depinning transition mode as the applied 

field is a little higher than the intrinsic pinning field. After systematical studies of the DW behavior in this 

regime, R. Diaz Pardo, V. Jeudy et al. summarized the DW velocity law as following[51].  

When the applied field is fixed to be 𝐻𝑑𝑒𝑝, the variation of the DW velocity with the temperature is,  

 v(𝐻𝑝_𝑖𝑛𝑡𝑟 , 𝑇) = 𝑣𝑇 (
𝑇

𝑇𝑑
)
𝜓

 (2-29) 

and when the temperature is near zero (𝑇 ≪ 𝑇𝑑), the variation of the DW velocity with the applided 

field can be written as,  
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Figure 2-9 (a) Temperature dependence and (b) Field dependence of the DW motion velocity in creep regime.  

Information of the sample: Ta(5nm)/CoFeB(1.0)/MgO(2.0nm)/Ta(5nm), annealed at 300°C for 2 hours.  
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 v(𝐻, 𝑇 ≪ 𝑇𝑑) = 𝑣𝐻 (
𝐻−𝐻𝑝_𝑖𝑛𝑡𝑟

𝐻𝑝_𝑖𝑛𝑡𝑟
)
𝛽

 (2-30) 

where 𝑣𝑇 and 𝑣𝐻 are depinning velocities, Td is a characteristic temperature related to the pinning 

strength of the material, ψ and β is constant.  

At last, we verified this theory with the field-driven DW velocity we measured at room temperature. 

The sample used is still the Ta(5nm)/Co40Fe40B20(1.0)/MgO(2.0nm)/Ta(5nm), annealed at 300℃ for 2 

hours. The experiment results were fitted with the following formula,  

 v = 𝑣𝑑 (
𝐻−𝐻𝑝_𝑖𝑛𝑡𝑟

𝐻𝑝_𝑖𝑛𝑡𝑟
)
𝛽

  (2-31) 

Here, 𝑣𝑑 and 𝐻𝑝_𝑖𝑛𝑡𝑟 is set as the variables and β is set as constant 0.25. As shown in Figure 2-10, a 

good agreement is obtained. We can find that the depinning transition law is effective from 3.4 mT until 

about 20 mT.  

 

 Spin transfer torque driven DW motion 

The field-driven DW motion is the result of the expansion of the magnetic domains in the direction 

favored by the magnetic field. The adjacent DWs in wires move always in the opposite directions. This 
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Figure 2-10 The field induce DW motion velocity measured on Ta/CoFeB/MgO film and the fitting 

results with the creep law and the depinning transition model.  
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characteristic hinders its applications for information transmission and storage. On the contrary, the 

current-driven DW motion is different, as shown in Figure 2-11.  

When electrons flow in the magnetic layer with DWs, the electrons will be locally spin-polarized due 

to the exchange interactions. Because of the conservation of angular momentum, the spin momentum is 

transferred by electrons, creating a torque to the local magnetization. This torque is called the spin transfer 

torque (STT)[52]. The STT can induce the magnetic switching[53,54] or induce the DW motions[55].  

Berger had proposed the concept of the STT in as early as the 1970s and first predicted the STT-

driven DW motion[56,57]. Thereafter, the STT driven domain wall motion was experimentally observed 

in a 30-40 nm thick permalloy films through Faraday effect[58,59]. In these experiments, DW 

displacement is observed when the applied current density is larger than 1.2 ×1011 A/m2. However, 

because of the large dimension of the sample (3.5 mm wide), the critical current for DW motion had 

reached the huge value of 13A. 

The STT driven DW motion became widely studied after the 2000s, when technology made it 

possible to create nano-sized devices, for which the critical current density could be easily reached.  

Two terms of STT contribute to the DW motion: the adiabatic STT (AD-STT) and the non-adiabatic 

STT (NA-STT). The former one can be expressed as[60],  

 𝜏 𝑎𝑑 = (𝑢⃗ ∙ ∇⃗⃗ )𝑚⃗⃗   (2-32) 

Where u


 is called the spin-drift velocity and its value is 𝑢 =
𝜇𝐵𝑔𝑃𝑗

2𝑒𝑀𝑆
. Here, μB is the Bohr magneton, 

g the Landau factor, P is the polarization, j is the current density, e is the elementary electrical[61].  

Figure 2-11 A sketch showing the difference between the field-induced DW motion and current-induced DW motion. (a) 

The initial position of a circular DW. (b) The expansion of a DW induced by a magnetic field. (c) The displacement of a 

DW induced by an electric current.  
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Since the theoretically predicted DW motions considering only the AD-STT was not able to get an 

agreement with the experimentally observed ones, the non-adiabatic torque was introduced by S. Zhang 

et al[62] and A. Thiaville et al[63] the NA-STT, expressed as,  

 𝜏 𝑛𝑎 = 𝜉[𝑚⃗⃗ × (𝑢⃗ ∙ ∇⃗⃗ )𝑚⃗⃗ ]  (2-33) 

Here 𝜉 is the non-adiabatic constant (different from that in Eq. (2-31) ). The value of 𝜉 is usually very 

small and the order of the NA-STT is much smaller than the AD-STT. However, the role of the NA-STT 

is very important for the DW dynamic. A. Thiaville et al.[63] has compared the DW dynamics with 

different weight of 𝜉, as shown in Figure 2-12. For zero 𝜉, the DW will not move until the spin drift 

velocity u reaches a threshold value uc even in a perfect thin film. However, when NA-STT is introduced, 

the DW begins to move at low u. In fact, the value of uc is expressed as[61],  

 𝑢𝑐 = 𝛾𝜇0𝐻𝐾∆/2  (2-34) 

where HK is the shape anisotropy field.  

For STT-driven DW motion, there are also the flow regime, Walker breakdown, and the precessional 

regime. the Walker breakdown velocity is[61],  

 𝑢𝑤 = 𝑢𝑐
𝛼

|𝜉−𝛼|  (2-35) 

In a defect-free film, the DW velocity before the Walker breakdown is[61],  

 𝑣𝑆𝑇𝑇 =
𝜉𝜇𝐵𝑃

𝛼𝑒𝑀𝑠
j  (2-36) 

Figure 2-12 Steady velocity computed for a transverse domain wall by micromagnetics in a 120 × 

5nm2 wire as a function of the velocity u representing the spin-polarized current density , with the 

relative weight 𝜉. Open symbols denote vortices nucleation. The shaded area indicates the available 

experimental range for u. (a) Perfect wire and (b) wire with rough edges (mean grain size D = 10 nm). 

The dashed lines display a fitted linear relation with a 25 m/s offset. Extracted from [A. Thiaville et 

al. Europhys. Lett., 69 (6), pp. 990–996 (2005) ] 
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After Walker breakdown, the DW move in a precessional mode, and the average velocity is[61],  

 𝑣̅𝑆𝑇𝑇 =
1+𝛼𝜉

1+𝛼2 𝑢 (2-37) 

The DW motion velocity as high as 110m/s when the driving current density is 1.5 × 1012 A/m2 has 

been observed in Permalloy wires[64].  

In samples with defects, the creep motion of STT-driven DW motion was observed and theoretically 

studied[65–67]. However, the exponent factor μ varied. In addition, the experimental results and the 

theoretical prediction cannot get a good agreement. More studies are required.  

 Spin orbit torque driven DW motion 

The Spin-Orbit Coupling (SOC, sometimes also called SOI for Spin-Orbit Interaction) is the 

interaction between the spin of electrons and its own orbital angular momentum[68]. In a material with 

strong SOC (e.g. heavy metal such as Ta, the interface between heavy metal and FM layer), the SOC 

yields various interesting phenomena that affect the DW behavior[12]. First, the SOC at the interface 

between ferromagnetic (FM) layer and the nonmagnetic (e.g. heavy metal, HM) layer yields the PMA. 

This strong PMA promises a thinner DW, which is very helpful to improve the storage density for the DW 

based memory. Second, the strong interfacial SOC between the FM layer and the adjacent layers and the 

lack of structure reversion symmetry can induce DMIs. Third, the SOC in the HM layer yields a spin 

current, which can be injected into the adjacent FM layer[69].  

The combination of the above effects can result in an efficient DW motion and the spin torque due to 

the SOC is called the spin-orbit torque (SOT). This phenomenon was first observed in the 500nm wide 

Pt/Co/AlOx nanowires by I. Miron et al. in 2011[70]. Subsequently, the SOT induced ultra-fast DW 

motion was found in other structures, such as the Pt/Co/Ni/Co multilayer[71], the Pt/CoFe/MgO and 

Ta/CoFe/MgO structures[72]. Some theoretical studies were conducted at the same time[23,73,74]. 

When a current 𝑗𝐻𝑀 flows in the HM layer, the density of the spin Hall (SH) current injected into the 

FM layer can be expressed as[69],  

 𝑗𝑠 = 𝜃𝑆𝐻𝑗𝐻𝑀/𝑒  (2-38) 

and the polarization direction of the spin current is[69],  

 𝜎 𝑆𝐻 = 𝑠𝑖𝑔𝑛𝜃𝑆𝐻(𝑗 𝐻𝑀 × 𝑧 ) (2-39) 

Where 𝑧  is the SH current injection direction. 𝜃𝑆𝐻 is called the spin Hall angle. This parameter is 

related to the material and its phase. Table 2-1 gives some experimentally measured value of 𝜃𝑆𝐻 of Ta, 
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which should be considered in the following studies [69]. For example, in the β-Ta, 𝜃𝑆𝐻 was found to be 

as large as 0.12, with a negative sign[75]. 

Table 2-1 Experimental spin Hall angles of Ta. SP = spin pumping, NL = nonlocal, STT+SHE = STT combined with SHE. 

Extracted from [Jairo Sinova et al. RMP, Vol. 87, OCTOBER–DECEMBER 2015]..  

Temperature (K) SH angle (%) methode reference 

10 −0.37±0.11 NL Morota et al. (2011) 

295 -7.1±0.6 SP Wang, Pauyac, and Manchon (2014) 

295 -2−1.5
+0.8 SP, spin Hall magnetoresistance (variable 

Ta thickness) 

Hahn et al. (2013) 

295 -(12±4) STT +SHE (β-Ta) Liu et al. (2012a) 

295 -(3±1) SP (β-Ta) Gómez et al. (2014) 

 

This SH current will produce two terms of Slonczewski torque, namely, the damping like SOT (DL-

SOT) and the field like SOT (FL-SOT),  

 𝜏 𝐷𝐿 = 𝜏𝐷𝐿(𝑚⃗⃗ × (𝜎 𝑆𝐻 × 𝑚⃗⃗ ))   (2-40) 

 𝜏 𝐹𝐿 = 𝜏𝐹𝐿(𝜎 𝑆𝐻 × 𝑚⃗⃗ )  (2-41) 

where 𝜏𝐷𝐿 =
𝛾ℏ𝜃𝑆𝐻𝑗𝐻𝑀

2𝑒𝑀𝑠𝑡𝑀
. It is generally admitted that the FL-SOT remains very weak in metallic 

systems[73].  

For the SH current produced by an electric current flowing along a narrow wire, 𝜎 𝑆𝐻 is along the 

transverse direction (i.e. O-y on figure 2.13). In a wire with PMA, the DW is of Bloch type due to the 

demagnetizing field, providing that no DMI nor an external in-plane field HX exists, and that the width of 

wire is larger than the DW width. Supposing also that the DW surface is along the transverse direction, 

without tilting or curvature, then the magnetization in the center of the DW 𝑚⃗⃗ 𝐷𝑊 is also in the transverse 

direction. According to Eq. (2-40), the SOT is zero in this case and the SH current cannot drive the DW 

motion. However, when DMIs or HX exists, 𝑚⃗⃗ 𝐷𝑊  will tilt away from the transverse direction. If the 

direction of 𝑚⃗⃗ 𝐷𝑊 is fixed (no precession of 𝑚⃗⃗ 𝐷𝑊 occurs), as can be seen from Eq. (2-40), the DL-SOT 

act as an perpendicular (i.e. z-axis) field,  

 𝐻⃗⃗ 𝑆𝐻 = −
ℏ𝜃𝑆𝐻𝑗𝐻𝑀

2𝑒𝑀𝑠𝑡𝑀
(𝜎 𝑆𝐻 × 𝑚⃗⃗ 𝐷𝑊 )   (2-42) 

In addition, a strong DMI or HX can prevent the precession of 𝑚⃗⃗ 𝐷𝑊. As a result, the SOT driven DW 

motion can achieve velocity as high as 350 m/s[70,71].  
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In addition to observing the DW motion velocity, 

some other effects of the SOT on the DW have been 

studied. For example, the DW depinning governed by 

the SOT[76,77], control of the magnetic chirality of 

DWs by changing the heavy-metal underlayers[78].  

For the SOT-driven DW motion, as the current 

increases, the surface of DW as well as the magnetization of 𝑚⃗⃗ 𝐷𝑊 will tilt away from the longitudinal 

direction (i.e. x-axis, the direction along the wire), as shown in Figure 2-13. This tilting is the resultant 

effect of the DMI and the torque from the SH current[79]. According to Eq. (2-40), this tilting results in a 

decreases of the SOT driving efficiency and the DW motion velocity gets saturated[79–81]. S-H Yang et 

al. solved this problem by replacing the single FM layer with a synthetic antiferromagnetic (SAF) structure. 

A DW velocity as high as 750 m/s was observed[82].  

At last, based on the calculation of [61,79,83–86], we summarize a group of equations developed 

from the 1D model, which can be used to describe the DW behavior in narrow wires with PMA under 

various effects. In these equations, magnetic fields in three directions, the effective field of DMI, the 

pinning potential, the DW tilting, the STT and the SOT are all included:  

 𝜑̇ +
𝛼 cos𝜒

𝛥
𝑞̇ = Q𝛾0𝐻𝑍 +

𝜉𝑢

∆
cos 𝜒 + Q

𝜋

2
𝛾0𝐻𝑆𝐻 cos𝜑 +

𝛾

2𝑀𝑆

∂V𝑝𝑖𝑛

∂q
   (2-43) 

−𝛼𝜑̇ +
𝑐𝑜𝑠 𝜒

𝛥
𝑞̇ =

𝛾0𝐻𝐾

2
𝑠𝑖𝑛 2(𝜑 − 𝜒) +

𝑢

𝛥
𝑐𝑜𝑠 𝜒  − 𝑄

𝜋

2
𝛾0𝐻𝐷𝑀 𝑠𝑖𝑛(𝜑 − 𝜒) +

𝜋

2
𝛾0𝐻𝑥 −

𝜋

2
𝛾0𝐻𝑦 𝑐𝑜𝑠 𝜑 

  (2-44) 

 𝜒̇
𝛼𝜇0𝑀𝑆Δ𝜋2

6𝛾0
(tan2 𝜒 + (

𝑤

𝜋Δ
)
2 1

cos2 𝜒
) = 𝜎 tan𝜒 − 𝜋𝐷 sin(φ − 𝜒) − 𝜇0𝐻𝐾𝑀𝑆Δ sin 2(𝜑 − 𝜒)   

  (2-45) 

Where q is the position of the center of the DW, χ is the tilting angle of the DW surface from the 

transverse direction, Q is +1or −1 for up-down and down-up DW configurations, 𝛾0 = 𝜇0|𝛾|, 𝐻𝑆𝐻 is the 

effective field of DL-SOT defined as Eq. (2-42), V𝑝𝑖𝑛 is the pinning poteitial, 𝐻𝐾 is the shape anisotropy 

field, vector H includes the external applied field and the FL-SOT, Hx, Hy and Hz are its components along 

the 3 axis. Note that here the DW width Δ is considered as constant.  

 HDM is the effective field of DMIs, written as,  

 𝐻𝐷𝑀 =
𝐷

𝜇0𝑀𝑆Δ
   (2-46) 

Figure 2-13 Tilting of a DW in the nanowire.  
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Although fruitful results have been obtained in the studies of current-driven DW motion, some open 

questions remain. For example, how to distinguish the contribution of AD-STT and NA-STT in STT 

driven-DW motion? What are the different contributions from STT and SOT in the HM/FM system?  

Recently, research on the HM/CoFeB/MgO has attracted lots of interests because many distinct 

advantages have been found in these structures: both the SOI in the HM/FM interface and the FM/MgO 

interface contributes to a large PMA[22,87–89]; the CoFeB is very soft, with an intrinsic pinning field as 

low as 2 mT and a damping parameter in the order of 0.01[90]. A tunneling spin polarization rate as high 

as 0.53 has been measured in the CoFeB based MTJ structures[91–93]. A large SH current can be 

produced in the sub-HM layer[69] (a giant SH angle was found when the thickness of some HM is reduced 

to several nanometers and a phase change occurs, e.g. β-Ta, β-W[75,78]). The interfacial DMI can be 

tuned via the choice of the HM[78].  

 Micromagnetic simulations 

Micromagnetic simulations is a very helpful means to study DWs in some cases, for example, to 

understand the DW behavior or state in very small size scale or in very short timescale that cannot be 

observed using experimental methods, to extract the energy fluctuation during a magnetic dynamic 

process, or to verify the performance of a device that are still under conception.  

The micromagnetic simulation is based on a modified Landau-Lifshitz-Gilbert (LLG) equation that 

includes various effects. Here, we give an expression of this equation that includes various effects 

discussed in the above section[94],  

 
𝜕𝑚⃗⃗⃗ 

𝜕𝑡
= −

𝛾

𝑀𝑆
𝑚⃗⃗ × 𝐵⃗ 𝑒𝑓𝑓 + 𝛼𝑚⃗⃗ ×

𝜕𝑚⃗⃗⃗ 

𝜕𝑡
+ 𝜏 𝑎𝑑 + 𝜏 𝑛𝑎 + 𝜏 𝐷𝐿 + 𝜏 𝐹𝐿 (2-47) 

 Where 𝐵⃗ 𝑒𝑓𝑓 = −
1

𝑀𝑆

𝛿𝐸𝑎𝑙𝑙

𝛿𝑚⃗⃗⃗ 
 Effects such as exchange interactions, DMIs, dipolar interactions, 

perpendicular anisotropy can be introduced as an energy terms appearing in 𝐸𝑎𝑙𝑙.  

In this thesis, simulations are performed using Mumax, a GPU-accelerated program developed by the 

DyNaMat group of Prof. Van Waeyenberge at Ghent University[94]. 

 Applications of DW in storage, logic, communications and sensor  

Magnetic materials are widely used for information detection, processing, transmission, and storage. 

Meanwhile, various DW based devices for different applications were proposed or developed. For 
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example, the DW based logic device[95], the DW based spin wave transmission channel[11]. Here, we 

give two examples of the applications of DW for magnetic sensor and for information storage.  

 DW based sensors 

Magnetic sensors are of great importance for the intelligent world, especially in the field of the 

positioning, the navigation and the automatic control etc. A variety of effects related to the magnetism 

were used to fabricate the magnetic sensors[96–98], such as Hall sensors, Anisotropic Magnetoresistance 

(AMR) sensors[99,100], fluxgate sensors[101], magnetic sensors based on the Giant Magnetoresistance 

(GMR) or Tunneling Magnetoresistance (TMR) effects [17,102–108].  

 Recently, a type of DW based multi-turn rotary sensor was sold in the market[109,110], the sketch 

of the geometry of which is shown in Figure 2-14. The purpose of this sensor is to count the number of 

rotations of a magnetic field. This type of sensor is made of magnetic wire with in-plane anisotropy. Under 

a rotating applied magnetic field, the structure nucleates one domain wall every 180° rotation. The 

nucleated DWs move with the rotation of the applied field. The absolute rotation is indicated by the 

combination of the DWs positions and their number within the device. The position of the DW is read out 

by GMR[111]. 

These DW based sensors exhibit two types of failure events, the pinning of domain walls if a 

particular propagation field threshold is not reached and the undesired nucleation of DWs at excessively 

high fields[111].  

Figure 2-14 Sketch of a rotary DW based sensor with zoomed in bottom left and top right 

corners. A Kerr microscopy imaged shows the observed wires with the magnetic contrast 

visible. Extracted from [D. Heinze et al.  OP Conf. Series: Journal of Physics: Conf. Series 903 

(2017) 012053]. 
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 Racetrack Memory 

Among all the DWs based devices, Racetrack Memory (RM) is the most eye-catching one, which 

was first proposed by S. Parkin in 2008[13]. As shown in Figure 2-15, in a nanowire with DWs, magnetic 

direction of each domain can be used to store one bit of logic information “1” or “0”[112].  

 The magnetization of domains can be sensed 

by measuring the magnetoresistance with MTJs 

arranged closed or in contact with the nanowire 

[12]. Information writing can be realized with a 

variety of schemes, e.g., the Oersted field of 

currents passed along neighboring metallic 

nanowires, or STT of current injected into the 

racetrack via an MTJ. Data can be shifted via the 

DWs motion along the nanowire. As discussed 

above, a uniform magnetic field cannot be used to 

shift data because neighboring DWs move in 

opposite directions and will annihilate each other. 

Spin current becomes a suitable method to realize 

an efficient, controllable and reliable DW motion.  

 Racetrack memory was first proposed based 

on the STT-driven DW motions in permalloy 

nanowires with in-plane anisotropy, see Figure 2-16 (a)[12]. Then, much narrower and more robust DWs 

are found in materials that exhibit strong PMA, such as Co/Ni superlattices[18,113,114], see Figure 2-16 

(b). Since the discovery of the SOT-driven DW motion in 2011[70], a more power-efficient and faster 

RM is promised (Figure 2-16 (c)). Most recently, SAFs structure was adopted to reduce the demagnetizing 

field (See Figure 2-16 (d)), thus the DWs can be packed much closer together, which allows a larger 

storage density. Moreover, DW motion velocity increases as the net moment in the SAF structure is 

reduced, velocities of 750 m/s have been observed in this device[115].  

Figure 2-15 Full schematics of RM proposed by S. Parkin: 

data write in is through STT and read out is through TMR 

and data shift is through the current-driven DW motion. 

Extracted from [S. Parkin, Science 320, 190 (2008)]. 
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Racetrack memory has many potential 

advantages than the other memories, for example, 

the high density, fast speed, low power data storage. 

One of the most interesting prospects of racetrack 

memory is that it can be implemented with 3D 

structure, as shown in Figure 2-15[13].  

There are still many outstanding challenges, 

including the nanofabrication and integration 

technique and the precise manipulation of DWs. For 

example, the DW motion in nanowire is more 

complex than expected, pinning effects originated 

from the defects of film and roughness of edge of 

wire significantly influence the behavior of DW. 

Moreover, the position and displacement of DW 

must be precisely controlled to ensure the 

correctness of the transferred information. 

Therefore, further research on the mechanism of 

current-induced DW motion is very important for 

the application of DWs.  

 

Figure 2-16  Evolution of racetrack memory. (a) Racetrack 

Memory 1.0, with in-plane magnetized racetracks; (b) 

Racetrack Memory 2.0, with perpendicularly magnetized 

racetracks. Conventional volume spin-transfer torque 

moves DWs in the direction of electron flow in (a) and (b); 

(c) Racetrack Memory 3.0: chiral spin torque drives DWs 

at high velocities along the current direction; (d) Racetrack 

Memory 4.0: a giant exchange coupling torque drives DWs 

in SAF racetracks at extremely high velocities. Jc, current 

through the device; v, DW velocity. Red and blue regions 

represent areas that are oppositely magnetized. 

Reproduced according to [S. Parkin, Nat. Nanotechnol. 

2015, 10, 195–198 ]. 
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Chapter 3 Experimental methods  

In this thesis, the structure of magnetic domains and the behavior of DWs were mainly observed via 

a high-resolution Kerr microscope.  

 Magneto-Optical Kerr effect 

When a beam of polarized light is reflected from a magnetic material, its polarization direction will 

rotate. This phenomenon is called the Magneto-Optic Kerr Effect (MOKE). It was first discovered by John 

Kerr in 1877[116–118]. In fact, before the discovery of the MOKE, another interaction between the 

polarized light and the magnetic material had already been found by Michael Faraday in 1845, named the 

Magneto-Optic Faraday effect. It refers to the effect that the polarization plane of the light can be rotated 

when it is transmitted through a material [118].  

MOKE can be divided into three types, depending on the magnetization direction of the reflecting 

sample with respect to the incident plane and the reflecting surface, as shown in Figure 3-2[119]. For the 

polar MOKE, the magnetization of the sample is perpendicular to the reflecting surface, thus parallel to 

the plane of incidence; For the longitudinal MOKE, the magnetization of the sample is parallel to the 

reflecting surface and parallel to the plane of incidence; For the transverse MOKE, the magnetization of 

Figure 3-1 Experimental set-up used by John Kerr with which the Kerr effect was discovered. 

This sketch was reproduced by P. Weinberger according to the description of John Kerr in his 

publication [Philos. Mag. Lett. 2008, 88, 897–907].  
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sample is parallel to the reflecting surface and perpendicular to the plane of incidence. It is to note that the 

above classification is just for the purpose of simplifying the understanding the MOKE. In fact, the above 

three MOKEs signal can exist simultaneously for an arbitrary direction of magnetization within a sample. 

It means that, depending on the wavevector of the light, the detected signal can be a sum of the three 

possible effects. So, one has to be very careful when analyzing the signal. However, if the optical wave 

arrives perpendicularly to the plane, then the signal is due only to the polar Kerr effect, the perpendicular 

component of the magnetization is the only one probed[120].  

The magneto-optic effect can be understood with different models. First, from the view of quantum 

mechanics, Hulme pointed out in 1932 that the Faraday Effect is caused by the spin-orbit interaction (SOI) 

and he tried to calculate the different refraction indices of the right polarized and left polarized light using 

the Heisenberg model. Kittel further showed that it is the change of the wave function due to the SOI that 

gives the difference between these two refractions. Since a linearly polarized light can be seen as the 

composition of the R circularly polarized component and L circularly polarized component, the different 

reflection of the two components can cause a change of the polarization[118].  

The MOKE signal can also be explained with the Lorentz force. The Kerr effect requires a linearly 

polarized light. The electric field of the incident light can excite the oscillation of the electrons along the 

polarization direction of the light. In magnetic material, a normal component of the motion will be 

generated on these oscillating electrons. Consequently, the polarization of the reflected light is changed. 

Using this model, the characteristics of the three different MOKEs can be understood[120]. First, the 

change of the polarization of reflected light occurs only on the longitudinal MOKE and the polar MOKE. 

Precisely speaking, the polarization of the light will change from the plane polarization (incident light) to 

elliptical polarization (reflected light). However, for the transverse MOKE, no change of polarization 

M

Sample surface

Plane of incidence

Sample surface

Plane of incidence

M

Sample surface

Plane of incidence

M

(a) (b) (c)

Figure 3-2 Geometry of three types of MOKE. (a) Polar MOKE; (b) Longitudinal MOKE; (c) Transverse MOKE.  

[Source: http://www.hindsinstruments.com/wp-content/uploads/Magneto-Optic-Kerr-Effect.pdf] 
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occurs. Instead, a change of the intensity of the light (Kerr reflectivity) occurs. Second, as the incident 

angle tends to zero, the longitudinal MOKE will diminish. However, the polar MOKE maintains. As a 

consequence, a microscope with perpendicular incident light is sensitive only to the polar Kerr effect. In 

other words, it probes only the perpendicular component of the magnetization. As it is the only component 

we are interested in the present work, it is perfectly suitable for our purpose. In addition, if the incident 

light is normal to the surface of the sample, the Kerr rotation is not affected by the polarization of the 

incident light. So, theoretically, the polarization direction of the incident light of a polar MOKE 

microscope does not matter.  

The Kerr effect changes the linear polarized incident light into a slightly elliptical polarized light, 

with a main axis whose direction has rotated as compared to the incident polarization direction. Both the 

Kerr rotation and the ellipticity of the reflected light can be used to characterize the magnetic state of the 

sample. Analysis based on the dielectric properties of the medium and using the Maxwell boundary 

conditions at the interface can give an expression of the Kerr rotation 𝜙′and the ellipticity 𝜙′′. Both 𝜙′and 

𝜙′′ are proportional to the magnetization of the material [118].  

In general, a polarizer can be implemented before the photodetector to extract the Kerr rotation (this 

polarizer is conventionally called analyzer). Supposing that the intensity of the incident light is I = |𝐸𝑝|
2
, 

with Ep the electric field vector of the incident light in the direction of the polarizer. After reflected by a 

magnetic material, an orthogonal component ES appears. EP can be filtered out by setting the analyzer in 

the crosswise direction with respect to the polarizer (i.e. extinction) before acquiring the signal. Usually, 

to get the rotation , the analyzer is a little deviate from the extinction with a small angle δ. Assuming 

δ>>𝜙′>>𝜙′′, the intensity of light passed the analyzer is[118],  

 I ≈ |𝐸𝑃|
2|𝛿 + 𝜙′ + 𝜙′′|2 ≈ 𝐼0 (1 +

2𝜙′

𝛿
)  (3-1) 

with 𝐼0 = |𝐸𝑃|
2𝛿2, being the intensity of reflected light in the case without Kerr rotation.  

The Kerr intensity is defined as the difference in the intensity for a sample magnetized in opposite 

directions and normalized by the total polarized light intensity[121],  

 
Δ𝐼

𝐼
≈

4𝜙′

𝛿−𝜙′  (3-2) 

The above formula is valid only for δ > 𝜙′. One can find that δ should be set to an appropriate value 

according the Kerr rotation to maximize the Kerr intensity.  
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 Typical optical circuits of Kerr microscopes  

MOKE can be applied for two purposes. One is to measure the magnetization evolution of the sample 

when scanning the applied field, i.e., measuring the hysteresis loop. Another purpose is to image the 

magnetic state of the sample, i.e., the Kerr microscopy.  

Figure 3-4 shows the layout of a polar Kerr microscope. For the Kerr microscopy, an objective is 

required before the sample. For a polar Kerr microscope, the light is usually incident from the normal 

direction of the surface of the sample. Both the incident light and the reflected light pass the objective and 

the two beams of light are separated by a splitter. First, the incident light is converged into a very narrow 

beam by a lens and becomes polarized after passing a polarizer. Then, the incident light beam is sent into 

the objective after the reflection by the light splitter. The incident light beam is transmitted through the 

objective and illuminates the field of vision on the sample. After reflected by the sample, part of the light 

returns to the objective and partially passed the splitter in the straight direction. This part of the light beam 

Figure 3-3 A sketch to describe the Kerr rotation of the reflected light and the polarization direction of the analyzer.  
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is captured by the camera after a filtering by the analyzer. In this way, the optical image of the tested 

structure is acquired and Kerr rotation caused by the ferromagnetic material presents in the form of a 

contrast of the intensity of the image.  

Some key technique points: 

The source of the light: a stable light source is strongly desired. After acquiring a series of Kerr 

images, a differential operation is required, i.e., subtracting the Kerr image by another one as a reference 

to maximize the signal to noise ratio, as shown in Figure 3-5. A stable light illumination can ensure a 

consistent intensity for all images. In addition, a light source with a large output power is preferred. Since 

the intensity of the light after the filtering by the polarizer and the analyzer has been significantly reduced, 

a powerful source ensures a meaningful signal much higher than the parasitic light coming from non 

controlled reflexions or light leak from the outside of the setup. In addition, a larger light intensity 

promises a shorter exposure time when acquiring a Kerr image, which is important to acquire some 

dynamics of the DW. It is very important that all the light arriving on the CCD is coming from the 

reflection on the sample, which is the interesting one. So, one must get rid of parasitic light such as leak 

Figure 3-4 A typical configuration of the polar Kerr microscope designed by Mr. Nicolas VERNIER.  
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from the lightning of the room or reflections of the beam on some of the setup elements. The Kerr 

microscope used in this thesis was completely covered by a double shade cloth to avoid the parasitical 

light from the outside. The light beam from the LED is confined in a tube.  

The polarizer and analyzer: As the Kerr rotation is very small (at best a few tenths of degrees), very 

good polarizer and analyzer are required. An extinction ratio of at least 10-4 is needed, with a very well 

defined direction of polarization on the whole area of both polarizers.  

The objective: the area of the field of vision and the resolution of the Kerr microscope is largely 

determined by the objective implemented. Generally, an objective with a smaller magnification gives a 

larger field of vision but a weaker resolution while an objective with a larger magnification gives a better 

resolution but the field of vision is reduced. Users can choose a suitable objective according to their 

application requirements. The objective should be polarization compatible. In addition, an objective with 

long working distance is required so that a large operation space for other configurations between the 

objective and the sample is possible. For example, if we want to insert a mini magnetic coil of 2 mm thick, 

a working distance of about 4 mm is required considering the space between the sample, the coil, and the 

objective.  

Like the traditional optical microscopy, the resolution of Kerr microscopes is also constricted by the 

problem of the light diffraction. The resolution of a microscope can be described by the Rayleigh criterion 

[122–125]:  

 𝛿𝑑 ≈
0.61𝜆

𝑛𝑎
 (3-3) 

Figure 3-5 (a) Raw Kerr image of an infinite CoFeB magnetic film with saturated magnetization. (b) Kerr image of the 

film with a DW. The field of vision of (a) and (b) remains the same. (c) After subtracting (b) by (a), the background 

noise, such as the black spot caused by the dust in the sample or in the optical elements, was removed and a net image 

with a clear Kerr contrast was obtained.  
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Where 𝛿𝑑 is the minimum distance between two points so that they can be distinguished, λ is the 

wave length of the light and na is the numerical aperture of the objective lens. From Rayleigh criterion, 

one can hope an ultimate resolution of around 400nm with an optical microscope. With the best lens we 

had (Olympus x100, na=0.80, which is not far from the maximum possible) and blue light of wavelength 

480nm (fortunately for us, our samples had a good Kerr rotation in the blue), we had a resolution of 370nm. 

It was enough to view domains on nanowires as narrow as 200nm.  

Camera: since the Kerr signal is finally presented in the form of the contrast of the intensity of light, 

a monochrome camera is sufficient for the image acquisition. Considering today’s technology level, 

compared with the cameral with the CMOS photosensor, a CCD camera is better in terms of the signal to 

noise ratio for the acquisition of Kerr image. In addition, a camera with a cooling plant is preferred to 

reduce the noise caused by the heating of the camera.  

 Configurations of the Kerr microscope for these studies 

In this thesis, the sample studied are all with PMA. Correspondingly, a polar Kerr microscope is used. 

The layout of the Kerr image is shown in Figure 3-4. This microscope is designed and implemented by 

Mr. Nicolas VERNIER. A blue-LED is used as the light source. With an objective of magnification of 

100× and the numerical aperture of 0.8, produced by Olympus, the microscopy is able to detect the 

magnetic reversal of the 400-nm-large square (see Figure 3-6 (a)) and the DW motion in the 200nm wide 

(c) 

(a) (b) 

Figure 3-6 Examples of Kerr images (after subtracting the background, as explained in Figure 3-5) obtained with our 

Kerr microscope.  (a) The magnetic reversal of a 400-nm-large square array. (b) The DW motion in a 200-nm-wide wire; 

(c) the DW motion in a 1.5-μm-wide wire. 
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nanowires (see Figure 3-6(b)). On the other hand, with an objective of magnification of 4×, the field of 

vision can be as large as 1 mm. 

 Configurations of magnetic coils 

To study the field-induced DW motion in nanostructures, three problems have to be solved. First, the 

DW nucleation: although the DW nucleation in the magnetic nanowire can be achieved with the Oersted 

field produced by a large current pulse through a transverse metal wire, as shown in Figure 3-7 (a), but, 

the nanostructure is very easy to be destroyed by the Joule heating in this operation, as shown in Figure 

3-7 (b), and this method should be avoided. 

Therefore, our strategy is to nucleate a DW by a large and short field pulse. It requires a very large 

field magnitude due to the lack of the nucleation point in the nanostructure, e.g., larger than 100 mT for 

our sample. Moreover, the field pulse width should be short enough, with a small rising edge and falling 

edge, so that the structure cannot be reversed completely because of the propagation occuring during the 

pulse. Second, to measure the DW motion velocity in the nanowire, the field pulse should be short enough 

so that the propagation distance of the DW is smaller than the length of the wire. For example, the velocity 

of the field-induced DW motion in the precessional flow regime is about 5 m/s in the CoFeB nanowire 

studied here. With an objective of 100×, the field of vision is about 50 μm. Accordingly, the length of the 

magnetic nanowire is usually designed to be less than 50 μm. If we want to observe this motion, the width 

of the field pulse applied should be less than 10 μs in order that the DW has not reached the end of the 

wire and the propagation length can be measured. Third, the rise time should be much shorter than the 

width of the pulse so that the magnetic field can be considered as constant in this duration. All these 

requirements demand an intentional design of the magnetic coils.  

(a) (b) 

Figure 3-7 (a) Schematic diagram of the DW nucleation with Oersted field. A strong current pulse is applied on 

the transverse nonmagnetic metal wire and an Oersted field can be produced, resulting the DW nucleation. (b) A 

structure destroyed by the Joule heating of the current pulse.   
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As known to all, to reduce the rise time, the number of turns of the coil should be reduced since the 

inductance of the coil increases as the turns of the coil increase. However, to obtain a larger field 

magnitude, more turns are required. We have to make a tradeoff. Other factors must also be considered, 

for example, the Joule heating due to the current passing the coil, which is related to the diameter of the 

varnished wire used; the small inductance required and the space of operation, which both limit the size 

of the coil; the homogeneity of the field produced in the field of vision observed. To obtain a fast response 

and to avoid the remanent field, a magnetic core cannot be used. Parameters which we can play include 

the structure, the diameter, the length of the coil, the varnished wire used to fabricate the coil and the 

electric configuration for the power supply. In the following, we discuss the design of the coil in a 

quantitative manner.  

 Design of magnetic coils 

 Design 

Supposing a single turn closed coil with a radius R 

and that the principal axis is in the z-direction, as shown 

in Figure 3-8. When a current I flows in the circuit, the 

magnetic field produced in any point P(x,y,z) can be 

calculated with the Biot-Savart law. For simplification, 

we suppose that the projection of P in the x-y plane is in 

the x-axis. In this case, the in-plane component of the 

field produced at the position P is parallel to the x-axis, 

i.e., By=0. According to the calculation of [126], the 

perpendicular component and the in-plane component of 

the field produced in a point P(x,0,z) can be expressed as,  

 𝐵𝑍 =
𝜇0𝐼𝑅

4𝜋
∫

(𝑅−𝑥 cos𝜃)𝑑𝜃

[𝑥2+𝑧2+𝑅2−2𝑅𝑥 cos𝜃]3/2

2𝜋

0
  (3-4) 

 𝐵𝑥 =
𝜇0𝐼𝑅

4𝜋
∫

𝑧 cos𝜃𝑑𝜃

[𝑥2+𝑧2+𝑅2−2𝑅𝑥 cos𝜃]3/2

2𝜋

0
  (3-5) 

The out-of-plane magnetic field created in the center of the loop (x=y=0) is,  

 𝐵0 =
𝜇0𝐼

2𝑅
  (3-6) 

If z≠0 (which is the case for the sample), this value can be corrected by: 

Figure 3-8 Sketch of a coil with single turn closed 

circuit.  
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𝐵𝑍(𝑧) =

𝐵0

(1+
𝑧2

𝑅2)
3/2  (3-7) 

For x0, the integral Eq. (3-5) does not lead to a simple expression, it has to be calculated numerically. 

For a coil with multi-turns, we suppose it to be an assembly of coils of single turn for simplification. 

As shown in Figure 3-9, a coil of multi-turns with m layer and n turns in each layer. The diameter of the 

varnished wire is d. Then, the total field produced can be calculated by a linear summation of the field 

produced by each turn,  

 𝐵⃗ 𝑡𝑜𝑡𝑎𝑙 = ∑ ∑ 𝐵⃗ 𝑖,𝑗
𝑚−1
𝑖=0

𝑛−1
𝑗=0    (3-8) 

Here, we take the center of the first coil closed to the point P as the original point. Supposing that 

every two turns are closely adjacent (i.e., there is no space between two turns of the coil). Then 𝐵⃗ 𝑖,𝑗 can 

be calculated using the Eq. (3-4)(3-5), by substituting R by 𝑅0 + 𝑖𝑑 and z by z + 𝑗𝑑 for the coil in the i-

th layer an j-th turn.  

The length of varnished wire to make the coil is:  

 𝑙 ≈ 2𝑛𝜋 ∑ (𝑅0 + 𝑖𝑑)𝑚−1
𝑖=0 = 𝑛𝜋(𝑚2𝑅0 + 𝑚(𝑚 − 1)𝑑)  (3-9) 

The resistance of the coil is predicted to be:  

 𝑅𝑐𝑜𝑖𝑙 =
𝑙

𝜎𝜋(𝑑/2)2
  (3-10) 

where 𝜎 is the conductivity of the wire.  

By supposing the field produced by the coil is 𝜇0𝑁𝐼/2𝑅 as an approximation, with N the number of 

turns, we can estimate the inductance of the coil, with the following formula, 

Figure 3-9 Sketch of a magnetic coil with m layer and n turns in each layer. (a) View from the principal axis; 

(b) View from the side.  
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 𝐿 = 𝜇0𝜋𝑁2𝑅/2  (3-11) 

where N is the total number of turns, N=m×n 

here. S is the cross-section area of the coil, we can 

take S = π𝑅2, where R is the radius of the coil. Here, 

we may take the average radius 𝑅̅  as an 

approximation. wc is the length of the solenoid, here, 

we take the width of the coil as an approximation, as 

indicated in Figure 3-9.  

If the overall resistance of the power supply circuit 

(including the inner resistance of the power supply) is Rcirc, the rise time can be deduced from the 

properties of an LR circuit. When applying a heavy side voltage, the current passing the coil is: 

 𝐼(𝑡) = 𝐼0 (1 − 𝑒−
𝑡

𝜏)  (3-12) 

where I0 is the saturation current, and τ the characteristic rise time,  

 𝜏 =
𝐿

𝑅𝑐𝑜𝑖𝑙+𝑅𝑐𝑖𝑟𝑐
  (3-13) 

The power transferred to the Joule heating in the coil can be calculated as,  

 𝑃 = 𝐼2𝑅𝑐𝑜𝑖𝑙  (3-14) 

This equation can be used to evaluate the required output power of the adapted current supply system. 

Moreover, the temperature rise of the coil due to Joule heating can be roughly estimated with this equation. 

Supposing a coil without effective cooling configuration (e.g. cooling fin or water cooling system) and all 

the Joule heating is contributed to the temperature rise of the coil, 

 𝑃∆𝑡 = 𝐶𝑐𝑜𝑖𝑙𝑚𝑐𝑜𝑖𝑙∆𝑇   (3-15) 

Where Δt is the width of a pulse, 𝐶𝑐𝑜𝑖𝑙 is the specific heat capacity of the coil (0.39×103J/(kg·℃) for 

Cu), ΔT is the temperature rise after the pulse, and 𝑚𝑐𝑜𝑖𝑙  is the mass of the coil, which can be 

approximately evaluated with the expression 𝑚𝑐𝑜𝑖𝑙 =
1

2
𝜋2𝑅𝑑2𝑁𝜌𝑉, with 𝜌𝑉 the volume density of the coil 

(8.9×103kg/m3 for Cu).  

Considering Eq. (3-4), (3-5) & (3-8), three ways can help to obtain a high magnetic field: increasing 

the current flowing in the coil, reducing the size of the coil and increasing the number of turns of wires. 

The increase of the current is limited by the ability of the power supply and the heat dissipation efficiency 

Figure 3-10 A simple sketch describing the circuit with a 

coil.  
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of the coil. In addition, increasing the section of the copper wire is another method to reduce the Joule 

heating. However, the size of the coil should be considered when determining the thickness of the wire. 

Although increasing the number of turns is helpful to elevate the magnitude of the field, one has to 

be careful because the increase of inductance goes faster. Indeed, B increases as N but L increases as N2. 

Then, N-value too high would damage the rise time, as described in Eq. (3-11).  

At last, reducing the radius of the coil favors both the elevation of the magnitude of the field and a 

faster response speed of the coil. However, the homogeneity of the field near the center axis should be 

considered. An inhomogeneity of produced field can cause the difficulty of calibration of the coil and can 

also result in a field gradient in the field of vision. In addition, the magnitude of the field decreases with 

R for a given distance between the coil and sample, with a factor 1/(1+z²/R²)3/2, as described in Eq.(3-7). 

We have numerically calculated the distribution of the field produced by a single turn coil based on the 

Eq. (3-4) & (3-5). The normalized field vs. the normalized coordinate of the point of view is plotted, as 

shown in Figure 3-11. We can see that the order of the field and the homogeneity area depend on the 

relative distance of the point of view to the coil with respect to the radius of the coil. A distance about R/2 

from the point of view to the coil is optimal to get a satisfying magnitude and homogeneity of the field, 

with R the radius of the coil.  

(b) (a) 
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Figure 3-11 Magnetic field produced by a coil of single turn with a radius R. The vertical axis represents (a) the 

perpendicular component (i.e. in z-direction) and (b) the in-plane component of the field. Each line denotes the 

distribution of the field in a plane which is parallel to the surface of the coil and with a distance z to the coil. The field is 

normalized by the field B0=μ0I/(2R), equaling to the field produced in the center of the coil. The abscissa axis denotes 

the radical coordinates normalized by R. Note that these relationships are always valid, irrespective of the dimension of  

R and I.  
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In the practical implementation, the coil cannot be very close to the sample because of several 

constraints, such as the thickness of the sample (~0.5mm), the thickness of the sample holder (~1.5mm) 

and the interspace between the coil and sample holder (~0.3mm, this interspace is necessary in order that 

the sample is removable for the focusing and to change the observed structure). We were not able to 

implement the coil between the objective and the sample because of the short work distance of the 100× 

objective (3.4 mm). Moreover, the further electric test requires a wire connection before the sample. At 

last, the coil is placed in the back of the sample holder, with a distance about 2.3 mm to the focus plane. 

Considering this distance, a coil with a radius of 4.5 

mm is optimal for our configuration.  

As can be seen from Figure 3-11, the field viewed 

by the sample falls rapidly as the distance from the 

sample to the coil increases. Therefore, the width of 

the coil wc should not be too large to make sure that 

fields produced by all the turns are effective in the 

tested area.  

At last, a series of coils with an average diameter 

of 6 to 8 mm, and a thickness wc of 1mm were 

fabricated. Here, wc is the thickness of the coil, as 

N° of coil 
Nb of 

turns 

Diameter 

(mm) 

Resistance 

(Ω) 

Rise time when 

connected in series 

with 50 ohm (µs) 

Inductance 

(µH) 

Field 

(mT/A

) 

Distance from 

coil to sample 

(mm) 

10 100 6.5-11 8.9 1.68 151 8.95 2.3 

12 120 6-10 10 1.92 192 10.2 2.3 

13 60 6-8 4.9 0.32 47 4.65 2.3 

14 40 6-7.8 3.2 0.18 28 3.49 2.3 

15 20 6-7 1.9 0.045 13 1.55 2.3 

16_int 120 6-10.5 10.5 2.16 175 9.4 
2.3 

16_ext 20 10.5-12 2.6 0.228 19 1.63 

17_int 120 5-8 9.4 1.72 164 8.9 
2.5 

17_ext 20 19 4.3 0.26 30 0.92 

Helmholtz 

coil 
60/side 116-132 

1.1 (two in 

series) 
20 1900 0.91 In center 

 

Table 3-1 Parameters of the coil fabricated. The inductance is measured with a handheld multimeter, the uncertainty may be 

very large. 

3 cm 

Figure 3-12 An example of the mounted coil.  
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illustrated in Figure 3-9. The section diameter of the varnished copper wire used are 80 μm or 100 μm. 

The number of turns ranges from 20 to 120. The picture of an example of the coil is shown in Figure 3-12. 

Configurations of these coils, as well as their performances, are listed in Table 3-1.  

To nucleate a DW, a field pulse with a higher amplitude (typically more than 100 mT in our structure) 

is required while a rise time of 2 μs is sufficient. However, to study the DW dynamic until precessional 

flow regime, a field of 20 mT is sufficient while a fast response is more important. It is necessary to be 

able to go from one coil to another without dismounting, because it is not possible to guarantee an 

absolutely identical repositioning after each disassembly/reassembly operation. These can induce 

significant differences in the actually applied field and it would be a 

disaster to compare the DW behaviors in different structures, which 

vary with the amplitude of applied field. To solve this contradiction, 

double-mini-coils were fabricated.  

As illustrated in Figure 3-13, a coil of 120 turns was winded in 

the inner layers and a coil of 20 turns was winded in the outer layers. 

The two coils have separated connection ports. When one of the coils 

was used, the circuit of the other one was opened, so that no current 

could be induced inside and it had no effect. 

The performance of the double-mini-coils is shown in Table 3-1 

(N°16 & N°17). With these double-coils, we can first nucleate a DW 

and then measure the DW velocity using the other coil, without the 

disassembly operation. The uncertainty of field magnitude caused by 

the change of the relative position between the coil and the field of 

vision was avoided in this way.  

 Calibration of mini coils 

The field produced by the coil is calibrated by taking advantage of the linear relationship between 

ln(velocity) and B-1/4 of the DW motion in the creep regime, as shown in Figure 2-8. First, a Helmholtz 

coil (characteristics of this coil can be found in Table 3-1) is well calibrated with a magnetometer and is 

used to measure the DW velocity in creep regime. Then a ln(velocity) vs. the B-1/4 relationship is obtained. 

Then, the coil to be calibrated is mounted and the DW velocity is measured again in the same condition. 

At last, by fitting with the ln(v) vs. B-1/4 relationship obtained with the Helmholtz coil, the field generated 

Figure 3-13 Sketch of the double-

coil with separated connection 

ports. 
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by the new coil can be deduced. This method has a high-reliability thanks to the high sensibility of the 

DW velocity to the magnitude of the field in creep regime. 

 Mounting of the coil and the sample 

The mounting of the sample is shown in Figure 3-14. The sample is sandwiched between two plastic 

plates and the plates are fixed on a solid holder with screws. The left plate has a hole. The sample relies 

on the right plate and is pressed on it by the left plate, which touches the sample only on the four corners. 

So that, the nanostructures on the sample are in the hole and can be seen directly. The coil is mounted on 

a support, as shown in Figure 3-12, and is placed in the back of the sample holder. The support of the coil 

and the sample holder are independently fixed. The center of the coil is on the axis of the lens. So that, the 

viewed area of the sample is always in the center of the coil. The sample can be moved to find the 

interesting area without modifying this fact. 

It is to note that almost all the elements near the sample are insulating, including the holder of coil 

and the holder of sample. Our experiments have demonstrated that the eddy current in a metallic sample 

holder aroused by the fast-changing magnetic field can significantly lengthen the rising edge of the field 

pulse. While this problem is avoided by a no conductive implementation. 

 Power supply for the coil 

The magnetic fields used in our experiments are mainly a constant field or a square magnetic pulse. 

An alternating magnetic field is not required. A good power supply system for the coil must have the 

Figure 3-14 Configuration of the set up near the sample.  
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following characteristics: first, the output power and the supplied current should be large enough during 

the period of the field pulse. Second, a stable current output is required to obtain a stable field, especially 

at the beginning and at the end of the field pulse. An overshot is catastrophic for the measurement of the 

DW velocity. Third, the rise time of the power supply should be fast, at least faster than the rise time of 

the coil.  

  

Figure 3-15 shows the circuit diagram of a power supply system which allows us to obtain a field 

pulse with width from 100 μs to the order of seconds. The ON-OFF is controlled by a transistor whose 

gate voltage is governed by the signal from a function generator. A shunt resistor of 0.2 Ω is connected 

into the circuit so that the current passed the circuit can be completely supervised via an oscilloscope. A 

battery or a voltage supply can be used as the power source. The rise time of the voltage supply we used 

is about 100 μs (i.e. when the transistor is set to ON, the output voltage reaches a stable state after 100 μs). 

The response speed of battery is very fast, much faster than the coil. A proper field pulse with a width of 

several hundred microseconds can be obtained with this system equipped with the mini coil we fabricated. 

If a battery is used as the power supply, the amplitude of the field pulse can be adjusted via a rheostat. A 

current pulse as high as 3A can be applied with this system. The key constraints that limit the amplitude 

the current flowing in the coil are the current of the transistor and the coil itself because of the Joule 

heating if the pulse duration is relatively long. Two examples of the field pulse produced with this power 

Figure 3-15 A power supply circuit for the coil to produce a field pulse ≥ 50 μm. 
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supply system are shown in Figure 3-16.  The corresponding current is about 1A in Figure 3-16 (a) and 

1.3A in Figure (b). Parameters of the coil N° 12 used can be found in Table 3.1. According to Eq. (3-15), 

the temperature rise is estimated to be 4℃ for a 1A current with a duration of 20 ms and about 30℃ for a 

current of 1.3 A with a duration of 100 ms. The drops of the magnitude of the field in Figure (b) is caused 

by this temperature rise.  
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Figure 3-16 Two examples of the field pulses produced by coil N°12 (see Table 3-1) with the power supply 

shown in Figure 3-15. (a) A voltage source of 12V is used. (b) The voltage supplied is increased to 16V and the 

pulse width is increased to 100ms.  We can see that the current supervised drops gradually due to the Joule 

heating in the coil.  

Figure 3-17 A power supply system with a relay, allowing an output with a relative high 

current and long duration.  
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To overcome the constraint of current density by the transistor, a more robust power supply system 

was created. As shown in Figure 3-17, the OFF-ON of the power supply circuit is governed by a relay. 

The circuit controlling the OFF-ON of the relay is governed by a transistor and a function generator. This 

system allows a relatively large current density (20A, precisely) and longer width of the pulse. However, 

the relay introduced a delay of the field pulse about 15 ms after the command from the function generator.   

We have used another implementation that can produce a field pulse with both large amplitude and 

short rise time. As can be seen from Eq. (3-13), to decrease the rise time of the field pulse, a large resistance 

can be connected in series with the coil. Eq. (3-4) shows that to obtain a high field, a large current is 

necessary, thus requiring a very high voltage supply after the introduction of the large resistance. An 

ordinary voltage/current source cannot supply such a high power and with a fast response speed. A power 

supply based on the discharge of condenser bank can solve this issue[127,128]. As shown in Figure 3-18, 

a current supply of this type is implemented. The condenser bank is charged with a high-voltage supply. 

Once the transistor is ON, a high current will be generated by the discharge of the condensers.  

Figure 3-19 shows two examples of the field pulses generated with this system. With a coil of 120 

turns and 8 mm large, the amplitude of the field pulse has reached 130 mT. This field is sufficient to 

nucleate a DW in the microstructure. The rise time (falling time) is less than 2 μs. Thanks to the short 

falling edge, the nucleated DW still remains in the structure after the pulse. Using a coil of 20 turns, an 

even shorter rising edge is obtained. The field can reach the plateau within 500 ns. This field allows us to 

measure the DW velocity in the nanostructure with very high precision. An amplitude of 23 mT is 

sufficient to study the DW behavior in processional flow regime in soft material such as the CoFeB. 

Figure 3-18 A power supply system based on the discharge of a condenser bank.  
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However, compared with the former two power supply system, the disadvantage of this supply is the 

relatively short rated pulse duration of only 10 μs.  

With the above three power supply systems and coils with various configurations, different kind of 

field pulses can be generated, allowing us to study the DW dynamics in different regimes.  

 Configurations for electrical tests 

It is interesting to study the DW dynamics when the magnetic field and the electric current are applied 

simultaneously. We have developed a system in which a clear magnetic field pulse and a current pulse are 

compatible.  

As discussed above, in order to ensure the magnitude of the pulse viewed by the sample, the distance 

between the sample and the coil should be as short as 2 mm when a mini coil is used. Moreover, the 

sample holder should be insulating. An ordinary chip carrier is not a good choice. In this case, we have 

printed several conductive strips in the sample holder (the plastic plate in the back of the sample, as shown 

in Figure 3-14). In these experiments, the implementation in Figure 3-14 is a little changed: the sample is 

stick into the right plastic plate with silver lacquer and the plate in front of the sample is removed. Then, 

the nanostructure was connected into the electric test circuit after wire bonding between the electrodes 

and these conductive strips. An example of the configuration is shown in Figure 3-20.  
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Figure 3-19 Two examples of the magnetic field pulse produced with power supply system shown in Figure 3-18. 

(a) The coil used is coil N°12 (see Table 3-1), with 120 turns. (b) The coil used is N°16_ext, with 20 turns.  
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Figure 3-21 gives a schematic diagram of the complete configuration of the electrical tests circuit. 

The pulse generator can supply a voltage pulse of 20V (high impedance mode). By measuring the voltage 

Figure 3-21 Sketch showing the complete configuration for electrical tests.  

Figure 3-20 An example of the electrical test configuration: the sample is stick into a plastic 

plate with silver lacquer and the electrodes of microstructures are wire bonded with the 

copper stripes.  
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across the 50 Ω termination on the oscilloscope, we are able to check the current actually flowing in the 

nanowire.  

In order to protect the nanostructures from being damaged by the static electricity, the conducting 

stripes in the sample holder were short circuit with a switching group before the wire bonding. They are 

disconnected only after the connection of the test circuit was finished and the all the instruments connected 

into the circuit were prepared. In addition, all the lead feet of the structure were connected to the ground 

every time when changing the configuration of the test system.  

 Samples and the measurements procedures  

 Samples 

The sample studied is a Ta(5nm)/Co40Fe40B20(1nm)/MgO (2nm)/Ta(5nm) multilayers stack with 

perpendicular anisotropy, which is a well-known material[90,129]. It was annealed at 300 °C for two 

hours. Several properties of the samples were experimentally characterized: saturation magnetization 

𝑀𝑆 = 1.1 × 106𝐴/𝑚, effective anisotropy 𝐾𝑒𝑓𝑓 = 2.2 × 105𝐽/𝑚3, the damping constant is α=0.013, and 

the DW width was estimated to be ∆= 10.7 nm[90], the DMI constant measured in our system is less than 

Figure 3-22 Optical image of two of the samples studied, (a) with and (b) 

without the Hall cross. The zone surrounded by the red dashed line is the 

magnetic structure.  The yellow parts are electrodes.  
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0.01mJ/m2, meaning that its effect on the DW surface energy is negligible[24]. This result is also 

confirmed by Brillouin light scattering experiments.  

One sample remains unpatterned and studied as a reference. Another sample was patterned by 

conventional electron beam lithography and ion beam etching into 50 µm long narrow wires connected 

with a 20µ×20µm square (nucleation pad), as shown in Figure 3-22. The size of the magnetic square is 20 

μm ×20 μm and the width of the wire in different structures are 200nm, 400nmm 600nm, 1µm and 1.5µm 

respectively. In some structures, Hall crosses were patterned, as shown in Figure 3-22 (b). Several golden 

electrodes were added on the magnetic structure for the electrical tests.  

 Nucleation of DW 

As stated at the beginning of the section 3.2 , our methods to nucleate a DW in the nanostructure is 

applying a large and short magnetic field pulse. First, the magnetic structure is saturated in one direction 

by a permanent magnet or by a large field pulse (~ 130 mT). Then, a field pulse in the opposite direction 

is applied by a magnetic coil with 120 turns. One typical waveform of the pulse is shown in Figure 3-19 

(a). Usually, a magnetic reversal (DW nucleation) first occurs in the nucleation pad owing to its large 

surface, which promises a large probability to have a nucleation point. To ensure that the nucleated DW 

stay still in the nanostructure after the field pulse, the length of the field pulse should be well controlled. 

According to our experiments, a DW can be obtained in most of the structures studied when applying a 

field pulse by an exponential field pulse with an amplitude of 130 mT and a pulse width of 4 – 8 μs.  

 Measurement of the DW velocity 

The DW motion velocities in all our experiments were obtained through observing the DW motion 

distance by a field pulse. Precisely, before and after applying a field pulse with width Tp, we take two Kerr 

images respectively. After comparing these two Kerr images, we can obtain the DW motion distance D 

during this pulse. Then, the corresponding DW motion velocity can be calculated as v=D/Tp.  

In particular, for the DW velocity measurement in the nanostructure, the width of the field pulse 

should be very short. In these experiments, after nucleating a DW with the 120-turns-coil of the double 

coils, we pass to the 20-turns-coil without disassembly the coil implantation. A 220 ns rise time of this 

coil gives a very good rectangle square waveform field pulse with a width of several microseconds, as 

shown in Figure 3-19 (b). In order to improve the accuracy of the measurement, we used the differential 

methods. That is to say, first, we measured the DW motion distance D1 by applying a field pulse with a 
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relatively long width t1; then, we measure the DW motion distance D2 after a field pulse width a relatively 

short width t2. The DW velocity is calculated as, 𝑣 = (𝐷1 − 𝐷2) (𝑡1 − 𝑡2)⁄ .  

At the beginning of the thesis, in order to have a global view of the characteristic of the sample to be 

studied, the field-induced DW motion velocity in the infinite film was measured with a large field range, 

as shown in Figure 3-23.  

Figure 3-23 DW motion velocity in the Ta/CoFeB/MgO infinite film vs. the 

applied field.  
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Chapter 4 Surface energy of domain walls 

The DW surface energy 𝛾𝐷𝑊 plays a very important role in the dynamics and statics of the DW. For 

example, it affects the DW pinning and depinning process [130–132], the DW creep motion[50], and the 

tilting angle of a moving DW in narrow wires[79]. In this chapter, we present several experiments in 

which the DW surface energy plays a dominant role. The DW pinning at some artificial geometries is 

explained in terms of the DW surface energy. At last, a new type of magnetic sensor based on the surface 

tension is presented.  

 Direct observation of the effect of DW surface tension and 

measurement of the domain wall surface energy 

 Spontaneous contraction of the magnetic bubble 

This experiment was done based on the magnetic structure shown in Figure 4-1. In this experiment, 

we used a double coils (coil 16 listed in Table 3-1). First, using the inner coil and the current supply system 

illustrated in Figure 3-18, we were able to create a field pulse of 130 mT and of several microseconds. A 

DW can be created in the structure (normally, the DW nucleates first in the square but it stops in the wire 

at the end of this large pulse). Then, the DW was injected from the wire into the square using the outer 

coil, which can produce a square field pulse of several microseconds thanks to its short rising time. At the 

end of the pulse, the result was a semi-circular bubble domain, as shown in Figure 4-2.  

Figure 4-1 the Optical image of the magnetic structure used in this experiment. The size of 

the nucleation pad is 20 μm × 20 μm and the width of wire is 1 μm in this image. The 

conducting line and electrodes were not used in this experiment. A complete view of this 

structure can be found in Figure 3-22.     
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Subsequently, although the magnetic field was zero, we found that the bubble could contract 

spontaneously until the DW had come back to the entrance of the nucleation pad, i.e., the neck. 

Furthermore, the speed of contraction depended on the radius of curvature of the DW circle. The smaller 

the radius, the faster was the contraction. As shown in Figure 4-3, when the radius of the bubble is 

approximately 9 μm, the DW contraction is observable only after 20 s. However, when the radius of the 

DW bubble shrinks to 4 μm, DW returns to the neck after several seconds. After returning to the neck, no 

more DW motion could be observed during several minutes; the state is stable. 

We checked that there was no remnant parasitic field that could induce such an effect. The sample 

holder was made of a non-magnetic material, and a Hall probe was used to check the magnetic field around 

the sample. In addition, the experiment was conducted with both directions of the magnetization of the 

Figure 4-2 Spontaneous contraction of the semicircular domain bubble in a zero external field. 
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bubble and the result was exactly the same, which would not have been the case if there had been a remnant 

field.  

 The Laplace pressure of a bend DW 

In physics, the concept of the Laplace pressure is commonly used to explain the surface and interface 

phenomena[133,134]. The Laplace pressure indicates the pressure difference between the inside and the 

outside of a curved surface or interface.  

A DW can be seen as an elastic membrane with energy 𝛾𝐷𝑊 per unit area[135]. For a bend DW, there 

is also such a pressure. In a bulk magnetic material, the Laplace pressure of a spherical DW expressed 

as[135],  

 𝑃𝛾 = γ𝐷𝑊 (
1

𝑅1
+

1

𝑅2
)⁄   (4-1) 

where R1 and R2 are the principal radii of curvature of the wall at the point considered.  

Figure 4-3 3D sketch of the profile of the semicircular magnetic bubble stabilized in the square. The arrows on 

the DW show the forces induced by the different pressures on this part. As the pressures are isotropic, the 

direction of the local forces point perpendicularly to the surface of DW and changes according to the position 

on the DW. 
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In a thin film, the curved DW is a cylindrical surface of radius R, as shown in Figure 4-3. Then the 

Laplace pressure can be written as[134–136],  

 𝑃𝛾 = γ𝐷𝑊 𝑅⁄   (4-2) 

Where R is the curvature of radius of the DW. (Appendix 1 presents a demonstration of this result).  

 The Laplace pressure is high enough to induce some movement on the bubble in the creep regime. 

Note that it remains a relatively low force; the movement is possible because CoFeB is very soft[40]. 

Moreover, the bubbles created had a quite small radius (<10 μm), which induces a quite big Laplace 

pressure. In agreement with 𝑃𝛾 = 𝛾𝐷𝑊/𝑅, the spontaneous contraction was faster as the radius of the 

domain reduced.  

 Stabilization of the magnetic bubble and estimation of the DW surface 

energy 

To quantify the Laplace pressure, the external field needed to compensate this pressure and stabilize 

domain bubble was measured by the following way: First, a very small static field is applied using the 

inner coil of the double-coils. Second, we created a semicircular bubble domain using a large square-

shaped field pulse produced by the outer coil. In the experiments, the initial size of the semicircular domain 

bubbles can be controlled through the magnitude and the duration of the field pulse when blowing the DW 

into the square. To check whether it is stable or not under the static field, we have waited for 60 s. If no 

movement was detected after 60 s (for example, in the case of Figure 4-4 (b), there is a movement), the 

state can be considered as stable. Then the static field was increased (or decreased) by step of 20 μT until 

a movement is detected. In Figure 4-4(c), critical fields for expansion and for contraction were plotted as 

a function of the inverse of the radius of the domain bubble. The equilibrium field is between the two 

clouds of critical fields for expansion and for contraction. Its magnitude is quite well defined. As could be 

expected, this field had to be applied along the magnetization direction inside the bubble.  

It was found that the magnitude of the external field to stabilize the semicircular domain bubble 

depended on the size of bubbles. As the radius of the domain bubble is reduced, the stabilization field 

increased sharply.  

Theoretically, a circular DW is at equilibrium only when the pressure due to the magnetic field 

exactly cancels out the excess pressure from the DW tension. The Zeeman pressure given by the external 

field Hext is expressed as  

 𝑃𝐻 = 2𝜇0𝐻𝑒𝑥𝑡𝑀𝑆   (4-3) 
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 According to Eq. (4-2), the Laplace pressure increases linearly as the inverse of the radius of the DW 

bubble. The field required to stabilize the semi-bubble should be inversely proportional to the radius. In 

Figure 4-4(c), the stabilizing field appears as the boundary between the expansion points and contraction 

points. We can see Figure 4-4(c) that there is a very good agreement between the predicted behavior and 

the experimental one, the slope being 𝑘𝑒𝑞𝑢 ≈ 1.2 𝑚𝑇 ∙ 𝜇𝑚. 

However, one should be careful because there are two contributions for the magnetic field: the 

externally applied field and the demagnetizing field. We have numerically calculated the demagnetizing 

field. To obtain this field, we have used the magnetization current[1,137]. Let us remember that the 

magnetization is defined as the volume density of magnetic moment 𝝁⃗⃗ 𝑚  (see Eq.(2-1)) and each 
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Figure 4-4(a) A semi bubble is stabilized by an external field 𝜇0𝐻𝑒𝑥𝑡 = 0.11 𝑚𝑇 and no DW motion 

is observed during 60s; (b) The external field decreases to 𝜇0𝐻𝑒𝑥𝑡 = 0.094 𝑚𝑇 T and the domain 

bubble contracts slightly. This image is the difference between two images: the first one was acquired 

before decreasing the applied field and the second one was acquired 66s after having decreased the 

applied field. The white circular trace shows the DW displacement; (c) Critical field for expansion 

and contraction as a function of the inverse of the radius of the semicircular domain bubble. Two 

structures associated with 600 nm wide wire were used to get more statistics.  
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elementary magnetic moment can be seen as a loop of current of magnetic moment d𝝁⃗⃗ 𝑚 = 𝐼𝑑𝑺⃗⃗ , where I 

is the current flowing inside the loop and 𝑑𝑺⃗⃗  is the surface of the loop. For a uniformly magnetized out-

of-plane domain, the magnetization density can be expressed as,  

 𝑀𝑠𝑧 = 𝐼
𝑑𝑆𝑧 

𝑑𝑉
=

𝐼

𝑡𝑀
𝑧   (4-4) 

where 𝑧  is the unit vector in the out of plane 

direction. Let's note that, looking at picture 4.5, it is 

straightforward: the effective current of each 

elementary magnetic dipole is cancelled by the 

neighboring dipoles, except for the dipoles at the edge 

of the domain. For the structure we studied in the 

experiments, the demagnetizing field can be deduced 

from the electrical circuit shown in Figure 4-6(a). 

Using MATLAB, we calculated the demagnetizing 

field for a radius from 3 μm to 10 μm. The result is 

plotted in Figure 4-6(b). It can be seen that, in this 

range, this demagnetizing field can be approximated by 

a linear law, of slope 𝑘𝑑𝑒𝑚𝑎𝑔 ≈ 1.24 𝑚𝑇 ∙ 𝜇𝑚.  

From the above considerations, equilibrium of the 

pressures can be written as follows:  

 2𝜇0𝐻𝑒𝑥𝑡𝑀𝑆 + 2𝜇0𝐻𝑑𝑒𝑚𝑎𝑔𝑀𝑆 −
γ𝐷𝑊

𝑅
= 0   (4-5) 

Using the linear laws found for 𝜇0𝐻𝑑𝑒𝑚𝑎𝑔 = 𝑘𝑑𝑒𝑚𝑎𝑔 𝑅⁄  and the equilibrium field 𝜇0𝐻𝑒𝑞𝑢 = 𝑘𝑒𝑞𝑢 𝑅⁄ , 

and simplifying by 1/R, the surface energy of DW is given by:  

 γ𝐷𝑊 = 2𝑀𝑆(𝑘𝑒𝑞𝑢 + 𝑘𝑑𝑒𝑚𝑎𝑔)  (4-6) 

From Eq. (4-3), we get γ𝐷𝑊 ≈ 5.4 mJ/𝑚2. From[138,139], the exchange stiffness Aex in this type of 

material was found to be between 10 and 28 pJ/m. For our sample, the effective anisotropy was measured 

as 𝐾𝑒𝑓𝑓 = 2.2 × 105𝐽/𝑚3 [90]. According to the formula γ𝐷𝑊 = 4√𝐴𝑒𝑥𝐾𝑒𝑓𝑓 , it gives γ𝐷𝑊  between 6 

and 10 mJ/m2. It can be seen that our value is in good agreement with the previous results. Note that the 

formula used here to calculate the surface energy γ applies only for films without DMI. In fact, the DMI 

Figure 4-5 Magnetization current of the magnetic 

structure (a uniformly magnetized disk in this 

sketch) 

I=tmMS
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constant measured in our system is less than 0.01mJ/m2, meaning that its effect on the DW surface energy 

is negligible[24]. This result is also confirmed by Brillouin light scattering experiments.  

 Interactions of two magnetic domain bubbles 

As suggested before, the behavior of magnetic bubbles induced by the surface energy is similar to 

that of soap bubbles. There is a very well-known experiment in which two soap bubbles are connected to 

each other, as illustrated in Figure 4-7; the result is not what one might expect intuitively. Instead of 

obtaining two bubbles of equal size, the smaller bubble contracts while the bigger one expands due to the 

unbalanced Laplace pressure [134,136,140].  

 Here, we observed the same phenomenon. We simultaneously created two semicircular bubbles with 

different sizes in a magnetic square, as shown in Figure 4-8. An external field 𝜇0𝐻𝑒𝑥𝑡 = 0.41𝑚𝑇 was 

applied to avoid the collapse of both bubbles. In the beginning, the smaller magnetic bubble was stable 

while the larger one expanded slowly. When the two bubbles got close, the bigger bubbles continued to 

expand while the smaller one contracted back to the neck, as shown in Figure 4-8.  
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Figure 4-6 (a) Electrical circuit identical to the current created by the magnetization at the edges of structure and along 

the DW. Then, using Biot-Savart law, stray field can be calculated; (b) Numerically calculated demagnetizing field at 

point P as a function of the inverse of radius of bubble. 
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 The competition of three pressures governs this process: the Zeeman pressure tends to enlarge the 

size of both bubbles; the repulsive pressure between the two bubbles due to dipolar interaction[1] hinders 

the merger of the two bubbles; the Laplace pressure tends to reduce the sizes of the bubbles. The strength 

Figure 4-8 Size evolution of two semicircular bubbles under applied field 0.41 mT. The bigger bubble 

expands and squeezes the smaller one because of the unbalanced Laplace pressure. The movie on this 

dynamic process can be download online. 

Figure 4-7 Sketch of experiments about the interplay of two soap bubbles. 
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of the former two pressures is equal for the two bubbles while the Laplace pressure is higher for the smaller 

bubble, as predicted by Eq. (4-1). Finally, the smaller bubble is squeezed by the larger one.  

 DW pinning and depinning at Hall crosses or at necks 

Thanks to the theory of the DW surface energy and the Laplace pressure, it becomes possible to 

explain the origin of the DW pinning effects in some geometries, such as the connection of the wire with 

the nucleation pad, and the Hall cross.  

Indeed, when injecting a DW from the narrow wire into the square, we found that the DW was pinned 

at the neck and would not be depinned until the applied field reached a threshold value. As shown in 

Figure 4-9(a), the DW was moved by a field pulse. After the pulse, we could see that the DW stopped at 

Figure 4-9 (a) DW depinning at the neck: Image n°0 is the raw image of a structure, with a 1μm wide wire. As the 

magnetization was saturated before acquiring it, it is used as the reference image to remove the background and get 

the Kerr image.  Image n°1 shows the initial position of the DW.  After a field pulse of 5.8mT and 5 μs, the DW moves 

to the neck (image n°2). One more identical pulse could not move it. After increasing the magnitude of pulse to 5.9 

mT, the DW is depinned and expands to a semicircular bubble (on image n°3); (b) DW depinning at a Hall cross: the 

sequence is similar to sequence (a), n°0 is the raw reference image of a 1 μm wide wire. Between each picture from 

n°1 to n°3, a pulse of 5.9 mT and 5 μs is applied. With these pulses, the DW is moved in the wire but is pinned at the 

Hall cross. Between n°3 and n°4, a field pulse of 6.0 mT and 5 μs is applied and the DW is depinned. 

(a) (b) 
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the neck. We tried to send more pulses of the same magnitude, but no more movement occurred; the DW 

remained pinned at the neck. To depin the DW, we had to increase the magnitude of the field; the critical 

field to achieve the movement is called the depinning field Hdep here. It should be noted that the duration 

of field pulse was always 5 μs in these measurements. We repeated this experiment several times for each 

sample. The depinning field was almost always the same. For Hall crosses, the behavior is the same 

[(Figure 4-9(b)]: pinning, if the magnetic field is below a critical field, and movement above it.  

 The interesting point is that the depinning field depends on the width of the wire. We have plotted 

Hdep in Figure 4-9 (c). It can be seen that there is a linear dependence of Hdep as a function of the inverse 

of the width. Furthermore, the dependence is almost same for the Hall cross or for the neck of the pad. Let 

us note that when 1/R tends to zero, the depinning field tends to 𝜇0𝐻0 = 3 𝑚𝑇. This is explained by the 

velocity law. Below 3mT, for pulses of 5μs, no effective movement is possible. Movement requires a field 

larger than a minimum value 𝐻𝑃, which can be estimated at 3 mT[90]. Indeed, even if for magnetic fields 

lower than 3mT, a DW can move in this kind of sample, after the end of the pulse, since it could not go 

very far with a 5 μs pulse, it is driven back by the surface energy, as described Figure 4-2. Typically, for 

the Hall cross, with a wire width between 200 nm and 1.5 μm, the DW has to propagate over at least 200 

nm (up to 1.5 μm) to reach the opposite wire, which means a velocity greater than 40mm/s (300mm/s) and 

a field of approximately 3mT (almost the same value) are required (see Figure 2-8 for DW velocities vs. 

driving field in this material).  

 Now, our experiments show that the pinning is due to DW surface energy. Indeed, we can do the 

same analysis as in section B; in this case, the minimum radius of the bubble is w/2, where w is the wire 

width (see Figure 4-10). Therefore, the maximum pressure induced by the Laplace interface force is 2γ/w. 

Movement can occur only if the overall pressure due to the magnetic field and Laplace pressure is larger 

than the critical pressure 2µ0H0MS defined by the depinning field H0 along,  

 2𝜇0𝐻𝑒𝑥𝑡𝑀𝑆 + 2𝜇0𝐻𝑑𝑒𝑚𝑎𝑔𝑀𝑆 −
2γ𝐷𝑊

𝑤
≥ 2𝜇0𝐻0𝑀𝑆    (4-7) 

For the magnetic field, there are two contributions: the externally applied field and the demagnetizing 

field. From this equation, the depinning field is predicted to be: 

 𝜇0𝐻𝑑𝑒𝑝 =
γ𝐷𝑊

𝑀𝑆𝑤
− 𝜇0𝐻𝑑𝑒𝑚𝑎𝑔 + 𝜇0𝐻0 (4-8) 
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As before, μ0Hdemag can be numerically calculated and we have found again an approximate linear 

law: 𝜇0𝐻𝑑𝑒𝑚𝑎𝑔 ≈ 𝑘𝑑𝑒𝑚𝑎𝑔/𝑤 , where𝑘𝑑𝑒𝑚𝑎𝑔 = 0.81 𝑚𝑇. 𝜇𝑚  in the case of pinning at the neck and 

𝑘𝑑𝑒𝑚𝑎𝑔 = 0.55 𝑚𝑇. 𝜇𝑚 at the Hall cross.  

 𝜇0𝐻𝑑𝑒𝑝 = (
γ𝐷𝑊

𝑀𝑆
− 𝑘𝑑𝑒𝑚𝑎𝑔)

1

𝑤
+ 𝜇0𝐻0  (4-9) 

This prediction fits perfectly with our experimental results. The last thing to check is the value of γ. 

We have found an experimental slope k=2.9 mT·μm for necks (3.2 mT·μm for Hall crosses). The surface 

tension γ can be calculated by identifying the slope of Eq. (4-9) to experimental k:  

 γ𝐷𝑊 = 𝑀𝑆(𝑘 + 𝑘𝑑𝑒𝑚𝑎𝑔) (4-10) 

It gives γ𝐷𝑊 = 4.1 mJ/𝑚2 , in good agreement with our previous results. The slight discrepancy 

could arise from the edges of the Hall crosses, which are probably slightly rounded, inducing some small 

enlargement of the width of the wire at the entrance of the cross or nucleation pad.  

Note that the experiments we have presented here present a new and very interesting method of 

measuring the surface energy of DWs. One should prepare some pads or Hall crosses by lithography with 

wires of different width. Then, by checking the depinning field as a function of the width, the surface 

energy of the DW can be deduced.  
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Figure 4-10 (a) DW depinning field as a function of the inverse of the wire width. Blue: for DW depinning at the neck, 

red: DW depinning at the Hall crosses; (b) & (c) sketch of pressures acting on the DW pinned at the corners of a neck or 

a Hall cross.  It can be seen the minimum radius (corresponding to the highest Laplace pressure possible) of these arcs of 

circle is w/2. 
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 Precision of the DW surface energy measured using the two approaches 

 Now, let us estimate the precision of the surface energy extracted based on the above two methods. 

For the first method (measuring the DW surface energy based on the stabilizing field of the semicircular 

domain bubble), the uncertainty mainly comes from 3 contributions:  

(1) The measurement of the size of the bubble. This term is mainly determined by the resolution of 

the Kerr microscope. As the radius of the bubble observed here varies from 3 μm to 10 μm and the spatial 

resolution of our Kerr microscope is 500nm, the uncertainty introduced by this term is about 10% for one 

point of measurement. This uncertainty has been reduced to a low level by repeating the measurements 

with different sized bubbles.  

(2) The magnitude of the stabilizing field. This term is mainly determined by the calibration of the 

electromagnetic coil and can be reduced by a careful calibration. 

(3) The calculation of the demagnetizing field. In this calculation, three parameters are involved: Ms, 

tM, and Δ. The former two parameters can be precisely measured (e.g. using the vibrating sample 

magnetometer or the SQUID). 𝑀𝑆 ∙ 𝑡𝑀 = 𝒎 𝑆⁄ , where m is the magnetic moments measured and S is the 

Figure 4-11 The demagnetizing field as a function of the size of bubble for different DW width Δ. The 

diamonds are the calculated results based on the magnetic current model and the red lines are the 

linear fitting results.    
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area of the sample measured. The calculation result of the demagnetizing field is not sensitive to Δ. As 

shown in Figure 4-11, the uncertainty introduced by this term is limited within 10%. In fact, the slope of 

the calculated demagnetizing field changes by less than 17% if the DW width was changed by 2 times. In 

view that the contribution from the demagnetizing field to the calculation of the DW surface energy is less 

than ½, the uncertainty caused by the calculation of the demagnetizing field is at a low level.  

As for the second method (measurement of the DW surface energy using the depinning field at Hall 

crosses or necks), uncertainties originate from three contributions:  

(1) the uncertainty of the width of the wires. This may be caused by size fluctuation of the wire or 

the rounded corner of the Hall cross or necks due to the nanofabrication technique. According to the 

Scanning Electron Microscope (SEM) image of the sample that we studied, the corner is a little rounded, 

as shown in Figure 4-12(a). This rounded corner will increase the effective width of wire that determines 

the depinning field. As illustrated in Figure 4-12(b), since the surface tension is always along the tangential 

direction of the DW surface and is always perpendicular to the edge of the structure, in an equilibrium 

state, the endpoint of a DW should be always perpendicular to the edge of the structure, as demonstrated 

by Eq.(0-21) in Appendix 1. In the critical state of depinning (corresponding to the minimum curvature 

radius of the DW), the endpoints of the DW should have slid to the end of the rounded corner. If the real 

width of the wire is w, because of the rounded corner, the effective width accounted for depinning is 

enlarged to w+2Δw. This enlargement will cause the decrease of the measured depinning field. Compared 

(a) (b) 

Figure 4-12 SEM image of a studied sample. The zone displayed here is the connection part (neck) of a 1 μm wire and a 

nucleation pad. We can see that the corner surrounded by red circle is a little rounded. (b) DW depinning at  a structure (a 

Hall cross or a neck) with rounded corner. The blue circular arc describes the DW before depinning; the red semicircular 

arc describes the DW in the critical state for depinning; the green semicircular arc describes the DW after depinning. 
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with the real width, this enlargement is less important for structures with large size (e.g. 1.5μm wire) but 

more important for small size (e.g. 200 nm wire). Therefore, the effect of the rounded corner will cause a 

slight decrease of the slope in Figure 4-10(a) and thus lead to the underestimation of the DW surface 

tension. This effect may be one reason that the result of the second method is lower by 20% than the first 

method. This effect should be maximally avoided during the fabrication.  

(2) The measurement of the depinning field (this term may be caused by the calibration of the 

magnetic coil). In addition, the thermal activation may also introduce the uncertainty for the measurement 

of the depinning field. Note that the thermal activation tends to increase the chance of depinning before 

arriving at the threshold condition[49] (i.e. lead to a decrease of measured depinning field). Since the 

structure with small size is more sensitive to the thermal activation due to the small activation volume[49], 

the thermal activation will lead to the underestimation of the DW surface energy. In our experiments, we 

have tried to reduce this effect by applying a field pulse with identic duration and the pulse is as short as 

5 μs.  

(3) The calculation of the demagnetizing field, as discussed above.  

In summary, the first method is expected to have a better precision, with an uncertainty less than 20%.  

 Magnetic sensors based on the DW surface tension 

In this section, we propose a novel mechanism based on the elasticity of DWs for the design of 

magnetoresistive sensors: the magnetic field can be detected via the field-induced DW expansion in the 

free layer of the spin valve or in the MTJ.  

 Concept and mechanism 

As presented in the above sections, the elasticity (or the surface tension) of the DW becomes 

dominant for the DW behavior in a material with weak intrinsic pinning, e.g. CoFeB. A curved DW could 

contract spontaneously due to the Laplace pressure. The stabilizing field is approximately linear to the 

inverse of the radius R of the semi-bubble. Moreover, the threshold field to depin the DW at the entrance 

of the pad is approximately proportional to the inverse of the wire width.  

Note that the propagation of the DW results in a local change of the magnetization. In the free layer 

of an MTJ, this change can be accurately detected through the change of the magnetoresistance. 

Interestingly, the structure near the free layer of the generally used MTJ, composed of MgO/CoFeB/heavy 

metal, has got many excellent properties, which facilitate the accurate DW manipulation, for example, the 

high PMA[88] and the ultralow intrinsic pinning fields[90]. We give in the following an example to show 
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the principle to measure the magnetic field using the elasticity of DWs and the method to tune the 

performance of sensors through manipulating the geometry and the size of devices.  

 Device design and simulations 

The structure of one example we proposed based on the above mechanism is shown in Figure 4-13 

Structure of a sensor device proposed based on the elasticity of the DW. Two MTJs are connected via a 

bridge while the pinned layer and the upper electrodes are isolated. The free layer of two or more MTJs 

are connected via wire bridges while the pinned layer of MTJs are isolated. Free layers have a PMA and 

magnetizations of pinned layers are perpendicularly initialized in the same direction.  

Before working, opposite current pulses should be applied so that the magnetization of the free layer 

of two adjacent MTJs are initialized to opposite directions via the spin transfer torque. A DW will be 

created in the bridge. When the device is put in an external field, the DW will be moved in either of the 

two directions, depending on the direction of the external field. At equilibrium, in an external field, the 

DW is pinned at the bridge. As described by Eq. (4-5), in equilibrium, the DW will be of a circular arc 

shape and the radius can be given as follows,  

 R =
γ𝐷𝑊

2𝜇0𝑀𝑆(𝐻𝑑+𝐻𝑒𝑥𝑡)
 (4-11) 

Figure 4-13 Structure of a sensor device proposed based on the elasticity of the DW. Two 

MTJs are connected via a bridge while the pinned layer and the upper electrodes are 

isolated.   
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Here, the demagnetizing field 𝐻𝑑 is determined by the magnetic state and the structure of the device, 

varying with Hext. Other parameters are all intrinsic. Therefore, the radius of the DW arc is solely 

dependent on Hext.  

For a given width w of the bridge, the area reversed in the free layer caused by the expansion of the 

DW can be expressed as,  

 S = 𝑅2 sin−1 (
𝑤

2𝑅
) −

𝑤

4
√4𝑅2 − 𝑤2  (4-12) 

The change of this area leads to the change of the magnetoresistance. In this way, the external field 

is quantified through the resistance of the MTJ. Since the readout of the magnetoresistance can be realized 

with very low current density, the effect of this current on the behavior of the DW can be neglected.  

In order to verify the functionality of this proposed device, the response of the magnetization in the 

free layer of the device versus external fields was simulated via micromagnetic using Mumax[94]. 

Parameters used are[90]: saturation magnetization 𝑀𝑆 = 1.1 × 106 𝐴/𝑚 , uniaxial perpendicular 

anisotropy energy 𝐾𝑈 = 9.5 × 105 𝐽/𝑚3 , exchange stiffness 𝐴𝑒𝑥 = 1 × 10−11 𝐽/𝑚, damping constant 

α=0.013. The thickness of the free layer is supposed to be 1nm.  

As shown in Figure 4-14, a DW was set in the middle of the bridge as the initial state. Then a magnetic 

field was applied. After the DW was pinned at the entrance, the magnitude of the magnetic field is 

Figure 4-14 DW states in the free layer of two coupled MTJs: First, DW was set in the middle of the bridge of 

the device. Then an external perpendicular field of -5 mT (+5 mT), -10 mT (+10 mT) was applied and the stable 

state of the DW was snapshotted, respectively. At last, the external field was removed and the DW returned to 

the bridge due to its elasticity. w=500 nm in this example and the width of the notch is 30 nm.  
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increased gradually and the corresponding DW states were shown in Figure 4-14. We can see that the 

radius of the DW decreases and that the DW expands into the MTJ as the field increases. After the external 

field is removed, DW can come back to the bridge owing to its elasticity.  

During the simulation, the perpendicular component of the average magnetization 𝑀̅𝑧 of the free layer 

was extracted and was plotted as a function of the external field, as shown in Figure 4-15(a). Since the 

resistance of the spin valve or the MTJ is directly determined by 𝑀̅𝑧, these figures can be seen as an 

indicator of the resistive response of the devices to the measured field. From Figure 4-15(a), we can see 

that the response of the magnetization of the free layer of the two MTJs to the external field are 

complementary, because the initial magnetization are set to be opposite. Therefore, a couple of MTJs must 

work together to realize the detection of the magnetic field in opposite directions.  

From the comparison of the figure in left and right in Figure 4-15(a), we can see that the device with 

larger size (here, the size is characterized by the width of the bridge w) has a better sensitivity but the 

measuring range is relatively small; vice versa. In Figure 4-15(b), the measuring range and the sensitivity 

of the device versus the size of devices were plotted. Here, the sensitivity is defined as the rate of the 

change of the average perpendicular magnetization (normalized from -1 to 1) with respect to the change 

of the external field, i.e., dMz/dB.  

In order to verify the response of the device to the alternating field, we simulated the change of the 

magnetization in a 500nm wide device when a sinusoidal field with an amplitude of 12.5 mT and a 

frequency of 1MHz was applied. The perpendicular component of the average magnetization is plotted in 

Figure 4-15 (c). 

 Discussions 

When the DW is blown from the bridge into the free layer, the radius of the DW arc decreases as Hext 

increases. When Hext reaches a threshold value, the diameter of the arc becomes equal to the width of the 

bridge and DW will be depinned, leading the entire reversal of the free layer. Therefore, the depinning 

field is the upper limit of the range of the device. As can be seen from Eq. (4-7), the measuring range of 

the device is mainly determined by the width of the bridge. For a narrower bridge, the measuring range 

will be raised. According to our previous experiments, in a Ta/CoFeB/MgO structure, the depinning field 

when injecting a DW from a 200 nm wire into a larger area is about 20mT (ref [141]). If the size of the 

device scales down to a hundred nanometers, a measuring range of almost a hundred mT is expected. 
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While for a larger bridge, the measuring range decrease but the sensitivity increases, as shown in Figure 

4-15 (b).  

Simulation results have shown that these devices have a satisfactory performance for the detection of 

the alternating field with a frequency of MHz. In fact, the response speed is limited by the DW motion 

velocity in the free layer. According to our measurements (see Figure 3-23 ) in the Ta/CoFeB/MgO film, 

the DW motion velocity can reach more than 5m/s soon when the applied field Hext exceeds the intrinsic 

pinning field. Supposing that in a device of hundreds nm, the external field can be detected in less than 

100 ns. For a lower external field, DW motion velocity is dominated by the intrinsic defects and decreases 

rapidly, obeying the creep law, (Figure 2-8). Still, a movement of 100nm can be achieved in less than 1ms 

when the measured field decreases to 0.5 mT, according to our experimental results. For the detection of 

Figure 4-15 The average magnetization in the free layer of the device as a function of the external field. The width 

of the bridge in the device simulated is 500 nm in the left and 100 nm in the right. Insets show the DW state in the 

free layer. When external field exceeds the measuring range (13mT, marked in yellow), domain bubble breaks.  (b) 

The measuring range and the sensibility of devices as a function of the size of devices. (c) Average perpendicular 

magnetization in the free layer of MTJs when an alternating field is applied. The width of the bridge in this simulation 

is 500nm. 
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a lower field, the wall coercivity and discontinuous domain wall motion known as the Barkhausen effect 

may cause a problem. Fortunately, experiments of G. Wang et al. have demonstrated that this problem 

could be well solved by applying an oscillating AC current[142]. 

Note that the above device is only an example to demonstrate the concept we proposed and to verify 

the performance of this type of sensors. The monotonous and reversible response of the elastic DW to the 

magnetic field provides a new aspect to design sensors. Another example of the design of magnetic sensors 

based on the elasticity of DWs can be found in Appendix 2.  

For the magnetic sensors proposed above, various devices with different size and geometry, thus with 

different performance (e.g. measuring range, sensitivity etc.) can be fabricated in the same chip based on 

this mechanism. No modulation of the intrinsic properties of the film, such as the PMA, is required. 

Therefore, magnetic sensors based on the elasticity of DWs promise a higher integration level and a better 

performance.  

 Conclusions 

In this chapter, we have presented a series of experiments in which the DW surface tension becomes 

the dominant effect, such as the spontaneous collapse of the semicircular domain bubble, the interplay of 

two bubbles, the DW depinning at the Hall crosses. Two methods to quantify the DW surface energy were 

proposed. At last, a novel type of magnetic sensors based on the DW surface tension (elasticity) was 

proposed and verified using micromagnetic simulations.  

Most of what have been presented up to now assume a perfect film without defects. It is true that 

CoFeB films are really very good, but there are still some pinning defects: can these defects be neglected? 

Obviously, they induce a creep behavior in 2D films, but, is it still true in nanowires? 

 



CHAPTER 5 DOMAIN WALL MOTION AND PINNING EFFECTS IN NANOWIRES 

 
 

71 

 

Chapter 5 Domain walls motion and pinning 

effects in nanowires 

In this chapter, we focus on the DW dynamic behaviors in nanowires. DWs motion velocities in 

nanowires induced by a magnetic field or by the combined effects of field and current have been measured. 

DW pinning and depinning effects caused by the randomly distributed hard pinning sites have been 

systematically studied. At last, a ring-shape racetrack memory based on the complementary work of SOT 

and STT was proposed and verified via micromagnetic simulations.  

 Field-induced DWs motion in nanowires 

Velocities of the field-induced DWs motions in 200 nm to 1.5 μm wide wires were measured using 

a mini coil with a rising time of 220 ns. The measuring results are shown in Figure 5-1. The method of 

measurement can be found in chapter 3.  

Figure 5-1 Velocities of the field-induced DW motion measured in infinite film and 

in nanowires of different width. 
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Propagation of DW in nanowires is different from the case in the infinite film, where DW can 

circumvent the hard pinning sites (see Figure 2-5). In nanowire, DW can be completely trapped by a hard 

pinning site. This makes the DW motion stochastic when driven by a weak magnetic field. The motion 

distance depends not only on the magnitude of the applied field but also on whether hard pinning sites 

exist. It is to note that the velocities measured here are based on the DW motion in the relatively smooth 

section of the wire, where the DW was not completely pinned by the hard pinning sites. In addition, 

measurements with the same field pulse were repeated for several times in different part of the wire and 

it was always the maximum velocity observed that was kept here.  

 Depending on the field range, the influence of the dimension reduction is different: under a low field, 

DWs move faster in broader wires; under a high field, DWs move faster in narrower wires, as shown in 

Figure 5-1. 

Figure 5-2 Field-induced creep motion of DWs in the nanowires. The ☆ in the inset denotes 

the critical point where the DW motion velocities leave the creep regime. The corresponding 

field was extracted and plotted in Figure 5-3. 
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When the driving field lowers down, the pinning effects become dominant. In a narrower wire, the 

pinning effect is stronger, which will be discussed in the next section, so the velocity is smaller. We plotted 

DW velocities in a logarithm form in function of H-1/4, as shown in Figure 5-2. Interestingly, although 

DW can be entirely trapped by hard pinning sites, DW motion in relatively smooth sections between the 

hard pinning sites can still exhibit a creep mode, except that in the 200 nm wide nanowire. This means 

that intrinsic pinning effects play still an important role in DW motion in narrow wires. The lines of 

ln(velocity) vs. H-1/4 shift to the left when wire width scales down. This may be caused by the roughness 

of the edge[29].  

Meanwhile, it can be seen that the creep regime holds to higher velocities and higher fields when 

wire widths scale down. This effect can also be concluded to the friction from the edge. Here we define 

the effective depinning field Hdep_eff as the critical field where DW motion leaves creep regime in wires, 

as denoted by the red stars in the inset of Figure 5-2. We found that Hdep_eff increased in a linear-like mode 

with the inverse of wire width, with a no negligible slope, as shown in Figure 5-3. This means that the 

roughness from the edge plays an important role in DW motion and DW pinning effects in nanowires. 

Furthermore, we found that the DW will be entirely stuck by the pinning sites and no motion was 

observable within several ms when the applied field decreased down to a threshold value. We may call it 

Figure 5-3 The effective depinning field Hdep_eff vs. the wire width, extracted from 

the value denoted by the red stars ☆ in Figure 5-2. 
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the dead field. With the scaling down of the wire width, the dead field increases. For example, in the 200 

nm wire, DW motion is not possible when the applied field is lower than 6mT.  

Both previous studies[90] and our experiments show that in our sample, when the applied field is 

higher than 15 mT, the motion of DWs is in a precessional flow regime. In the narrow wire, the roughness 

of edge can reduce the turbulence of the moving DW and thus accelerate a little the velocity. In a narrower 

wire, this damping is more effective, so the DW velocity is higher[143]. Our experiments about the DWs 

motion in nanowires driven by a high field is in agreement with this assumption, as shown in Figure 5-1.  

 Randomly distributed hard pinning sites in nanowire  

To be sure to avoid artefacts arising from pinning defects, we have to check where are the strongest 

pinning points on the nanowires and what are the depinning field associated.  

 Experiments 

 After nucleating a DW in the wire, pulses of small amplitudes and 5µs long were applied. We have 

used the coil N°16_ext (see Table 3.1), whose rise time is as short as 220 ns (see Figure 5-4 (a)). After 

one or several pulses to induce DW motion along the wire, it can be observed that the propagation can be 

fully stopped (Figure 5-4 (b)(n°2&3)), indicating that the DW cannot overcome the energy potential 

induced by the strong pinning sites.  

After the DW is trapped in a wire, the amplitude of the pulse was increased step by step (pulse 2, 

Figure 5-4 (a)), until the depinning occurs (Figure 5-4 (b)(n°4)). The minimum field that can depin the 

(a) (b) 

Figure 5-4 (a) Example of two field pulses with the same length and different magnitude, used to measure the DW 

depinning field. (b) DW pinning and depinning in a 200 nm wire: DW moves from (image n°1) to (n°2) by a lower 

field pulse 1 (12.1 mT), then trapped (n°2 and n°3), DW is depinned and continue to move from (n°3) to (n°4) by 

a higher field pulse 2 (13.2 mT). 
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trapped DW is defined as the depinning field Hdep here. For a given pinning defect, the experiment was 

repeated several times and the depinning field values were reproducible with an error bar lower than 

0.3mT. In order to improve the statistics, for each width, we have studied DW motion in several nanowires 

(from 3 to 6) and we have selected the five strongest pinning sites along the 50m wire. 

 Depinning field distribution 

As an example, we give the position of the several largest pinning sites measured in a 1 μm wire and 

the corresponding depinning fields Figure 5-5 (a). Typical depinning fields in our sample range from 2 to 

13 mT, depending on the wire width.  

The main important result of this study is the 

presence of several strong pinning sites along the 

wires[28,144]. This is different from the DW 

depinning behaviors in the infinite film. As shown 

in Figure 2-5, in 2D film, if a domain wall is pinned 

at one point, it can keep on propagating on the sides, 

creating a 360° domain wall, ended by a circle at 

the position of the pinning. Then, because of the 

Laplace pressure, the DW can overcome the 

pinning. In narrow wires, there are no sides, and 

strong pinning can completely prevent the DW 

from moving since the wall is fully stopped at 

several locations along the wires.  

The origin of the hard pinning sites is difficult to figure out just by morphological observation. Figure 

5-5 (b) is the profile of a 1 μm wires observed with a scanning electron microscope (SEM). No obvious 

notch in the edge or visible defects on the surface of wire can be found. Here we try to explore the origin 

of these hard pinning sites based on statistical analysis of the experimental data.  

The distribution of the strongest depinning fields as a function of the wire width is indicated in Figure 

5-6. It can be observed that the distribution is shifted towards higher values as the width of the nanowire 

Figure 5-5 (a) Position of the several largest pinning sites in 

a 1 μm wire. The corresponding depinning field of sites from 

1-7 are: 5.2, 5.2, 6.1, 5.4, 5.5, 5.0, 4.5 (mT). (b) SEM image 

of a 1 μm wide wire studied.  

10 µm 1 2 3 4 5 6 7

(a)

(b)
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is decreased. This shift can be explained by taking into account the different forces acting on the DW in 

the wires. First, the pressure 2𝜇0𝐻𝑒𝑥𝑡𝑀𝑆 due to the external applied field μ0Hext integrated over the section 

of the wire, gives a force 2𝜇0𝐻𝑒𝑥𝑡𝑀𝑆𝑤𝑡𝑀, where tM is the thickness of the film and w the width of the 

wire[141]. Then, the presence of intrinsic pinning defects in the films induces a force FF. These intrinsic 

defects alone are not strong enough to stop the DW since the magnetic fields applied for observing DW 

depinning in the nanowires are much higher than those needed to move DW in the films (typically < 1mT). 

The effect of intrinsic pinning effects can be described using a friction force that depends on the number 

N of defects and is proportional to the section. It leads to a maximum force 𝐹𝐹𝑤𝑡𝑀, opposite to the induced 

motion. Finally, the strong pinning sites evidenced here creates a pinning force FSD. Considering the action 

of these three different forces, the depinning process occurs when the pressure from external field 

overcomes the overall pinning forces 𝐹𝑆𝐷 + 𝐹𝐹𝑤𝑡𝑀 . The depinning field 𝜇0Hdep is deduced from this 

threshold condition:  

 𝜇0𝐻𝑑𝑒𝑝 =
𝐹𝐹

2𝑀𝑠
+

𝐹𝑆𝐷

2𝑀𝑆𝑡𝑀

1

𝑤
   (5-1) 

It has to be noted that the quantities MS, 𝑡𝑀, FF can be assumed to be constant. However, FSD requires 

a more careful analysis. Indeed, FSD is related here to the tail of the distribution of the pinning forces. As 

such, the probability to get a very strong pinning force is small and increases with the overall number N 

Figure 5-6 histogram distribution of depinning field obtained for the strongest defects, using the five strongest ones for each 

wire included in the statistics. 
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of pinning sites. Therefore, this parameter may depend on the area and on the length of the wire as 

described below. 

 Data analysis and the origin of the pinning effects 

To describe the distribution of FSD, we have assumed it to be Gaussian and centered on zero. As the 

number of pinning sites is huge, we have assumed that we have the same behavior for the average value 

of the five strongest pinning sites as for the value of the strongest pinning site alone. Then, two cases can 

be considered. First, the strong pinning sites are of extrinsic origin such as the roughness of the edge 

introduced by the patterning process. In this case, their number should depend on the length of the edges, 

which is the same for all wires, whatever the width is. Therefore, the overall number of strong defects as 

well as FSD should be a constant and, according to equation (5-8), Hdep should increase linearly as a  

function of 1/w.  

Second, the strong pinning sites are of intrinsic origin and they originate from the magnetic films[145]. 

Then, their number N is proportional to the area of the wire, which means here to the width w of the wire. 

In order to get a pinning force F=FM for the strongest pinning site, it means that all the other pinning sites 

have a pinning force lower than FM. In this case, the probability to get F as the strongest pinning force is: 

 P(F = 𝐹𝑀) = N𝑃𝑁−1(𝐹𝑆𝐷 < 𝐹𝑀)𝑃(𝐹𝑀) (5-2) 

Figure 5-7 Expected distribution of the strongest pinning force as a function of the overall number of defects 

(N), assuming a Gaussian distribution of defects centered on zero and with standard distribution σ=1.  
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where the function P holds for the probability function. As we have assumed a Gaussian distribution, 

we get the following functions for P(F ) and P( FSD< F ): 

  𝑃(𝐹) =
1

𝜎√2𝜋
𝑒𝑥𝑝 (− 

𝐹2

2𝜎2)  (5-3) 

 𝑃(𝐹𝑆𝐷 < 𝐹) = ∫
1

𝜎√2𝜋
𝑒𝑥𝑝 (− 

𝐹2

2𝜎2)
𝐹

0
𝑑𝐹 = erf (

𝐹

√2𝜎
)  (5-4) 

Injecting Eq. (5-10) and (5-11) in Eq. (5-9), the distribution probability of FM for several values of N 

can be simulated, as seen in Figure 5-7. It can be observed that the average value of expected FM is shifted 

towards the high values as N increases. To get a meaningful shift, there must a quite large increase of N. 

For instance, when N is multiplied by ten, the increase of FM is around 20%. In our experiment, the width 

goes from 200 nm to 1.5 µm, which is almost a factor of ten. Furthermore, for the strongest intrinsic 

pinning effect in a wire, the pinning may be caused by the resultant force of two or several pinning sites 

that coincidently cluster. This cluster of pinning sites range along the transverse direction of wire and 

behavior as a single solid pinning site. For a wider wire, the probability of having such clusters is larger 

than that in a narrower wire. As a result, the decrease of the expected FM should be much larger than 20% 

as w increases from 200nm to 1.5 μm. Noting that, from Eq. (5-8), FSD determines the slope of this function. 

If FSD decreases as 1/w, the slope of the curve should drop down when 1/w increases and the relation 

Figure 5-8 Depinning fields of the strongest defects experimentally 

obtained as a function of 1/w, where w is the width of the wire.  
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between Hdep and 1/w should not be linear. The experimental value of Bdep as a function of 1/w is plotted 

in Figure 5-8.  

We can observe a very good linear behavior indicating no evidence of a drop down of the slope. Let's 

note, the intercept equals to 3.2 mT, consisting with the experimentally measured intrinsic pinning field 

in infinite film, above which the DW motion leaves the creep regime (see Figure 2-8). This result is 

consistent with an extrinsic nature of the strongest pinning sites in our samples, probably due to the edge 

roughness introduced by the patterning process. This result is also consistent with a recent result of NV 

center microscopy indicating the presence of strong pinning sites related to the edges in 200nm wide 

wires[146].  

 

 DW motion induced by the combined effect of magnetic fields and 

electric current 

The current-driven DWs motion, as well as the DW motion driven by the synchronized magnetic 

field and current pulse, was studied in this section.  

 Current-induced DW motion 

In the beginning, we tried to induce the DW motion in a 1.5 μm wire in zero external magnetic fields, 

using only current. As shown in Figure 5-9, a magnetic wire was connected into the electric circuit via 

two of the electrodes. The complete circuit diagram for this experiment was given in Figure 3-21.  
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Figure 5-10 An example of the current pulse applied on the 

sample, supervised by an oscilloscope.  

Figure 5-9 Optical image of the tested 

structure. The current was always applied via 

contact A and B. 
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First, a DW was created by a large and short magnetic field pulse (~130 mT, 8 μs) in the wire. Then, 

an electric field pulse was applied by a pulse generator. Figure 5-10 is an example of the current pulse 

supervised by the oscilloscope. Two Kerr images were acquired before and after the current pulse. The 

DW motion can be identified by comparing the two Kerr images.  

We found that it was difficult to induce the DW motion by a current alone. When the applied current 

density is about 3 × 1011𝐴/𝑚2 , no DW motion can be observed even the current pulse lasted for a 

hundred micro second. Some weak and irreproducible DW motions in the direction of electrons flow could 

be observed until the current density was increased to about 4 × 1011𝐴/𝑚2, as shown in Figure 5-11. 

Note that the current density in the CoFeB layer was obtained using the resistivity of CoFeB 𝜌𝐶𝐹𝐵 =

170 𝜇Ω ∙ 𝑐𝑚, which was estimated by L. Liu et al based on their experimental measurement in the Heavy 

metal/CoFeB/MgO structure[75]. The detailed discussion about the resistivity will be given later in section 

5.3.3 and appendix 3.  

Figure 5-11 Current-induced DW motion in a 1.5 μm wire. Blue arrows indicate the direction of electrons flow 

and red arrows indicate the DW motion direction. (a), An optical image of the wire. (b)-(e)  a series of DW motion 

driven by successive current pulses to left and  ((f)-(j) to right, respectively). Each picture from (b) to (e) and (f) 

to (j) are obtained by making the difference between a picture taken just before the pulse and a picture taken just 

after the pulse. So, they show the change of magnetization which has occurred during the pulse.  
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 Surprisingly, as the density of the applied 

current increased to about 4.5 × 1011𝐴/𝑚2 , the 

direction of DW motion becomes stochastic, as shown 

in Figure 5-12.  

Next, we further increased the density of applied 

current. We found a more strange behavior of the DW 

in this tested wire. As shown in Figure 5-13, when the 

density of the applied current reached a critical value 

(about 4.5 × 1011𝐴/𝑚2) the final position of the DW 

was not determined by the direction of applied current 

or the initial DW configuration (⨀|⨂ or ⨂|⨀ ). The 

DW always move to the right and disappeared into the 

electrode in the right end. Here, we just note this 

confusing phenomenon and cannot give an 

appropriate explanation.  

Figure 5-12 The current-induced stochastic motion of 

DW in the 1.5 μm wide wire. The direction of the 

electron flow were always to the left in this 

experiment. Each picture are obtained by making the 

difference between a picture taken just before the 

pulse and a picture taken just after the pulse. So, they 

show the change of magnetization which has occurred 

during the pulse.  

j=4.45×1011A/m2, 2μs
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j=4.37×1011A/m2, 2μs
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 DWs motion induced by synchronized current pulses and magnetic field 

pulses 

Since the DW is difficult to be moved by a low current and the DW behavior induced by a high 

current is irregular, we begin to search for the regular and reproducible DW motions induced by the 

combined effects of magnetic field and electrical current pulse.  

Figure 5-13 DW motion induced by a relatively high current. (a-d), DW move always to the right and disappeared 

into the electrode in the right end, no matter the initial state of DW or the direction of the applied current. (e,f), if 

the magnetization of the wire is initially saturated, i.e., no DW exists, there is no change in the magnetization 

even the current pulse last for 50 μs. For each group of picture, the first pictures show the magnetic state (a 

saturated reference have been used to get the magnetic picture), while the second show the change of 

magnetization (difference between  pictures acquired just before and just after the pulse). 

j=4.95×1011A/m2 12μs

j=4.81×1011A/m2 6.5μs j=4.63×1011A/m2 2μs j=4.82×1011A/m2 7μs

j=4.72×1011A/m2 50μs j=4.72×1011A/m2 50μs

e-

DW

Initial DW state Initial DW state

Initial DW state Initial  state: saturated Initial  state: saturated
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 Experiments and results 

The width of the wire tested here is 1.5 μm, as shown in Figure 5-14. After the DW nucleation, the 

synchronized magnetic field pulse and current pulse were applied. Figure 5-15 shows an example of the 

field pulse and current pulse supervised by an oscilloscope. A small delay between the field and the current 

was set, so that, the magnetic field had reached its plateau when the current started to flow in the wire.  

We found that, compared with DW motions 

induced by the magnetic field alone, the DW 

motion velocity was changed obviously when the 

current is introduced. The DW motion was 

accelerated in the direction of the electrons while 

it was slowed down when the DW motion is 

opposite to the direction of the electron flow, as 

shown in Figure 5-16.  

Velocities of DW motion with different 

current density and perpendicular field were 

measured systematically, as shown in Figure 5-17. 

One can find that the DW velocity is obviously 

accelerated in the direction of electrons in the 

plateau (i.e., the DW motion when 𝜇0𝐻⊥ ≥
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Figure 5-15 an example of the synchronized electric current 

pulse and magnetic field pulse applied on the tested sample. 

These pulses are supervised by an oscilloscope.  

Figure 5-14 Optical image of the 1.5 wide wire 

tested and the configuration of electric 

measurement. 

Figure 5-16 DWs motion in a 1.5 μm wide wire induced by 

synchronized magnetic field pulses and current pulses.  An 

external field of 14 mT and 3μs was applied along the 

perpendicular direction. A current pulse of 3.7 mA was 

applied synchronously in the left direction (a) and in right 

direction (c). No current was applied in (b).  

e
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14 mT). However, DW velocities decrease and become stochastic for a lower driving field (creep regime 

and depinning transition mode) when current is introduced, no matter the direction of the current. In fact, 

during the measurements, we found that the DW pinning effect is obviously enhanced when a current is 

introduced. The larger the current is, the stronger the pinning effects are. This phenomenon will be 

discussed in section 5.4 .  

Now, let us first analyze the DW motion velocity in the plateau, i.e. for the driving field in the range 

from 14 mT to 25 mT. According to Eq.(2-26) and a damping constant α=0.013 [90], the Walker 

breakdown field of this sample is about 𝜇0𝐻𝑊 = 𝛼𝜇0𝑀𝑆/2 = 0.8 mT for the field-driven DW motion. 

This value is far smaller than 14mT and is masked by the creep motion. When a current is introduced, the 

Walker breakdown has not occurred. We can tell that the plateau of velocity we see here is in fact in the 

precessional flow mode. Since the DW motion velocity in this range remains stable, we did an average on 

the velocities (enclosed in green dashed line in Figure 5-17) for each current and plotted the mean 

velocities as a function of the applied current, as shown in Figure 5-18. A very good linear relationship 

between the DW velocity and the magnitude of the applied current was obtained. After a linear fitting, an 

Figure 5-17 DW motion velocities induced by different fields and current densities. Current 

flowing along the field-induced DW motion direction is defined as positive. Velocities in the 

plateau, boxed by the dashed green line, is averaged and the plotted as a function of the current in 

Figure 5-18 
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intercept of 4.9 m/s is obtained. This term is DW velocity induced by the magnetic field alone. The slope 

represents the contribution from the current induce motion.  

 Discussions 

In the precessional mode, the azimuth angle φ of magnetization in the center of DW 𝑚⃗⃗ 𝐷𝑊 alternates 

from 0 to 2π, and the sin𝜑̅̅ ̅̅ ̅̅ ̅ = 0 (the same for cosφ and sin2φ). Moreover, the DMI is very weak in this 

sample, here, to begin with, we assume SOT negligible. The current-induced part is mainly contributed 

by the STT. By neglecting the pinning potential, the 1D model described by Eq.(2-43)- (2-45) can be 

reduced to be [61,83],  

 𝜑̇ +
𝛼

𝛥
𝑞̇ = 𝛾0𝐻𝑍 +

𝜉𝑢

∆
  (5-5) 

 −α𝜑̇ +
𝑞̇

Δ
=

𝛾0𝐻𝐾

2
+ 𝑠𝑖𝑛 2𝜑

𝑢

Δ
  (5-6) 

By assuming sin 2𝜑̅̅ ̅̅ ̅̅ ̅̅ = 0, we can get,  

 𝑣𝑆𝑇𝑇+𝐵 = 𝑣𝑆𝑇𝑇 + 𝑣𝐵  (5-7) 

Figure 5-18 Average velocities obtained based on the results in Figure 5-17 (enclosed in green). The 

error bar was taken as the standard deviation. The red line is a linear fitting on all these velocities. 

The current density in the CoFeB layer estimated using ρCFB=170 μΩ·cm.   
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With 

 𝑣𝑆𝑇𝑇 =
1+𝛼𝜉

1+𝛼2 ∙
𝜇𝐵𝑃

𝑒𝑀𝑠
𝑗𝑆𝑇𝑇  (5-8) 

where P is the spin polarization of the magnetic material and 𝑗𝑆𝑇𝑇 is the current density in magnetic 

layer. In view that α ≪ 1, 𝑣𝑆𝑇𝑇 can be approximated to,  

 𝑣𝑆𝑇𝑇 =
𝜇𝐵𝑃

𝑒𝑀𝑠
𝑗𝑆𝑇𝑇   (5-9) 

 Now, our results confirmed the above analysis: the DW motion velocities in the precessional flow 

mode under the combined effect of the STT and the magnetic field pulse is the sum of the velocities that 

induced by either of these driving forces alone.  

 Polarization of CoFeB in the Ta/CoFeB/MgO structure 

In fact, the relationship described in Eq. (5-7) has been observed in some experiment performed on 

the material with the in-plane anisotropy such as the permalloy[13,147,148] or on the [CoNi]n superlattice 

with PMA[149]. However, to our knowledge, it is the first time that this relationship is observed in the 

heavy metal/ferromagnet/insulator multilayers. In such a multilayer, some part of the current flows in the 

Ta layers, which is not magnetic.  

In the presented model, the important parameter is the current density in the ferromagnetic layer, 

which cannot be deduced as simply as in the previous cases, for which all the conductive layers were 

ferromagnetic. How to get the meaningful density of 

current?  

Indeed, for the structure composed of ultra-thin films, 

such as the Ta/CoFeB/MgO/Ta studied here (Figure 5-19), 

it is difficult to identify the current flowing in each layer 

because in such thin films without isolation in the interface, 

conducting electrons are not constrained in specified 

layers. They diffuse among different layers and go forward 

with a non-straight trajectory due to scatterings.  

One may count the proportion of the current for each layer according to their conductivity. Under 

such an assumption, the effective current flowing in the FM layer can be estimated as,  

 𝑗𝑆𝑇𝑇 =
𝑅

𝑙𝜌𝐶𝐹𝐵
𝐼𝐶   (5-10) 

Figure 5-19 Sketch of the structure of the 

multilayers studied.  
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where R and l are the resistance and the width of the wire connected into the electric circuit, 𝜌𝐶𝐹𝐵 is the 

resistivity of the CoFeB and Ic is the current flowing the whole section of the wire. For the wire tested 

here, R=5.2 kΩ, l=33.3 μm. Now, the estimation of the resistivity of the CoFeB thin film becomes the key 

point.  

According to the published litteratures[75,78,150] (see also the Appendix 2), the resistivity of CoFeB 

layer in similar structures have been found between 160 and 330 μΩ·cm. From these results and our own 

tests (see Appendix 3), we have assumed a resistivity of 170 µΩ·cm for CFB and 190µΩ·cm for Ta. Using 

the Eq. (5-10), the current density in the CoFeB layer 𝑗𝑆𝑇𝑇was estimated, and the dependence of the DW 

velocities on 𝑗𝑆𝑇𝑇 was replotted, as shown in Figure 5-18. A slope 𝑘 = −1.36 × 10−11 (𝑚/𝑠) (𝐴/𝑚2)⁄  

was obtained.  

According to Eq. (5-9), this slope is, 

  𝑘 =
𝜇𝐵𝑃

𝑒𝑀𝑠
   (5-11) 

Then, we can get the polarization of CoFeB in this structure: P= 26%.  

The polarization obtained by measuring the in-plane current-induced DW motion is much lower than 

the polarization measured through the Point-Contact Andreev Reflection (65%)[151] or through the 

superconducting tunneling spectroscopy (53%)[91–93] in the heavy metal/CoFeB/Oxide layer structure. 

The low polarization measured through the STT induced DW motion in Ta/CoFeB/MgO structure 

may be caused by the following reasons. First, the spin injection into the CoFeB layer or spin accumulation 

at the CoFeB/Ta interface due to spin Hall effects may reduce the spin polarization of CoFeB. Second, 

because of the scatterings of electrons, conductive electrons will interpenetrate between the Ta layer and 

Figure 5-20 Sketch of the electrons transport in the Ta/CoFeB/MgO multilayers 

structure.  

MgO

CFB

Ta

DW
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CoFeB layer, as illustrated in Figure 5-20. The diffusion of electrons from Ta layer may reduce the spin 

polarization of CoFeB. Third, scatterings of electrons in the MgO/CoFeB interface and CoFeB/Ta 

interface may decay the polarization.  

Note that we have found that it was difficult to observe the DW motion driven by electric current 

along in this structure. The low polarization in the structure CFB/Ta may be one of the reasons to explain 

this difficulty.  

 Enhancement of DW pinning effects by spin hall current 

In our experiments, we have found that under a low driving field (BZ <10 mT), the DW motion 

velocity was lowered down and becomes stochastic when a current was introduced, irrespective of the 

relative direction of the DW motion to the current direction, as shown in Figure 5-17. It seems that this 

reduction of velocity is caused by the enhanced pinning effects. To address this issue, we further 

experimentally characterized the pinning effects in the narrow wire when a current was applied together 

with the field.  

 Experiments and results 

As stated before, we can nucleate and move a DW to any part of the wire with a short field pulse. 

When DW is propagating along the wire, it can be completely stopped by a pinning site. The minimum 

value to depin the DW has been defined as the depinning field Hdep. Here, we measured the DW depinning 

field of the strong pinning sites in a 1.5 μm wide and 30 μm long wire when a current was applied 

simultaneously. Figure 5-21 gives two examples of these measurements. The applied current changed 

Figure 5-21 The pinning and depinning of the DW in a 1.5 μm wire. The direction of the electron flow is always 

to the left. (a) & (c), DW moves after a lower field pulse and then pinned at the pinning site (violet arrow). (b) & 

(d), DW continues to move after increasing the magnitude of the field pulse. Red arrows: direction of DW motion; 

yellow arrows: initial DW position; green arrows: position of pinning sites.  

(a)

(b)

(c)

(d)

10 μm
e-
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from 0 to 300 GA/m2. The depinning 

fields for both DW motion direction 

were measured and the position of 

these pinning sites are noted. Both 

depinning field of the ⨀|⨂ and ⨂|⨀ 

DWs were measured. All the pulses 

applied in this experiment were 5 μs. 

More detailed information about this 

measurement can be found in 

Appendix 4.  

The measured DW depinning 

fields without current have been 

plotted in Figure 5-22(a). The 

abscissa axis represents the 

longitudinal position of the pinning 

sites and the height of the bar holds 

for the amplitude of the depinning 

field. The sign of the field driving 

DWs to right is defined as positive 

and that to left is negative. We can 

find that the depinning field of the 

several largest pinning sites along the 

wire is about 5mT without applied 

current. 

DW depinning fields of the 

several largest pinning sites when a 

current was applied were shown in 

Figure 5-22 (b)-(d). We found that the 

observed pinning effects were 

enhanced. In addition, several 

characteristics could be found: (i), the 

Figure 5-22 The position and the corresponding depinning field of the 

largest pinning sites in a 1.5 μm wide 30 μm long wire in different cases. 

The blue arrows denote the direction of current. The inset short wires 

denote the configuration and the tilting direction of DW. The small red 

triangle denotes the edge on which the extrinsic pinning effects are 

enhanced. The pink number is the index of the pinning sites, which will 

be referred by the analysis in the Annex 3.  
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depinning field increases as the density of the applied current increases, irrespective of the direction of 

DW motion or the DW configuration (i.e., ⨀|⨂ or ⨂|⨀); (ii), the enhancement of pinning effects are 

stronger for DW motion in the direction of charge current; (iii), pinning effects for DW motions in 

different directions or for different DW configurations are not very correlative when the current presents. 

For example, the pinning site n°2 is not so large in the case of Figure 5-22 (c) but becomes the hugest 

pinning sites in the case of (d); the pinning site n°8 is the hardest pinning site in the case (c) but disappeared 

in case (d). Note that according to our previous experiments, in the case without applied current, the 

deviation of the DW depinning field for a specified pinning site in different measurements is not so large.  

When a current 𝑗𝐶 = 3.0 × 1011𝐴/𝑚2  was applied, the average value of DWs depinning field 

increased by 3 -5 mT. Here, jC indicates the average current density in the Ta(5nm)/CFB(1nm) layer, 

calculated using Eq. (5-10) and the average resistivity of 190 μΩ. We have numerically calculated the 

perpendicular component of the Oersted field based on the Biot-Savart law, by assuming that the current 

distributes uniformly along the transverse section of the multilayer strip. For a test current I=3.7 mA 

(corresponds to 𝑗𝐶 = 3.0 × 1011𝐴/𝑚2 in Ta/CFB layers), perpendicular component of the Oersted field 

is shown in Figure 5-23. We found it to be less than 

2.2 mT in the FM layer even closed to the edge. 

Moreover, the direction of the perpendicular 

component of the Oersted field is opposite in the 

two edge. Therefore, it could not be responsible to 

such an increase of the depinning field. Let's note, 

we acquired a Kerr image of the sample when a 

current 𝑗𝐶 = 6 × 1011𝐴/𝑚2  was being applied 

permanently and found that the contrast of the Kerr 

image did not show an observable fading, 

suggesting that the magnetization does not change 

due to Joule heating in the framework of these 

experiments.  

 Influence of the SH current on the DW depinning process 

For current-induced DW motion in a wire with the HM/FM/Oxide structure, several effects could be 

involved in this dynamic. First, there is the STT [132] by the current flowing in the FM layer, which can 

Figure 5-23 The perpendicular component of the Oersted 

field as a function of the transverse position in a 1.5 μm 

wire. The calculation is based on the Biot-Savart law, 

assuming that a current I=3.7 mA (corresponds to a 

density of jC=300 GA/m2in the CoFeB layer) is 

homogenous in the transverse direction of the wire. The 

thickness of the wire is supposed to be infinitely thin. 

Value in the edge, i.e. y=±0.75 μm was not given because 

the calculation is not convergent here. 
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move the DW in the direction of electrons flow. Considering that the enhancement of pinning effect 

observed in our experiments occurred irrespective of the relative direction of the DW motion and the 

current direction, it could not be caused by the STT. Second, the spin Hall current from the HM will induce 

two torques, namely, the damping like SOT (DL-SOT) and field like SOT (FL-SOT)[73]. According to 

Eq.(2-40), the effective fields associated with these torques can be expressed as, 

 𝐻⃗⃗ 𝑆𝐻 = −
ℏ𝜃𝑆𝐻𝑗𝐻𝑀

2𝑒𝑀𝑠𝑡𝑀
(𝜎 𝑆𝐻  × 𝑚⃗⃗ )  (5-12)   

Where 𝜎 𝑆𝐻 is the polarizing direction of the SH current. The magnitude of SH angle 𝜃𝑆𝐻 depends on the 

composition and lattice structure of HM. In the β phase Ta, 𝜃𝑆𝐻 can reach a value as large as 0.12, with a 

negative sign [69,75] (see also the Table 2-1). The FL-SOT has been evidenced to be several orders 

smaller than the DL-SOT[73]. In materials without DMIs, such as the sample studied here, the DW is of 

Bloch type. If the DW is aligned along the transverse direction i.e. y-direction, the magnetization in the 

center of DW 𝑚⃗⃗ 𝐷𝑊 is also aligned along the transverse direction, parallel to 𝜎 𝑆𝐻. According to Eq.(2-40) 

the torque induced by the SH current is zero. However, in the case of the DW pinning, 𝑚⃗⃗ 𝐷𝑊 is not always 

along the transverse direction because of the curvature of the DW surface. Thus, the influence of the SH 

current on the DW is no longer zero. As shown in Figure 5-24, the effective field generated by the SH 

current 𝐻⃗⃗ 𝑆𝐻  can be parallel or opposite to the externally applied field 𝐻⃗⃗ 𝑒𝑥𝑡 , depending on the tilting 

direction of 𝑚⃗⃗ 𝐷𝑊. This effect must be considered carefully.  

In the following, we investigate the influence of the SH current on the DW pinning effects using 

micromagnetic simulations, which may provide a possible explanation for the enhancement of pinning 

(a) 

(

b) 

(b) 

Figure 5-24 DL-SOT imparted by the SH current and the associated effective field in cases of different DW tilting 

direction.  
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effects observed in our experiments. Here, we divide the DW pinning effects into two types: one type is 

caused by the isolated hard pinning sites. This effect may arouse from the large defects on the edge of the 

wires introduced during the nanofabrication (commonly called as extrinsic pinning effects) or a single 

hard pinning in the wire. Another type is caused by the collective pinning effect of small and densely 

distributed defects in the wire, which arouse from the random inhomogeneities of the magnetic film 

(commonly called intrinsic pinning effects of the magnetic film).  

 Influence of the SH current on the isolated pinning effects 

First, the influence of the SH current on the isolated pinning effects, including the pinning effects 

caused by the huge defects along the edge or caused by 

an isolated huge defect in the wire, is studied.  

The DW depinning process was simulated using 

MuMax code[94,152]. The simulation is based on the 

Landau–Lifshitz–Gilbert equation in which the 

Slonczewski torque by the SH current is included. As 

shown in Figure 5-25, we introduced a defect in the edge 

of a 1 μm wide wire by creating a triangular notch (70 

nm deep) or inside the wire by creating a circular hole (a 

diameter of 50 nm). Figure 5-25(a) and (b) show the DW 

profile when a perpendicular field was applied while the 

SH current was zero; in Figure 5-25 (c)-(f), a 

perpendicular field and a pure spin current polarized 

along the +y (up) direction with a density 𝑗𝑃 = 3 ×

1010𝐴/𝑚2 were applied.  

From the simulation results, we can find that in the 

absence of SH current, the DW is of Bloch type and the 

spiral of the DW alternates, separated by the so-called 

Bloch points. While 𝑚⃗⃗ 𝐶𝐷𝑊  switches to +y direction 

when the SH current is introduced. When the DW is 

Figure 5-25 The profile of the pinned DWs in different 

cases (by simulations). Red: 𝑚⃗⃗  in ⊙ direction; blue: ⊗. 

The black arrow indicate the direction of 𝑚⃗⃗ 𝐷𝑊 . Each 

picture is acquired just before or during the DW depinning 

process. The size of each figure is 1 μm×1 μm. The depth 

of the notch in (a)(c)&(d) is 70 nm. The diameter of hole in 

(b)(e)&(f) is 50 nm. Other parameters: MS=1.1x106A/m3, 

Aex=25pJ/m, Ku=9.9×105J/m3, no DMI, no STT.  

x

y
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hindered by a defect, the DW surface will tilt and bend. The tilting direction depends on the position of 

defect.  

At last, we noted the depinning field for different cases in these simulations, as shown in Table 5-1. 

It is found that the presence of the SH current can significantly affect the depinning field of pining caused 

by the defect on the edges. Moreover, this effect is not symmetric for the two edges: it tends always to 

enhance the pinning effect in one edge while weaken the pinning effect in the other edge. Whereas, the 

pinning caused by the defect inside the wire is not so sensitive to the SH current.  

In the equilibrium state, alternative spirals of the BW can minimize the magneto-static energy. 

However, if the SH current is strong enough, the DL-SOT can switch 𝑚⃗⃗ 𝐷𝑊 to the direction of 𝜎 𝑆𝐻 since 

𝜎 𝑆𝐻is the equilibrium direction favored by this damping like torque.  

When the DW propagation is hindered by a defect, the surface of the DW will tilt and bend under the 

Zeeman pressure from the applied field. 𝑚⃗⃗ 𝐷𝑊 will deviate away from transverse direction to adapt for the 

BW profile, which can minimize the magneto-static energy. In this case, the SOT is no longer zero. The 

DL-SOT behave as an effective perpendicular field, as described by the Eq. (5-12). This field can either 

enhance or weaken the effect of 𝐻⃗⃗ 𝑒𝑥𝑡, depending on the tilting direction of 𝑚⃗⃗ 𝐷𝑊, as illustrated in Figure 

5-25. Moreover, the more 𝑚⃗⃗ 𝐷𝑊 tilts, the larger 𝐻⃗⃗ 𝑆𝐻 is. If this field tends to enhance the DW tilting (i.e., 

on the same direction as 𝐻⃗⃗ 𝑒𝑥𝑡, corresponding to the Figure 5-25(c)), the DW tilting and bending will be 

further enlarged. On the other hand, the DW surface tension tends to decrease the area of the DW surface, 

thus hindering this tilting and curvature. The final profile of the DW is the compromised result of the 

pressure from the 𝐻⃗⃗ 𝑒𝑥𝑡  and 𝐻⃗⃗ 𝑆𝐻  and the DW surface tension. Definitively, the criterion for the DW 

depinning from the defect is the comparison between the pinning potential and the resultant force from 

𝐻⃗⃗ 𝑒𝑥𝑡 and 𝐻⃗⃗ 𝑆𝐻.  

The SH current will assist the DW depinning if 𝐻⃗⃗ 𝑆𝐻 is on the same direction as the applied field. On 

the contrary, if the tilting direction of the DW results in a 𝐻⃗⃗ 𝑆𝐻  opposite to 𝐻⃗⃗ 𝑒𝑥𝑡 , the effective field 

produced by the SH current will significantly enhance the pinning effect. For the defects lying inside the 

Defect position Lower edge (c)* Center (b) Up-center (f) Top edge (d) 

without jSH 3 6 6 3 

With jSH 1 4 7 11 

 

Table 5-1 DWs depinning field (in mT) without and with the SH current for different position of pinning sites. 

*The letter in the bracket indicates the case described in Figure 5-25 with the same label.  
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wire, the tilt of the DW in its two sides is on different directions. The effect of the SOT is partially canceled 

out in the vicinity of the pinning site, so the depinning field is not so affected by the SH current, unless 

the defect is very close to the edge.  

Note that whether the pinning effect is enhanced or weakened in the vicinity of a specified pinning 

site in the edge depends on the relative direction between 𝐻⃗⃗ 𝑒𝑥𝑡 and 𝐻⃗⃗ 𝑆𝐻. 𝐻⃗⃗ 𝑒𝑥𝑡 is applied depending on the 

desired DW motion direction for a specified configuration of DW (⨀|⨂ or ⨂|⨀). According to Eq. (5-12), 

𝐻⃗⃗ 𝑆𝐻 is determined by the relative direction between 𝜎 𝑆𝐻 and 𝑚⃗⃗ 𝐷𝑊. 𝜎 𝑆𝐻 will change if the current direction 

is reversed while 𝑚⃗⃗ 𝐷𝑊 depends the DW motion direction (considering the DW pinning and tilting), the 

position of the pinning site (upper or lower edge) and the current direction (because the transverse 

component of 𝑚⃗⃗ 𝐷𝑊  should be in the same direction than 𝜎 𝑆𝐻  due to DL-SOT). In particular, in the 

configuration shown in Figure 5-22 (b)&(c), it is always the pinning caused by defects in the upper edge 

that is enhanced, no matter the direction of the DW motion. While in Figure 5-22 (d), it is the pinning 

caused by defects in the lower edge that is enhanced.  

This analysis predicts that the measured pinning fields will be less correlative between the two cases 

with different DW configuration: ⨀|⨂ and ⨂|⨀, while other parameters remain unchanged. On the other 

hand, the measured depinning fields will still be correlative if only one the following parameters are 

reversed and others parameters remain unchanged: (1), the direction of the applied current is reversed; (2) 

the DW motion direction is reversed, providing that the pinning site itself is symmetric with respect to the 

y-axis.  

In particular, Figure 5-25 (d) shows that if the pinning site is on the upper edge, the tilted DW is 

almost rectilinear, except for the small segment closed to the lower edge. For a curved DW, an equilibrium 

between the Laplace pressure and Zeeman force is required in steady state, as described by Eq.(4-5), i.e., 

𝛾𝐷𝑊 𝑅⁄ = 2𝜇0𝐻𝑀𝑆. Here H includes all the effective field exerting on the DW, including the HSH. In the 

rectilinear part of the tilting DW, DW surface tension is nearly zero, meaning that 𝐻⃗⃗ 𝑒𝑥𝑡  is entirely 

cancelled out by 𝐻⃗⃗ 𝑆𝐻, i.e., 

 𝐻⃗⃗ 𝑒𝑥𝑡 −
ℏ𝜃𝑆𝐻𝑗𝐻𝑀

2𝑒𝑀𝑠𝑡𝑀
(𝜎 𝑆𝐻 × 𝑚⃗⃗ 𝐷𝑊) = 0   (5-13) 

While for the DW segment closed to the lower edge, 𝐻⃗⃗ 𝑆𝐻 is not sufficient to cancel out 𝐻⃗⃗ 𝑒𝑥𝑡 owing 

to the smaller tilting angle of 𝑚⃗⃗ 𝐷𝑊. It is this disequilibrium that keep the tilting of the whole DW. We 

suppose that the tilting angle of the pinned DW from the y-axis is χ, as marked in Figure 5-25 (d), and the 
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tilting angle of 𝑚⃗⃗ 𝐷𝑊 from the x-axis direction is φ. We can also expect an approximation that χ ≈ φ 

because of the Bloch type configuration of the DW. From Eq. (5-13), we have 

 𝑠𝑖𝑛𝜒 ≈
ℏ𝜃𝑆𝐻𝑗𝐻𝑀

2𝑒𝑀𝑠𝑡𝑀𝐻𝑒𝑥𝑡
      (5-14) 

We can find that the tilting angle of the pinned DW is determined by the magnitude of the SH current 

and the external perpendicular field. This relationship may provide us a new method to measure the SH 

angle. Assuming that in a wider wire with an artificial notch patterned in the edge, a perpendicular field 

and a permanent current is applied, the DW tilting angle could be measured. Then the SH angle could be 

deduced. However, in our device, we were not able to acquire the Kerr image of the tilting DW because 

the duration of the field pulse and current pulse applied is 5μs, much shorter than the exposure time of the 

camera. While the pinning effects caused by the random defects cannot last for long duration because of 

thermal activation.  

 Influence of the SH current on DW pinning by array of inhomogeneities 

In this section, we numerically show that the DW pinning caused by the densely distributed defects 

array inside the magnetic wire can also be significantly enhanced by the SH current if no DMI or HX exists. 

Note that the intrinsic DW pinning in magnetic films caused by weak defects in the film is usually modeled 

by the array of randomly and densely distributed small inhomogeneities[153], this result implicates that 

the intrinsic DW pinning effects can also be enhanced by the SH current.  

Simulations and results: 

In a 1024 nm wide wire, defects are simulated by the inhomogeneity of the perpendicular anisotropy 

Ku. As shown in Figure 5-26, Ku in the region marked as black dots is reduced by 50%. The diameter of 

dots is 30 nm. Ku in the other regions is homogeneous, equal to 

9.9×105 J/m3. There is no edge roughness in this simulation. 

Other parameters are homogeneous, MS=1.1x106 A/m3, Aex=30 

pJ/m.  

A perpendicular field BZ=13mT and a SH current polarized 

along the +y direction jSH=3x1010 A/m2 was applied. Some key 

frame of the DW motion is shown in Figure 5-27. DW tilts in an 

anti-clockwise direction and completely pinned after t=56 ns.  

Our further simulations show that, DW can be depinned 

from these arrays by a field BZ=8mT and move continuously if 

Figure 5-26 Distribution of anisotropy of 

the simulated sample. In this assumption, 

the anisotropy Ku of the region in black 

is set to be half of the other regions. There 

is not edge roughness in this simulation. 

Size simulated: 1024 nm ×1024 nm. 



CHAPTER 5 DOMAIN WALL MOTION AND PINNING EFFECTS IN NANOWIRES 

 
 

96 

 

no SH current is introduced, i.e., the DW depinning field has significantly increased when the SH current 

was introduced.  

Discussions: 

The above phenomena can be explained as follows. In an array of defects, DW moves in the form of 

“unit step” [153]. The pinned DW will bow out under the competition between the Zeeman pressure and 

the Laplace pressure. When Hext is sufficiently large, DW will break away from one pinning site and 

realize one step of jump. Then it will be pinned by the next pinning site. In a film with dense pinning sites, 

DW is not a straight line. As shown in Figure 5-27, when SH current exists, in the case we simulated here, 

for the segment of DW tilting in an anti-clockwise direction (marked ① in Figure 5-27) the effective field 

produced by the SH current 𝐻⃗⃗ 𝑆𝐻 is opposite to 𝐻⃗⃗ 𝑒𝑥𝑡. As a result, the DW depinning at the two adjacent 

pinning sites, A and B, is impeded. For the DW tilting in clockwise direction, as marked ②, 𝐻⃗⃗ 𝑆𝐻 is in the 

Figure 5-27 Key images of the simulated DW motion in a wire with array of defects (the distribution of the 

defects is described in Figure 5-26).  BZ=13 mT, jSH=3x1010 A/m2. White (black) indicates +z (-z, respectively) 

magnetization and gray points indicates the defects. Size of each picture: 1024 nm×1024 nm. The duration of 

the simulation is 100 ns. 
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same direction as 𝐻⃗⃗ 𝑒𝑥𝑡, so it will help the DW depinning at site C. After DW breakaway from pinning site 

C (Figure 5-27, t=11ns), the SH current will further impede the DW depinning from pinning site H. Due 

to the same reason, the DW depinning from J and K is impeded. Finally, the whole DW is tilting and 

pinned, as shown in Figure 5-27 (t=56ns). There is no further DW motion after t=56ns. 

It is to note that, different from the huge defects in the edge, the array of densely distributed pinning 

sites are statistically homogeneous in the surface of wire, so the enhancement of pinning caused by the  

SH current should be statistically the same for different DW configurations (⊙ | ⊗ or ⊗ |⨀), i.e., the 

enhancement should be systematic.  

 Comparison of the models with the experimental results 

In the preceding section, we have studied the effect the SH current on two types of DW pinning 

effects: the pinning effects created by isolated strong pinning sites, which were simulated by the geometric 

notches on the edge or inside the wire; the collective pinning effects caused by weak defects in the film, 

which were simulated by the array of weak inhomogeneities. For the former case, the SH current tends to 

enhance the pinning effects in one edge but weaken it in the other edge. For the latter case, the SH current 

tends to enhance the pinning systematically.  

Now, let us compare this analysis with the experimental results. Globally, according to the 

experimental results, the average level of the depinning field of the strongest pinning sites has increased. 

However, through a one by one analysis of the nature of the pinning sites shown in Figure 5-22, we found 

that the enhancement of the pinning effect caused by the applied current is not systematic (more detailed 

analysis please see Appendix 4). For example, the pinning effect at site 10 appeared in the case without 

current, (Figure 5-22 (a)) but disappeared in the case of (c). The pinning effect at site 8 appeared in the 

case without current but disappeared in the case of (d). If we compared the case (c) and (d), the 

configuration of DW is reversed from ⊙ | ⊗ to ⊗ |⨀, the increase of depinning field of most of the 

pinning sites is different in these two cases.  

According to the studies in section 4.1.5 and section 5.2 , although the hard DW pinning effects on 

nanowires are probably caused by the presence of huge defects on the edge, the DW pinning force at these 

hard pinning sites is the sum of two contributions (5-1): the pinning force caused by the isolated hard 

defects and the pinning force given by the inhomogeneities of the film of the wire (corresponding to the 

slope and the intercept of the fitted line in Figure 5-8, respectively). Now, according to the simulation 

results, when a SH current exists, it is not surprised that the level of the depinning field increases globally 
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but the increase for each pinning site is different in case (c) and (d). This difference is consistent with the 

nature of the pinning sites on the edge, which play different roles in the cases plotted in Figure 5-22 (c) 

and (d). Note that the edge on which the pinning effects are enhanced is marked with the notch in each 

sub-figure. 

At last, we can also find from the experimental results that the depinning field was a little smaller for 

DW motion in the direction of the electron flow. This may be caused by the driving force from the STT.  

Let's note, as stated at the beginning of this chapter, we have tried to observe the DW motion driven 

by a current without an external field in our device. Some weak and fitful DW movements could be 

observed only when the injected current reached a very high density, 𝑗𝐶 = 4 × 1011𝐴/𝑚2. The SH current 

enhanced DW pinning effects may be one of the reasons to explain this difficulty of pure current-driven 

DW motion.  

 Application: a ring-shaped racetrack memory based the 

complementary work of STT and SOT 

One of the most promising applications of the DW motion in the nanowire is for information storage, 

e.g. the racetrack memory (RM). The conventional structure of RM is stripe-shaped (see Figure 5-28 (a)), 

whether in 2D or in 3D [18]. Even though the stripe-shaped structure is relatively compact for design and 

fabrication, it suffers from some formidable obstacles hindering its practical application for future 

electronics. Among them, the data overflow issue is normally considered as its Achilles’ heel: as the data 

are serially stored in RM, the operation of an individual bit certainly stimulates synchronous motions of 

the others; in the stripe-shaped case, this would lead to a part of data moving out of the device. Some 

attempts might solve this problem, for example, adding peripheral registers for storing the overflowing 

data, or extending the nanowire for avoiding the overflow[154]. However, these remedial methods 

unavoidably result in performance degradation in aspects of density, speed and power consumption. J. 

Franken et al. proposed a ring structure with DW ratchets [32], aiming to address the data overflow issue 

without any additional overhead. However, it still relies on the manipulation of the magnetic field and is 

impossible to realize large capacity.  

In this section, we propose and study a ring-shaped RM based on the complementary work of the SOT 

driven and STT driven DW motions.  
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 Ring-shaped RM structure and configurations 

Figure 5-28(e) shows the schematic of the ring-shaped RM. From the functional point of view, it is 

composed of three parts: write head for DW nucleation, read head for magnetization detection and 

nanowire for DW motions. The write and read heads can be constructed by magnetic tunnel junctions (i.e. 

MTJwrite and MTJread), as same as those for the conventional RM[14,155]. Particularly for the magnetic 

nanowire, the magnetic layer (e.g. CoFeB) is entirely closed while the adjacent heavy metal layer (e.g. Pt, 

W, Ta, Hf) has tiny gaps for avoiding short-circuit (see Figure 5-28 (c)). When the voltages are given on 

these gaps, due to the small resistance of heavy metal (e.g. Pt), the current mainly flows through the heavy 

metal layer, which thus induces SOT driven chiral DW motions in the parts apart from the gap. On the 

other hand, a leakage current can still flow through the magnetic layer over the gap part (see inset of Figure 

5-28 (e)), whose value is related to the size of the gap. If the value is high enough, STT can be exerted in 

the gap part. The influence of the gap on the whole structure will be investigated in the following 

discussion section.  

It is noteworthy that the direction of chiral DW motions driven by SOT can be either along or against 

the charge current direction in the heavy metal layer, depending on the sign of the SH angle and DW 

Figure 5-28 (a) Conventional spin transfer torque (STT) driven racetrack memory (RM), in which 

current flows through the ferromagnetic (data storage) layer. (b) Real racetrack shape leads to short 

circuit issue for STT driven RM. (c) Spin orbit interaction (SOI) driven RM, in which current is 

injected in the heavy metal layer underneath the data storage layer. (d) Ring-shaped SOI driven 

RM schematic. Domain walls (DWs) can be nucleated and detected by magnetic tunnel junctions 

(MTJwrite and MTJread). Two gaps are introduced to avoid the short circuit issue. Current flows 

through heavy metal layer and leaks partially through the ferromagnetic layer above the gap (see 

inset). The leakage current could also induce DW motions, which guarantees the continuation of 

data transfer.   
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chirality of given multilayer system[78]. As the direction of STT driven DW motions is always against 

the current direction, we choose Pt/CoFeB/MgO as the material configuration in order to shift the data 

circularly and continuously in the ring structure. In addition, Pt has a relatively low resistivity among these 

heavy metals, which is also much lower than that of ferromagnetic materials, such as CoFeB. Although 

recent progress show that β-phase Ta and W can provide higher SH angle[78], their high resistivity are 

unfavorable to the ring-shaped design.  

 Micromagnetic simulations 

The functionality of the device proposed is investigated via micromagnetic simulations with Mumax 

by introducing SOT and DMI into the Landau Lifshitz Gilbert (LLG) equation [152], as presented in 

section 2.4 . In the gap part without sub heavy metal layer, the adiabatic and no adiabatic STT is introduced.  

The following parameters were used in the simulation: the Gilbert damping constant is 0.015, the 

non-adiabatic constant is 0.2, the spin Hall angle is 0.01, the Exchange stiffness is 20 pJ/m2, the spin 

polarization rate is 0.5, the saturation magnetization is 1 MA/m, the uniaxial anisotropy is 800 kJ/m3, the 

ferromagnetic layer thickness is 1 nm, the DMI parameter is 1.5 mJ/m2.  

 Results 

From the point of view of DW trajectory, the ring-shaped RM can be divided into two parts: the 

“Straight” and the “Bend”. Firstly, Figure 5-29 (a-d) demonstrates the chiral DW motions in the “Straight”: 

a 40-nm-wide 1.28-um-long nanowire of Pt(2 nm)/CoFeB(0.6 nm)/MgO. DW motion velocity can reach 

400 m/s with a current of 11101   A/m2. The motion velocity increases with the magnitude of injected 

current and approaches the saturation when the current exceeds 11103   A/m2. Secondly, Figure 5-29 (e- 

h) shows chiral DW motions in the “Bend”. The geometry of magnetic layer is designed to be a circle 

whose external diameter is 1.024 um, width is 40 nm. The gap length of the heavy metal layer is fixed to 

100 nm. The material parameters are the same as the “Straight” above. JGap and JRing are the current 

densities through the gap and ring parts which are 
12104.1   A/m2 and 

11103   A/m2. With the drive of 
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the STT on the gap part and the drive of the SOT on the other part, DWs move along the ring 

synchronously.  

Compared with the circular structure, the racetrack-shaped structure, combining the “Straight” and 

the “Bend” as shown in Figure 5-28 (b), promises the benefit in term of storage density. Figure 5-30 shows 

the complete process of chiral DW motions in a really racetrack-shaped 16-bit RM. JGap and JRing are 

12105   A/m2 and 
12101   A/m2 respectively, which are larger than those in Figure 5-29, aiming to 

overcome the pinning force from the pinning sites. The length of the gap is 100 nm each. From the results, 

Figure 5-29 The top-view of the SOI driven chiral DW motions in the “Straight” and “Bend”. Red represents +z 

magnetization, blue represents –z magnetization. (a-d) The “Straight”: 40 nm-wide and 1.28 um-long Pt(2 

nm)/CoFeB(0.6 nm)/MgO. DW motion velocity can reach 400 m/s with a current of 5×1011 A/m2. DW tilting 

occurs which agrees with experimental results. (e-h) The “Bend”: external diameter Dext is 1024 nm, width d is 

40 nm. The gap length of the heavy metal layer Lgap is 100 nm. Current injected into the heavy metal layer for 

SOI part JRing is 3×1011 A/m2 and leakage current in the gap part inducing STT JGap is 1.4×1012 A/m2. The 

different directions of current for these two parts guarantee the uni-direction of DW motions.  
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due to the DW motion inertia, the DWs can move synchronously and fluently with a 0.6-ns current pulse. 

Here, adding the pinning sites is an important mean to optimize the controllability of DW shifting. Note 

that the DMI stabilized SOT induced DWs are tilted and the tilting directions of the neighboring DWs 

alternate[79]. This requires that the pinning sites should be symmetry on both sides of the racetrack in 

order to make the equal effect on DWs with different tilting directions.  

 

 Discussions 

To guarantee the functionality of the ring-shaped RM, one of the most critical conditions is that the 

velocity of DW motions should be harmonious, which means DWs in ring part and gap part should at least 

Figure 5-30 16-bit Racetrack-shaped RM schematic. Two gaps and symmetric pinning sites ( see 

inset) are used for ensuring the functionality and stability of the RM. JGap and JRing are  

A/m2 and  A/m2. The length of gap is 100 nm each. 0.6 ns current pulses are sufficient 

for DW motions due to the inertia. 
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move with comparative speeds. First, both the velocity of the SOT driven DW motion in the ring part and 

the STT driven DW motion in the gap part depend on the current density in the heavy metal layer or in 

the FM layer. These current densities have the following relationship,  

 𝐽𝑅𝑖𝑛𝑔𝜌𝑅𝑖𝑛𝑔𝐿𝑅𝑖𝑛𝑔 = 𝐽𝐺𝑎𝑝𝜌𝐺𝑎𝑝𝐿𝐺𝑎𝑝  (5-15) 

where Ring  and Gap are the resistivity of the heavy metal layer and the FM layer, 𝐿𝑅𝑖𝑛𝑔 and 𝐿𝐺𝑎𝑝 are 

the lengths of the ring (without gap) and the gap. Therefore, the current density in the ring part and gap 

part can be adjusted by the length ratio between 𝐿𝑅𝑖𝑛𝑔 and 𝐿𝐺𝑎𝑝. Because of the relatively shorter distance 

of the gap, the current density in the FM of the gap part can be very large, thus promise a fast DW velocity. 

Still, one should mind that the current in the gap part should not excess destructing density. According to 

experimental observations, the STT driven DW velocity can reach only about a hundred meters per second 

[55]. This velocity is still not able to match with the SOT driven DW velocity, which can reaches several 

hundred meter per second [70,71]. In order to solve this mismatch of velocities, we can set a shorter 

distance for the storage unit covering the gap part. For example, in the 16-bit RM shown in Figure 5-30, 

a storage unit is defined by the section of nanowire between two notches. The length of the storage unit 

covering the gap is only 100nm while a storage unit in the other part is about 150 nm. The DW can pass 

the unit with gap and shift to the next notch with approximately the same time as others. In addition, in 

the simulations that we performed, we didn’t observe a very large decrease of DW velocity in the gap part 

as expected. This can be explained by the inertia of the DW[156,157]. The roughness is neglected in our 

simulations and the ferromagnetic material that we applied, CoFeB, has a relatively small damping 

constant. This allows the DWs to continue moving over a distance by a force of inertia[156,157].  

Compared to conventional stripe-shaped structure, this ring-shaped structure can keep all the data 

during the shifting process, without increasing overhead and requiring additional manipulations. We 

believe this ring-shaped RM will vitalize the development and practical application of RM[158]. 

 Conclusion 

In this chapter, the DW motion in the nanowire driven by the magnetic field or by the combined effect 

of the field and electrical current was experimentally studied. The polarization ratio of CoFeB in the 

Ta/CoFeB/MgO structure has been extracted based on the contribution of STT on the DW motion velocity 

and was found to be as low as 26%, much lower than the value measured through the Point-Contact 

Andreev Reflection (65%)[151] or through the superconducting tunneling spectroscopy (53%)[91–93] in 
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the heavy metal/CoFeB/Oxide layer structure. This low polarization ratio may be caused by the injection 

of SH current or the diffusion of electrons from the Ta layer. 

The DW pinning effects in the nanowire and the dependence of the depinning field on the width of 

wire was measured and analyzed. The enhancement of pinning effects when a current was applied was 

observed and a possible explanation is an effect of the SH current. At last, a ring-shaped RM, which can 

avoid the data overflow, was proposed and verified with micromagnetic simulations.  
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Chapter 6 General conclusions and perspectives 

This thesis is devoted to the study of magnetic DW properties and dynamics in Ta/Co40Fe40B20/MgO 

thin films and nanowires with PMA. The observation of domain structures and DW dynamics relied 

mainly on Kerr microscopy. In order to study the DW behavior in the nanostructures, very short magnetic 

pulses of high amplitude were required. We could reach this aim by creating small coils of very low 

inductance and by connecting them to a high current pulse generator. We have succeeded to create 

microsecond magnetic pulses, with a rise time shorter than 200 ns. Electric current pulses have been 

applied on the nanowires and we were able to create the synchronized magnetic field pulse and electric 

current pulse with a duration of several microseconds.  

Thanks to the high-resolution Kerr microscope and the proper magnetic field pulse produced by the 

mini coil, we have conducted a series of experiments related to the DW surface tension. We studied the 

dynamic of DW in the nanowires, including the DW pinning effects and the DW motion driven by a 

magnetic field or current, or by their combined effects.  

The main contributions of this thesis are:  

 DWs surface tension was directly observed using a Kerr microscope and DWs surface energy 

was directly quantified. In zero external field, the spontaneous collapse of semicircular 

domain bubble was observed. This phenomenon was explained with the concept of the 

Laplace pressure due to the DW surface energy. The DW surface energy was quantified by 

measuring the external field required to stabilize the domain bubble.  

 The origin of the DW pinning effects in some artificial structures, such as Hall crosses or the 

entrance from nanowire to the nucleation pad, were explained using the concept of DWs 

surface tension. The linear dependence of the DW depinning field in these structures on the 

width of wire was used to quantify the DW surface energy. 

 A new type of magnetic sensor based on the elasticity of DWs has been designed and verified 

using micromagnetic simulations. 

 The DW pinning effects in CoFeB nanowires was characterized. A linear dependence of the 

depinning field of the strong pinning sites on the width of wire was observed and analyzed. It 

points to an extrinsic nature of these strong pinning points, which would be on the edges of 

the nanowires and due to the nanopatterning. 
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 Velocities of the field-driven and the current-driven DW motion in heavy metal/CoFeB/MgO 

nanowires was measured. We have found experimentally that the velocity of the DW motion 

driven by the combined effect of the field and the current equals to the sum of the velocity 

contributed by these two forces separately. The spin polarization of CoFeB was extracted and 

was found equal to 26%. A possible explanation for this low spin polarization of CoFeB is an 

injection of differently polarized spin from Ta to CoFeB due to the spin Hall effect. The 

diffusion of electrons between the CoFeB and Ta layer, which has a strong SOC, may also be 

a reason for this low spin polarization.  

 We found that the DW depinning field in nanowires increased significantly when a current 

was applied simultaneously, irrespective of the relative DW motion direction and the current 

direction. We think this could arise from spin Hall current coming from the Ta layer. Using 

micromagnetic simulations, we show that the intrinsic DW pinning effects in magnetic wires 

can be enhanced by the SH current. However, only the extrinsic pinning effects in one of the 

two edges can be enhanced.  

 A ring-shaped racetrack memory device based on the combined works of the STT and SOT 

driven DW motion in nanowires was designed and verified using micromagnetic simulations. 

This racetrack memory can avoid the data drop out compared with traditional line-shaped 

racetrack memory.  

Our results have brought some interesting results and have explained several phenomena. We have 

found new ways, which could be used to answer some still opened questions. Furthermore, our work has 

also risen several new questions: 

 

1. We have developed two methods to measure the DW surface energy γDW. These methods may be 

useful to quantify the intrinsic parameter of material, such as the DMI constant, the exchange stiffness. 

Among the various methods to quantify the strength of DMI with Kerr microscope, e.g. by probing 

the asymmetric propagation of circular DW in creep regime when an in-plane field is present[5], or by 

observing the in-plane field that changes the direction of the spin Hall current-induced DW motion[159], 

only the effective DMI field HDM can be obtained. We have[160], 

 D = 𝜇0𝐻𝐷𝑀𝑀𝑆√
𝐴𝑒𝑥

𝐾𝑒𝑓𝑓
  (6-1) 
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It is difficult to access directly to the intrinsic parameter D, since the exchange stiffness Aex is difficult 

to be quantified with Kerr microscope.  

In fact, the quantification of Aex in ultra-thin films is always a difficult issue. The commonly used 

methods to measure Aex are mainly based on the spin wave frequency and dispersion[125] (e.g. using 

Brillouin light scattering (BSL)[161–163], spin-polarized electron energy loss spectroscopy, 

ferromagnetic resonance (FMR)[139,164]). However, for ultrathin films less than 10 nm, the above 

methods become less useful because they are not sufficiently sensitive to detect spin waves[165]. 

Moreover, it was found that the value of A in the ultra-thin film is different than that in bulk material 

(thickness larger than ~10nm) due to the interfacial effect. The value of Aex obtained in bulk material 

cannot be used in ultrathin film[165]. 

Now, Aex can be extracted once the DW surface energy γDW is accurately quantified, since γ𝐷𝑊 =

4√𝐴𝑒𝑥𝐾𝑒𝑓𝑓 in film without DMI.  

Furthermore, if DMIs exist, the DW surface energy changes[166],  

 γ𝐷𝑊 = 4√𝐴𝑒𝑥𝐾𝑒𝑓𝑓 − πD        (6-2) 

Once the DW surface energy γ𝐷𝑊 is obtained with our methods, we can deduce directly the value of 

D from Eq.(6-1) & (6-2),  

 
D =

γ𝐷𝑊
4𝐾𝑒𝑓𝑓

𝜇0𝐻𝐷𝑀𝑀𝑆
−𝜋       (6-3) 

and, 

 𝐴𝑒𝑥 =
𝐾𝑒𝑓𝑓 𝛾𝐷𝑊

2

(4𝐾𝑒𝑓𝑓−𝜋𝜇0𝐻𝐷𝑀𝑀𝑆)
2    (6-4) 

From Eq. (6-3), the expected uncertainty of the extracted D is in the same order than γDW, assuming 

that other parameters such as Keff, HDM, and MS are well quantified.  

This method needs to be explored in the future studies.  

 

2. We have experimentally observed the enhancement of the DW pinning effect in Ta/CoFeB narrow 

wire when a current is applied. With micromagnetic simulation, we show that a spin Hall current injected 

into the magnetic layer can result in this enhancement. However, further experiments are needed to study 

this effect more clearly. For example, one can etch some regular notches in the edge of wires to observe 

the change of the profile of the DW when a current was applied because a DW tilting is predicted by the 
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simulation in this case. The wire can be enlarged (e.g. to more than 10 μm) so that the DW behavior can 

be observed clearly, because, with the Kerr microscope, we were not able to clearly observe the shape of 

the DW in the 1.5 μm wire studied. The simulation has predicted a variation of DW tilting angle as a 

function of applied current density, through which the SH angle may be extracted. Further experiments 

can be conducted to explore this method.  

 

3. We have found that in the Ta/CoFeB/MgO narrow wire, when the applied easy-axis field is weak 

or zero, the DW is very difficult to be moved by the current. When the current increased to a critical value, 

the DW motion direction becomes stochastic. This phenomenon has not been completely understood. 

Further studies are needed to understand this question.  

 

4. We have observed the DW motion driven by the synchronized current and the magnetic field 

applied along the easy axis and explained the DW velocity by the combined effects of the field and STT. 

However, in the heavy metal/magnetic layer/MgO structure, the SH current from the heavy metal layer 

begins to work when an in-plane field is applied. It might be interesting to implement an in-plane field in 

addition to the present system and study the combined effect of the magnetic field, the STT and the SOT 

on the DW motion. Some important parameters such as the SH angle, the non-adiabatic constant might be 
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Figure 6-1The DW motion velocity predicted by the 1D model. Parameters: No field was applied along the 

z-axis (easy axis), DW width: 10 nm, shape anisotropy field Hk: 105 A/m; both the adiabatic STT, non-

adiabatic STT from the in-plane current in FM layer, and the SOT caused by the injection of the SH current 

are considered. Non adiabatic constant β=0.1; the polarization P=0.26 for in-plane current. The spin Hall 

angle is supposed to be ΘSH=-0.05. An in-plane field along the longitudinal direction (x-axis, DW motion 

direction) was applied. (a) DW motion velocities vs. current density. (b) DW velocities vs. the in plane 

field.  
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properly extracted based on these experiments. Based on the numerical calculation of 1D model, we found 

that the DW motion induced by the combined effect of the STT and SOT is linear as a function of the 

magnitude of the in-plane field, as shown in Figure 6-1 (b). The vertical intercept represents the 

contribution from the STT and the slope represents the contribution from the SOT. If this relationship 

could be experimentally measured, the spin Hall angle could be extracted by linearly fitting the 

experimental results with the 1D model.  

In addition, we found that the horizontal intercept changes with the non-adiabatic constant ξ, as 

shown in Figure 6-2. Because both the SOT and non-adiabatic STT enters the 1D model in the form 

effective fields. The change of the horizontal intercept with β is the result of the competition between this 

two terms. By locating this intercept, the non-adiabatic constant might be extracted.  

  

5. Through numerical calculations based on the 1D model, we have found that the damping like SOT 

due to the injection of the SH current tends to stabilize the magnetization of DW in the polarizing direction 

of the SH current. Consequently, the arrival of the precessional mode will be delayed, i.e., the Walker 

breakdown field increase, as shown in Figure 6-3. It should be interesting if this prediction could be 

experimentally observed. To reach this aim, one should find a material/structure with a relatively large 
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damping parameter and weak pinning field in order that the Walker breakdown point (𝐻𝑊 = 𝛼𝑀𝑆/2) is 

not hidden by the creep depinning transition regime.  

 

 

Figure 6-3 Numerically calculated DW motion velocities based on the 1D model when only a 

magnetic field along the easy axis (perpendicular direction) and the SH current are considered. 

The DMI, HX or STT from the current in FM layer are not considered. DW width: 10 nm, 

shape anisotropy field Hk: 105 A/m.  
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Appendices  

Appendix 1: Mathematic demonstration of the expression of Laplace 

pressure in magnetism and the associated DW behavior 

Here, we provide an analytical calculation to study the behavior of a DW with surface energy γ when 

it is pinned by hard pinning sites and to give a new demonstration of the Laplace pressure.  

 DW pinned in two terminals 

Supposing a segment of DW whose two terminals are 

pinned by two hard pinning sites in (x1,y1) and (x2,y2). A 

field Happ is applied along z-axis. In this model, only the 

DW surface energy and the Zeeman energy due to Happ are 

considered. And the pinning sites are supposed to be 

strong enough so that the two endpoints of the DWs are 

never depinned. To simplify the analysis, except for the 

two strong pinning defects at the endpoints, the other 

defects are assumed to be so weak, so that the film can be considered as perfect. About pinning force, it 

means we assume a perfect film without any pinning defect except the two endpoint.  

We may suppose the trajectory of DW can be described by a function y=f(x), with the two endpoints 

pinned at (x1, 0) and (x2, 0). To simplify the problem, we assume that the y=f(x) is a single mapping 

function in [x1,x2]. Zeeman energy is proportional to the area of inversed domains,  

 𝐸𝑧(𝑓) = −2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆𝑡𝑀𝑆 = −2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆𝑡𝑀 ∫ 𝑓(𝑥)𝑑𝑥
𝑥2

𝑥1
   (0-1)  

DW interfacial energy is proportional to the length of DW, writing,  

 𝐸𝛾(𝑓
′) = γ𝐷𝑊𝑡𝑀𝐿 = γ𝐷𝑊𝑡𝑀 ∫ √1 + 𝑓′(𝑥)2𝑑𝑥

𝑥2

𝑥1
  (0-2) 

Where 𝑓′(𝑥) is the derivative of 𝑓(𝑥). The total free energy is  

 𝐸(𝑓, 𝑓′) = −2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆𝑡 ∫ 𝑓(𝑥)𝑑𝑥
𝑥2

𝑥2
+ γ𝐷𝑊𝑡 ∫ √1 + 𝑓′(𝑥)2𝑑𝑥

𝑥2

𝑥1
   (0-3) 

where Ms is saturation magnetization, 𝑡𝑀 is thickness of magnetic layer.  

In equilibrium state, the curve function of DW should be the function minimizing the free energy of 

system, i.e,  

 𝑓(𝑥) = {𝑓(𝑥) ∈ 𝐺|𝐸(𝑓, 𝑓′) = min
𝑓∈𝐺

𝐸(𝑓, 𝑓′)}   (0-4) 

Figure 0-1 Sketch showing a segment of DW (black 

line) pinned by two hard pinning sites (x1,0) and 

(x2, 0).  
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where G = {𝑓(𝑥)|𝑓(𝑥) ∈ 𝐶1(𝑥1, 𝑥2) 𝑎𝑛𝑑 𝑓(𝑥1) = 0, 𝑓(𝑥2) = 0} is a set of function.  

Now we try to solve Eq. (0-4).  

To simplify, supposing 

  𝑒(𝑓(𝑥), 𝑓′(𝑥)) = −2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆𝑡 𝑓(𝑥) + γ𝐷𝑊𝑡√1 + 𝑓′(𝑥)2  (0-5) 

Then 𝐸(𝑓, 𝑓′ ) = ∫ 𝑒(𝑓(𝑥), 𝑓′(𝑥))𝑑𝑥
𝑥2

𝑥1
 

If 𝑓(𝑥) ∈ 𝐺, 𝑔(𝑥) ∈ 𝐺 and 𝜆 ∈ 𝑅, (here R indicates the set of real numbers), then 𝑓(𝑥) + 𝜆𝑔(𝑥) ∈

𝐺. If 𝑓(𝑥) ∈ 𝐺 is the solution of Eq.(0-4), an essential condition is  

 
𝜕𝐸(𝑓̂+𝜆𝑔,𝑓̂′+𝜆𝑔′)

𝜕𝜆
|
𝜆=0

= 0, ∀𝑔 ∈ 𝐺   (0-6) 

𝜕𝐸

𝜕𝜆
= ∫

𝜕𝑒(𝑓 + 𝜆𝑔, 𝑓′ + 𝜆𝑔′)

𝜕𝑓(𝑥)
𝑔(𝑥) +

𝜕𝑒(𝑓 + 𝜆𝑔, 𝑓′ + 𝜆𝑔′)

𝜕𝑓′(𝑥)
𝑔′(𝑥)𝑑𝑥

𝑥2

𝑥1

 

= [
𝜕𝑒(𝑓̂+𝜆𝑔,𝑓̂′+𝜆𝑔′)

𝜕𝑓′ 𝑔(𝑥)]
𝑥1

𝑥2

+ ∫ (
𝜕𝑒(𝑓̂+𝜆𝑔,𝑓̂′+𝜆𝑔′)

𝜕𝑓(𝑥)
−

𝜕

𝜕𝑥
(
𝜕𝑒(𝑓̂+𝜆𝑔,𝑓̂′+𝜆𝑔′)

𝜕𝑓′(𝑥)
))𝑔(𝑥)𝑑𝑥

𝑥2

𝑥1
  (0-7) 

𝜕𝐸

𝜕𝜆
| 

𝜆=0
= [

𝜕𝑒(𝑓̂,𝑓̂′)

𝜕𝑓′(𝑥)
𝑔(𝑥)]

𝑥1

𝑥2

+ ∫ (
𝜕𝑒(𝑓̂,𝑓̂′)

𝜕𝑓(𝑥)
−

𝜕

𝜕𝑥
(
𝜕𝑒(𝑓̂,𝑓̂′)

𝜕𝑓′(𝑥)
))𝑔(𝑥)𝑑𝑥

𝑥2

𝑥1
= 0,  ∀𝑔 ∈ 𝐺  

  (0-8) 

[
𝜕𝑒(𝑓̂,𝑓̂′)

𝜕𝑓′(𝑥)
𝑔(𝑥)]

𝑥1

𝑥2

= 0 is always true because 𝑔(𝑥1) = 𝑔(𝑥2) = 0. 

So Eq. (0-8) requires that  

 
𝜕𝑒(𝑓̂,𝑓̂′)

𝜕𝑓(𝑥)
−

𝜕

𝜕𝑥
(
𝜕𝑒(𝑓̂,𝑓̂′)

𝜕𝑓′(𝑥)
) = 0, ∀𝑥 ∈ [𝑥1, 𝑥2]  (0-9) 

By substitute Eq. (0-5) into (0-9), we obtain,  

 2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆𝑡 + γ𝐷𝑊𝐷𝑊
𝑡

𝜕

𝜕𝑥
(

𝑓̂′(𝑥)

√1+𝑓̂′(𝑥)2
) = 0  (0-10) 

After an integration of this equation,  

  
𝑓̂′(𝑥)

√1+𝑓′(𝑥)2
= −

2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆

γ𝐷𝑊
𝑥 + 𝐶   (0-11)  

 Where C is a constant. Then we have,  

 𝑓′(𝑥) = ±√
(
2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆

γ𝐷𝑊
𝑥+𝐶)

2

1−(
2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆

γ𝐷𝑊
𝑥+𝐶)

2   (0-12) 
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Note that here the sign before the root depends on the sign of 
2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆

γ𝐷𝑊
𝑥 + 𝐶. 

 𝑓(𝑥) = ±∫√
(
2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆

γ𝐷𝑊
𝑥+𝐶)

2

1−(
2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆

γ𝐷𝑊
𝑥+𝐶)

2 𝑑𝑥   (0-13) 

Now, the last step is to solve Eq. (0-13). By substituting 
2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆

γ𝐷𝑊
𝑥 + 𝐶 with sin 𝜃, we get,  

 𝑓(𝑥) = ±
γ𝐷𝑊

2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆
∫√

𝑠𝑖𝑛2 𝜃

1−𝑠𝑖𝑛2 𝜃
𝑑 𝑠𝑖𝑛 𝜃 = ±

γ𝐷𝑊

2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆
𝑐𝑜𝑠 𝜃 + 𝑄  (0-14) 

where Q is constant. That is,  

 𝑓(𝑥) = ±
γ𝐷𝑊

2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆

√1 − (
2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆

𝛾𝐷𝑊
𝑥 + 𝐶)

2
+ 𝑄  (0-15) 

Since 𝑓(𝑥1) = 𝑓(𝑥2) = 0, we obtain  

 𝐶 = −
𝜇0𝐻𝑎𝑝𝑝𝑀𝑆

γ𝐷𝑊
(𝑥1 + 𝑥2)   (0-16) 

  The final solution is  

 𝑓(𝑥) = {
±(√𝑅2 − (𝑥 − 𝑥0)

2 − √𝑅2 − (
𝑑

2
)
2
)       𝑖𝑓 𝜇0|𝐻𝑎𝑝𝑝| ≤

γ𝐷𝑊

𝑑𝑀𝑆

𝑛𝑜 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛       𝑖𝑓 𝜇0|𝐻𝑎𝑝𝑝| >
γ𝐷𝑊

𝑑𝑀𝑆

   (0-17) 

With 𝑥0 = 
𝑥1+𝑥2

2
, 𝑑 = 𝑥2 − 𝑥1, 𝑅 =

γ𝐷𝑊

2𝜇0|𝐻𝑎𝑝𝑝|𝑀𝑆
. 

One can find that when 𝜇0|𝐻𝑎𝑝𝑝| ≤
γ𝐷𝑊

𝑑𝑀𝑆
, two solutions with opposite sign appears. This ambiguity is 

introduced by the derivation from Eq. (0-11) to Eq. (0-12). In fact, once the sign of the 𝐻𝑎𝑝𝑝 is well defined, 

only one solution stands. One can examine which is the correct one by substituting Eq. (0-16) and (0-17) 

into Eq. (0-11). For example, for a positive 𝐻𝑎𝑝𝑝  and 𝜇0𝐻𝑎𝑝𝑝 ≤
γ𝐷𝑊

𝑑𝑀𝑆
 (here positive means that the 

direction of 𝐻𝑎𝑝𝑝 is parallel to the magnetization in zone inside the trajectory of DW: y=f(x)), the solution 

can be written in a form as follows, 

 (𝑥 − 𝑥0)
2 + (𝑦 + √𝑅2 − (𝑑 2⁄ )2)

2
= 𝑅2, and 𝑦 ≥ 0   (0-18) 

We can interpret this mathematical solution into the following physical pictures:  
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If applied field is inferior to a critical value, i.e. 𝜇0𝐻𝑎𝑝𝑝 ≤
γ𝐷𝑊

𝑑𝑀𝑆
, a solution for Eq. (0-4) exists, 

expressed as Eq. (0-18). This means that an equilibrium state under the competition of pressure from 

applied field and the pressure caused by the DW surface energy can be reached. DW shape is a circle, as 

shown in Figure 0-2(a). The radius 𝑅 =
γ𝐷𝑊

2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆
. In the framework of the analogy with interface physics, 

the magnetic field can be seen as an effective, the pressure induced by the applied field can be expressed 

as  

 𝑃𝐻 = 2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆  (0-19) 

Now, this pressure is totally balanced by the effective pressure associated to the DW surface energy, 

i.e., 𝑃𝐻 = 𝑃𝛾. According to this calculation, we can get the same expression as Eq. (4-2), 𝑃𝛾 = γ𝐷𝑊 𝑅⁄ , 

known as the Laplace pressure.  

If applied field exceeds this value, DW cannot stay in equilibrium state because the Laplace pressure 

cannot withstand the pressure from Zeeman force, as shown in Figure 0-2(b). DW will continuously 

expand. So there is no mathematical solution in this case.  

The critical applied field to overcome DW elasticity is 𝜇0𝐻𝑐 =
γ𝐷𝑊

𝑑𝑀𝑆
.  

 DW pinned by a single hard pinning site in narrow wire 

(a) (b) 

Figure 0-2 The DW state with two terminals solidly pinned and an applied field is applied. (a) When the distance d between 

the pinning sites is smaller than 2R, the DW propagates at the beginning (blue line). With the DW propagation, the radius 

of the curvature decreases and the DW reaches equilibrium when 𝑅 = γ𝐷𝑊/(2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆), described by the red line; (b) 

DW circumvent by the pinning sites when d is larger than 2R. R is determined by the extremal field.  
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In the following, we discuss the DW behavior when one 

of its terminals is solidly pinned by a hard pinning sites while 

the other terminal can move freely along a wire. As shown in 

Figure 2-2, we suppose that the one endpoint of the DW is 

always fixed in (x1,0) while the other endpoint lies on the line 

x=x2.  

In this case, the expression of the free energy of the 

system has the same expression as Eq. (0-3). To determine 

the curve function of the DW in equilibrium state, we search 

for the function 𝑓(𝑥) ∈ 𝐺′ that minimize the free energy of 

the system, where 𝐺′ is a set of function {𝑓(𝑥)|𝑓(𝑥) ∈ 𝐶1(𝑥1, 𝑥2) 𝑎𝑛𝑑 𝑓(𝑥1) = 0}. 

supposing 𝑓(𝑥) ∈ 𝐺′ is the function, then, the Eq. (0-6) applies also in this case, but g ∈ 𝐺′. After a 

similar calculation, we can obtain the solution of the Eq. (0-6) 

 {

𝜕𝑒(𝑓̂,𝑓̂′)

𝜕𝑓′(𝑥)
|
𝑥2

∙ 𝑔(𝑥2) −
𝜕𝑒(𝑓̂,𝑓̂′)

𝜕𝑓′(𝑥)
|
x1

∙ 𝑔(𝑥1) = 0

𝜕𝑒(𝑓̂,𝑓̂′)

𝜕𝑓(𝑥)
−

𝜕

𝜕𝑥
(
𝜕𝑒(𝑓̂,𝑓̂′)

𝜕𝑓′(𝑥)
) =0

  𝑎𝑛𝑑    (0-20) 

Since 𝑔(x1) = 0 is true but the value of 𝑔(𝑥2) is not fixed. The upper term of Eq. (0-20) requires, 

 
𝜕𝑒(𝑓̂,𝑓̂′)

𝜕𝑓′(𝑥)
|
𝑥2

=
𝑓̂′(𝑥2)

√1+𝑓̂′(𝑥2)2
= 0   (0-21) 

This means that the trajectory of the DW is always perpendicular to the line of x=x2 in this endpoint.  

Using the similar integrations as given in Eq. (0-10) - (0-17), the lower term of Eq. (0-20) can be used 

to deduce the function of the trajectory of DW. By considering the initial condition 𝑦0 = 𝑓(𝑥0), the final 

solution is  

 𝑓(𝑥) = {
√𝑅2 − (𝑥 − (𝑥2))

2
− √𝑅2 − 𝐿2  𝑖𝑓 𝜇0𝐻𝑎𝑝𝑝 ≤

γ𝐷𝑊

2𝐿𝑀𝑆

𝑛𝑜 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛       𝑖𝑓 𝜇0𝐻𝑎𝑝𝑝 >
γ𝐷𝑊

2𝐿𝑀𝑆

 (0-22) 

with R =
γ𝐷𝑊

2𝜇0𝐻𝑎𝑝𝑝𝑀𝑆
 and L=x2-x1.  

in the case 𝜇0𝐻𝑎𝑝𝑝 ≤
γ𝐷𝑊

2𝐿𝑀𝑆
, the solution can also be written in the following expression, 

 (𝑥 − (𝑥2))
2
+ (𝑦 − (𝑦0 − √𝑅2 − 𝐿2))

2

= 𝑅2 (0-23) 

Figure 0-3 Sketch showing a segment of DW 

(black line) pinned by one hard pinning site 

(x1,0) in one terminal and the other terminal 

can move freely along the line x=x2.   
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The above model can be ued to study the behavior of DW when only one of the endpoint is solidly 

pinned by a hard pinning site in a wire. This hard pinning site may lie on the edge or inside the wire. The 

other edge is relatively smooth, allowing the free displacement of the DW. As shown in Figure 0-4. We 

can interpret this mathematical solution into the following physical pictures:  

If applied field is inferior to a critical value, i.e. 𝜇0𝐻𝑎𝑝𝑝 ≤
γ𝐷𝑊

2𝐿𝑀𝑆
, DW can stay in an equilibrium state 

under the competition of pressure from applied field and its elasticity. In this state, DW shape is a circle, 

with one endpoint passing the pinning site and other endpoint lying in the edge and the DW trajectory is 

perpendicular to the edge in this end, as shown in Figure 0-4(a).  

If applied field exceeds this value, DW cannot stay in equilibrium state because DW elasticity cannot 

withstand the pressure from Zeeman force, as shown in Figure 0-4(c). DW will circumvent from the 

pinning site and depins. So there is no mathematical solution in this case.  

Therefore, the critical applied field to overcome DW elasticity is 𝜇0𝐻𝑐 =
γ𝐷𝑊

2𝐿𝑀𝑆
. Under this threshold 

field, the radius of DW circle equals to the distance from pinning site to the edge L. 

It is to note that this solution is deduced under the assumption that the edge of wire is perfectly smooth. 

In fact, due to the roughness of edge and intrinsic pinning field, DW depinning field from one hard pinning 

site by circumventing should be larger than this critical value.  

  

Figure 0-4 (a) DW pinned by a single hard pinning site when applied field 𝜇0𝐻𝑎𝑝𝑝 <
γ𝐷𝑊

2𝐿𝑀𝑆
;(b) applied field reaches the 

critical field of depinning, 𝜇0𝐻𝑎𝑝𝑝 =
γ𝐷𝑊

2𝐿𝑀𝑆
, the radius of DW R=L; (c)when field 𝜇0𝐻𝑎𝑝𝑝 >

γ𝐷𝑊

2𝐿𝑀𝑆
, DW circumvent from the 

pinning site and depins. 
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Appendix 2: Another example of magnetic sensors based on the elasticity 

of DWs 

Here, we show another effect related to the elasticity (surface tension) of DWs which can be used to 

design DW based magnetic sensors. In a magnetic wire with a gradient width, we found that the DW 

motion is reversible. As shown in Figure 0-5, in a magnetic wire with perpendicular magnetic anisotropy 

(PMA), the width of the wire is 120 nm in left and 40 nm in right and the width gradually changes. A DW 

was initially set in the right of wire. When a perpendicular field of 20 mT was applied, DW moves to the 

left hand. When the external field was removed, the DW tended to spontaneously move to the right hand 

and return to the initial position. This movement is possible since the motion of DW to the right will 

decrease the DW length, thus minimizing the DW surface energy (this surface energy of DWs is the source 

of the elasticity). The effective field produced by the DW elasticity is [29], 

 𝐻𝑒𝑓𝑓 =
𝛾

2𝜇0𝑀𝑆𝑤
∙
𝑑𝑤

𝑑𝑥
  (0-24) 

Where w is w(x) is the width of the wire. We can see that this effective field is determined by w and 

the gradient of w.  

Since the design of magnetic sensors requires that the output signal has a monotonous and reversible 

response to the input magnetic field, this phenomenon provides a possible way to design the DWs based 

sensors.  

Figure 0-5 The asymmetric DW motion in a wire with gradient of width (simulation results). From 0 to 

12ns, an external field along ⊙ direction was applied and DW moves to left while from12ns to 25ns, DW 

return to right spontaneously due to the effective field of elasticity. 
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Here, we give an example based on the above mechanism. In a double-anchors shaped magnetic 

structure with PMA, the gradient of the width increases from the middle to the terminals, as shown in 

Figure 0-6. DW was set in the middle as the initial state. When an external field in ⊙ (or ⊗) presents, 

DW move to left (right, respectively). Because of the gradient of the wire width, the effective field 

produced by the DW elasticity increases as DW moves to the terminal. The position of the DW in the 

stable state is determinated when the external is fixed. When the external field is removed, DW will return 

to the initial position spontaneously due to the effective field of elasticity.  

From the above example, we can see that the DW motion can show a monotonous and reversible 

response to the external field. If the free layer of MTJs or spin valves is etched into this double anchors 

structure, since the DW motion means a fluctuation of the magnetization, the motion can be characterized 

by the change of the magneto-resistance thanks to the tunneling magnetoresistance or giant 

magnetoresistance effect. In this way, the external field can be measured.  

 

 

  

Figure 0-6 DW position in stable state under a certain external perpendicular field (simulation reults). 
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Appendix 3: Experimental measurements of the resistivity of the CoFeB 

thin film 

Here, we summarized the information about the resistivity of CoFeB thin film based on experiments 

performed on the similar structures as us. The resistivity of thin films 

of CoFeB obtained varies from 160 to 330 μΩ·cm. In addition, the 

composition of the CoFeB, the structure and the preparing condition 

in these references are different from that of our and that the results 

have a wide variation. In view that this value is of key importance for 

the extraction of the polarization of CoFeB, we performed some 

experiments to estimate the CoFeB thin film in our sample.  

 

As shown in Figure 0-8 (b) & (c), 2cm×2cm films with two 

different layer structures were deposited using sputtering: Substrate/MgO(2)/CoFeB(t)/Ta(5) and 

Substrate/Ta(3)/CoFeB(t)/MgO(2)/Ta(2) with thickness in nm and t varying from 0 to 3. All these samples 

Table 0-1  Resistivity of CoFeB in measured similar structures according to published results. Note that the structure of 

our sample studied is Ta(5)/Co40Fe40B20/MgO(2)/Ta(5), annealed at 300°C for 2h. 

Resistivi

ty of 

CFB 

(μΩ·cm) 

Resistivi

ty of Ta 

(μΩ·cm) 

Composition 

and structure 

(thickness in 

nm) 

Thickn

ess of 

CFB 

(nm) 

Anneali

ng 

conditio

n 

Measurement 

method 
Reference 

160 189 

Sub/TaN(t)/

CoFeB(1)/M

gO(2)/Ta(1) 

1 
300°C, 1 

h 

R vs. thickness of 

TaN in wire 

J. Torrejon et 

al. (2014), [78] 

170 190 
Si/Co40Fe40

B20/Ta(8) 
4 

unknow

n 

R vs. thickness of 

Ta in wire 

Luqiao Liu et 

al. (2012), [75] 

330 -- 

W(2-7)/ 

Co32Fe48B

20/MgO 

0.8-1.4 
250°C, 

30 min 

R vs. thickness of 

W in wire 

(measured by TR-

MOKE) 

S. Cho et al. 

(2015) [150] 

140 -- 
Co60Fe20B

20 
100 

350°C,1

h 

four-point sheet 

resistance meter 

Y-T. Chen et al. 

(2013) [169] 

250 -- 
Co40Fe40B

20 
10 No 

four- point sheet 

resistance meter 

Y-T. Chen et al. 

(2012) [170] 

114 -- 
Co40Fe40B

20 
bulk 

Amorph

ous 
 W. Kettler et al. 

(1982) [171] 

 

1 

3 4 

2 

Figure 0-7 Schematic of the 

configuration to measure the 

square resistance of a film using 

the four probes method.  
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were annealed at 300°C for 2 hours and the composition are all Co40Fe40B20. The square conductance was 

measured using the four probes method [167]. The measuring steps are: first, four pointed probes were 

connected in the center of a 2cmx2cm sample. The four probes form a square and the size of the square is 

far smaller than the sample, as shown in Figure 0-7. Second, a current 𝐼𝑖,𝑗 was applied via two of the 

neighboring probes and the voltage 𝑉𝑘,𝑙was measured via the other two probes, where i, j, k, l are the index 

of the probes. A resistance was obtained by 𝑅𝑖𝑗,𝑘𝑙 = 𝑉𝑘,𝑙 𝐼𝑖,𝑗⁄ . Then, this measurement was repeated by 

changing the probes applying the current. At last, the square resistivity of the multi-layer stack can be 

obtained with the following formula [167], 

 𝑅𝑆 =
𝜋

2 ln2
(𝑅12,34 + 𝑅23,41+𝑅34,12+𝑅41,23) (0-25) 

The square conductance can be defined as 𝐺𝑆 = 1/𝑅𝑆. If the conductance of the multilayers stack can 

be seen as the accumulation of the conductance of the Ta layers and the CoFeB layer,  

 𝐺𝑆 = 𝜎𝐶𝐹𝐵𝑡𝐶𝐹𝐵 + 𝜎𝑇𝑎𝑡𝑇𝑎  (0-26) 

where 𝜎𝐶𝐹𝐵 and 𝜎𝑇𝑎 are the conductivity of CoFeB and Ta, 𝑡𝐶𝐹𝐵 and 𝑡𝑇𝑎 are the thickness of CoFeB and 

Ta. If the thickness dependence of conductivity (Fuchs-Sondheimer model) [168] is neglected, the 

conductance of the CoFeB can be extracted from the variation of Gs vs. the thickness of CoFeB, as plotted 

in Figure 0-9.  

According to the measurements on the Sub/MgO(2)/CoFeB(t)/Ta(5) structure, the resistivity of the 

CoFeB is extracted to be 256 μΩ·cm; according to the measurements on the 

Sub/Ta(3)/CoFeB(t)/MgO(2)/Ta(5) structure, the resistivity of CoFeB is extracted to be 168 μΩ·cm. 

These results are close to the results measured by L. Liu et al. (2012), [75], J. Torrejon et al. (2014), [78]. 

However, the conductivity of the Ta is difficult to be extracted from our experiments since the thickness 

Figure 0-8 (a) The multilayers structure of the sample studied;  (b)&(c) Multilayers structures with thinner Ta layers 

and varying thickness of CoFeB used for the measurement of the resistivity of CoFeB.  
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of oxidized Ta is unknown. In the following analysis, we adopt the results of Liu et al. (2012), [75], i.e., 

𝜌𝐶𝐹𝐵 = 170 𝜇Ω ∙ 𝑐𝑚 and 𝜌𝑇𝑎 = 190 𝜇Ω ∙ 𝑐𝑚.  
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Figure 0-9 Square conductance of the film vs. the thickness of CoFeB in (a) the MgO(2)/CoFeB(t)/Ta(5) structure and 

(b) in the /Ta(3)/CoFeB(t)/MgO(2)/Ta(2) structure. Note that the measurement of the square conductance on the sample 

with 0nm CoFeB (a) and the sample with 0 and 0.5nm CoFeB (b) was failed because of the high contact resistance.  
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Appendix 4: More information about the DW depinning field in Figure 

5-22 

1. More detailed explanations about the measurement  

In case (a), for DW motion on → direction, field pulses with magnitude of B=4.01mT and duration 

T=5μs were used to drive DW from left to right for one time. All pinning sites with Bdep> 4.01 mT were 

detected and measured. For DW motion in ← direction, the same method, all pinning sites with Bdep> 4.01 

mT were measured.  

In case (b), for both DW motion directions, field pulses with magnitude of B=4.63mT and duration 

T=5μs were used to drive DW motion. However, not all the pinning sites above 4.63 mT are measured 

because the pinning in this level are much thicker than case (a) and many pinning sites are masked by 

others. However, all the pinning sites with Bdep>6mT are identified and plotted.  

In case (c), for both DW directions, field pulses with magnitude of B=7.17 mT and duration T=5μs 

were used to drive DW motion. All the pinning sites with Bdep>7.17 mT were identified and all the pinning 

below this value were not identified.  

In case (d), for both DW directions, the measurement was more rigorous, field pulses with magnitude 

of B=6.88 mT and duration T=5μs were used to drive DW motion. All the pinning sites with Bdep>7.17 

mT were identified and all the pinning sites blow 6.88 mT were not identified. It is to note that in the 

lower case, i.e., for DW motion ←, I scanned two times with B=6.88 mT, but only four pinning sites are 

found.  

2. Analysis of the pinning sites in Figure 5-22 one by one  

First, in case (c), the largest pinning site is n°8. Pinning n°8 is not the largest one in case (a) without 

current, but become more obvious when current is applied in case (b); as the current further increased, in 

case (c), the pinning was also enhanced and became much larger than the others. However, in case (d), 

this pinning disappeared. It can be explained that this pinning site is in the top edge and it was enhanced 

only in case (b) and (c).  

In case (c), the second large pinning site is the pinning n°4, it is not measurable in case (a) and occurs 

in (b) as current is applied. It becomes obvious in case (c) as current increases. However, it disappears in 

case (d). It means that this pinning site is also in the top edge.  



APPENDICES

 
 

139 

 

Noting that pinning n°8 and pinning n°4 are very large for both the DW moving direction in (c) while 

they disappear for both DW direction in (d). This is consistent with the prediction that they are both in the 

top edge.  

For case (d), the largest pinning site is pinning n°7. However, it disappears in case (b) and although 

it appears in case (c), its pinning force is not so strong compared with others. The second large pinning 

are n°2 and n°6, they exist in (c) but not so large compared with other pinnings. The third large pinning is 

n°10 in case (d) but it disappears in case (c). Other examples about the incoherence between (c) and (d) 

are pinning n°11, n°12, n°13, n°14 and n°15. 

The pinning sites that seem correlated between (c) and (d) are pinning n°1, n°3, n°5 and n°6, i.e., 

these pinning are enhanced systematically. This nature conforms to the enhancement of intrinsic pinning 

by SH current or enhancement of the pinning caused by the convoluted effect of edge roughness and some 

huge defects inside the wire. Maybe the origin of these four pinning sites is very complex, being the hybrid 

result of different cases.  

In addition, as the largest pinning sites in case (a), including the pinning n°2, n°10, n°5, n°11 n°7 and 

n°8 are enhanced by current either in case (c) and (d) and this enhancement is not correlated. This means 

that most of the huge pinning we have measured are on either of the two edges, or very closed to the edge.  

In summary, from the above analysis, we can see that the enhancement of the pinning effect by current 

is not systematic. Most of them are enhanced either in case (c) or in (d). This conforms to the model of 

SHE enhanced DW pinning effects caused by the huge defects in the edge. The pinning we measured is 

the largest ones. When a current is applied, if the pinning in either of the two edges is enhanced, the largest 

pinning we observed will increase. In addition, for the several pinning sites that is enhanced both in case 

(c) and case (d), it conforms to the second model: SH current enhanced intrinsic pinning effect.  
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Résumé en français  

1. Motivation 

Dans les films minces magnétiques, l'aimantation s'organise en domaines, qui sont des zones où 

l'aimantation est uniforme. Le passage d'un domaine à l'autre se fait via une zone tampon très étroite 

appelée "paroi de domaines" (acronyme : "DW" pour "Domain Wall"), dans laquelle l'aimantation change 

progressivement de direction. Parmi les mécanismes qui permettent d'expliquer le retournement de 

l'aimantation du film considéré, celui le plus couramment rencontré est la nucléation d'un petit domaine 

en un point de facile retournement, suivi de la propagation de la paroi ainsi apparue. De ce fait, les parois 

de domaines peuvent être considérées comme des pseudo-objets et l'étude de leur comportement est un 

des gros enjeux actuels. Par exemple, via des expériences bien choisies, cela permet d'accéder à certains 

paramètres fondamentaux tels que l'aimantation à saturation MS [1], la rigidité d'échange A ou la constante 

d'amortissement α. 

La maitrise de la propagation des parois de domaines est un très gros enjeu actuel, car beaucoup de 

dispositifs de stockage d'informations et de traitement de données sont basés sur la manipulation de la 

structure en domaines. Par exemple, citons des dispositifs logiques à base de parois de domaines [6,7] ou 

des réseaux neuronaux artificiels basés sur des parois de domaines [8–10]. Les parois de domaines peuvent 

être aussi utilisées comme canal de transmission d'ondes de spin [11]. La proposition du concept de 

mémoire de type Racetrack par S. Parkin [12,13], qui stocke sur des nanofils magnétiques, a déclenché 

une explosion soutenue des recherches sur les mouvements des parois de domaines dans les nanofils. 

Au cours des deux dernières décennies, le mouvement de parois de domaines induit par courant 

polarisé en spin est apparu comme une nouvelle technique prometteuse, car elle peut permettre un 

mouvement de translation globale de toute la structure en domaines, contrairement au mouvement induit 

par champ magnétique, qui ne peut que faire grandir les domaines bien orientés. Mais, cette technique est 

loin d'être maitrisée, car, souvent, de nombreux phénomènes s'entremêlent lorsqu'on la met en oeuvre. Il 

y a d'abord le couple de transfert de spin (usuellement appelé STT pour Spin Tranfer Torque), qui apparait 

lorsqu'un courant polarisé en spin traverse la paroi, et qui peut se décomposer en deux contributions 

(adiabatique et non adiabatique). Il y a aussi l'interaction spin-orbite (SOT, Spin Orbit Torque), qui peut 

introduire un couple supplémentaire pour déplacer les parois via des mécanisme tels que l’Effet Hall de 

Spin (SHE, Spin Hall Effect) lorsque le film magnétique a été déposé sur un métal non magnétique. Du 

fait de la présence de nombreuses interfaces dans les multicouches magnétiques utilisées, il peut être aussi 
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nécessaire de prendre en compte l’interaction de Dzyaloshinskii-Moriya (DMI, Dzyaloshinskii-Moriya 

Interaction). Ces différents mécanismes ouvrent des perspectives très intéressantes, puisqu'ils permettent 

de déplacer les parois de domaines à des vitesses beaucoup plus élevées que le champ magnétique.  

Dans le cadre de ce travail, nous nous sommes concentrés sur un matériau émergent en vue des 

applications, qui est le CoFeB [14–18] : il a un faible coefficient d'amortissement et un faible champ de 

dépiégeage, ce qui promet une meilleure efficacité pour les dispositifs basés sur des parois du domaine. 

La structure de ces films fait qu'ils faut potentiellement prendre en compte tous les effets évoqués ici, ce 

qui rend le comportement de ces films complexes. Le rôle des différents mécanismes sur le mouvement 

des parois doit être clarifié. 

Cette thèse se concentre sur l'étude des propriétés statiques et dynamiques des parois de domaines 

dans des nanofils CoFeB. Certaines propriétés peuvent se comprendre de manière très simple à l'aide du 

concept d’énergie interfaciale. D'autres problèmes, tels que le piégeage des parois ou la détermination de 

l'efficacité du couple de transfert de spin, nécessite une analyse plus poussée. Pour déterminer certains 

paramètres fondamentaux tels que le taux de polarisation en spin des porteurs de charge, la propagation 

induite par un champ magnétique et un courant électrique simultanément appliqués apporte des 

renseignements nouveaux et très importants. 

2. Echantillons et méthodes  

Les échantillons étudiées sont des couches minces de Ta(5nm)/Co40Fe40B20(1nm)/MgO(2 

nm)/Ta(5nm) avec anisotropie perpendiculaire. Ils sont structurés aux nanofils longs de 50 μm, avec un 

plot de nucléation. Les largeurs des fils sont : 200 nm, 400 nm, 600 nm, 1 μm et 1.5 μm. Certains nanofils 

présentent des croix de Hall pour les mesures électriques. Toutes les structures sont équipées d'électrodes 

pour des tests électriques. Il est à noter que la constante DMI mesurée dans notre système est très faible, 

inférieure à 0,01 mJ/m2, et ces interactions peuvent être négligées.  

Les observations du comportement des parois ont été réalisées grâce à un microscope Kerr, capable 

de visualiser l'état magnétique des nanofils jusqu'à la largeur de 200 nm. L'utilisation de champs 

magnétiques impulsionnels est apparue comme un outil essentiel pour nos études. Avec une petite bobine 

de 120 tours et de 6 mm de rayon, alimentées par un générateur d'impulsion haute tension, nous avons pu 

créer une impulsion de champ magnétique d'amplitude 130 mT, ayant un temps de montée de 1.9 μs. Ce 

type d'impulsions très courtes permet de créer une paroi de domaine dans une nanostructure, sans pour 

autant retourner toute la structure du fait de la propagation qui s'ensuit, et, donc, de conserver une structure 

multidomaine avec présence de paroi dans la nanostructure. Avec une bobine de 20 tours, nous avons pu 
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réduire le temps de montée de l'impulsion de champ à 220 ns. Cela nous a permis de mesurer la vitesse de 

mouvement des parois dans nos nanofils de manière précise. Pour terminer, les impulsions de champ ont 

pu être synchronisées avec une impulsion de courant électrique à travers le nanofils, pour étudier le 

comportement des parois sous l’effet combinée de ces deux actions.  

3. Résultats 

a. L’énergie interfaciale des parois du domaine 

Nous avons d'abord pu mettre en évidence le rôle dominant et direct de la tension interfaciale de paroi 

dans certaines expériences. D'habitude, cette tension n'apparait que de manière très indirecte. 

Pour commencer, nous avons observé qu'une bulle magnétique semi-circulaire dans un petit carré 

devenait instable et disparaissait spontanément lorsque le champ externe est nul. Nous avons expliqué cela 

grâce à la pression de Laplace induite par l'énergie interfaciale lorsque la paroi de domaine présente une 

courbure. En vérifiant le champ magnétique nécessaire pour stabiliser le domaine semi-circulaire, nous 

avons pu estimer l'énergie interfaciale des parois dans notre structure, nous avons obtenu 5,4 mJ/m2.  

Ensuite, nous avons observé l'effet de l'interaction entre deux bulles semi-circulaires dans le petit 

carré constitué par le plot de nucléation lorsqu'un champ externe est appliqué. La bulle plus grosse 

commence par croitre de manière continue. Lorsque les deux bulles sont assez proches, la répulsion 

dipolaire induit la contraction de la bulle plus petite jusqu'à sa disparition. Cette expérience fait penser à 

Figure 1 Images optique de deux des échantillons étudiés, (a) avec et (b) 

sans la croix de Hall. La zone entourée par la ligne pointillée rouge est la 

structure magnétique. Les parties jaunes sont des électrodes. 
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celle classique (pour les spécialistes des mousses) des deux bulles de savon reliées, dans laquelle la grosse 

bulle "mange" la petite. Cela est encore une fois expliqué par la pression de Laplace, qui est plus grande 

pour la petite bulle.  

Pour finir, nous avons identifié l'origine de piégeage de la paroi auprès des croix du Hall ou à la 

connexion entre un fil étroit et un grand plot magnétique. C'est encore la pression de Laplace qui intervient. 

En effet, la force liée à l'énergie interfaciale doit être surmontée quand la paroi commence à se dilater dans 

le plot. Conformément aux prédictions théoriques, nous avons constaté que le champ de dépiégeage 

augmente de façon proportionnelle à 1/w, où w est la largeur du fil. L'étude du champ de dépiégeage en 

fonction de 1/w apparaît comme une très bonne méthode pour mesurer l'énergie de interfaciale de paroi 

du domaine. Grâce à cette deuxième méthode, nous avons refait une mesure de l'énergie de interfaciale de 

parois, qui a donné 4,1 mJ/m2, ce qui est en bon accord avec notre première valeur compte-tenu des 

incertitudes expérimentales.  

Nos expériences ont montré l'importance de l'énergie interfaciale de paroi: elles expliquent le 

piégeage de paroi dans des nanofils dus à des défauts ou des encoches, notamment aux croix de Hall, ce 

qui est critique pour des applications telles que la mémoire de type "racetrack". De plus, notre méthode 

de mesure de l'énergie interfaciale pourrait être très utile dans l'étude des couches minces présentant le 

DMI, car ces interactions modifient radicalement l'énergie interfaciale [23].  

Enfin, un nouveau prototype de capteur magnétique basé sur la tension interfaciale (ou l’élasticité) 

des parois du domaine magnétique a été proposé et émulé avec des simulations micromagnétiques. Ces 

nouveaux capteurs montrent une bonne performance sur la mesure du champ direct ou alternatif. Des 

Figure 2 Contraction spontanée de la bulle de domaine semi-circulaire dans un champ 

externe nul. 
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performances telles que la plage de mesure et la sensibilité peuvent être ajustées en manipulant la 

géométrie et la taille ou le dispositif. Le dispositif proposé peut améliorer le niveau d'intégration et les 

performances des capteurs magnétiques. 

b. Le mouvement des parois et l’effet de piégeage dans des nanofils  

Pour commencer, nous avons vérifié les vitesses de propagation des parois dans des nanofils induit 

par le champ magnétique, ainsi que les positions des plus gros défauts de piégeage et le champ critique de 

dépiégeage associé à chacun de ces défauts.  

Nous avons constaté une augmentation du champ de dépiégeage des plus gros défauts proportionnelle 

à 1/w, w étant la largeur des pistes (figure 3). Cela nous a conduit à penser que ces gros défauts sont de 

nature extrinsèque, c'est-à-dire liés à la rugosité des bords des fils induite par la nanostructuration. 

Ensuite, la vitesse de mouvement de paroi induit par impulsion du champ et de courant synchronisées 

a été mesurée. En régime précessionnel (champ magnétique élevé), il est prévu que la vitesse du 

mouvement de la paroi induit par l'effet combiné du champ et du STT est égale à la somme VB+VJ, où VB 

aurait été la vitesse obtenue en appliquant uniquement le champ magnétique et VJ=gµBPj/2eM est une 

vitesse de dérive des porteurs de charge, j étant la densité de courant, µB le magnéton de Bohr, M la densité 

d'aimantation, e la charge d'un porteur et P le taux de polarisation des porteurs de charge(figure 4 et 5).  

Figure 3. histogramme de distribution du champ de dépiégeage des défauts les plus forts, en 

utilisant les cinq défauts les  plus forts pour chaque fil inclus dans les statistiques. 
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Nos résultats expérimentaux s'avèrent en remarquable accord avec cette prédiction (figure 5). La 

pente de la figure 5 nous permet d'accéder au taux de polarisation P : nous avons trouvé P=26%. Cette 

valeur est très inférieure à la polarisation mesurée par la réflexion Point-Contact Andreev (65%) [151] ou 

par la spectroscopie tunnel supraconductrice (53%) [91–93]. La diffusion des électrons et les effets de 

couplage spin-orbite dans la couche de Ta sont des explications possibles pour expliquer la faible 

polarisation de spin dans cette structure. 

Figure 4. Vitesses de mouvement de la paroi du domaine induites par différents champs et 

densités de courant. Le courant circulant le long de la direction de mouvement de la paroi 

est défini comme positif. Les vitesses dans le plateau, encadrées par la ligne verte en 

pointillés, sont moyennées et représentées en fonction du courant de la figure 5. 
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Figure 5 Vélocités moyennes obtenues à partir des résultats de la figure 4 

(encadrés en vert). La barre d'erreur a été prise comme l'écart-type. La ligne 

rouge est un ajustement linéaire sur toutes ces vitesses. 
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De plus, nous avons constaté que le champ de dépiégeage liés aux gros défauts des nanofils 

augmentait de façon significative lorsqu'un courant était appliqué simultanément au champ magnétique, 

quelle que soit la direction de mouvement de la paroi par rapport à la direction de courant d’électrique. 

Une explication possible de cet effet est un courant de Spin Hall (SH) provenant de la couche de Ta au-

dessous, qui induirait un couple supplémentaire. L'effet de ce couple été testé de manière numérique, nos 

calculs ont débouchés sur un renforcement du piégeage dans certains cas. Cependant, seuls les effets de 

piégeage extrinsèques sur l'un des deux bords peuvent être renforcée.  

Pour finir, un dispositif de mémoire de type racetrack en forme d'anneau basé sur le mouvement de 

paroi induit par les effets combinés de  STT et SOT dans des nanofils a été conçu et émulé à l'aide de 

calculs micromagnétiques. Ce type de dispositif permet d'éviter la perte de données par rapport à la 

mémoire de racetrack traditionnelle en forme de ligne. 

4. Conclusions et perspectives 

Dans cette thèse, nous avons étudié les propriétés et la dynamique des parois de domaines 

magnétiques dans des films de CoFeB à anisotropie perpendiculaire. Des phénomènes dus à la tension 

interfaciale des parois ont été observées et la valeur de l’énergie interfaciale a été quantifiée directement. 

L’effet de piégeage des parois dans des nanofils a été étudié, il est apparu que les plus gros défauts seraient 

de nature extrinsèque, c'est-à-dire liés à la rugosité de bord induite par la nanostructuration. Le mouvement 

des parois dans des nanofils induit par le champ et par l’effet combiné du champ et de courant a été étudié. 

Cela nous a permis d'évaluer le taux polarisation des porteurs de charge dans le CoFeB. Le faible taux 

trouvé permet d'expliquer les difficulté rencontrées par les différentes équipes pour mettre en mouvement 

les parois uniquement avec du courant.   

D'autres études sont nécessaires pour poursuivre ce projet : 

Les deux méthodes développées pour mesurer la tension interfaciale des parois du domaine peuvent 

être utilisées pour quantifier la constante de DMI et la rigidité d'échange A, paramètres difficiles à mesurer 

actuellement. 

Les effets du courant de SH provenant de la couche de Ta peuvent expliquer le renforcement des 

effets de piégeage de paroi dans le fil étroit lorsqu'un courant est appliqué. Mais, cette explication n'a été 

testée qu'avec des simulations micromagnétiques. D'autres expériences sont nécessaires pour étudier cet 

effet et déterminer si l'origine de notre effet peut être expliqué ainsi. Par exemple, on peut graver des 

encoches régulières dans le bord des fils pour observer l'influence du courant sur les effets de piégeage de 

paroi. Le fil peut aussi être agrandi à plus de 10 micromètres de sorte que le comportement des parois 
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pourra être observé clairement, par exemple, l'angle d'inclinaison de la paroi devrait varier en fonction de 

la densité de courant appliquée, comme prédit par la théorie. L'angle de SH pourrait être extrait de ces 

expériences. 

En ce qui concerne le mouvement de paroi induit champ magnétique et le courant simultané, s'il est 

vrai qu'il peut être expliqué par les effets combinés du champ et du STT, dans la structure métal 

lourd/couche magnétique/MgO, il faudrait prendre en compte le courant SH provenant de la couche de 

métal lourd. Il pourrait être intéressant de mettre en œuvre un champ dans le plan en plus du système 

actuel et d'étudier l'effet combiné du champ magnétique, du STT et du SOT sur le mouvement de paroi. 

Certains paramètres importants tels que l'angle SH, la constante non-adiabatique pourraient être 

correctement extraites grâce à de telles expériences. 
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parois. Bénéficiant de ces études, une méthode 
permettant de quantifier directement le coefficient 
des Interactions de Dzyaloshinskii- Moriya (DMI 
pour Dzyaloshinskii- Moriya Interaction) à l'aide 
du microscope Kerr a été proposée. En outre, un 
nouveau type de capteur magnétique basé sur 
l'expansion réversible de paroi en raison de la 
tension interfaciale a été proposé et vérifié en 
utilisant des simulations micromagnétiques.  
Deuxièmement, les propriétés dynamiques des 
parois dans le film et les fils Ta / CoFeB / MgO 
ont été étudiées. La vitesse du propagation des 
parois induite par le champ magnétique ou par 
l'effet combiné des impulsions de champ 
magnétique synchronisées et des impulsions de 
courant électrique a été mesurée. En régime  

précessionne, la vitesse du mouvement DW 
induite par l'effet combiné du champ et du courant 
est égale à la superposition des vitesses entraînées 
par le champ ou le courant indépendamment. Ce 
résultat nous a permis d'extraire la polarisation de 
spin de CoFeB dans cette structure. Les effets de 
piégeage du mouvement des parois dans les fils 
étroits ont été étudiés. Des champs de dépiégeage 
associés aux gros défauts pour le mouvement des 
parois induit par champ dans les nanofils a été 
mesurée. Il a été constaté que les effets de 
piégeage deviennent plus sévères lorsque la 
largeur w des fils diminue. Une relation linéaire 
entre le champ de piégeage et 1/w a été trouvée. 
L'origine de ces sites d'ancrage durs ainsi que 
leurs influences sur la vitesse de mouvement des 
parois ont été discutées. En outre, il a été constaté 
que l'effet d'épinglage était amélioré lorsque le 
courant était appliqué, quelle que soit la direction 
relative entre le mouvement des parois et le 
courant. Cet accroissement pourrait être expliqué 
par l'effet du courant de Hall de spin de la sous-
couche (Ta). Bien qu'il n'y ait pas eu de DMI ou 
de champ planaire, le courant de Hall de spin, 
polarisé dans la direction transversale, peut 
exercer un couple sur la parois de type de Bloch, 
une fois que la paroi s'éloigne de la direction 
transversale. 
Enfin, un dispositif mémoire de circuit en forme 
d'anneau basée sur le travail combiné de STT et 
SOT a été proposée. Comparée à la mémoire de 
piste traditionnelle en forme de ligne, cette 
mémoire en forme d'anneau permet au paroi de 
demaine de se déplacer dans un nanofil en forme 
d'anneau sans être éjecté, évitant ainsi la perte des 
informations associées. Le travail de conception et 
d'optimisation a été réalisé avec des simulations 
micromagnétiques. 
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Abstract : This thesis is dedicated to the 
research of the static and dynamic properties of 
magnetic Domain Walls (DWs) in CoFeB 
nanowires. A measurement system based on a 
high-resolution Kerr microscope was 
implemented and used for these research.  
First, phenomena related to the DW surface 
tension was studied. A spontaneous collapse of 
domain bubbles was directly observed using the 
Kerr microscope. This phenomenon was 
explained using the concept of the Laplace 
pressure due to the DW surface energy. The 
surface energy of DW was quantified by 
measuring the external field required to stabilize 
these bubbles. The DW pinning and depinning 
mechanism in some artificial geometries, such 
as the Hall cross or the entrance connecting a 
nucleation pad and a wire, was explained using 
the concept of DW surface tension and was used 
to extract the DW surface energy. Benefited 
from these studies, a method to directly quantify 
the coefficient of Dzyaloshinskii- Moriya 
Interactions (DMI) using Kerr microscope has 
been proposed. In addition, a new type of 
magnetic sensor based on the revisable 
expansion of DW due to DW surface tension 
was proposed and verified using micromagnetic 
simulations.  
Second, the dynamic properties of DWs in 
Ta/CoFeB/MgO film and wires were studied. 
The velocity of DW motion induced by 
magnetic fields or by the combined effect of 
synchronized magnetic field pulses and 
electrical current pulses was measured. In steady  

flow regime, the velocity of DW motion induced 
by the combined effect of the field and the 
current equals to the superposition of the 
velocities driven by field or current 
independently. This result allowed us to extract 
the spin-polarization of CoFeB in this structure. 
Pinning effects of DW motion in narrow wires 
was studied. Depinning fields of hard pinning 
sites for the field-driven DW motion in 
nanowires was measured. It was found that the 
pinning effects become severer as the width w 
of the wires scaled down. A linear relationship 
between the depinning field and w was found. 
The origin of these hard pinning sites, as well as 
their influences on the DW motion velocity, was 
discussed. Furthermore, it was found that the 
pinning effect was enhanced when a current was 
applied, no matter the relative direction between 
the DW motion and the current. We propose a 
possible explanation, which would be an effect 
of the spin Hall current from the sublayer (Ta). 
Although there was no DMI or in-plane field, 
the spin Hall current, which was polarized in the 
transverse direction, can still exert a torque on 
the Bloch DW, once the DW tilts away from the 
transverse direction.  
At last, a ring-shaped racetrack memory based 
on the combined work of STT and has been 
proposed. Compared with the traditional line-
shaped racetrack memory, this ring-shaped 
memory allows the DW moving in a ring-shaped 
nanowire and the data dropout problem can be 
avoided. The design and optimization work was 
performed with micromagnetic simulations. 
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