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Abstract

Nicotine addiction is a major societal dilemma: despite the well-known adverse con-
sequences to health, more than one billion persist in the habit. Much addiction research
focuses on the motivation to obtain and take drugs and the difficulties of abstinence due to
withdrawal effects and learned behaviour. My research focuses on the interactions between
the dopaminergic and nicotinic systems in value-based decision-making behaviour, as well
as the effects of passively administered nicotine within this framework. Understanding
the alterations in the dopamine (DA) system and choice behaviour occurring with drug
consumption provides another angle on the addictive state, the general predispositions
and vulnerabilities for comorbid disorders. This knowledge could unveil new perspectives
towards addiction treatment.

Theories of decision-making suggest that individuals analyse potential benefits and
costs to guide their actions based on experience. A multitude of studies have drawn links
between DA cell activity and such choice behaviour. Dopamine signals attribute to the
evaluation of available options to select future actions. The addictive nature of nicotine
is well established, but can a much more alarming link be made between its effect on the
DA system and fundamental perception of our environment? Could basic computations
underlying choices be significantly modified by drug exposure and/or by the manipulation
of nicotinic receptors?

We designed a behavioural paradigm that allows us to assess value-based decision-
making in different mouse models and with different manipulations of the cholinergic-
dopaminergic circuits. We investigated the role of nicotinic transmission in the explora-
tion/exploitation tradeoff using a β2 subunit-containing nicotinic acetylcholine receptor
knockout mouse model. Using a spatial version of a three-armed bandit task and intra-
cranial self-stimulation as reward, we demonstrate that β2KO mice explore less than the
WT. This finding suggests the role of specific nAChRs in the translation of expected
uncertainty into motivational value and exploratory decision-making.

Secondly, we analysed the effect of chronic nicotine exposure in this decision process.
It has been proposed that phasic dopamine release could provide a teaching signal ne-
cessary for learning, while tonic dopamine levels could influence the implementation of
previously learned behaviours. Here we show that long-term nicotine exposure can alter
the spontaneous activity of VTA DA cells and therefore change phasic and tonic DA sig-
naling. These modifications translate into an enhanced value-sensitivity; the ability to
discriminate between different values. We replicated this effect through optical stimula-
tion of VTA DA neurons on a high tonic frequency. This illustrates that organisms under
chronic nicotine focus on higher rewards. This data sheds a new light on the mechanisms
underlying drug-induced changes in decision-making.





Résumé

La dépendance à la nicotine est un problème sociétal majeur. De nombreuses personnes
continuent à fumer, malgré des conséquences négatives pour la santé bien connues. La
recherche sur la toxicomanie se concentre généralement sur la motivation à obtenir cette
drogue, le sevrage, rendu difficile par les symptômes de manque et la persistance des com-
portements appris. Au cours de cette thèse, je me suis concentrée sur les interactions entre
les systèmes dopaminergique et nicotinique dans les comportements de prise de décision.
Je me suis particulièrement intéressée aux effets de la nicotine administrée passivement
de manière chronique. Mettre en évidence les modifications dans la signalisation dopam-
inergique, et les altérations des comportements de choix qu’implique la consommation
de drogue, permet un autre éclairage sur l’état de dépendance, mais ouvre aussi de nou-
velles perspectives sur le traitement des addictions et sur les notions de vulnérabilité et
de comorbidité avec d’autres pathologies.

Les théories de la prise de décision suggèrent que les individus analysent les bénéfices
et les coûts potentiels pour guider leurs actions. Ainsi, faire des choix appropriés néces-
site d’apprendre la valeur des options disponibles à partir de l’expérience. Ce processus
reposerait principalement sur l’activité des neurones dopaminergiques. Une question cru-
ciale est de savoir si les processus computationnels sous-jacents aux choix peuvent être
modifiés de manière durable par l’exposition à la nicotine et/ou par la manipulation des
récepteurs nicotiniques. Nous avons développé un paradigme comportemental, de type
bandit manchot avec des stimulations intra-crâniales comme récompenses, qui permet
d’évaluer la prise de décision basée sur la valeur et l’exploration. Nous avons étudié le
rôle de la transmission nicotinique dans l’équilibre comportemental entre exploration et
exploitation à l’aide de souris knock-out pour la sous-unité β2 du récepteur nicotinique.
Nous démontrons que les souris β2KO explorent moins que les souris de type sauvage
suggérant un rôle des nAChR dans la traduction de l’incertitude attendue en motivation
à explorer.

Dans une deuxième étape, nous analysons l’effet d’une exposition chronique à la nicot-
ine sur ces processus de prise de décision. Il a été proposé que la libération phasique de
dopamine serait cruciale pour lápprentissage, alors que l’activité tonique serait plus im-
pliquée dans l’expression d’un comportement précédemment acquis. Nous montrons ici
que la nicotine, sur le long terme, peut altérer l’activité spontanée des cellules dopaminer-
giques et ainsi modifier la libération phasique et tonique de dopamine. Cette modification
se traduit par une augmentation de la "sensibilité à la valeur", et donc une altération des
choix. Un individu sous nicotine chronique se concentre davantage sur les récompenses
plus importantes. Nous avons mimé cet effet par une activation optogénétique tonique
des neurones dopaminergiques.

Ces travaux mettent en lumière les mécanismes qui sous-tendent les changements dans
la prise de décision lors d’une exposition aux drogues.
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1 From tobacco use to altered decision-

making

1.1 The prevalence and risks of tobacco use

The World Health Organization (WHO) reports the tobacco epidemic as one of the

biggest public health threats the world has ever faced, killing around 7 million people a

year. The WHO estimates that one-third of the global adult population smokes. Ap-

proximately half of the smoking population perishes as a direct consequence of tobacco

use, another 890.000 lost lives are of non-smokers being exposed to second-hand smoke.

Tobacco smoke contains more than 4000 chemicals. At least 250 of those chemicals are

known to be harmful and around 70 constituents are known to cause cancer. The causes of

death in order of incidence are cardiovascular diseases (43%), all forms of tobacco-caused

cancer (36%), respiratory diseases (20%), and other smoking-caused deaths (1%), includ-

ing those due to passive smoking [WHO, tobacco fact sheet, 2017]. The driving addictive,

psychoactive component in tobacco is nicotine, although other tobacco and tobacco smoke

constituents may contribute to dependency as well [1–3]. Nicotine's addictive power is

reflected by the initiation and cessation numbers of smokers: a third of individuals who

have ever tried smoking become a daily smoker and of those smokers who try to quit, less

than 5 percent are successful, as abstinence is usually short-lived. In contrast to many

other drugs of abuse, the pattern of cigarette smoking is rarely occasional. Whereas

only 10-15% of alcohol consumers are considered problem drinkers, approximately 90% of

smokers smoke at least 5 cigarettes a day [4].

1.2 Nicotine dependence and tobacco use disorder

The mean onset age of cigarette smoking is 13-14 years. Initiation to smoking is often

mediated by a variety of social and environmental factors, such as close relatives and peers

who smoke, a stressful environment, and being able to afford cigarettes. After a period of

frequent use the reinforcing effects of nicotine strengthen. Eventually, the starting smoker

5



CHAPTER 1. FROM TOBACCO USE TO ALTERED DECISION-MAKING

will slowly lose control over its use and develop tolerance and physiological dependence,

due to physiological changes in the dopaminergic "reward" system (see Chapter 2 ) and

the nicotinic receptors present in this system (see Chapter 3 ). The nicotine dependence

syndrome is on average experienced within 23 months of tobacco use onset. Dependence

can be illustrated by the experience of withdrawal symptoms after a non-smoking period.

The nicotine withdrawal symptoms include craving for nicotine, irritability, frustration,

anger, anxiety, difficulty concentrating, decreased heart rate and increased appetite or

weight gain. Tolerance simply expresses itself in increased drug intake in order to obtain

similar previous drug-induced effects. Tolerance to nicotine has been linked to a decreased

responsiveness to the drug at the site of action: an increased number of nicotinic receptors

and to some degree an increased metabolism of the drug [5].

1.2.1 Diagnosis of tobacco use disorder

A tobacco use disorder can be diagnosed according to the fifth edition of the Dia-

gnostic and Statistical Manual of Mental Disorder (DSM-V) criteria (Table 1., American

Psychiatric Association, 2013). The previous DSM IV criteria for substance abuse and

substance dependence have been combined into substance use disorders, specific to each

substance. Each substance use disorder is divided into mild (2-3 symptoms), moderate

(4-5 symptoms) and severe (6 or more symptoms) subtypes. Another dimensional scale

to assess the severity of tobacco dependence is the Fagerström Test for Nicotine Depend-

ence [6]. This questionnaire consists of 10 differently weighted questions measuring a

smoker's daily intake and dependency (see Discussion).

1.3 The reinforcing cycle of tobacco use conditioning

Generally, physiological dependence and tolerance are not found to be sufficient to

maintain nicotine dependence. Neither do these processes explain how nicotine depend-

ence is established. Theories of nicotine dependence have placed increasing emphasis on

the role of stimuli or "cues" associated with the pharmacological effect of nicotine and

tobacco use [8, 9]. Firstly, smoking as a route of administration creates a very effective

basis for forming associations between drug intake and its effect. After inhaling smoke

from a cigarette, nicotine is distilled from tobacco and carried in smoke particles into

6



1.3. THE REINFORCING CYCLE OF TOBACCO USE CONDITIONING

Figure 1.1 – TABLE 1. DSM-5 criteria for tobacco use disorder, American Psychiatric

Association (2013) [7]

the lungs, where it is absorbed rapidly into the pulmonary venous circulation. Here,

the specific behaviour, the act of smoking, is paired with the almost instant effects of

nicotine being delivered to the brain. The faster the rate of absorption of a drug and

entry into the brain, the greater the rush, and the more reinforcing and hence a greater

sense of reinforcement of the drug is established. Secondly, smoking allows frequent self-

administration which is necessary for its reinforcing effects to condition habitual use and

sustain nicotine dependence.

1.3.1 Conditioned stimuli

In parallel with repeated self-administration, the physiological effects of nicotine be-

come associated with various non-nicotine stimuli, environmental factors, and even specific

moods. People habitually smoke cigarettes in specific situations such as after a meal, with

a cup of coffee or an alcoholic drink, or with friends who smoke. Likewise, aspects of the

drug-taking ritual, such as rolling a cigarette become associated with the pleasurable ef-

fects of smoking. Furthermore, respiratory tract sensory cues associated with tobacco

smoking represent a type of conditioned reinforcer that has been shown to play an im-

portant role in the regulation of smoke intake and the craving to smoke, in addition to
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the rewarding effects of smoking. Over time these stimuli acquire conditional value or

serve as cues for future nicotine delivery. Once dependence is reached, negative affects;

stress, irritability and other emotional states that are experienced during withdrawal trig-

ger smoking as well. Thus, smoking can be reinforced by both positive and negative states

and associations. [10–12]. As a result, the conditional stimuli for tobacco drive smoking

and may furthermore result in lapse/relapse after sustained abstinence. This is supported

by the finding that such proximal stimuli - normally associated with smoking - can induce

craving in smokers [13].

1.3.2 Self-administration experiments

A large body of animal studies affirm the role of contextual stimuli associations during

nicotine administration. When intraveneously (I.V.) administered nicotine alone acts as

the primary reinforcer in a classic instrumental self-administration paradigm the condi-

tioned effects are modest. Rats lever press significantly less to self-administer nicotine

than when the administration of nicotine was coupled with the presentation of a con-

textual visual stimulus. Interestingly, when the visual stimulus alone was the primary

reinforcer the rats would press levers at a similar rate as for nicotine [11,14–18]. However,

different results have been found in mouse studies. Self-administration is more difficult to

establish in mice and very dependent on pre-training for a food-reward. In addition, inde-

pendent pressing for a cue-light has not been reported [19]. In general, self-administration

of nicotine is highly dependent on the availability of dopamine [20] and nicotinic recept-

ors [21,22] and the presence of nicotinic receptors containing subunits with a high-affinity

for nicotine [23–27].

1.3.3 Non-contingent nicotine administration

The previous paragraph suggests that contextual stimuli are essential in the initiation

and maintenance of nicotine dependence. Interestingly, when the I.V. administration of

nicotine was non-contingent and the timing of the infusion was decided by the experi-

menter (yoked) the nicotine-treated rats still showed an increased response for reinforcing

non-pharmacological stimuli compared to control animals. This suggests that nicotine

would make one more susceptible to conditioning by enhancing the motivational valence

of non-nicotine stimuli. Nicotine could therefore act as a primary reinforcer and as re-
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inforcement enhancer [14, 16]. This suggests large behavioural implications for smokers,

especially within the scope of neuroeconomics: when making a choice, different alternat-

ives are being valued based on learned expectations through feedback processes. If these

values or the motivational valence associated with stimuli are skewed due to drugs or

drug-induced modifications in the brain decision-making behaviour will be altered and

perhaps not optimal (see 1.4.1. and Chapter 4 ).

1.3.4 Cycle of nicotinic receptor availability

On a physiological level tobacco use conditioning is being reinforced by the cycle of

nicotinic receptor availability. As mentioned before, nicotine absorption is rapid for ci-

garettes. Nicotine levels fall quickly because about half of the nicotine is redistributed

throughout the body within 15-20 min of the last puff from a cigarette. Further decline

is more gradual, with a terminal half-life averaging 2 hr, but highly variable across in-

dividuals, because of differences in metabolism. The high concentrations of nicotine in

the brain after smoking a cigarette are comparable to those seen after intravenous ad-

ministration. When nicotine diffuses into the brain tissue, it binds selectively to nicotinic

cholinergic receptors (nAChRs), which are ligand-gated ion channels (see Chapter 3 ).

These receptors are widely spread through the mammalian brain, but the ones present

on the dopaminergic system play an important role in addiction and reward processing.

Acute nicotine intake results in nicotinic receptor activation and transients of dopamine

that are considered pleasurable. When the nicotine levels in the brain build up over a

period of time the constant lower levels of nicotine subsequently desensitise, and in later

stage inactivate the receptors. This inactivation and a decrease in nicotine leads to an

up-regulation of nAChRs, paired with a hyper-excitability for nicotine and a craving to

smoke (Figure 1.1, [28]). The pleasurable effect that is evoked after a cigarette, due to

an increase in dopamine, reinforces the smoking behaviour and contextual stimuli. The

underlying physiological processes will be discussed in more depth later on.

1.4 Reward, reinforcement learning and dopamine

The primary effects of nicotine and the process of reinforcement learning (condition-

ing) rely on overlapping brain networks with, at its core the dopaminergic system [29]. All
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Figure 1.2 – A hypothetical cycle for perpetuating nicotine use proposed by Dani &

Heinemann, 1996 [28]

addictive drugs increase the activity of dopamine (DA) neurons in the ventral tegmental

area (VTA), which results in increased levels of extracellular dopamine concentrations

in the nucleus accumbens (NAc), a projection site of the VTA (see Chapter 2, [30, 31]).

Phillips and colleagues (2003) demonstrated rapid changes in extracellular dopamine con-

centrations in the NAc in different stages during a cocaine self-administration trail. After

repeated training a DA increase was observed that coincided with the initiation of drug-

seeking behaviour in approach to the lever. The concurrent presentation of the cocaine-

related cues at the moment of the lever press evoked an even further increase, followed

by a drug-induced DA increase. Interestingly, when these cues were presented without a

cocaine infusion they also elicited similar rapid dopamine signalling, but only when they

were previously associated with the cocaine delivery [32]. Dopaminergic activity is crucial

in addiction research, since it is the main player in the first pleasurable effects of a drug

up to the development of habitual use. However, it also plays an important role in more

general learning and motivational processes, which implies that daily behaviours can be

hijacked by drug use. A uniformly accepted theory that fully explains the function of the

dopamine signal in behaviour is not yet reached, but controversies have mostly risen from
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studies using different experimental techniques [33]. Two aspects of the DA function are

discussed below.

1.4.1 The reward prediction error

A rich body of evidence obtained from classical conditioning experiments demonstrate

that VTA DA activity increases at the presentation of a conditioned stimulus or inhibits in

response to an unexpected omitted reward (see Figure 1.2 ). These dopamine fluctuations

take place on a small time-scale (seconds). This has been demonstrated in monkeys [?],

mice [34], rats [35], as well as in humans [36] and led to the formulation of the reward pre-

diction error (RPE) theory [37]. The RPE is the difference between the expected reward,

and the actual perceived reward and approaches zero in a stable learned environment.

Computational temporal difference learning theories consider the RPE to be an import-

ant teaching signal, contributing to learning [38]. Such a signal would enable constant

evaluation of previously presented choice options. However, a drug-induced dopamine

increase at the time of evaluation (i.e. expected drug delivery) misrepresents the learning

signal which could lead to an over-selection of drug-taking related actions (see Chapter

4, [39, 40].

Figure 1.3 – A schematic representation of the reward prediction error (RPE) adap-

ted from Schultz and colleagues, 1997 [41]

1.4.2 Time-scaled roles of dopamine

Pharmacological and lesion studies, that basically diminish all (local) dopamine sig-

nalling, mostly revealed that the dopamine signal is involved in motivation and action.
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Berridge and Robinson have advocated that VTA DA neurons encode an incentive sa-

liency signal. This signal assigns an attractiveness to environmental stimuli, invoking

approach and interaction [42]. This concept is supported by a study that shows that an-

imals approaching predictive cues show higher cue-induced NAc DA transients [43]. Other

theories argue that the main role of the mesolimbic dopamine signal is assigned to behavi-

oural activation [44] or flexible approach [45]. More recent studies, involving optogenetic,

bidirectional manipulations, have revealed that indeed minute-by-minute dopamine levels

reflected motivational vigor, while second-by-second dopamine release encoded value [46].

These findings are supported by NAc DA release ramping up towards proximity of an op-

erant response for food [47], as well as spatial proximity to a food reward when navigating

through a maze [48]. A better understanding of the specific dopamine-driven behaviours

and their timescales will provide a more solid basis for addiction research.

1.5 Scope of the presented research

In this manuscript I will focus on the interaction between the dopaminergic and

nicotinic systems in value-based decision-making behaviour. I am specifically interested

in the effects of passively administered nicotine on value-based desicion-making. Addic-

tion research will focus generally on the motivation to obtain and take a drug and the

difficulties of abstinence due to withdrawal effects and learned behaviour. However, differ-

entiating the alterations in the dopamine system and choice behaviour from an addictive

state sheds another light on addiction treatment, vulnerabilities for comorbid disorders

and general predispositions. Non-contingent I.V. administration studies already demon-

strated the synergistic effect of nicotine on sensory reinforcement, which suggests that

repeated nicotine administration can change the incentive value of a stimulus [49]. How-

ever, these studies contribute to the understanding of the maintenance of addiction, but

do not give insight on how nicotine use can change a brain state and what consequences

this could have on non-addictive related behaviours, such as decision-making. Different

neuroeconomical paradigms have already demonstrated a direct link between an altered

mesocorticolimbic dopaminergic system and modified choice behaviour due to chronic

nicotine [50–52], findings that support the work presented in this manuscript.

In the following chapters I will first more thoroughly describe the dopaminergic and

12



1.5. SCOPE OF THE PRESENTED RESEARCH

cholinergic systems in relation to value-based decision-making. In the results section I will

present a behavioural paradigm that our team has developed and which allows us to assess

value-based decision-making in different mouse models and with different manipulations of

the cholinergic-dopaminergic pathways. We demonstrate that indeed the nicotine-induced

modifications of decision-making are modulated by the dopaminergic system. I will reflect

on these findings in the discussion after presenting findings from ongoing projects.
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2 The dopaminergic system

In 1957, Arvid Carlsson demonstrated that dopamine (DA) was a neurotransmitter

in the brain and not just a precursor of norepinephrine. The highest concentration of

dopamine was found in the basal ganglia. Antipsychotic drug studies linked a depletion

in dopamine to a loss of control in movement, a phenotype that is clinically similar to

symptoms seen in Parkinson’s disease (PD). Furthermore, when PD patients were treated

with L-dopa, a precursor of dopamine, the typical PD symptoms were relieved. However,

in healthy subjects L-dopa treatment mimicked symptoms of paranoid schizophrenia.

This finding led to the dopamine theory of schizophrenia and the role of dopamine in

antipsychotic medications [53]. Around the same time, James Olds and Peter Milner

started to experiment with Intracranial self-stimulation (ICSS) in the deeper brain struc-

tures and discovered what has been called "the brain’s pleasure centers" [54,55]. Operant

auto-stimulation of the basal forebrain was displayed to serve as an "operant reinfor-

cer" [56]. Lesion, pharmacological, and anatomical studies eventually uncovered that the

rewarding effects of medial forebrain bundle brain stimulation depend on the activation

of the mesocorticolimbic dopamine (mesDA) system and that the potency of ICSS can

indeed be altered by dopamine agonists and antagonists [57,58]. Dopamine agonists, like

amphetamine, reduce the frequency of stimulation needed to provoke lever responding for

ICSS [59]. This suggests a similar synergistic effect as observed in the non-contingency

studies where a drug increases the motivational and incentive valence of stimuli, but

moreover this indicates an overlap between drug effects and reward processing. In this

chapter, I will first introduce the different components of the mesDA system with a focus

on the ventral tegmental area. Secondly, I will review different behavioural implications,

mostly related to reward processing and decision-making, of the mesDA system that have

been discovered in the last decennia with a range of experimental techniques and recently

confirmed with optogenetic manipulations.
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CHAPTER 2. THE DOPAMINERGIC SYSTEM

2.1 Dopaminergic projections

In the mammalian brain, the mesocorticolimbic system is comprised out of two dopam-

inergic nuclei: the ventral tegmental area (VTA) and the substantia nigra compacta (SNc).

The SNc is a relatively homogenous population of neurons, the majority of which are

dopaminergic (90%) and project to the dorsal striatum [60]. In contrast, the VTA con-

tains a mixture of dopaminergic (65-70%), GABAergic (30%) and glutamatergic neurons

(2-3%), including co-transmitting neurons synthesising a combination of any two neuro-

transmitters (see Figure 2.2b) that project to the ventral part of the striatum, including

the nucleus accumbens (NAc) and portions of the olfactory tubercle [61, 62].

mPFC

Hipp

LHb
Striatum

LH
Amy

NAc LDTg

RMTgVTA

PPTg

Glutamatergic
Dopaminergic
GABAergic
Cholinergic

Figure 2.1 – A simplified schematic of the major connections to and from the VTA

in a mouse brain. This image is adapted from Pistillo et al., 2015; Dautan et al., 2016 and

Morales & Margolis, 2017 [63–65]. mPFC: medial Prefrontal Cortex; NAc: Nucleus Accumbens;

Hipp: Hippocampus; Amy: Amygdala; LHb: Lateral habenula; LH: Lateral hypothalamus;

PPTg: pedunculopontine nucleus; LDTg: Laterodorsal tegemental nucleus; RMTg: rostromedial

tegmentum and VTA: ventral tegmental area. The synaptic circuits for the VTA are shown in

greater detail in Fig. 2.2.b

The VTA additionally projects to the medial prefrontal cortex (mPFC), hippocam-

pus (Hipp) and amygdala (Amy). Most projection sites also have afferents towards the

VTA creating feedback loops, governing VTA’s activity (see Figure 2.1 & 2.2b, [62, 66].

Furthermore, the VTA receives inputs from the lateral habenula (LHb), lateral hypothal-
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2.1. DOPAMINERGIC PROJECTIONS

amus (LH), pedunculopontine tegmental nucleus (PPTg), laterodorsal tegmental nucleus

(LDTg) and rostromedial tegmental area (RMTg), also depicted as the VTA’s tail. The

previously listed afferents all affect the VTA DA neuronal activity either directly by syn-

apsing on dopaminergic neurons or indirectly by synapsing on GABAergic interneurons.

The complexity of the interplay between the different subpopulation of dopamine neurons

and their efferents will be discussed in 2.4.

LHb

From AC

PPTg

LDTg

RMTg

mPFC

NAc Shell

Glutamatergic
Dopaminergic
GABAergic
Cholinergic

PN

CLi
PBP

TH(+) and VMAT2 mRNA (+) TH(+) and VMAT2 mRNA (-)

Medial Lateral

IF

A B

Figure 2.2 – A. A simplified representation of the VTA topology and DA neuron

identification based on TH and VMAT2 mRNA markers in a mouse brain. This image

is adapted from Morales & Margolis, 2017 [65]. TH: Tyrosine Hydroxylase; VMAT2: Vesicular

monoamine transporter 2; PBP: parabrachial pigmented nucleus; PN: paranigral nucleus; Cli:

caudal linear nucleus; IF: interfascicular nucleus and rostral linear nucleus of the raphe (RLi; not

shown). B. A simplified representation of the synaptic connections in the VTA in a

mouse brain. This image is adapted from Pistillo et al., 2015 and Morales & Margolis, 2017

[63, 65]. AC: Anterior cingulate; mPFC: medial Prefrontal Cortex; NAc: Nucleus Accumbens;

LHb: Lateral habenula; LH: Lateral hypothalamus; PPTg: pedunculopontine nucleus; LDTg:

Laterodorsal tegemental nucleus & RMTg: rostromedial tegmentum
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2.2 Dopamine synthesis and receptors

Dopamine neurons synthesise and release dopamine and are classically defined as neur-

ons that express tyrosine hydroxylase (TH). However, recent findings have shown that

TH mRNA is not a guarantee for DA synthesis, nor DA transmission, since vesicular

monoamine transporter 2 (VMAT2), was not detected in all TH-expressing VTA neurons

in rodents (see Figure 2.2a [65]. Dopamine is considered to be a neuromodulator and be-

longs to the family of catecholamines. It is primarily synthesised by the enzyme aromatic

L-amino acid decarboxylase from its precursor L-DOPA (L-3,4-dihydroxyphenylalanine),

which is (in)directly synthesised from respectively the amino-acids L-phenylalanine and

L-tyrosine. Dopamine is in turn converted into noradrenaline and adrenaline. Dopamine

binds onto dopamine receptors.

2.2.1 Dopamine receptors

Dopamine receptors are G-protein-coupled receptors (GPCRs), with 7 trans-membrane

regions. GPCRs are metabotropic receptors that functionally modulate other receptor sys-

tems and/or ion channels [67,68]. Activation of these receptors modulates, via intracellular

cascades, a set of biophysical properties of the synapses and the postsynaptic neurons that

changes their input-output relationship. There are at least five DA receptor subtypes in

the CNS that are grouped into two major classes: The Gs-coupled D1 family (D1, D5 re-

ceptors) and the Gi/o D2 family (D2, D3, D4 receptors). D1-class and D2-class receptors

have opposing effects on adenylyl cyclase activity and cAMP concentration, which results

in respectively activation or inhibition of the neuron [69–71]. D1- and D2-like receptors

are found on pyramidal and non-pyramidal neurons in the prefrontal cortex, with an up

to 10-fold greater amount of D1-like receptors [72]. In the nucleus accumbens, D1- and

D2-like receptors are located on medial spiny neurons (MSNs) and tonically active neur-

ons (TANs). In the dorsal striatum the MSNs are clearly divided in two subpopulations

anf their pathways. The direct, striato-nigral, pathway originates from the D1R cells and

sends excitatory output to the SN pars reticula (SNr) and the internal portion of the glo-

bus pallidus (GPi). The cells populated with D2Rs send inhibitory output to the external

portion of the GP (GPe) and is called the indirect pathway. The output organisation

of the ventral striatum (NAc) is less ordered [73]. The NAc core has similar connection
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to the SNr through the dorsolateral portion of the ventral pallidum and the subthalamic

nucleus. The projection to the VTA is part of an intra-basal ganglia projection loop as

DA neurons contacted by shell MSNs project back to the core MSNs [74].

2.3 VTA dopamine function

DA function can be estimated from extracellular recordings of DA neurons’ firing

activity and from the extracellular concentration of DA by microdialysis, voltammetry,

and positron emission tomography (PET). Each of these methods operates on different

time scales: milliseconds for extracellular recording, seconds for voltammetry (with the

exception of fast-scan voltammetry) and minutes for microdialysis and PET. Thus they

do not necessarily estimate the same aspect of the DA function. As briefly mentioned

before, it has been proposed that DA operates in different modalities depending upon the

time-scale of its action [33, 46, 75, 76]. I will first discuss the characteristics of VTA DA

firing and subsequently the consequences for DA release and behaviour.

2.3.1 Electrophysiological features of VTA DA neurons

Extracellular recordings in the VTA report two types of electrophysiologically distinct

neuronal groups: broad-waveform slow-firing neurons (<10 Hz) and narrow-waveform fast-

spiking neurons. VT DA cells belong to the first category of neurons. Overall, despite

remaining difficulties [77, 78], different key electrophysiologcal features can identify DA

cells. First of all, dopamine neurons have a slow, 2-10 Hz, firing rate, a tonic firing,

which is driven by an intrinsic pacemaker potential and can be mixed with bursts. Burst

firing is identified as series of 2-10 spikes. The first interspike interval (ISI) is less than

80 ms and the last larger than 160ms (see Figure. 2.3, [79]. Burst firing is mostly

driven by afferent inputs [80]. Secondly, depending on the filtering, the action potential

can have a biphasic (unfiltered and filtered) or a triphasic (high-pass filter, >50Hz) action

potential with a duration from 1.1 ms and higher, measured from the spike initiation to the

maximal negative phase of the action potential [81]. Furthermore, mesolimbic (neurons

projecting to the NAc) will inhibit by systemic administration of low doses of dopamine or

dopamine receptor antagonists, but this seems not applicable for mesocortical (projecting

to the PFC) neurons [82]. Interestingly enough, some non-dopamine neurons in the VTA
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exhibit D2R-mediated inhibition [83]. In slice electrophysiology, dopamine neurons also

display a hyperpolarisation-activated inward current (Ih), although this has not been

shown in mesocortical dopamine neurons [84]. Overall, despite recurrent debates, VTA

DA cells match with the electrophysiological parameters [85,86]. The question remains if

the selection parameters are not too restrictive and exclude VTA DA cell subpopulations

due to atypical properties.

1 sec

1 
m

V

Burst �ringRegular FiringA B

Figure 2.3 – VTA DA cell firing A: Tonic firing. Trace of a tonic firing neuron with a

frequency of 4Hz. B. Trace of burst firing. A typical burst is marked with red in which

the first ISI is less than 80ms and the final ISI more than 160 ms. Modified from Faure et al.,

2014 [87]

2.3.2 Spontaneous activity of VTA DA neurons

Around 50% of the dopamine neurons are not spontaneously active [88, 89]. GABA-

mediated inhibitory postsynaptic potentials (IPSPs) originating from the ventral pallidum

are thought to silence this population. Indeed, when the ventral pallidum was lesioned

these neurons became active [90]. Active VTA DA cells exhibit firing patterns that range

from regular spiking to bursting activity. At the level of the population, the basal activity

of dopamine neurons can be affected on the long term and these changes can have extens-

ive consequences on behaviour considering the modulatory role of dopamine [87, 91, 92]

For example, stress [93, 94] but also addictive drugs [95] can increase DA cell activity.

Modifications of the basal activity can thus be used as an indicator of the effect of such

external events. It can also be correlated with particular responses of an individual. The

level of activity of DA neurons is a predisposing factor that could favour addiction [96].

Correspondingly, animals with an elevated reactivity to a novel environment display a
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high-frequency and bursting DA activity compared to animals with less reactivity to the

same environment [96]. Understanding and quantifying the long-term modulations of

DA cell dynamics by external events is thus critical: it may drastically change the nor-

mal response of DA cells (e.g. to reward, aversion) and possibly lead to DA-associated

pathological behaviours [87].

2.3.3 Origins of burst firing

Burst firing (synchronized transient increases in firing rate) appears to be regulated by

several components that control firing rate at different time courses. Stimulation studies

have shown that activation of the DA neuron axons in patterns resembling burst dis-

charge will release two to three times more DA than is released by an equivalent number

of evenly spaced stimuli [97, 98]. A set of evidences suggests that cholinergic afferents

may play a key role in such synchronisation, which can be confirmed with the observation

of nicotine-induced DA cell bursting and specific nicotinic knock out mice (see Chapter

3, [99]. The mesopontine tegmentum/nuclei, including the LDTg and the PPTg, sends

cholinergic and glutamatergic projections to the VTA and have been shown to modulate

burst firing in vivo [90, 100–102]. Burst firing is generally evoked by glutamatergic in-

put [79, 90, 103] acting via N-methyl-D-aspartate receptors (NMDAR; [104, 105] and/or

on GABAergic disinhibition [106–108]. However, the application of glutamate or NMDA

agonists does not elicit bursting ex vivo, neither do these neurons exhibit bursting activity

spontaneously, which implies the importance of other afferents [80]. Application of small

conductance calcium-activated potassium (SK) channel blockers however does result in

bursting [109, 110]. The glutamatergic and cholinergic activation of the LDTg [111] and

the cholinergic innervation of the PPTg (since only the posterior part where cholinergic

cells are concentrated projects to the VTA, [112, 113] both a pivotal role in this regula-

tion. LDTg inactivation prevents burst firing of DA neurons [114], while PPTg activation

directly induces bursting activity of the VTA [90, 115]. All these data suggest that the

mesopontine tegmentum acts as a form of gain control [80] that allows DA neurons to

burst in response to excitatory glutamatergic inputs from different parts of the brain.
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2.4 Heterogeneity of dopaminergic neurons in the VTA

In the early 1960s, the presence of three major groups (A8, A9 and A10 neurons)

of midbrain dopamine-releasing neurons was revealed. The A10 group, the VTA is dis-

tributed within several subregions, including the parabrachial pigmented nucleus (PBP),

paranigral nucleus (PN), caudal linear nucleus (CLi), interfascicular nucleus (IF, see

Figure 2.2a) and rostral linear nucleus of the raphe (RLi). Although there is general

agreement that the PBP and the PN are subdivisions of the VTA, there has been a

lack of consensus on whether the RLi, CLi and IF should also be included as part of

the VTA [60, 65, 116]. Anatomical, biochemical and electrophysiological studies show

heterogeneity among dopamine neurons within each of these subregions [117]. Proper-

ties are organized on different axes: medial-lateral, anterior-posterior or ventral-dorsal.

Functional heterogeneity is frequently linked to axonal projections and input (see Figure

2.2b, [65, 118, 119]. The most apparent differentiation between VTA dopamine neurons

was mentioned before and is related to the presence of Ih.

The DA neurons in the medial posterior VTA (PN and medial PBP) that selectively

project to the NAc medial shell and core and basolateral amygdala (BLA), do not display

an Ih current and neither respond to D2R-antagonists. DA neurons that project onto

the NAc lateral shell are predominantly located in the lateral posterior and anterior VTA

(lateral PBP) and do display these characteristics [78, 120]. VTA DA neurons project-

ing onto the mPFC that receive glutamatergic input from the LHb are merely involved

in aversion [34, 118, 121, 122], as well as negative feedback processing through activation

of the GABAergic interneurons. Furthermore, GABAergic input from the LHb neurons

synapsing on dopamine neurons projecting to mPFC, have a inhibiting role on the meso-

cortical network [123,124]. Indeed, electrical stimulation of the LHb as well as the RMTg

resulted in complete inhibition of VTA DA neuron activity [125] and LHb cells fire phasic-

ally after reward omission or receipt of smaller rewards, whereas unexpected larger reward

induce brief suppression in activity [33, 126, 127]. Glutamatergic input from the LDTg,

VTA interneurons and anterior cingulate projecting onto the "mesolimbic" dopaminergic

neurons all play a role in reward processing [65, 118, 122, 128–130]. Likewise, administra-

tion of cocaine selectively modified excitatory synapses on DA cells projecting to nucleus

accumbens medial shell [122]. On the other hand non-rewarding, aversive stimuli like a

tail pinch or a foot shock were shown to inhibit dorsal VTA DA neurons, while neurons
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in the ventral VTA were phasically excited by these noxious stimuli [86,131].

Identification of the specific cholinergic inputs, their synaptic VTA targets and projec-

tion sites indirectly reveals a lot of information about the potential effect nicotine treat-

ment can have on these networks. Firstly, different subpopulations have been identified in

the VTA based on excitatory and inhibitory responses to nicotine [86]. The inhibition in

response to nicotine requires D2R activation of autoreceptors [132] or NAc/mPFC recept-

ors of DA neurons that are located in the medial part of the VTA, while activated neurons

are located in lateral parts [86]. This segregration can have a protective function in the

regulation of drugs [133]. Nicotine self-administration, as well as ICSS were diminished

after cholinergic (ChAT) neuron selective chemical lesions of the PPTg [134] confirming

the balanced role of the mesopontine tegmentum in phasic activity and reward processing.

2.5 Optogenetic manipulation of VTA neurons

In the last decade, optogenetic tools have provided the possibility to control spe-

cific neurons with temporal precision in freely behaving mammals. Phasic stimulation

of VTA DA neurons enhances dopamine transient magnitudes, compared to longer and

lower frequency spiking [98, 135–137]. Phasic stimulation was also sufficient to drive be-

havioral conditioning in a conditioned place preference task 1 and [98], elicit vigorous

self-photostimulation in rats [138], facilitate the learning of food-reinforced operant be-

havior in mice [135] and increase reward value to a stimulus in rhesus macaques [139].

However, when VTA DA neuron activity was attenuated through selective photostimula-

tion of the inhibitory VTA GABA neurons mice developed an aversion in a conditioned

place experiment [140]. In support, VTA GABA neuron activation also disrupted reward

consummatory behavior, but not approach behavior. This behavioral effect was not ob-

served when GABA projections to the NAc were activated [141], indicating a role for VTA

interneurons in counterbalancing reward processing.

As mentioned before, aversive and rewarding properties were also linked to different

subpopulations of dopamine neurons in the VTA. Indeed, when the "inhibitory" pop-

ulation was stimulated through activation of the lateral habenula input neurons place

aversion was observed, while place preference was demonstrated when the "excitatory"

1. Conditioned place preference task: Pavlovian conditioning is used to measure the associated pref-

erence for objects, stimuli or drugs. This task can also be used to study aversion.
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population was activated through stimulation of laterodorsal tegmentum neurons [124].

The photomanipulation of the VTA DA neurons has not only supported the role

of VTA DA in reward processing and been a proof of concept for optogenetic tools, it

can also assist in temporarily mimicking a phenotypic state by hijacking the baseline

firing of VTA DA neurons. For instance, optogenetic induction of VTA DA phasic fir-

ing, but not tonic firing, promotes susceptibility to social defeat stress and increases

social avoidance [142]. This effect is modulated by the mesolimbic [94, 143] and not the

mesocortical pathway [144]. In contrast, temporary inhibition of VTA dopamine neurons

induced depressive-like behaviors (sucrose-preference and tail-suspension task), which was

reversed with temporary stimulation of the same population [136]. These results seems

contradictory, however avoidance behaviour has been linked to an increase in VTA DA

neuron activity [145]. Furthermore, it has been demonstrated that induced tonic patterns

of dopamine transmission reduce ethanol [146] and sucrose self-administration [147], which

can probably be explained through attenuation of the motivational drive [46]. Moreover,

brief pauses in the firing of VTA DA neurons at the time of an expected reward was suf-

ficient to mimic the effect of endogenous negative prediction errors and restore extinction

learning [148]. Mimicking a phenotypic state allows studying different disorders, as well

as the long term effects of nicotine addiction on the VTA DA cells. In combination, with

time-controlled experiments like Chang and colleagues (2016) aberrant decision-making

could be tested and manipulated under different baseline conditions.
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3 The nicotinic cholinergic system

The cholinergic complex exists out of multiple pathways and is also essential for at-

tention, memory and motivation. The basal forebrain contains two groups of cholinergic

neurons: (1) the medial septal group that project cholinergic axons to the hippocampus

and parahippocampal gyrus and (2) the nucleus basalis group that project cholinergic

axons to the neocortex, parts of limbic cortex and to the amygdala. The cholinergic

mesopontine tegmentum neurons (LDTg and PPTg) project onto the VTA, hindbrain,

thalamus, hypothalamus and basal forebrain. Cholinergic neurons secrete the neurotrans-

mitter acetylcholine that binds onto presynaptic and postsynaptic muscarinic receptors

(mAChRs; subtypes M1-M5) and onto nicotinic cholinergic receptors (nAChRs).

The nAChRs are named after their affinity for nicotine. Nicotine mimics the agonistic

action of acetylcholine after binding onto nAChRs. nAChRs are present in various organs

and tissues. They are also located throughout the brain, with the highest density seen

in the thalamus, followed by the basal ganglia, frontal, cingulate, occipital, and insular

cortices [?, 149].

3.1 Nicotinic acetylcholine receptors

nAChRs are prototypical members of the ligand-gated ion channel superfamily of

neurotransmitter receptors (see Figure 3.1 ). They act as a neuromodulator and influ-

ence neuronal excitability and activity-dependent plasticity in most mammalian brain

structures. They are expressed at presynaptic or -terminal sites, postsynaptically and

on extra-synaptic locations [150]. nAChRs activation by Achetylcholine (ACh) or nicot-

ine consists of the fast opening (microsecond to millisecond range) of a cationic channel.

When a cholinergic agonist binds to the channel, the channel opens, allowing the entry of

cations, including sodium and calcium. These cations further activate voltage-dependent

calcium channels, promoting further calcium entry. nAChRs currents have relatively fast

kinetics compared to the muscarinic acetylcholine receptor, the second acetylcholine re-

ceptor [151].
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Figure 3.1 – Nicotinic receptor. A Schematic representation of a nicotinic receptor. B:

Representation of the nAChR distribution The nicotinic receptors are widely distributed

through the brain, and can therefore act through multiple mechanisms. Adapted from Taly et

al, 2009 [152]

The nAChRs are transmembrane allosteric oligomers composed of five identical (ho-

mopentamer) or different (heteropentamer) subunits. There are as many as nine α sub-

units (α2 to α10) and three β subunits (β2 to β4). These subunits can assemble in dif-

ferent combinations to construct receptors with distinct functional and pharmacological

properties. Depending on the subunit composition, the receptors show very different affin-

ity for ACh or nicotine. The most abundant receptor subtypes in the brains of mammals

are α4β2, α3β4, and α7 (homomeric). The α7 homopentamer has a low affinity for ACh

and nicotine, a high calcium permeability and rapid activation and desensitization kinet-

ics, while the α4β2* containing heteropentamers (* indicates the possible presence of other

subunits) are highly sensitive to agonists and strongly up-regulate in response to chronic

nicotine exposure. This receptor is therefore believed to be the main receptor mediating

nicotine dependence (see below, [153, 154]. The lack of specific agonists or antagonists

capable to functionally isolate nAChR subtypes in vivo, initiated a fast developing field

of subunit specific knock out (KO) mice [23, 155–158]. More recently, researchers have

managed to change the sensitivity of specific subunits, but also to develop knock-in and

transgenic (single point mutation or single nucleid polymorphism (SNP)) mice [159–161].

These mice models have elucidated a lot of knowledge on the reinforcing effects of nicotine

through the dopaminergic system [158,162,163].
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3.2 nAChRs in the dopaminergic system

As discussed in the previous chapter, the dopaminergic system receives cholinergic in-

nervation from the PPTg and the LDTg [100,164]. In the midbrain, the nAChRs modulate

DA cell activity and DA release according to their location on DA cell bodies, dendrites

and terminals in the striatum and cortices, but also indirectly through glutamatergic,

cholinergic and GABAergic afferents of the VTA DA neurons. As a consequence, the ac-

tivation of nAChRs can have opposite modulatory effects on the same circuit depending

on where they are expressed on excitatory or inhibitory neurons [27, 63]. Almost all nA-

ChRs subunits are expressed in midbrain DA neurons. However, two main populations,

the α4β2* and α4α6β2* nAChRs are highly represented in the DA cell body/dendrite

compartment of the VTA [160, 165–167]. DA cell bodies/dendrites also express a high

level of α5 subunits that account for about half of the α4β2* nAChRs, and the lack of

this subunit in α5 KO mice halves the expression of α4* nAChRs (see Figure 3.1, [168]).

It has been found that DAergic neuron firing patterns are hierarchically controlled by

nAChRs: the activation of somatodendritic β2* nAChRs switches cells from a resting to

an excited state, whereas the activation of α7* nAChRs (those present in the cell body

and/or those present in glutamatergic afferents) only fine tunes the latter state once β2*

nAChRs have been activated [169]. GABAergic interneurons and terminals in the VTA

express the α4β2 subtypes, whose stimulation promotes the release of GABA from syn-

aptic terminals [158, 165]. Furthermore, the release of GABA on DA neurons is blocked

by the α6β2-selective antagonist α-conotoxin MII (αCntx-MII), thus suggesting that α6

receptors may be present on GABAergic interneurons (see Figure 3.1 ).

In summary, the α4β2 subtype (with or without the α5 subunit) is expressed on both

DA and GABA neurons and terminals, whereas the α6β2* subtype is mainly expressed

on DA neurons. Homomeric α7 nAChRs are expressed by about half of DA neurons [165]

and the glutamatergic afferents in the VTA [170]. ACh potentiates glutamatergic or

GABAergic inputs to DA neurons respectively by acting on the presynaptic receptors

expressing the α7 or α4β2 on nerve terminals [171].
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Figure 3.2 – Location of the nAChRs within the ventral tegmental area. Adapted from

Pistillo et al., 2015 [63]

3.3 Nicotinic control of the dopaminergic system

3.3.1 Acute effects of nicotine

Acute in vivo nicotine administration enhances synchrony among dopamine neurons

and increases the general firing and bursting rates of DA neurons in the VTA [87,172–174]

with DA transients in the NAc, underlying the reinforcing properties of nicotine [30,175].

However, nicotine increases the firing rates of DA neurons in the posterior VTA more

than in the anterior VTA (Figure 3.1, [174], which can probably be explained by the

reduced GABAergic input in the posterior VTA. Finally, as stated above, the laboratory

has identified, in addition to the classically-described excited population, a VTA DA sub-

population located preferentially in the medial part of the VTA that is inhibited by an

acute injection of nicotine [86]. These findings suggest unexplored roles for DA release in

addiction and contrast with the classical views of reinforcement and motivation.

Systemic or intra VTA injection of nicotine elicits self-administration and conditioned

place preference (CPP). The abundant β2 and α4 containing nAChR subunits are essential

in nicotine reinforcement, but play distinguished roles. Nicotine-induced bursting is com-

pletely absent in β2 KO mice. These mice also do not exhibit nicotine self-administration,
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Figure 3.3 – Nicotine evoked response in VTA DA cells . A Mean variation of firing
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at the time of nicotine (30µg/kg) IV injection (indicated by arrowheads). B) Coronal diagram

at -3.52 mm from Bregma onto which are positioned the labeled cells (DA cells are labeled with

TH immunolabeling). Modified from Eddine et al., 2015 [86].

neither nicotine-induced locomotor activity, nor a preference in the CCP. Both the beha-

viour and bursting can be restored by the targeted re-expression of the β2 subunit in the

VTA [23, 25, 27]. However, re-expression of both the β2 subunit on the GABA, as well

as DA neurons in the VTA was necessary to restore the reinforcing actions of nicotine

through bursting of DA neurons [27].

The α4 subunit is reported to be more involved in the mediation of nicotine-induced

reward, tolerance, and sensitization [176]. The α4 subunit appears to be an important

determinant of sensitivity to nicotine. In mice, a single nucleotide point mutation in the

pore-forming region results in a receptor that is hypersensitive to the effects of nicotine.

This mutation makes mice much more sensitive to nicotine-induced reward behaviors,

as well as to effects on tolerance and sensitization. On the other hand, since most α4

nAChRs also contain β2 subunits, the α4 KO mice recapitulate many phenotypes of

β2 KO mice. α4 KO mice also have blunted and delayed nicotine-elicited increases in

firing rate, bursting and DA release, altered nicotine-stimulated locomotion, and abolished
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nicotine self-administration [85,177,178].

Fast-scan cyclic voltammetry recordings have revealed a dual action of nicotine at the

DA axon terminals in the NAc: nicotine enhances phasic release of dopamine, while it

supresses tonic release. This increase in the contrast is induced by a transition from tonic

frequencies to high frequencies and enhances the sensitivity of DA release to presynaptic

depolarisation [179]. Since DA release was neither further increased by the administra-

tion of nicotine to α6, α4, or β3 subunit KO mice [180], the effect of nicotine is most

probably accounted for by the α4α6β2β3* nAChRs. Indeed, rat studies have also shown

that the injection of αCntx-MII in the NAc blocks the DA release elicited by local nicot-

ine perfusion [167] and that injections of αCntx-MII in the NAc shell dose-dependently

decreases the number of break points and nicotine infusions in intravenous SA procedure,

thus indicating that α6 plays a role in regulating the motivational aspects of nicotine re-

inforcement [181]. α6 and β3 KO mice also have reduced nicotine-stimulated DA release

in striatum [166, 182]. β3 nAChR subunits are important for nAChRs α6* biogenesis in

the DA system, because α6* nAChR binding and functional expression is dramatically

reduced in β3 KO mice [182]. This amplification might provide a mechanism for nicot-

ine facilitation of reward-related dopamine signals, including responses to other primary

reinforcers, like discussed in Chapter 1, that governs nicotine dependence in smokers (see

next paragraph, [26, 85, 183–185]. Together with the "gating" mechanism through ac-

tivation of the somatodendritic nAChRs on midbrain DA neurons by mesopontinergic

input [169,186,187] the contrast between tonic and phasic activity is modulated through

nAChRs at different stages in the mesolimbic pathway and this makes nicotine act as a

powerful artificial reward [187].

On the other hand, α6 and α5 subunits seem to specifically play a role in DA trans-

mision in the VTA. Acute intravenous nicotine self-administration is eliminated in α6

KO mice and is restored when α6 subunits are selectively re-expressed in the VTA [178].

On the contrary, α5 KO mice remain sensitive to nicotine [85, 188]. However, higher

doses of nicotine are required to evoke similar DA increases [19,188]. α5 KOs, as well as

specific α5 human polymorphisms, SNPs, have been associated with both schizophrenic

phenotypes [189], see next paragraph) and increased nicotine tolerance, i.e. increased vul-

nerability to become a smoker and to smoke significantly larger amounts, as derived from

decreased DA neuron responsiveness to lower concentrations of nicotine and SA data is
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mice [188], see Chapter 7 ).

3.3.2 Chronic exposure to nicotine: a smoker’s brain

Administration of nicotine at the concentrations present in smoker’s brains (300-500

nM; [190]) has shown to desensitise the nAChRs expressed by DA terminals. Long term

smoking leads to up-regulation of nAChRs in the human brain, including the common

α4β2* nAChR [191], which is confirmed with animal studies [192–196]. Higher concen-

tration of nicotine can induce up-regulation of other subtypes, such as α7 [197]. Since,

the number of α7 receptors was increased by self-administration of nicotine [198], while

a decrease was found after exposure to nicotine by an osmotic minipump or drinking

water [199,200]. Even human postmortem tissue studies show that chronic smokers have

increased numbers of α4β2* nAChRs compared to non-smokers [201, 202]. In contrast,

former smokers (> 1 year abstinent) have nAChR densities similar to non-smokers [202].

Thus, this upregulation is reversible after an extended period of abstinence [203].

The up-regulation might be a consequence of the rapid desensitization of nAChRs

[204]. The loss of receptor function would promote up-regulation in order to compensate

for the reduced signaling [205]. Most likely, several mechanisms for nicotine-induced up-

regulation of nAChRs are involved, including alteration in receptor assembly [206], traf-

ficking [207], decreased turnover [208] and maturation [209]. Finally, chronic exposure to

nicotine can also change the stoichiometry of the receptors (i.e. the relative proportions of

subunits in heteromeric receptors) and thus impact the cholinergic activity. For example,

although the α5 subunit does not contribute to the nicotine-binding site [210], its deletion

leads to a dramatic shift in several nicotine-elicited alterations. In particular, it has been

suggested that in the VTA, surprisingly, α4 β2* nAChRs that do not comprise α5 have

a minor role in the nicotine-evoked response of DA cells [188]. Apart from these effects,

chronic nicotine exposure may also modify circuits through synaptic and intrinsic plasti-

city, through signal transduction mechanisms arising from Ca2+ influx through nAChRs.

These adaptations can arise downstream from the receptors. It has been shown that

nicotine induces long term potentiation (LTP) at VTA DA excitatory synapses, 24 hours

after in vivo administration of the drug [211], an effect that required activation of pre-

synaptic α7*nAChRs. Modification of the AMPA/NMDA ratio has been demonstrated

in different parts of the brain in response to nicotine administration [212,213].
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After a night of complete abstinence, nicotine concentrations in the brain are at their

lowest level and thus nAChRs have recovered from desensitization resulting into an ex-

cess (due to the up-regulation) of excitability of the systems under the influence of the

endogenous nicotinic neuromodulation (see Figure.1.1 ) In contrast, during the day and

after a few cigarettes some subpopulations of nicotinic receptors may have entered the

desensitized state, depriving the neurons or synapses from its normal endogenous modula-

tion by ACh. Positron emission tomography (PET) and Single-photon emission computed

tomography (SPECT) scans, using radiotracers with a high affinity and relative specificity

to α4β2* nAChRs, have demonstrated that daily smokers smoke in amounts that lead

to nearly complete occupancy (95%) of α4β2* nAChRs, such that tobacco-dependent

smokers maintain α4β2* nAChR saturation throughout the day. The required number of

cigarettes differ per smoker due to significant inter-individual differences in satiety and

periods of abstinence [203].

3.4 Behavioural implications of nicotine-use

Since, the nAChRs are present everywhere in the brain, the effects of nicotine can not

only be limited to the mesolimbic system (see Figure 3.1 ). The plasticity due to nicotine

has two main effects: it promotes addiction [214] and it modulates cognition, including at-

tention and memory [215], as the endogenous cholinergic system modulates both local and

global aspects of information processing [216]. Mostly, specific SNPs or the inactivation

of α5 and α7 subunits have been associated with cognitve difficulties [217–219]. Several

neuroimaging studies have examined the impact of nicotine and tobacco on large-scale

brain networks. These intrinsic networks can be detected at rest by assessing correlations

in temporal fluctuations in the blood-oxygen-level dependent (BOLD) signal across brain

regions [215, 220, 221]. However, nicotine’s acute reinforcing and cognition-enhancing ef-

fects both appear to be linked to nicotine-induced enhancement of DA signaling since

nicotine and DA agonists present similar inverted-U dose-effect curves with respect to

both intensity of drug self-administration and cognitive task performance [222]. In studies

of nicotine’s effects on cognition, absence of nicotine in heavy smokers produces cognit-

ive deficits, similar deficits are seen with nAChR antagonists in non-smokers. Moder-

ate doses of nicotine typically produce cognitive enhancement in non-smokers, nicotine-
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deprived smokers and non-deprived smokers [223], whereas very high doses of nicotine

typically impair cognitive performance. Similarly, DA depletion impairs cognitive pro-

cessing, moderate levels of DA produce optimal cognitive performance, whereas very high

levels of dopamine impair cognition.

Acute nicotine-induced enhancement of cognitive task performance is associated with

increases in activity in subcortical regions, such as basal ganglia and thalamus, as well

as with both increases and decreases in activity in frontal and parietal cortices. In addi-

tion, the impact of acute nicotine on task-related brain responses may be further mod-

ulated by the dose and route of administration, length of abstinence in smokers, and

pre-existing cognitive deficits such as those associated with schizophrenia or attention-

deficit/hyperactivity disorder (ADHD) diagnosis, as well as by the type and difficulty

of the task itself. Individuals with cognitive disorders such as schizophrenia, ADHD, or

Alzheimer’s disease (AD) may self-medicate with nicotine to enhance cognitive and atten-

tional processes, which may partially account for the high prevalence of cigarette smoking

among these individuals. Overall, nicotine seems to enhance executive function not via

a single neuroanatomical site or mechanism, but via the modulation of multiple brain

networks [224].

However, long term smoking has detrimental consequences as the smoker’s brain un-

dergoes brain plasticity. Firstly, the severity of nicotine dependence was specifically and

negatively associated with a dorsal anterior cingulate (dACC)- ventral striatum (VST)

circuit. Furthermore, Brody and colleagues (2004) demonstrated smaller gray matter

volume and lower gray matter densities in bilateral PFC, along with smaller volume in

the left dACC, in smokers compared to matched non-smoking controls. Moreover, the

gray matter densities in the PFC negatively correlated with the magnitude of lifetime

smoking exposure as indexed by pack-years smoked. Similarly, Gallinat and colleagues

(2006) showed that, compared to never-smokers, smokers displayed smaller gray matter

volume and lower gray matter density in the frontal lobe (ACC, PFC, and OFC), occipital

lobe, and temporal lobe (including parahippocampal gyrus), as well as volume or density

deficits in the thalamus and cerebellum. Again, the gray matter volume in frontal, tem-

poral, and cerebellar cortices was inversely correlated with lifetime smoking exposure in

smokers [225].

Overall, only the acute effects of nicotine on non-smokers and in specific subgroups are
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rather positive. For this reason, nicotine and other nAChR ligands are being investigated

as potential therapeutics for the treatment of cognitive deficits in schizophrenia, attention-

deficit hyperactivity disorder, and Alzheimer’s disease [226, 227]. On the other hand,

chronic cigarette smoking modifies the brain to such an extent that it has been associated

with decreased cognitive performance in middle age, which has been linked to an increased

risk of cognitive decline and dementia later in life [228]. Positive effects in smokers are

merely a relieve from withdrawal symptoms.
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4 Nicotinic alteration of decision-making: a

review

The focus of my research is studying the behavioural consequences of long term passive

administered nicotine. Understanding the implications of nicotine-induced brain plasti-

city will provide insight about the state of an addicted brain, dissected from neurobiolo-

gical and psychological processes that drive addiction behaviours. This knowledge could

strengthen a fundamental basis in addiction research.

A powerful framework to quantify shifts in behaviour induced by acute or chronic

administration of pharmacological substances like nicotine is provided by neuroeconom-

ics. The discipline of neuroeconomics investigates the neurobiological and computational

basis of value-based decision-making. Value-based decision-making occurs whenever an

organism makes a choice from several alternatives. To survive in a dynamic environment,

an organism must be able to effectively learn, store, and recall the expected benefits and

costs of potential actions. Different normative theories of choice originating from the mul-

tidisciplinary field of economy, psychology and neuroscience have outlined the theoretical

structure of decision valuations. More recently, neuroscientists have begun to reveal how

value is encoded in the activity of neurons and neural circuits, including the cholinergic

and dopaminergic systems [179,229–232] and how values are misrepresented through the

actions of drugs [39, 233]. This field is extremely young and many hypotheses are yet

to be verified. We have written a review to discuss the developments up to now and to

outline the perspectives for the future. I will first briefly introduce the decision-making

framework, before presenting the consequences of nicotine and the role of nAChRs in

decision-making behaviour in the review.

The process of decision-making involves different steps and brain areas (see Figure

4.1 ). At first, a representation of the necessity and the chance at success of the decision

needs to be computed, which depends on different states. For example, when one gets

presented with a cookie jar, you will take under consideration your level of hunger at this

very moment (internal state), as well as the meals that are yet to come (external state).

Secondly, the different actions need to be assigned a value. Multiple valuation systems
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have been proposed: a pavlovian, a habitual and a goal-directed system. These systems

can subsequently be described and fitted with different computational models [230,231].

Plasticity

Action to e�ectors

Prediction 
error

Reward

Values 
of actions

Sensory inputs 1. Evaluate action
Assess reward, delay, risk

Striatum; frontal and parietal cortex

2. Choose an action
Biased toward richest options

Striatum; frontal and parietal cortex; targets

3. Learn from experience
Compare predicted and actual reward

Dopaminergic error signal

Outside world

Figure 4.1 – Principle of reinforcement learning adapted from Daw and Doya, 2006

[230]. The three basic stages of reinforcement learning in learned decision-making. 1) Predict

the rewards expected for candidate actions (the green arrows represent the different values of the

availalble actions) in the current situation. 2) Choose and execute one by comparing the predicted

rewards. 3) Finally, learn from the reward prediction error (RPE) to improve future decisions.

When the reward is correctly predicted the RPE is low and leads to reinforced behaviour through

plasticity.

Pavlovian systems assign values to a small set of behaviours that are innate responses

to particular stimuli, like approaching cues that predict the delivery of food, and con-

summatory responses to a reward, such as the classical example of the salivating dog.

Similarly, cues that predict a punishment or the presence of an aversive stimulus can lead

to avoidance behaviours. Although pavlovian behaviours are innate, with training organ-

isms can learn them in response to other stimuli. Computations of pavlovian systems rely

on different controllers, like outcome-specific responses (eating/drinking), as described by

the reward prediction error (see Chapter 1 ) or more general valence-dependent responses

(approach motivation). The reward prediction error has been interpreted by different
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methods or derivatives of these methods. Reinforcement learning (RL) is a computa-

tional theory that describes how organisms learn by trial and error to make decisions

with the ultimate goal to obtain rewards and avoid punishments. A major learning signal

used in RL is called the "temporal-difference error signal". Temporal difference (TD)

learning allows to quantify the value or utility (magnitude of organism’s reward expecta-

tion) assigned to an action [230]. In TD learning one adjusts predictions to match other,

more accurate predictions about the future, by optimising the model between temporal

measurements taking into account the error.

The habit/reflexive system can learn to assign values to a large number of actions

with repeated training. At first, values are assigned to stimulus-response associations

(f.e. learning to lever press after cue presentation) through trial-and-error-based pro-

cesses. Secondly, the system learns to assign a value to actions that correspond with

the expected reward that these actions generate in a stable environment. Reinforcement

learning models differentiate conceptually between learning the value of each action, and

transforming those actions into action selection [234]. Finally, since the trial-and-error-

based updates are relatively slow, one has to rely on generalisation to assign action values

in novel situations [231,235].

Goal-directed/reflective systems assign values to actions by computing action-outcome

associations (f.e. lever pressing results in food delivery) and then evaluating the rewards

associated with the different outcomes. The important difference between habit and goal-

directed systems has to do with how they respond to changes in the environment [231].

After a choice has been evaluated by the means of a single or multiple systems described

above an action needs to be selected. Various modulators can play a role on the final

valuation processes of an action, like risk and uncertainty (the likelihood of a specific

outcome, see Review and Chapter 7 ) and time. Different delays in reward delivery can add

another uncertain or discounting factor. Some models describe that the least uncertain

outcomes are being preferred in action selection ("prospect theory", [236]), while others

order the different choices on a scale of values (probability*value) and expect the highest

expected value as an outcome ("Expected utility theory", [237]). Finally, to learn to

make good decisions the brain needs to compute a feedback signal, like the RPE, that

signals the desirability of the outcomes generated by previous decisions and promotes
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either exploiting good decisions or exploring new alternatives (see Chapter 8, [231]).

We have applied this decision-making framework in the following review to discuss the

early findings of the consequences of nicotine and the role of nAChRs in decision-making

behaviour.
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Addiction to nicotine is characterized by impulses, urges and lack of self-control towards cigarettes. A key
element in the process of addiction is the development of habits oriented towards nicotine consumption
that surpass flexible systems as a consequence of a gradual adaptation to chronic drug exposure.
However, the long-term effects of nicotine on brain circuits also induce wide changes in decision-making
processes, affecting behaviors unrelated to cigarettes. This review aims at providing an update on the
implications of nicotine on general decision-making processes, with an emphasis on impulsivity and
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nicotine acetylcholine receptors and their different subunits, and on the spatio-temporal dynamics (i.e.
diversity of the neural circuits, short- and long-term effects) of both endogenous acetylcholine and
nicotine action. Finally, we try to link these neurobiological results with neuro-computational models of
attention, valuation and action, and of the role of acetylcholine in these decision processes.
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1. Introduction

Nicotine contained in tobacco smoke is a widely consumed
psychotropic agent, considered as the primary reinforcing compo-
nent of tobacco, responsible for tobacco addiction (Fowler et al.,
2008; Marti et al., 2011; Stolerman and Jarvis, 1995). Addiction to
nicotine is characterized by impulses, urges and lack of self-control
towards cigarettes (DSM-V, American Psychiatric Association, 2013;
West and Brown, 2013). However, nicotine-induced modifications
of decision-making processes may also be exhibited towards other
rewards, such as food ormoney. Thus, disturbed decision-making is
not only limited to drug-related activities. Instead, acute and
chronic exposure to nicotine may change the global brain state of
smokers, resulting in modified executive processes. This review
aims at providing an update on these consequences of nicotine use
with regard to specific decision-making processes.

Both human and rodent studies have demonstrated links be-
tween repeated drug use and alterations in brain pathways

involved in behaviors related to decision-making, such as impul-
sivity (impulsive choice and impulsive action), risk-taking, and
cognitive flexibility. Decision-making results from the interaction
of distinct executive functions. These processes are based on
different computations and arise from various neural dynamics in
which acetylcholine plays a role. In this review, we aim to focus on
two constructs that involve choice behavior, namely impulsive
choice and risk-taking (Evenden,1999). First, wewill briefly present
these constructs and relate them to precisely defined economic and
computational theories of decision-making. Subsequently, we will
review studies of choice behavior that investigated the effect of
nicotine on “non-drug” rewards, and the underlying neurobiology,
in relation to these theories.

Nicotine acts on a range of nicotinic acetylcholine receptors
(nAChRs) that differ in their sensitivity to nicotine, their pattern of
expression, and thus in their impact on neural activity. These var-
iations are subsequently linked to diverse complex behavioral ef-
fects (Picciotto, 2003). nAChRs are expressed throughout the neural
circuitry of decision-making, in particular in the dopaminergic
(DAergic) nuclei, as part of the mesocorticolimbic pathways (Dani
et al., 2011; Faure et al., 2014; Klink et al., 2001). These structures
play a pivotal role in reward seeking, reinforcement learning and
decision-making (Bromberg-Martin et al., 2010; Salamone et al.,
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2009), but surprisingly, little is known about the contributions of
nAChRs to value-based decision-making. Acetylcholine and its
agonist nicotine act as neuromodulators that affect the way the
brain processes information on different timescales. Smoking can
thus have a direct, acute effect on decision-making. However,
nicotine also induces desensitization and up-regulation of nAChRs,
and modulation of plasticity at non-cholinergic synapses, resulting
in the long-term alterations of decision-making processes. In this
review, wewill furthermore examine the possible role nAChRs have
in circuits underlying decision-making processes.

2. Theories of decision-making

The process of how an individual makes a decision and selects
an action has been investigated through very different paradigms.
Neuro-economic and computational approaches have generated
normative principles that constitute important steps towards
quantitative measures describing cognitive functions related to
decision-making. This systematization has been proposed to be
useful for the diagnosis and understanding of brain dysfunctions,
such as mental disorders (Kishida et al., 2010). In this part of the
review, we will provide a brief overview of these principles, before
adopting them to characterize the effects of nicotine. Nonetheless,
although this framework provides powerful computational prin-
ciples, their translation in terms of neural substrates is far from
being understood (see the last part of this review) and identifying a
model or one of its parameter or variable with a given structure
may be misleading.

Theories that describe how the brain makes decisions are often
based on economic theories of how optimal decisions should be
made (Vlaev et al., 2011; Doya, 2008; Padoa-Schioppa, 2011; Kable
and Glimcher, 2009). Theories of decision-making generally as-
sume that choices can be compared using a common currency, their
“values”, for example a real number, on an internal scale (Vlaev
et al., 2011). They hold that the brain computes the value of each
available option, represented by the activity of a population of
neurons (Padoa-Schioppa, 2011). In optimal value-based decision-
making, options with higher values are generally preferred. In the
classical version of this theory, ‘the expected utility theory’ (see
Schoemaker, 1982), or in modern variants such as “the prospect
theory” (Kahneman and Tversky, 1979), each option is associated
with a numerical value indicating its ‘utility’. The ‘utility function’
models the size of a reward (i.e. how rewarding is a reward), which
may depend on internal and external context. For example, the
value of food saturates depending on how much one can eat. The
utility function for rewards may be seen as a homeostatic mecha-
nism, where an organism obtains rewards to reduce a drive
(eventually, preventively), in order to reach a homeostatic “set
point” (Keramati and Gutkin, 2013).

It is widely accepted that in the brain, the value of outcomes at
the time of the choices can be determined through at least two
different processes: reflective (or goal-directed) control and re-
flexive (habitual) control (Balleine and Dickinson, 1998; Dolan and
Dayan, 2013; Doll et al., 2012). In the habitual/reflexive system,
each value of an association between the environment (e.g. a
stimulus or a context) and an action is learned from past experi-
ences with good and bad outcomes (Sutton and Barto, 1998). The
habitual system is based on trial and error, therefore computa-
tionally simple, although inflexible in complex or dynamic envi-
ronments. In contrast, the goal-directed/reflective system applies a
forward-search - through the possible outcomes following an ac-
tion - to guide action selection (Doll et al., 2012). Therefore, the
reflective system supports cognitive flexibility more than habits.
However, the exhaustive tree-search in large environments is
highly demanding for the working memory and possibly comes

with errors. In general, the habitual system overrides the reflective
system after repetition and training. However, one should note that
these decision-making systems are not distinct entities (especially
at the neural level, see below), but rather two computational
frameworks for a range of neural dynamics implicated in value-
based decisions (Daw et al., 2005).

The optimal decision maker would choose the option with the
maximum utility (expected and/or discounted). However, humans
and other animals do not exhibit optimal choice behavior, but
rather display a distribution of choices that can be allocated ac-
cording to, for example, the fraction of rewards expected in each
alternative (“matching law”, Herrnstein, 1961). Different hypothe-
ses can be advocated to explain why our choices are not optimal.
One of them is that our daily choices require a trade-off between
exploiting already known rewards and exploring alternative re-
wards. Exploratory decisions can be undirected (Daw et al., 2006).
Various models of exploitation-exploration trade-off are frequently
modeled as a variant of the matching law (called “softmax” or
Boltzmann decision rule), where the proportion of choices depends
on the difference in their expected values. In the softmax rule, the
“inverse temperature” parameter represents the sensitivity to the
difference of values: larger the inverse temperature, the more likely
one chooses the expected optimal action. A low inverse tempera-
ture parameter can be considered as risk-taking (too much explo-
ration), while a high inverse temperature reflects risk aversion (too
much exploitation). Other models for exploration have been pro-
posed, where exploratory decisions are stochastic or guided by the
expected gain of information (Daw et al., 2006; Keramati et al.,
2011).

Value-based decision-making critically involves learning, in
order to transform information gained from past choices into a
common currencye value. In habitual processes, values are learned
by trial and error, based on a teaching signal called reward pre-
diction error by learning theories (Schultz et al., 1997; Schultz,
2002). The prediction error, d, is defined as the difference be-
tween an expected reward and the reward actually obtained. An
outcome better than expected (i.e. a positive prediction error) leads
to an increase in the value of the preceding action, while negative
errors decrease this value. This theory thus suggests that no further
learning occurs when the reward is completely predicted by the
cue, i.e the prediction error is null. Different models of learning
based on d have been proposed (variations of the RescorlaeWagner
rule, Rescorla and Wagner, 1972). Some of these models interpret
the learning rate (how the prediction error affects the update of the
value) as the salience or the associability of the stimulus with the
reward (PearceeHall theory, Pearce and Hall, 1980). Modulation of
this learning rate can lead to complex effects on decision-making
processes, such as alterations in reward sensitivity, but also risk-
sensitivity (Niv et al., 2012, see below).

Different factors can modulate the value associated with a given
action. In particular the estimations of risk and the delay associated
with a given choice represent important modulators that are
associated with modifications of decision-making in smokers.
“Temporal discounting”, a measure of impulsive choice, refers to
inter-temporal choices where values decrease with delay. A very
steep delay discounting indicates a situation where one prefers a
small immediate reward over a big delayed one. “Probability dis-
counting” represents the possible over- or underestimation (and
thus valuation) of the probability to obtain variable rewards. In-
dividuals are risk-neutral if they choose according to the expecta-
tion of average reward (e.g. they are indifferent between the
options of 50% chance to receive two rewards versus 100% of
receiving one). Risk-taking and risk-aversion correspond respec-
tively to the over- and under-valuation of the uncertain choice.

Furthermore, these theories are mainly applicable to situations
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with a positive reinforcing (appetitive) outcome. The positive or
negative valence of a stimulus recruits specific decision-making
brain areas. Stimuli predicting a potential reward activate systems
dedicated to seeking, approach and consummation (Berridge and
Robinson, 1998; Ikemoto and Panksepp, 1999). Predictions of
punishment have more complex and wide-ranging effects on
behavior, as they evoke mainly behavioral inhibition, but also fight
or flight responses depending on the threat. Therefore, impulsive
action may appear as an imbalance between appetitive approach
and behavioral inhibition (Boureau and Dayan, 2010).

This decision-making framework provides perspective on the
classification of behavioral modifications that can be observed in
smokers, as well as in mental disorders (Montague et al., 2012;
Kishida et al., 2010). On the one hand, normative theories of
optimal choices provide a quantitativeway to detect when subjects'
choices match or deviate from an optimum, for example after
smoking. On the other hand, the computational frameworks pro-
vide objective measures to evaluate dysfunctions that can be
assigned to changes in the free parameters of the model (e.g.
learning rate, inverse temperature, delay discounting factor). These
dysfunctions can eventually be linked to altered neural activity.
Deficits in decision-making systems can thus reflect alterations in i)
utility, i.e. sensitivity to reward or punishment, ii) delay discount-
ing, defined as the tendency to choose a small or inferior immediate
reward over a larger delayed reward (Clark et al., 2004; Evenden,
1999; Peters and Büchel, 2011), iii) risk sensitivity, iv) learning
rate, v) inverse temperature, i.e. sensitivity to the differences of
rewards, v) balance between approach and inhibition, or vi) bal-
ance between goals and habits. This non-exhaustive list is intended
as a characterization tool for this review, for a thorough description
of computational frameworks applied to addiction, see for example
Redish et al. (2008).

3. Effects of nicotine on decision-making

In humans, substance-use disorders, and particularly tobacco
use disorder, are highly correlated with impulsivity (Moeller and
Dougherty, 2002; de Wit and Richards, 2004; Perry and Carroll,
2008). Nicotine-dependent individuals score higher than non-
dependent controls on self-report measures and questionnaires
that assess impulsivity (Mitchell, 1999). Moreover, smoking, or self-
administered nicotine (Fowler et al., 2008), is also associated with
impaired performances on decision-making tasks that require
cognitive control and flexibility (Lejuez et al., 2003; Nesic et al.,
2011; Xiao et al., 2008). According to the decision-making frame-
work, human smokers seem generally more exploitative (i.e. higher
inverse temperature) than non-smokers. They show an increased
sensitivity to the difference of value in a multi-choices task (“bandit
task”, Addicott et al., 2013), and thus focus more on the highest
expected reward at the expense of exploring alternatives. In delay-
discounting tasks, current cigarette smokers show a greater pref-
erence for immediate monetary and cigarette rewards over larger,
delayed rewards than non-smokers and ex-smokers (Baker et al.,
2003; Bickel et al., 1999; Businelle et al., 2010; Mitchell, 1999;
Johnson et al., 2007). In contrast, data on nicotinic implications in
probability discounting are limited and contradictory. Probability
discounting seems to be altered in smokers compared to non-
smokers, although the direction of these alterations (increased or
decreased risky decision making) is unclear (Mitchell, 1999;
Reynolds et al., 2004). Finally, Chiu et al. (2008) have directly
based their analysis on reinforcement learning models in a mone-
tary investment task. They distinguished between two classes of
learning (error) signals, actual and fictive (or counterfactual, i.e.
“what might have happened”). The fictive error signals in healthy
individuals strongly predicted changes in investment behavior,

which correlated with fMRI signals measured in choice-related
dopaminoceptive structures (see below). However, investment
behavior of chronic smokers was not guided by these error signals,
despite ongoing and robust neural correlates of these fictive errors
(Chiu et al., 2008; Lohrenz et al., 2007). These examples from hu-
man studies suggest that nicotine exposure modify several
decision-making processes. However, modified decision-making
(e.g. delay discounting or risk-taking) may also act as a risk factor
for substance abuse and could hypothetically even predict sub-
stance use. For example, delay discounting has been suggested to
be a heritable trait, resulting from genetic and environmental fac-
tors (Anokhin et al., 2011), associated with the onset and mainte-
nance of drug use. Therefore, impulsivity, as a global definition, is
considered an endophenotype of substance use and addictive dis-
orders (Ersche et al., 2010; Verdejo-García et al., 2008). Altered
decision-making processing in smokers can thus derive from pre-
existing vulnerabilities, present prior to substance use (Audrain-
McGovern et al., 2009; Dalley et al., 2011) and from the active
harmful effects of drug use that affect brain structures and func-
tions. These findings suggest that the relationship between tobacco
addiction and alterations in decision-making behavior is bidirec-
tional, i.e impulsivity is a risk factor and nicotine exposure in-
creases impulsivity.

Animal studies are of utmost importance to dissect the causal
mechanisms of this bidirectional relation, since they provide mul-
tiple possibilities to control pre- and post-testing components.
First, in support towhat has been observed in humans, rodents that
score high on measures of impulsivity (impulsive action and
choice) are typically more likely to develop addictive-like behaviors
than those that score low on such measures (e.g., Belin et al., 2008;
deWit, 2009; Diergaarde et al., 2008; Perry and Carroll, 2008; Perry
et al., 2005). This strengthens the notion that altered decision-
making processes can pre-exist and favor the development of
addiction. But the opposite is also true. In rodents, and indepen-
dently of the state of the animal, acute nicotine dose-dependently
increased the preference for an immediate reward over a larger,
delayed reward (Dallery and Locey, 2005), an effect blocked by the
nicotinic receptor antagonist mecamylamine (Kolokotroni et al.,
2011). In contrast, Anderson and Diller (2010) found that acute
injections of nicotine dose-dependently decreased the preference
for a smaller, immediate reward in rats, while repeated injections
tended to reduce this effect (Anderson and Diller, 2010). It should
be noted however that nicotine effects on choices between a large,
delayed reward and a small immediate one could be explained by
differences in reward sensitivity rather than modifications of the
delay-discounting factor, as both parameters vary in these para-
digms. Indeed, it has been found that nicotine effects on delay
discounting depend on the amount of food offered as an alternative
(Locey and Dallery, 2012, 2009). In this study, the alteration of delay
discounting was better explained by a decrease in the sensitivity to
the large reward. Hence, nicotine might affect the reward utility
function (sensitivity to the amount of food) and/or the inverse
temperature (sensitivity to the difference of expected rewards).
Similarly to human studies, data on probabilistic discounting
showed contradictory results. In rats, acute nicotine administration
has been found to increase (Mendez et al., 2012) or decrease
(Mitchell et al., 2011) risky choices. However, Mendez et al. (2012)
noted that depending on the order of presentation of reward
probabilities, the effect of nicotine was different. This suggests that
nicotine may impact behavioral flexibility by affecting the updating
of values after acquisition, or how learned values impact futures
decisions.

Effects in rodents do not mirror systematically what is observed
in humans. These discrepancies do not contradict the effect of
nicotine on decision-making, but are rather a consequence of
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different experimental factors. Some of these factors can be
explained by specific elements of the tasks used to measure choice
or risk preferences in animals (Heilbronner and Hayden, 2013), e.g.
the size of the rewards or the delays between trials. Besides,
nicotine, as many psychoactive drugs, has an inverted U-shaped
dose-effect in multiple cognitive processes. Conflicting behavioral
effects elicited by nicotine can thus be the consequence of nicotine
activation of “antagonist” brain pathways, resulting from the acti-
vation of different combinations of nAChRs subtypes. Furthermore,
these effects could vary with small modification of the nicotine
dose, the regimen of injection and the duration (acute vs. chronic)
of the intake, but also the initial state of the animal (Picciotto,
2003). Indeed, routes and patterns of administration (I.V., I.P.,
continuous, discontinuous, Matta et al., 2007) differentially affect
nAChRs subtypes and consequently the downstream cascades of
events. Moreover, the mere control of the concentration of nicotine
in rodents has been proven difficult, as evaluating the state of
smokers (sated or not) at the time of the test. In the following
sections, we review the studies delving further into the neurobio-
logical mechanisms that likely underlie the diversity of nicotine's
effects on decisions. Beyond the scope of this review, it should be
noted that endogenous acetylcholine also acts on muscarinic re-
ceptors that are not targeted by nicotine. This might explain some
of the discrepancies found in studies of the normal role of acetyl-
choline on decision-making and that of nicotine.

4. Nicotinic acetylcholine receptors

The bidirectional relationship between altered decision-
making and tobacco addiction likely arises from the overlap be-
tween neural structures (i.e. the mesocorticolimbic loop) that are
implicated in value-based choices, and that express acetylcholine
nicotinic receptors (nAChRs). nAChRs are ligand-gated ion chan-
nels widely expressed throughout the central nervous system
(CNS), at pre-, post- and extra-synaptic locations. They act as a
neuromodulator and influence neuronal excitability and activity-
dependent plasticity in most, if not all, mammalian brain struc-
tures. nAChRs activation by ACh or nicotine consists of the fast
opening (microsecond to millisecond range) of a cationic channel.
nAChRs currents have relatively fast kinetics (albeit slower than
glutamatergic fast neurotransmission) compared to the muscarinic
acetylcholine receptor. nAChRs are transmembrane allosteric
oligomers composed of five identical or different subunits (homo-
or hetero-pentamers, respectively). Nine a (a2ea10) and three b
(b2eb4) subunits have been identified in the vertebrate brain.
These subunits can assemble in different combinations to
construct receptors with distinct functional and pharmacological
properties. Depending on the subunit composition, the receptors
show very different affinity for ACh or nicotine (Changeux and
Edelstein, 2005). For example, the a7 homopentamer has a low
affinity for ACh and nicotine, a high calcium permeability and
rapid activation and desensitization kinetics, while the a4b2
containing (*) heteropentamers (asterisk indicates the possible
presence of other subunits) are highly sensitive to agonists and
strongly up-regulate in response to chronic nicotine exposure.
Both a4b2 and a7*nAChRs are heavily expressed in the dopami-
nergic nuclei (the ventral tegmental area (VTA) and substantia
nigra pars compacta (SNc), the amygdala, the medial habenula, the
basal ganglia and the prefrontal cortex, i.e. the value-based deci-
sion systems.

In general, it is still not clear whether acetylcholine provides a
phasic signal (restricted in time and space) directly activating
neuronal targets, or a rather slow, tonic change in excitability to
modulate the responsiveness of neurons. There is an ongoing
debate between the existence of cholinergic synapses (in the

traditional sense) throughout the brain (Lamotte and Ascher, 2014;
Sarter et al., 2009) or a more global “volume conduction” mecha-
nism of action. Furthermore, the dynamics of acetylcholine release
at short timescales are just beginning to be unveiled. For example,
in the prefrontal cortex, attention (e.g. detection of relevant envi-
ronmental cues) correlates with second-timescale variations of ACh
levels (Parikh et al., 2007). However, it is not clear whether this is
also true in other brain structures. For instance, the pedunculo-
pontine tegmental nucleus (PPTg) is involved in reward, sensory
and motor processing, (Pan and Hyland, 2005; Thompson and
Felsen, 2013). The PPTg, together with the laterodorsal tegmental
nucleus (LDTg), are important sources of cholinergic inputs to the
VTA (see below). However, currently nothing is known about the
dynamics of ACh release (presumably for these structures) in the
VTA, and how nicotine could alter this input signal to the VTA. As
the PPTg and LDTg also provide glutamatergic excitation to the VTA
(Clement and Grant, 1990), the link between their neuronal activity
and the dopaminergic one during decision-making tasks remain
obscure. Overall, the standard view of ACh as a neuromodulator (i.e.
a global signal affecting the neural networks' dynamics) provides
an appealing explanation for the nicotine effects on decision-
making unrelated to cigarettes. Rather than providing a specific
(i.e. local in time and space) signal potentially related to drug tak-
ing, nAChRs activation by nicotine would control networks dy-
namics (i.e. the way neural networks process information) with
general consequences beyond the discrete decision of having a
cigarette.

Long-term dynamics of nAChRs are also of utmost importance.
Chronic exposure to ACh or nicotinic drugs causes a gradual
decrease of evoked currents, leading to a desensitized closed state
of the receptor (Pidoplichko et al., 1997). Furthermore, chronic
exposure to nicotine causes a drastic increase (up-regulation) in the
total number of high-affinity nAChRs, in humans and rodents
(Buisson and Bertrand, 2002; Marks et al., 1992; Wonnacott, 1990).
Together, these two mechanisms underlie a common pattern of
cigarette smoking (Dani et al., 2001) and suggest that a smoker can
experience different forms of the overall “nicotinic state” (number
and state of the receptors) during the day. After a night of complete
abstinence, nicotine concentrations in the brain are at their lowest
level and thus nAChRs have recovered from desensitization
resulting into an excess (due to the up-regulation) of excitability of
the systems under the influence of the endogenous nicotinic neu-
romodulation. In contrast, during the day and after a few cigarettes
some subpopulations of nicotinic receptors may have entered the
desensitized state, depriving the neurons or synapses from its
normal endogenous modulation by ACh. Apart from these two ef-
fects, chronic nicotine exposure may also modify circuits through
synaptic and intrinsic plasticity, through signal transduction
mechanisms arising from Ca2þ influx through nAChRs. These ad-
aptations can arise downstream from the receptors. It has been
shown for example that nicotine induces LTP at VTA DA excitatory
synapses, 24 h after in vivo administration of the drug (Mansvelder
and McGehee, 2000), an effect that required activation of presyn-
aptic a7*nAChRs. However, nicotine may activate nAChRs at any
given level in the neural circuitry (e.g. dopaminergic areas), while
resulting in long-term plasticity or other modifications at another
locus. For instance, nicotine-induced DA release produces a rapid
and transient increase in ERK phosphorylation in the nucleus
accumbens 150 after in-vivo administration (Valjent et al., 2004;
Tolu et al., 2013), directly causes in vivo hippocampal synaptic
potentiation throughout a local hippocampal dopamine signal
arising from the midbrain (Tang and Dani, 2009). Nicotine may also
act indirectly via the stress hormone response, as it activates the
HPA axis to increase corticosterone, which subsequently affects
ethanol-induced DA activity (Doyon et al., 2013). Finally, chronic
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exposure to nicotine can also change the stoichiometry of the re-
ceptors (i.e. the relative proportions of subunits in heteromeric
receptors) and thus impact the cholinergic activity. For example,
although a5 subunit does not contribute to the nicotine-binding
site (Ramirez-Latorre et al., 1996), its deletion leads to a dramatic
shift in several nicotine-elicited alterations. In particular, it has
been suggested that in the VTA, surprisingly, a4b2* nAChRs that do
not comprise a5 have a minor role in the nicotine-evoked response
of DA cells (Morel et al., 2014). The fact that a5 subunits in nAChRs
appear to reduce the magnitude of nicotine up-regulation (Mao
et al., 2008) can thus change the proportion of a4b2a5* nAChRs
in the VTA, or in downstream areas such as the PFC. Consequently,
both the response to nicotine after long-term exposure, and other
decision processes implicating a5 (see below), may be altered.
Hence, one should take into account all these parallel modifications
induced by nicotine, which are not restrained to nAChRs. Dissecting
one of these parallel processes is complicated and may require the
development of specific approaches to overcome these challenges,
e.g. fluorescently tagged subunits to assess the pattern of up-
regulation (Nashmi et al., 2007).

In the two next parts wewill describe known roles of nAChRs in
specific brain regions involved in decision-making processes. The
anatomical substrates for decision-making are very distributed
(Doya, 2008), but in this non-exhaustive reviewwewill focus on six
of its major components, divided in i) the dopaminergic system and
ii) its main downstream targets, mainly the prefrontal cortex and
the striatum, and iii) we will also briefly discuss the implication of
the hippocampus, the habenula and the amygdala (see below).

5. Nicotinic control of dopaminergic activity

The dopaminergic (DAergic) nuclei, with their projections to the
striatum and prefrontal cortex (PFC), play important roles in the
relation between acetylcholine, tobacco addiction and decision-
making unrelated to nicotine intake. DA signals are thought to
represent the core of value-based decisions. For example, dopa-
minergic neurons encode reward prediction errors (see above) as
phasic bursts of action potentials. Reinforcement learning theories
assign a teaching role to dopamine, as this prediction error may be
used to learn the value of a stimulus or action. Other theories depict
a more immediate role of dopamine in motivational processes,
where the dopaminergic prediction of reward would affect the
incentive salience of a stimulus to drive behavior towards a reward,
promoting appetitive and seeking behaviors (Berridge, 2007;
Ikemoto and Panksepp, 1999).

A peculiar relation between DA and nAChRs is revealed by
observation that i) effects on value-based decisions induced by
pharmacological manipulations of ACh (that target muscarinic but
also nicotinic receptors) oftenmirror those of dopamine (Fobbs and
Mizumori, 2014) ii) that DA cells are embedded in a complex
network of nicotinic modulation at a somato-dendritic levels but
also at a terminal levels (Maskos, 2010; Exley and Cragg, 2008).
Dopaminergic nuclei are not only composed of dopaminergic
neurons, but also of inhibitory (GABAergic) ones. Both types of cells
express nAChRs, with mostly b2 and a7 subunits, at their dendritic,
somatic, and axonal (some of them situated in the striatum and in
the cortex) compartments. Glutamatergic inputs from other parts
of the brain also express a7 subunits. Cholinergic innervation of
dopaminergic nuclei arises from the mesopontine nuclei, the lat-
erodorsal tegmental nucleus (LDTg) and the pedunculopontine
tegmental nucleus (PPTg). The LDTg projects mainly to the VTA
(Cornwall et al., 1990), while the PPTg innervates predominantly
the SNc, with its posterior part also innervating the VTA (Oakman
et al., 1995; Joel and Weiner, 2000). However, the PPTg has also
been shown recently to innervate also the striatum (Dautan et al.,

2014, see below). PPTg is now seen as an important actor in the
decision-making network. Activity of PPTg neurons reflects sensory
cues, goal-directed actions and their outcomes in decision-making
tasks (Thompson and Felsen, 2013; Pan and Hyland, 2005; Norton
et al., 2011). PPTg inactivation strongly decreases reward predic-
tion errors (after learning occurred) in freely moving rats (Pan and
Hyland, 2005). A number of data thus suggest that some PPTg
neurons could participate to the computation of reward predictions
in the dopaminergic system (Humphries and Prescott, 2010).
Nevertheless, PPTg lesions affect but do not suppress the learning of
instrumental tasks (Wilson et al., 2009), hence it is unlikely that it
constitutes the sole reward-related input to the DA nuclei. If the
relation between the nature of PPTg cells (Glutamatergic, GABA-
ergic or Cholinergic) and their activity in decision tasks is yet un-
known, cholinergic inputs to dopaminergic neurons seem to play a
key role in the generation of DA bursting activity. Mainly, b2-
containing nAChRs (b2⁄nAChRs) have an important role in DAer-
gic bursting activity, since in the absence of the b2 nAChR subunits,
DA neurons lack spontaneous bursting in anaesthetized animals
(Mameli-Engvall et al., 2006; Tolu et al., 2013). Besides, nAChR are
characterized by their property to switch to desensitized states.
Prolonged exposure to low concentrations of nicotine stabilizes the
receptor in a closed (desensitized) state, which blocks the respon-
siveness to agonists (i.e. both endogenous ACh and nicotine). Thus,
chronic exposure to nicotine disconnects neurons, and particularly
dopaminergic ones, from their physiological cholinergic drives.
Especially, desensitization of b2*nAChRs can have an important
effect on VTA DA cell dynamics (see below).

Nicotine exerts its reinforcing properties by acting on nAChRs of
the VTA dopaminergic nucleus, inducing bursts of action potentials
in dopaminergic cells (Mameli-Engvall et al., 2006; Maskos, 2010;
Tolu et al., 2013). There is considerable evidence that environ-
mental drug cues participate in addictive behavior. In both human
and animals, cues reliably elicit craving and prompt the initiation of
drug seeking/taking and relapse following cessation treatment.
However, the mechanisms by which this occurs are not clear.
Redish (2004) proposed a model of how drugs of abuse, by
mimicking reward, may hijack normal value learning, which results
in drug abuse. DA neurons could mimic the properties of the delta
signal in temporal difference (TD) learning. Experimental data and
theories predict that for natural reinforcers, reward-driven DA ac-
tivity should diminish as conditioned stimuli is learned to be
reward-predictive (Schultz, 2002), i.e. the prediction error is zero at
the time of reward delivery, as the predicted reward equals the
actual one. Redish (2004) proposed that this does not happen for
addictive drugs. In contrast, after learning, the phasic DA signal
might be observed for both the predictive CS and the drug delivery
itself. Due to nicotine, the prediction error (induced pharmaco-
logically at the time of the cigarette CS) is always positive and
therefore the value of the cigarette keeps increasing, leading to
overvaluation and addiction. However, it should be noted that at
the level of the DA cell activity and/or the release of DA, there is a
drastic difference between the timescale of reward prediction error
(sub-second) and of nicotine-induced bursting (several minutes),
so if these DA responses actually interact remains an open question.
To date, the sequence of modifications of firing patterns in VTA DA
cells during the transition to the nicotine-addicted state and
withdrawal symptoms has never been studied. Recordings of the
activity of VTA neurons in the same animals, during the different
phases of addiction (i.e before nicotine exposure, during repeated
acute injection, and during craving) is a clear challenge, but would
provide valuable information on modifications of DA systems dur-
ing nicotine exposure (Redish, 2004). For instance, despite acting
on DA re-uptake rather than DA firing, cocaine can induce a reward
prediction error-like activity at the time of a cuewithwhich cocaine
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has been associated (Phillips et al., 2003).
The long-lasting increase in dopaminergic activity following

acute nicotine delivery is likely a key mechanism in the effects of
nicotine on decision-making. If nAChRs activation by nicotine con-
trols the excitability levels of dopaminergic cells (rather than simply
provide a drug-related reinforcement signal), it could explain the
continuous effects of nicotine on DA and decision-making. The level
of firing by dopaminergic cells affects the tonic levels of DA in target
structures (Grace et al., 2007). TonicDA levels have beenproposed to
control the exploration/exploitation trade-off (Beeler et al., 2010;
Humphries et al., 2012). Increased tonic DA following acute nico-
tine would favor exploitation, as seen in smokers (Addicott et al.,
2013). This provides an explanation for the lack of flexibility that
is associated with nicotine. However, if phasic DA is also increased
by nicotine, it is somewhat contradictorywith findings of decreased
reward sensitivity (Locey and Dallery, 2009, 2012). In addition, Niv
et al. (2007) proposed that tonic DA levels would signal the
average reward, so that alterations of these levels by nicotinewould
be likely to affect the perception of the average potential rewards,
and potentially the vigor of actions (Niv et al., 2007).

In experiments assessing the sensitivity of the brain reward
system using intracranial self-stimulation (ICSS), both acute injec-
tion of nicotine and self-administration decreased the threshold
(minimal current to obtain ICSS behavior), i.e. increased the
sensitivity of the reward system (Skjei and Markou, 2003). On the
contrary, withdrawal from chronic nicotine increases the ICSS
threshold, persisting at least four days, and thus a decrease in
reward sensitivity (Epping-Jordan et al., 1998). Hence, under nico-
tine, rewarding outcomes may be overvalued and the behavior may
be more exploitative (increased sensitivity to the difference in
value) and less inhibited (by an imbalance between appetitive and
aversive systems). The biological substrates underlying this effect is
however unclear. Modifications at the level of the DA system can
explain some aspects of these alterations in ICSS sensitivity. Acute
nicotine increases the firing of the VTA DA cells. However, effect on
chronic nicotine exposure on DA cell firing rate in the dopaminergic
nuclei are ambiguous due to varied experimental conditions (route
of administration; dose; duration of exposure; continuous expo-
sure, see above) Nicotine self-administration for 2 months causes
hyperactivity of dopaminergic neurons in the VTA, while no in-
crease in firing rate or bursting was found after passive delivery of
nicotine through mini-pumps (Besson et al., 2007; Caill�e et al.,
2009). However despite absence of apparent modification, ho-
meostatic processes involving both b2-and a7*nAChRs occur in
mice chronically exposed to nicotine (Besson et al., 2007). However,
despite this absence of modification in the firing rate of DA neurons,
it has been proposed that adaptations occurs at the levels of the
nAChRS control of VTA DA cells (Besson et al., 2007). Finally, using
higher concentration of nicotine in mini-pumps (2 mg/kg/h), Xiao
and colleagues showed a decrease in the firing rate of SNC DA
neurons (Xiao et al., 2009), one day after removing the mini-
pumps, which may correspond to a withdrawal state (Epping-
Jordan et al., 1998). At the terminal level, chronic nicotine de-
creases the tonic DA neuron activity through desensitization of the
nAChRs (Zhang and Sulzer, 2004). This chronic altered state of the
nAChRs has an overall diminishing effect on DA release in down-
stream targets (Koranda et al., 2014). Therefore, the hypothesis of
Niv et al. (2007) that tonic DA signals the average reward could
account for the alterations in reward sensitivity, since the baseline
of tonic DA activity may be reduced.

6. Nicotinic control of the downstream DA targets

It is believed that the prefrontal cortices, due to their associative
inputs and high encoding capacity (as recurrent networks) are

more involved in the reflective/goal-directed decision system
(Dolan and Dayan, 2013). Populations of prefrontal neurons encode
expectation of future value (average reward, i.e. reward probability
times reward amount), reward amount and reward probability
separately (see Padoa-Schioppa, 2011 for review). Frontal areas,
such as the medial and lateral orbitofrontal cortex, the ventrome-
dial prefrontal cortex, anterior cingulate cortex, the anterior lateral
prefrontal cortex, but also more parietal areas (lateral inferior and
posterior parietal cortex) contribute differentially to decision-
making (Rushworth et al., 2011). Distinguishing between the
nicotinic effects on these contributions is beyond the scope of this
review. Globally, the PFC would learn an internal model of the
environment and build a decision tree of possible future states and
actions, providing cognitive flexibility (Daw et al., 2005, 2006;
Dolan and Dayan, 2013). It should be noted however that parts of
the prefrontal cortex (e.g. infralimbic cortex) have been demon-
strated to take part in the habitual system, restricting goal-directed
decision-making to the paralimbic cortex (Daw et al., 2005; Dolan
and Dayan, 2013). The PFC also provides cognitive control over
habitual actions (and is thus implicated in behavioral inhibition)
and exploitive trends, hence promoting exploration (Daw et al.,
2006). Anterior parts of the frontal cortices may be implicated in
counterfactual decisions, based on what “might have been”, which
may be altered in smokers (Chiu et al., 2008). The parietal cortex is
also implicated in decision-making (albeit considered as more
“perceptual”) andmay be implicated in impulsivity, as it plays a role
in setting the speed-accuracy tradeoff (Kim and Lee, 2011). nAChRs
play a key role in the modulation of PFC activity and the frontal
cortices receive acetylcholine inputs from nuclei in the basal fore-
brain (Hasselmo and Sarter, 2011). Nevertheless, the basal forebrain
may not be the sole source of cholinergic modulation of cortical
dynamics, as the PPTg also projects to the thalamus (Winn, 2006).
From a functional point of view, overexpression of the a3/a5/b4
genomic cluster in mice, which increases the levels of expression of
these subunits in the PFC and hippocampus (Gallego et al., 2012),
augments behavioral inhibition (Vi~nals et al., 2012). The PFC also
naturally highly expresses b2*nAChRs, implicated in selective
attention (Guillem et al., 2011) and social interactions (Avale et al.,
2008; dos Santos Coura and Granon, 2012), functions that likely
require inferential or reflective processes (Yu and Dayan, 2002,
2005; Devaine et al., 2014). Moreover, nicotine robustly activates
layer VI neurons, implicated in top-down contextual information
and attentional control, via a4a5b2 receptors (Hay et al., 2014). It
has been proposed that the a5 subunit plays a key role in attention
circuitry (Bailey et al., 2010), probably together with the b2 subunit
(Guillem et al., 2011). As frontal cortices are also implicated in
impulse control (i.e. inhibition of habitual processes) a5 subunit,
modifications of a4a5b2 expression after chronic exposure could
impact the PFC processing, and thus impulsivity. Nevertheless, it
seems unlikely, as a5 subunits seem to confer a resistance to up-
regulation by nicotine (Mao et al., 2008). Overall, these cholin-
ergic implications in cognitive flexibility (the “reflective system”)
have been formalized by a computational model (Yu and Dayan,
2002, 2005). This theory states that forebrain acetylcholine input
might represent expected uncertainty (known unpredictability of
an outcome following a cue) in cortical inference. This theory ac-
counts for a few cognitive effects ascribed to nicotine (e.g. in the
attentional Posner task) and for the implications of nAChRs in
reflective decisions. However, if it correctly accounts for pro-
attentional effects of acute nicotine, it is unclear how it can shed
light on the imbalance between reflective and habitual systems
following chronic nicotine and nAChRs up-regulation. Besides, the
orbitofrontal cortex has been found to be implicated in delay dis-
counting (Kable and Glimcher, 2007), a paradigm that indeed is
affected by nicotine (Kelsey and Niraula, 2013). However, mice
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lacking b2*nAChRs do not demonstrate altered delay discounting
(Serreau et al., 2011). So whether the effects of chronic nicotine in
delay discounting rely on modifications induced by, but not
expressed by nAChRs, remains an open question.

The different parts of the basal ganglia are implicated in various
forms of value-based decision-making and motor control. The
structure of the basal ganglia, composed of two stages of inhibitory
neurons (striatum and output nuclei) is ideally suited for action
selection. One behavioral output can be dis-inhibited, while
inhibiting others (Redgrave et al., 2011). Ventral parts of the basal
ganglia (e.g. nucleus accumbens) are implicated in stimulus-
outcome associations and Pavlovian appetitive approach towards
rewards (Yin et al., 2008). The ventral striatum might constitute a
locus of convergence of different decision systems, as it has been
shown in humans to represent values and reward predictions,
regardless of how (i.e. reflectively or reflexively) they may be
computed (Daw et al., 2011; Simon and Daw, 2011). The dorsolat-
eral and dorsomedial parts of the striatum seem respectively
involved in habits (reflexive decision) and in goal-directed actions
(reflective decision, together with the prefrontal cortex) (Yin et al.,
2008). Neural correlates of action value have also been found in the
striatum (Samejima et al., 2005; Lau and Glimcher, 2008; Kim et al.,
2013; Cai et al., 2011). The synapses from the cortical neurons to the
medium spiny neurons in the striatum are often hypothesized to be
the primary locus for reinforcement learning, i.e. for updating and
storing the values of states and actions (Reynolds et al., 2001;
Hikosaka et al., 2006; Lo and Wang, 2006; Hong et al., 2011).
Basal ganglia nuclei are not only composed of inhibitory neurons,
but also of cholinergic ones, called tonically active neurons (TANs).
The inhibitory cells express nAChRs and are thus sensible to this
local source of ACh, but also to cholinergic inputs coming from the
PPTg (Dautan et al., 2014). ACh also affects dopaminergic release
due to the expression of nAChRs on dopaminergic terminals (Exley
and Cragg, 2008; Koranda et al., 2014). Because of their correlated
activity and widespread innervation throughout the striatum, TANs
may play a major role in orchestrating the activity of the basal
ganglia. A computational model (Stocco, 2012) proposed that
striatal ACh might control the exploration-exploitation trade-off. In
this model, the TANs provide a global inhibitory signal, controlling
the number of actions that can be selected, and the level of
competition between them. This is similar to modulating the in-
verse temperature parameter, as increased inhibition reduces the
number of competing alternatives (i.e. those with higher value),
which corresponds to increased exploitation. If nicotine indeed
increases this global inhibitory signal, this might be consistent with
the implication of nicotine in alterations of reward sensitivity.
However, mice lacking b2*nAChRs display similar preferences for
large versus small rewards asWTs (Serreau et al., 2011), and are not
impaired in motivation for food (Guillem et al., 2011). Again, future
studies are needed to disentangle the different roles of endogenous
ACh and over-activation by nicotine and to dissect neural modifi-
cations due to induction from those due to expression levels after
chronic nicotine. The striatum is one of the principal loci displaying
up-regulation of nAChRs (Govind et al., 2009) and likely plays a
major role in the long-term alterations of decision-making induced
by nicotine. Moreover, both chronic nicotine exposure and with-
drawal durably affect dopamine release in the striatum (Rahman
et al., 2004; Zhang et al., 2013), probably affecting a wide range
of decision processes.

The cortex and striatum likely underlie different computations
(respectively based on recurrent dynamics and selective dis-
inhibition), rather than directly performing a decision, whether
reflective or reflexive. The structures interact with each other, as
the habitual and goal-directed “systems” do. Exposure to drugs can
shift the normal balance between decision systems, promoting one

system over the other. Deficits in cognitive flexibility may arise
from a shift towards more habitual than goal-directed control.
Drugs that give more weight to the structures involved in the habit
system or that impair structures involved in the planning system
would favor the automation of behaviors (Redish et al., 2008),
related to drug taking or not. In this framework, it has been pro-
posed (Daw et al., 2005; Keramati et al., 2011) that the arbitration
between goal-directed and habitual systems may depend on their
relative accuracies. Arbitration might depend on the relative un-
certainties of the systems, as tree-search decisions may be hard to
compute, and habits are slow to learn (Daw et al., 2005). It provides
an account of the gradual shift from goal-directed actions to habits
with training. As ACh has been proposed to signal uncertainty
(although in the different context of cortical inference, Yu and
Dayan, 2005), nicotine might hypothetically bias the arbitration
in favor of the habitual system, by altering the physiological
signaling of uncertainty. Finally, nicotine-induced increases in DA
would favor approach (Ikemoto and Panksepp, 1999; Berridge,
2007) over behavioral inhibition, resulting in more action impul-
sivity. This suggests that dopamine may mediate the effects of
nicotine in the balance between goals and habits. However, DA
agonists seem to favor goal-directed, reflective processes over
habitual systems (Dolan and Dayan, 2013).

NAChRs are also expressed in the amygdala, hippocampus and
the medial habenula, structures also known to play a role in value-
based decision-making. The hippocampus may form a “cognitive
map” of the environment, and thus play a role in the planning/
reflective decision system. Together with the prefrontal cortex, the
hippocampus is also involved in working memory. Hippocampal
infusion with blockers of nAChRs impaired short- and long-term
memory retrieval, while nicotine enhanced memory retrieval in
rat behavioral tests (Martí Barros et al., 2004). The hippocampus
plays amajor role in the identification of “states” (i.e. recognition), a
foundation upon which associations between states and values are
built. In a variety of recognition tests (novel object, social, place), a7
agonists diminish natural forgetfulness caused by long delays be-
tween trials (Hauser et al., 2010; Pichat et al., 2007; Prickaerts et al.,
2012; Wallace and Porter, 2011).

The amygdala is believed to store learned values for positive and
negative outcomes. Nicotine enhances synaptic transmission onto
the amygdala (Barazangi and Role, 2001; Dani and Bertrand, 2007),
whichmay be related to alterations of the utility function and to the
balance between appetitive approach and behavioral inhibition.
Neurons from the medial habenula (MH) are also implicated in
aversive processing. They have been found to encode predictions of
aversive outcomes (Matsumoto and Hikosaka, 2009) and inhibit
dopaminergic areas (Lammel et al., 2011). Therefore, the MH may
also be implicated in the aversive effects of nicotine (Fowler and
Kenny, 2014). As an inhibitory input on the dopaminergic areas,
the MH could be involved in the alterations of behavioral inhibition
following nicotine exposure. However, there is a lack of studies
implicating theMH in the chronic effects of nicotine on valued-base
decision-making.

7. Discussion

In this review, we aimed at stressing some overlooked points
regarding nicotine and decision-making unrelated to behaviors
directed towards drug intake. The observed correlation between
alterations of decision-making and tobacco addiction deserves
further attention. Indeed, addiction is often seen as the result of
maladaptive decision-making, while the causal relation is unclear
and sometimes reversed. Acute or chronic nicotine can affect sub-
sequent decisions, not restricted to addiction itself. A further un-
derstanding of these issues requires more formalization of
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decision-making, and relevant experimental paradigms. Smokers
have been described as impulsive, an ambiguous notion that may
encompass various forms of value-based decision-making, ranging
from probabilistic or delay discounting to the balance between
goals and habits, or between appetitive approach and behavioral
inhibition. Despite recent efforts (Redish et al., 2007; Kishida et al.,
2010), the links with computational psychiatry (Montague et al.,
2012) remain scarce. Several computational theories on the role
of physiological acetylcholine in signaling uncertainty (Yu and
Dayan, 2005) or entropy (Stocco, 2012), as well as on the arbitra-
tion between reflective and reflexive systems, provide testable
working hypotheses. Moreover, animal studies are needed to delve
into the neurobiological mechanisms underlying nicotine effects on
decision-making. All the major structures implicated in decision-
making highly express nicotinic receptors, but often receive
endogenous acetylcholine from distinct nuclei, which are likely
involved in different computational processes. This may explain the
diversity of nicotine effects on behavior. In particular, the diversity
in biophysical properties and location of nAChR subtypes offers a
wide range of possible fine regulation of the DA system. The VTA
itself seems more heterogeneous than previously thought
(Bromberg-Martin et al., 2010; Lammel et al., 2011), and DA neu-
rons respond differentially to reward and punishments depending
on their preferred target structure. Therefore, it would be inter-
esting to link, if existent, specific properties of nAChRs and specific
pathways in the VTA (i.e. mesocortical, mesolimbic). Last, the in-
teractions between nicotine and mental illnesses at the level of
decision-making are not widely studied yet, but could provide a
broader perspective on nAChRs and modified behavior. Tobacco
addiction is more prevalent among people suffering from mental
illnesses (schizophrenia, depression and anxiety, mood or person-
ality disorders, addiction for other substances, pathological
gambling) than in the general population (Dani and Harris, 2005).
These mental illnesses can also be considered as pathologies of
decision-making, and smoking seems to interact with at least some
of their symptoms. Due to common neural pathways, addiction to
nicotine and other mental illnesses may be synergistic. Factors like
stress, anxiety and depression contribute to the vulnerability to
nicotine addiction, and, like nicotine intake, have consequences for
dopaminergic signaling (e.g. synaptic plasticity, Jones and Bonci,
2005; Saal et al., 2003). However, nicotine might counteract some
symptoms of mental illnesses and thus be used as a self-
medication. This has been proposed for schizophrenia (to regulate
dopaminergic activity), attention-deficit hyperactivity disorder and
Alzheimer's disease (to restore attentional deficits). Finally, tobacco
addiction is also highly prevalent in pathological gambling
(McGrath and Barrett, 2009), with a common implication of altered
probabilistic discounting and dopaminergic alterations. This topic
would deserve a complete review, but clearly further animal
studies are needed to dissect the neurobiological mechanisms by
which nicotine and mental illnesses interact to affect decision-
making.
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5 Objectives

As discussed in the previous review the role of nicotinic acetylcholinergic receptors in

relation to decision-making is a not much explored research field and could reveal insight

into the consequences of nicotine use on daily life behaviours that involve such choice

processes. Furthermore, different mental disorders have been brought into relation with

excessive smoking. Disorders that affect different higher cognitive processes. These diffi-

culties may partly be relieved or counteracted through smoking, while longterm smoking

in non-affected individuals has repetitively solely been correlated with negative cognitive

consequences. These findings may indicate that nicotinic acetylcholinergic receptors and

its endogenous neurotransmitter acetylcholine can be bidirectionally linked to different

cognitive consequences.

During this thesis, I developed approaches to investigate the role of nicotine receptors

and the effects of chronic exposure on decision-making that are independent of nicotine

seeking behavior. A few attempts have been made to identify the effect of long term

nicotine use, and therefore the nicotinic system, on decision-making in humans. However,

these studies express a few complications. Firstly, smokers are automatically addicted to

nicotine and addiction; the habitual use of drugs or other compulsive behaviours, evokes

brain plasticity in itself. Furthermore, a predisposition for addiction has been correlated

with different personality and genetic traits that may also explain the findings. Secondly,

the tasks used to assess choice behaviour are complex and complicate identification of

modified parameters. For example, Addicott’s "restless" bandit task [238] can not dis-

tinguish between rigidity or reward sensitivity. Various paradigms have been developed

for rodents based on the Iowa Gambling task [239] and probabilistic reversal learning

tasks [240] and these tasks are probably the most suitable to assess behaviour in a prob-

abilistic environment. No data yet has been published on the effects of long-term nicotine

in these tasks. However, these tasks have a few limitations: they are relatively difficult

for rodents to learn due to their direct translation of human tasks; and usually require

food restriction which may affect the outcome.

For this reason, we designed a behavioural paradigm for mice (See Methods and Results
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that allows to assess different decision-making parameters in a fixed probabilistic setting,

with as reward an electrical intracranial stimulation. This paradigm allows to develop

computational models of the task that serve as a powerful tool to identify scales of be-

havioural modifications. With this multi-armed bandit task we can focus on two specific

parameters: uncertainty and reward sensitivity, that can be compared between different

experimental groups. The definitions of these parameters will be further discussed in the

result section. For the first paper, we aimed at describing the paradigm and studying

the role of nicotinic cholinergic system in decision-making through the inactivation and

re-expression of the high-affinity β2 subunit in the VTA. For the second paper we ana-

lyse the effect of chronic nicotine exposure within this decision-making framework. To

learn about the exclusive consequences of nicotine on these parameters without taking

the effects of addiction into account we treated mice passively with nicotine and studied

the behavioural modifications in the same paradigm again with a focus on the interaction

between the dopaminergic reward system and the nicotinic cholinergic system. Since,

also the presented multi-armed bandit task may have limitations I will discuss prelimin-

ary data obtained from the experiments in a closed economy for mice. These data will be

presented in the discussion, with a brief introduction in the methods section. The closed

economy for mice provides a more natural setting to study behaviour in a probabilistic

environment.
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6 Methods and materials

6.1 Behavioural paradigms

6.1.1 Multi-armed ICSS Bandit task

We have developed a task based on intra-cranial self-stimulation (ICSS) rewards to

assess Bandit-style problems in mice. The ICSS electrode is implanted in the medial

forebrain bundle (see Figure 6.1a and Chapter 7 & 8 ). Mice were trained to perform a

sequence of choices between explicit locations in a open field (0.8 m diameter) to obtain

ICSSs. Mice cannot receive two consecutive ICSSs at the same location. Consequently,

they alternate between rewarding locations by performing a sequence of choices. The task

consisted of daily 5-minute sessions in an open-field where three places were explicitly

associated with ICSS. ICSS intensity is adjusted so that mice self-stimulate between 50

and 150 times per session at the end of the training (ninth and tenth session). Current

intensity is subsequently maintained the same throughout all the experiments. Mice are

initially trained in a deterministic/certain setting (i.e in which all locations are associated

with a certain ICSS) and then in a probabilistic/uncertain setting (see Figure 6.1b), in

which each location is associated with a different probability of ICSS delivery (in the first

set, reward probabilities are 100, 50 and 25% for the three locations).

To quantify behaviours, sequences of choices (which rewarded site); trajectories and

kinetics of the displacement in-between rewarded sites have been analysed. The repar-

tition of the rewarded locations arises from a sequence of binary choices between two

respective payoffs (e.g. 100% vs. 50% when the animal is on the 25% site). This type of

sequential decision-making task constitutes a Markovian decision process consisting of 3

states (A, B, C) and a transition function expressing the proportion of choices made after

leaving this point. The states correspond to the rewarded positions, and the transition

function corresponds to the binary choices the mouse has to perform from these locations.

These transitions can be expressed in three gambles and this data (i.e the transition func-

tion) has been fitted with reinforcement-learning models (RL). Three main models have

been tested. These gambles can reflect the exploration-exploitation trade-off: considering
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Figure 6.1 – Multi-armed ICSS bandit task a Unilateral implantation of a stimulation

electrode into the medial forebrain bundle b A representation of the multi-armed ICSS bandit

task

that you have to choose between two rewards A and B that are associated with a value VA

and VB. If VA > VB, and you do not explore, but go for the optimal choice, you choose A.

The three models describe the probability to choose A versus B and thus how exploration

is driven by their values (VA and VB).

— The ε-greedy models. In this case exploration is completely independent of the

value VA > VB. You choose B (and thus explore) with a fixed probability ε.

— The classic softmax model. The probability to choose A depends on the difference

between VA and VB. If VA = VB, the probability pA to choose A equal 50% (same

for pB). This model formalises that the higher the reward difference (VA − VB., the

higher the probability of choosing the best option VA.

— The uncertainty model based on a classic softmax model with the addition of a bonus

for exploration. The value associated with a choice is increasing by the uncertainty

associated with this choice. This is a bonus. This model formalises that the decision

is also biased in favour of choices with the most uncertain consequences by assigning

a "bonus" value for the expected uncertainty.

The uncertainty model (third one) is the one that accounted best for the experimental

data presented and reproduced the preferences of wild-type mice as explained in the first

paper that will be discussed in the results section. This model has two parameters: β

(inverse temperature), which represents the sensitivity to the difference of values (see

above) and the parameter φ (expected uncertainty) which represents the value attributed



to the expected uncertainty. If the WT sequence of choice are well fitted by the third

model, β2 KO mice are best fitted by the second one.

6.1.2 Closed economy for mice

We use classical operant boxes (Med. Associates) for mice with two levers and a food

well in between them (see Figure 6.2). The floor of the cage is adapted from a grid to a

solid aluminum plate and covered in a layer of bedding. Water is provided ad libitum.

Mice have access to the two non-retractable levers continuously. This set up allows us

to study neuroeconomical phenomena driven by natural motivation (no food restriction;

no time restrains). We focus on value discrimination by reversing the location of the

reinforcing lever. At any point during the experiment one lever is reinforced with one

food pellet at a certain fixed ratio (FR) and the other lever is inactive. The reinforcing

lever changes position every 24 hours or 96 hours. Experiments take 5-7 days and during

this period the mouse is solitary housed in the operant box. Nicotine was administered

acutely (I.P. injections, 500µg/kg), or in drinking water (200 µg/mL, 2% Saccharine).

Under the control conditions, we recorded VTA DA cell activity of WT mice over periods

of 24 hours and more with in vivo electrophysiology.

R NR

Food 
dispenser

Figure 6.2 – Closed economy paradigm Operant box in which the mouse lives continuously

for the complete time of the experiment. Food can be obtained through lever pressing. R =

rewarding lever, NR = non-rewarding lever



6.2 Nicotine and minipump implantation

Implantation of osmotic mini pumps Animals were anaesthetised with a gas mixture

of oxygen (1L/min) and 1-3% of isofluorane (IsoVet, Piramal Healthcare,UK). After the

administration of a local anaesthetic, an incision was performed at the level of the inter-

scapular zone, to subcutaneously implant an osmotic minipump (Model 2004, ALZET,

CA, USA) containing 200 µL of either a solution of nicotine hydrogen tartrate salt (Sigma-

Aldrich, MO, USA) at a dose of 10mg/kg/d (4.16 mg/kg, free base) or saline water (H2O

with 0.9% NaCl) for the control group. Both solutions were prepared in the laboratory.

The minipumps delivered their content with a flow of 0.25 µL/hour over 28 days. The

surgical wound was closed with surgical stitches. Animals had two days of rest to recover

from the minipump surgery before going further with their behavioural training.

6.3 Electrophysiological recordings of dopaminergic neur-

ons in the VTA

6.3.1 Juxtacellular recordings

Mice were deeply anaesthetised with chloral hydrate (8%), 400 mg/kg I.P., supplemen-

ted as required to maintain optimal anaesthesia throughout the experiment. The scalp was

opened and a whole was drilled in the skull above the location of the VTA. The saphen-

ous vein was catheterised for intravenous administration of drugs. Extracellular recording

electrodes were constructed from 1.5 mm O.D. / 1.17 mm I.D. borosilicate glass tubing

(Harvard Apparatus) using a vertical electrode puller (Narishige). Under microscopic con-

trol, the tip was broken to obtain a diameter of approximately 1 µm. The electrodes were

filled with a 0.5% NaCl solution containing 1.5% of neurobiotin tracer (AbCys) yielding

impedances of 6-9 MΩ. Electrical signals were amplified by a high-impedance amplifier

(Axon Instruments) and monitored audibly through an audio monitor (A.M. Systems

Inc.). The signal was digitised, sampled at 25 kHz and recorded on a computer using

Spike2 software (Cambridge Electronic Design) for later analysis. The electrophysiolo-

gical activity was sampled in the central region of the VTA (coordinates: between 3.1 to

4 mm posterior to Bregma, 0.3 to 0.7 mm lateral to midline, and 4 to 4.8 mm below brain

surface). Individual electrode tracks were separated from one another by at least 0.1 mm



in the horizontal plane. Spontaneously active DAergic neurons were identified based on

previously established electrophysiological criteria (see main text, methods section).

6.3.2 Development of the micro-system

Steve Didienne, a recent PhD student in the lab, has developed a micro-system that

allows us to record multi-units at different depths in the ventral tegmental area. Two

octrodes are connected to a "descender" (see Figure 6.3 ). The descender is a guide cannula

connected to a screw that leads the electrodes deeper in the brain area of interest when

turned. Every turn of the screw will descend the two octrodes with 300 µm. This descender

system is connected to an electronic interface board (EIB, Figure 6.3a) by means of a

3D-printed piece that also protects the electrodes and simplifies the implantation. An

octrode exists out of a twisted loop of 4 strings of nichrome wire (0.1mm) that undergoes

approximately 20-30 turns in the neurospinner. Subsequently the twisted electrodes are

Screw

Polytrodes

Guide
cannula

Electrodes
contact point

Stimulation

Reference
a b c

d e

Polytrodes

Ground

Electrode

Golden pin

Figure 6.3 – Overview of the implantable electrophysiology micro-drive system a

Electronic interface board (EIB) b Electrode cannula and bridge to the screw of the descender

c Outside of descender with buildin screw d Complete microdrive e Implanted mouse



heated o melt the insulation, creating a stiff bundle of 8 microwires. Two octrodes are

placed in the cannula guide. The ends of all 16 electrode wires are carefully put in the

separate pin connectors of the EIB and fixed with golden pins. After completion (Figure

6.3d), the octrodes are glued together and cut to length of +/- 6mm measured from the

lower end of the 3D-printed piece. Then the impedance of all separate electrodes is tested

and subsequently unified and lowered (150-400 kΩ) through a electroplating process with

gold. The ends of the two octrodes are placed in a gold solution (gold in polyethylene

glycol (PEG)), while NanoZ (Neuralynx software) sends constant-current pulses through

the circuit. This leaves a gold residue attached to the ends of the octrodes, which increases

the recording surface and the conductance of the octrodes. This process is also used

to identify problems in the circuits. After electroplating, but before implantation, the

descender and the EIB are wrapped into parafilm (except for the connector and octrodes)

and covered with a layer of dental acrylic cement.

6.3.3 Surgery

After anaesthesia with a gas mixture of oxygen (1l/min) and 3% isoflurane, a mouse

is placed in a stereotaxic frame (David Kopf). The cranial bone is exposed by a midline

incision of the skin. The skull is then drilled and the recordings octrodes are placed

just above the VTA (coordinates: 3.2 +/- 0.1 mm behind the Bregma, 0.5 +/- 0.1 mm

lateral and 4.0 +/- 0.1 mm deep from the surface of the brain [241])). Monopolar ground

electrodes are laid over the cortical layer of the cerebellum and the olfactory bulb. Dental

acrylic cement is used to fix the main body of the micro-drive to the skull during the

surgery. (Figure 6.3e)

6.3.4 Data acquisition and treatment

After a recovery of at least 2-3 weeks the extracellular potentials are tested in the

homecage of the mouse. The EIB is connected to the digital acquisition system (Digital

Lynx SX; Neuralynx). A cable with a preamplifier originating from the rotator is connec-

ted to the EIB. The rotator responds to the movements of the mice and reduces tension

in the cable. The rotator has a data output towards the Neuralynx system, interpreted

by the Cheetah Software. Broadband signals from each wire are filtered between 0.1 and

9000 Hz and recorded continuously at 32 kHz. To extract spike timing, signals are band-



pass-filtered between 600 and 6000 Hz. Once extracellular potentials are identified the

mouse is placed in the closed economy for a period of 2-4 days depending on the protocol

to get habituated to the environment and learn the instrumental behaviour. In general,

the lever press-food reward association is established over night. After habituation, the

extracellular potentials are recording for 24-72 hours. The data is saved in 3 hour files that

are automatically initiated by trial control (Neuralynx software). Times of behavioural

actions are aligned with the neurophysiological data through binary transistor-transistor

logic (TTL) pulses. At the moment of a lever press or nose poke, the Med Associates

system sends a TTL signal to the Neuralynx system. After a completed experiment, the

octrodes can be lowered to test a different population of extracellular potentials.

6.3.5 Spike extraction and sorting

Spike times were manually sorted offline with Spike Extractor (Neuralynx software).

Sorted spikes were manually clustered with SpikeSort3D (Neuralynx software). Spike-

Sort3D offers different waveform parameters, like peak, valley, area and energy that can

be included in the principal component analyses. Data clusters are represented in a 3D

space (x, y, z axes) to simplify the cluster selection. Spike times are exported per cluster.

Due to the size of the 3 hour files maximum 1-2 channels can be extracted and sorted

simultaneously.

6.3.6 Dopamine neuron identification

Extracellular identification of putative DA neurons was based on their location, as

well as on the set of unique electrophysiological properties that characterise these cells

in vivo: 1) a typical triphasic action potential with a marked negative deflection; 2) a

characteristic long duration (>2.0 ms) action potential; 3) an action potential width from

start to negative trough >1.1 ms; 4) a slow firing rate (<10 Hz) with an irregular single

spiking pattern and occasional short, slow bursting activity. After completion of the

experiment, brain slices were prepared and the location of the recording electrodes were

verified under the microscope.
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Pharmacological identification

D2 receptors (D2R) pharmacology was also used for confirmation of DA neurons iden-

tification: after a baseline (10 min) and a saline (dose, 10 min) injection, quinpirole (D2R

antagonist) was injected (10 min), followed by an eticlopride (D2R agonist) injection (10

min). As most DA neurons, but not GABA neurons, express these inhibitory D2 auto-

receptors, neurons were considered as confirmed as DA neurons if quinpirole induced at

least 30% decrease in their firing rates, while eticlopride at least restored the firing above

baseline. Nevertheless, as continuous D2 pharmacology could have affected both baseline

DA neurons firing and decision-making, we allowed the mice to recover two days after this

experiment.



6.4 β2 knock out mice and local re-expression

6.4.1 β2 knock out mice

The encoding of the of neuronal nAChR β2-subunit is disrupted as described in Pic-

ciotto et al., 1995 [155]. Initiator methionine and the rest of the first exon were replaced

with the coding region of NLS-lacZ and the MC1 neoR expression cassette [242]. The

knockout SOPF HO ACNB2 (β2KO) and wildtypes were not littermates in our exper-

iment and this could be a potential caveat of the study. However, mutant mice were

generated almost 20 years ago, the line has been backcrossed more than 20 generations

with the wild-type C57BL6/J line, and the β2KO line was confirmed to be at more than

99.99% C57BL/6J [243].

6.4.2 Stereotaxic injection of lentivirus

The lentiviral expression vectors β2 subunit IRES-eGFP cDNAs and the eGFP cDNA

(control) are under the control of the ubiquitous mouse phosphoglycerate kinase (PGK)

promoter as described in Maskos et al., 2005 [25].

β2KO mice aged 8 weeks were anaesthetised using isoflurane. The mouse was intro-

duced into a stereotaxic frame adapted for mice. Lentivirus (2 µl at 75 ng of p24 protein

per µl) was injected bilaterally at: anteroposterior = +3.4 mm, mediolateral = +/-0.5

mm from bregma and dorsoventral = 4.4 mm from the surface for VTA injection. Mice

were implanted with stimulation electrodes 4-5 weeks after viral injection. At the end of

the behavioural experiments, lentiviral re-expression in the VTA was verified using fluor-

escence immunohistochemistry. As a control for β2VEC mice, another group of β2KO

mice were injected with lentivirus expressing eGFP only [243].

6.5 Optogenetic methods

6.5.1 Virus injection and optogenetic experiments

DAT-iCre mice were anaesthetised (Isoflurane 1%) and implanted with an ICSS elec-

trode as described above. The DAT-iCre mice were then intracranially injected (1 µL

injected into the VTA [coordinates from bregma AP: +3.2 mm; ML: +0.5 mm; DV: +4.6



mm] with an adeno-associated virus (AAV5.EF1.DIO.CatCh.eYFP). A double-floxed in-

verse open reading frame (DIO) allowed to restrain the expression of CatCh (Ca2+ trans-

locating channelrhodopsin) to VTA dopamine neurons (DANs). An optical fiber (200 µm

core, NA=0.5, Thor Labs) coupled to a ferule (1.25 mm) was implanted just above the

VTA [coordinates from bregma AP: +3.2 mm; ML: +0.5 mm; DV: +4.4 mm], and fixed to

the skull with dental cement (SuperBond, Sun medical). An ultra-high power LED (470

nm from Prizmatix) coupled to a patchcord (500 µm core, NA=0.5, Prizmatix) was used

for optical stimulation (output intensity of 10 mW). Optical stimulation was delivered

at a frequency of 8hz with 5ms/pulse, starting 5 min before and during the behavioural

experiment, following a schedule of 4 paired ON and OFF days after the training phase of

behavioural task was finished, at least 4 weeks after virus injection, to allow the construct

to be integrated in the target cells genome. The optical stimulation cable was plugged

onto the ferule during all experimental sessions to prepare the animals and control for

latent experimental effects.

For a functional check of CatCh expression, 10-12 week old male DAT-iCre mice

were injected with the same virus described above. After 4 weeks, mice were deeply

anesthetized with an I.P. injection of a mix of ketamine/xylazine. Coronal midbrain

sections (250 µm) were sliced using a Compresstome (VF-200; Precisionary Instruments)

after intracardial perfusion of cold (4◦C) sucrose-based artificial cerebrospinal fluid (SB-

aCSF) containing (in mM): 125 NaCl, 2.5 KCl, 1.25 NaH2PO4, 5.9 MgCl2, 26 NaHCO3,

25 Sucrose, 2.5 Glucose, 1 Kynurenate (pH 7.2, 325 mOsm). After 10 min to 1h at

35◦C for recovery, slices were transferred into oxygenated aCSF containing (in mM):

125 NaCl, 2.5 KCl, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, 26 NaHCO3, 15 Sucrose, 10

Glucose (pH 7.2, 325 mOsm) at room temperature for the rest of the day and individually

transferred to a recording chamber continuously perfused at 2 ml/min with oxygenated

aCSF. Patch pipettes (4-8 MΩ) were pulled from thin wall borosilicate glass (G150TF-

3, Warner Instruments) using a micropipette puller (P-87, Sutter Instruments, Novato,

CA) and filled with a KGlu based intra-pipette solution containing either (in mM): 144

KGlu, 3 MgCl2, 10 HEPES, 0.5 EGTA and 3 mg/ml biocytin (pH 7.2, 295mOsm) or: 116

K-gluconate, 10 20 HEPES, 0.5 EGTA, 6 KCl, 2 NaCl, 4 ATP, 0.3 GTP and 2 mg/mL

biocytin (pH adjusted to 7.2). Transfected VTA DANs were visualised using an upright

microscope coupled with a Dodt contrast lens and illuminated with a white light source



(Scientifica). A 460 nm LED (Cooled) was used for both visualizing eYFP positive cells

(using a bandpass filter cube) and for optical stimulation through the microscope (1s

continuous for light-evoked current in voltage-clamp mode and 10Hz with 5ms/pulses to

drive neuronal firing in current-clamp mode). Whole-cell recordings were performed using

a patch-clamp amplifier (Axoclamp 200B, Molecular Devices) connected to a Digidata

(1550 LowNoise acquisition system, Molecular Devices). Signals were lowpass filtered

(Bessel, 2 kHz) and collected at 10 kHz using the data acquisition software pClamp 10.5

(Molecular Devices). All the electrophysiological recordings were extracted using Clampfit

(Molecular Devices) and analysed with R.

For an in vivo functional check of CatCh expression, transfected DANs were recorded

in anesthetized animals as previously described. In that case, an optical fiber (500 µm

core, Prizmatix) was inserted in the glass pipette electrode and coupled to a 470 nm LED

(Prizmatix). Light-pulses trains (1, 2, 5, 10, 20Hz with 5ms/pulse) were applied to test

the functional expression of CatCh in VTA DANs.

6.6 Fluorescence immunohistochemistry

After euthanasia, brains were rapidly removed and fixed in 4% paraformaldehyde.

Following a period of at least 3 d of fixation at 4◦C, serial 60-µm sections were cut

from the midbrain with vibratome. Immunohistochemistry was performed as follows:

free-floating VTA brain sections were incubated 1 h at 4◦C in a blocking solution of

phosphate-buffered saline (PBS) containing 3% Bovine Serum Albumin (BSA, Sigma;

A4503) (vol/vol) and 0.2% Triton X-100 (vol/vol) and then incubated overnight at 4◦C

with a mouse anti-tyrosine hydroxylase antibody (TH, Sigma, T1299) at 1:200 dilution

and a rabbit anti-GFP antibody (Molecular Probes, A-6455) at 1:5,000 dilution in PBS

containing 1.5% BSA and 0.2% Triton X-100. The following day, sections were rinsed

with PBS and then incubated 3 h at 22-25◦C with Cy3-conjugated anti-mouse and Cy2-

conjugated anti-rabbit secondary antibodies (Jackson ImmunoResearch, 715-165-150 and

711-225-152) at 1:200 dilution in a solution of 1.5% BSA in PBS. After three rinses in

PBS, slices were wet-mounted using Prolong Gold Antifade Reagent (Invitrogen, P36930).

Microscopy was carried out with a fluorescent microscope, and images captured using a

camera and ImageJ imaging software.



In the case of electrophysiological recordings, an immmunohistochemical identification

of the recorded neurons was performed as described above, with the addition of 1:200

AMCA-conjugated Streptavidin (Jackson ImmunoResearch) in the solution. Neurons

labelled for both TH and neurobiotin in the VTA allowed to confirm their neurochemical

phenotype.

In the case of optogenetics experiments on DAT-iCre mice, an immmunohistochemical

identification of the transfected neurons was performed as described above, with the

addition of 1:500 Chicken-anti-YFP primary IgG (ab13970, Abcam) in the solution. A

Goat-anti-chicken AlexaFluor 488 (1:500, Life Technologies) was then used as secondary

IgG. Neurons labelled for TH, eYFP and neurobiotin/biocityn in the VTA allowed to

confirm their neurochemical phenotype and the transfection success.

6.7 Overview of performed experiments

6.7.1 Nicotinic receptors in the ventral tegmental area promote

uncertainty-seeking

The first paper presented in the results section describes the model fitting process

that describes the behaviour of WT mice in the multi-armed ICSS bandit task. Three

experimental groups are compared: wild type mice; β2 knock out mice and β2 knock out

mice with re-expression of the β2 subunit specifically in the VTA. All mice were implanted

with the ICSS a week before the training in the multi-armed bandit task took place. Virus

injections took place 4-5 weeks before ICSS implantation for the third experimental group.

Juxtacellular recordings were performed in parallel in non-implanted animals (see Figure

6.5 ).
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Figure 6.5 – Timeline of performed experiments in Chapter 7

After the two test days in the uncertain setting (Day 19 & 20), mice were retrained

in the certain setting in order to restore and test baseline behaviour. After 5 training



days mice were assessed in the dynamic setting (DS) in which flexibility behaviour was

compared between the different groups. A session was split up in three parts in which the

probabilities (100%, 100%, 0%) of the three points altered every sub-session (see Chapter

7 for the full description of the methods).

6.7.2 Chronic nicotine enhances value sensitivity

The second paper in the results section compares two experimental groups in the

multi-armed bandit task: mice implanted with saline minipumps and nicotine minipumps.

These two groups were similarly implanted with an ICSS electrode a week before the first

training session. Minipumps were implanted at day 5 of the training to allow recovery for

2 days (see Figure 6.6 ). After training and test days (Day 19 & 20) in the probabilistic

setting, mice were either assigned to the juxtacellular recording experiment; intensity

increase experiment for SAL mp mice or the intensity decrease experiment for the NIC

mp mice. To control for the effect of ICSS stimulation, 2 control groups (SAL and NIC

minipumps, without ICSS) were also tested in the juxtacellular recording experiment. In

parallel, a group of DAT-iCRE mice was injected with the AAV5.EF1a.DIO.CatCh.eYFP

virus in the VTA and implanted with a fiber in the VTA and ICSS electrode in the MFB

3 weeks before training to allow the virus to be expressed. These mice underwent a series

of manipulations during day 21-28 in which the VTA was alternately photostimulated and

not photostimulated (see Chapter 8 for the full description of the methods).

-15                                   -5                                       0         5                     10                                       19-20

Deterministic setting (DS) Probabilistic setting (PS)

Juxtacellular recordings

Photostimulation

Intensity increase
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Implantation
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 22-24

Control groups without ICSS

 21-28

 21-25

 21-22

ICSS implantation 

Virus injection, �ber & ICSS implantation

Days

Time in experimental days Test days

Figure 6.6 – Timeline of the performed experiments in Chapter 8
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7 Nicotine receptors in the ventral teg-

mental area promote uncertainty-seeking

As described in the introduction, acetylcholine (ACh) is a known modulator of the

activity of DAergic neurons and consequently of DA release. This modulation functions

in particular through the stimulation of nicotinic ACh receptors. Understanding normal

habit learning is relevant for the comprehension of modification underlying nicotine ad-

diction. Theories of decision-making suggest that individuals analyse potential benefits

and costs to guide their actions. Thus, making appropriate choices requires learning the

value of available options from experience. This process is being hypothesised to depend

on DA cells activity. One crucial question is whether these basic computations under-

lying choices can be persistently modified by drug exposure and/or the manipulation of

nAChR distribution. This chapter introduces a paper where we describe a task aiming at

addressing the role of nAChR in uncertainty seeking.

A key element in decision making is exploration and response to uncertainty. Uncer-

tainty governs our daily choices, as it motivates to explore apparently less advantageous

alternatives. Cigarette smokers seem to exhibit alterations of exploratory behaviours and

of sensitivity to uncertainty, which may favour the tendency to focus on the familiar drug

reward, despite possible negative consequences. However, the mechanisms through which

nicotine affects exploration of uncertain outcomes remain unknown. In this work, we ad-

apted the classic multi-armed bandit task to mice. We demonstrated that mice lacking the

β2-subunit of the nicotinic acetylcholine receptors (β2*-nAChRs) displayed a decrease in

uncertainty-based exploratory choices and locomotion. Viral re-expression of functional

β2*-nAChRs in the ventral tegmental area (VTA) restored the value given to uncertainty.

Hence, the nicotinic regulation of the VTA translates expected uncertainty into explor-

ation. This paradigm and the findings will also serve as a basis to identify the role of

nicotine in a value-based decision-making task (see Chapter 4 ). Some key concepts are

introduced below.
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7.1 Expected uncertainty

Uncertainty is a state of having limited knowledge about the current situation, a future

outcome or multiple possible outcomes. Uncertainty can be measured when probabilities

are assigned to the different possible outcomes. Risk, is a state of uncertainty where

some possible outcomes have an undesired effect or significant loss. In daily life when

making sense of the world and making predictions about the future one is struck by a lot

of uncertainties. Therefore, uncertainty signals are critical when measuring information

and assessing the accuracy of predictions.

As mentioned before, the dopaminergic signal is indispensable for the encoding of

values in value-based decision-making and modification of this DA signal can therefore

have detrimental effects on choice. The value (’utility’) of a reward can hold an assemble

of different properties, like magnitude, probability and subjective preference. The DA

system is capable of ordering values (including these properties) on a common scale and

update them in an adaptive manner when changes occur [41,244–246].

Fiorillo and colleagues (2003) have demonstrated a positive correlation between the

magnitude of the phasic activation and the reward probability a cue predicted (0; 0.25;

0.5; 0.75 or 1.00). Similarly, an inversed correlation was found between the DA phasic

activity and the actual reward delivery. For example, when a reward with a probability

of P = 0.25 was delivered, a phasic DA activity was observed at the moment of reward,

a signal similar to an unexpected reward (as seen in the non-probabilistic version of

this study [41]). However, when a fully predicted reward (P = 1.00) was delivered no

difference in DA activity was observed (RPE=0, [246]). Moreover, DA neurons also encode

expected uncertainty. Uncertainty can be presented as a U-curve reflecting the -variances-

of the different available reward probabilities. Expected uncertainty thus is highest at a

probability of P=0.5 and 0 at P=0 and P=1. The level of uncertainty is associated with

slowly increasing phasic activity (ramping activity) between the cue presentation and the

moment of reward delivery. The slope of these ramps represents the expected uncertainty

and is steepest when P=0.5. Different studies have demonstrated a link between expected

uncertainty and acetylcholine [229, 247]. In a Posner task 1, relevant and irrelevant cues

are being presented before a target stimulus. The validity effect (VE) is the difference

between the time to respond to the target stimulus after a valid cue (stimulus is presented

1. A neuropsychological task that assesses the ability to perform an attentional shift



in location predicted by the cue) and an incorrect cue (inversed). VE varies inversely

with the levels of ACh: nicotine reduces reaction times, while ACh depletion lengthens

the reaction times, suggesting an increase in attention and uncertainty processing through

nAChR activation.

7.2 Exploration-exploitation trade-off

Value-based decision making is largely dependent on learning and having experienced

the different alternatives before being able to assign values to these alternatives. However,

when an environment is changing and organisms are presented with unlearned alternatives

or uncertainties, these unknown alternatives need to be explored in order to assign a value

(in comparison to the other available options). The exploration-exploitation trade-off is

therefore very dependent on the stability of the environment. Stability favours exploiting

knowledge to maximise gains, while changeability favours exploring new options and dis-

covering new outcomes [234].

The action-selection probability of selecting a high probability reward (optimal choice)

versus a low probability reward can be illustrated with a classic softmax function, a variant

of the matching law 2. In the softmax function, the inverse temperature parameter (β)

represents the sensitivity to the difference of values. The larger the inverse temperature,

the more likely one chooses the expected optimal action. A low inverse temperature

parameter can be considered as risk-taking (too much exploration), while a high inverse

temperature reflects risk aversion (too much exploitation) [249,250].

7.2.1 Bandit-style problems

Bandit problems illustrate the fundamental difficulty of decision-making when facing

uncertainty. A decision maker must choose between exploiting what seems to be the best

choice or exploring an alternative, hoping to discover a better option. There is large range

of fields in which bandit-style problems can be applied [251]. The classical example to

2. The matching law describes a quantitative relationship between the relative rates of response and

the relative rates of reinforcement. I.e. the bigger the chance of obtaining a reward, the more likely the

selection of the option [248]



test this problem neuroscientifically is where the subject has access to a virtual row of

slot machines. The subject has to decide which machine to play and when to switch to

another machine. Each machine provides a random reward from a probability distribution

specific to that machine. In the ’restless’ version of the bandit task these probability dis-

tribution change over time, making an optimal choice even more difficult. The objective

is to maximise the sum of reward by pulling the levers of the slot machines for a certain

number of trials.

The RL ε-greedy strategies are developed to solve the bandit problem. They all have

in common a greedy algorithm, which follows the problem-solving heuristic of making the

locally optimal choice at each stage, i.e. choosing the best lever in every trial of the multi-

armed bandit task. Epsilon (ε) is a parameter reflecting the proportion of randomness

during the task, with or without a learning or contextual effect [235,252]. The deficiency

of the ε-greedy models is that it does not take state transitions into account. Optimistic

algorithms that make use of Markovian decision processes are considered more aggressive

and optimal to solve a bandit problem. However, these methods can only be applied to

stationary bandit problems (non-restless) as will be presented in this paper.

7.3 Nicotine receptors in the VTA promote uncertainty-

seeking

Overall, in this paper we demonstrate a role for β2-/- in uncertainty seeking and

exploration. Importantly, our results show that WT mice behave in this task as if they

give a supplementary value to actions associated with the highest variance in the outcome.

Otherwise stated, they visit more often than expected, compared to the value based on

the probability, the point associated with 50%. WT mice seem attracted by uncertainty.

This property disappeared in β2 KO mice.
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Acetylcholine (ACh) has a well-studied role in arousal, learning 
and attention1,2 and modulates perceptual decision-making, notably 
through its influence over prefrontal cortices3. Decisions are not 
only driven by sensory information, but also by the animal’s expec-
tation of the values associated with alternative choices4,5. ACh also 
affects cost-benefit decision-making6,7, albeit through unknown 
mechanisms. Notably, effects on value-based decisions induced by 
pharmacological manipulations of ACh or dopamine (DA) often 
mirror each other5. Systemic pharmacological manipulation of 
either DA or ACh receptors affects the choices between alterna-
tives associated with different delays, costs or risk5–7. Disentangling 
the respective implications of ACh and DA in decision-making is of 
utmost interest, as psychological diseases such as tobacco addiction 
or schizophrenia involve alterations of both decision-making and 
ACh-DA interactions2,8.

By opposition to ACh, DA exerts a well-defined role in moti-
vation and reinforcement9. DA neurons encode reward prediction 
errors as bursts of action potentials9,10. These bursts may be used 
as a teaching signal to learn the value of actions11 or as an incen-
tive signal biasing the ongoing decisions12. The bursting activity  
of DA neurons from the VTA is influenced by ACh, notably 
through nicotinic acetylcholine receptors containing the β2 subunit  
(β2*-nAChRs)2,13–15. Thus, the similarity between the effects of DA 
and ACh on decision-making may arise from a nicotinic regula-
tion of the VTA. We hypothesized that endogenous ACh, released 
from mesopontine nuclei to the VTA2,5,15, may be involved in  
value-based decisions.

In the context of decision-making, the concept of exploration 
is opposed to that of exploitation with regard to a known reward 

source16,17. Exploration occurs when an animal actively gathers 
information about alternative choices with the aim of reducing 
the uncertainty level on the consequences of possible actions18–21.  
This typically happens in a learning setting when the statistics  
of an outcome given a specific action, or its ‘uncertainty’, are 
in the process of being estimated. Once the consequences of  
possible actions have been estimated, the animal can use this  
knowledge of the environment to exploit reward sources efficiently. 
However, when the outcome of an action is probabilistic, uncer-
tainty remains as to what will be the outcome of an action every 
time it is performed. This known variability of the outcome of an 
action, as in a repeated lottery, is referred to as expected uncertainty 
or reward risk22,23.

The motivation to perform an action can be modulated by expected 
uncertainty and lead to uncertainty-seeking or risk-taking. In ani-
mals, it is challenging to distinguish between a motivation to explore 
or exploit a probabilistic reward source, as it cannot be easily inferred 
whether animals might still try to reduce expected uncertainty by 
exploring19,24,25 or whether they are attracted by this ‘known-unknown’ 
and thus exploit. Nevertheless, the influence of expected uncertainty on 
motivational value is experimentally tractable. It has been proposed that 
expected uncertainty may be signaled by ACh22 in the context of per-
ceptual decision-making, but this theory has never been connected to 
an involvement of DA in value-based decision-making. Moreover, the 
neural basis underlying the motivation given to choices associated with 
expected uncertainty is not known. We computationally characterized 
the influence of VTA β2*-nAChRs on seeking probabilistic rewards in 
a multi-armed bandit task for mice and found that these receptors are 
involved in translating expected uncertainty into motivational value.
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Nicotinic receptors in the ventral tegmental area 
promote uncertainty-seeking
Jérémie Naudé1–3, Stefania Tolu1–3, Malou Dongelmans1–3, Nicolas Torquet1–3, Sébastien Valverde1–3,  
Guillaume Rodriguez1–3, Stéphanie Pons4, Uwe Maskos4, Alexandre Mourot1–3, Fabio Marti1–3 & Philippe Faure1–3

Cholinergic neurotransmission affects decision-making, notably through the modulation of perceptual processing in the cortex.  
In addition, acetylcholine acts on value-based decisions through as yet unknown mechanisms. We found that nicotinic acetylcholine 
receptors (nAChRs) expressed in the ventral tegmental area (VTA) are involved in the translation of expected uncertainty into 
motivational value. We developed a multi-armed bandit task for mice with three locations, each associated with a different reward 
probability. We found that mice lacking the nAChR b2 subunit showed less uncertainty-seeking than their wild-type counterparts. 
Using model-based analysis, we found that reward uncertainty motivated wild-type mice, but not mice lacking the nAChR b2 subunit. 
Selective re-expression of the b2 subunit in the VTA was sufficient to restore spontaneous bursting activity in dopamine neurons and 
uncertainty-seeking. Our results reveal an unanticipated role for subcortical nAChRs in motivation induced by expected uncertainty 
and provide a parsimonious account for a wealth of behaviors related to nAChRs in the VTA expressing the b2 subunit. 
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RESULTS
Mice-adapted multi-armed bandit task based on ICSS
In uncertain environments, living beings have to decide when 
to exploit known resources and when to explore alternatives.  
This exploitation-exploration dilemma is often studied in the  
multi-armed bandit task16,18, in which humans choose between  
different slot machines to discover the richest option. To assess the 
implication of nAChRs in decision-making under uncertainty, we 
designed a spatial version of the bandit task adapted to mice. Studies 
of animal choices often rely on food restriction, even though the 
satiation level is known to affect decisions under uncertainty26.  
To circumvent this issue, we trained mice to perform a sequence 
of choices in an open-field in which three locations were explicitly 
associated with intra-cranial self-stimulation (ICSS) rewards27,28 
(Fig. 1a and Online Methods). Mice could not receive two con-
secutive ICSS at the same location. Consequently, they alternated 
between rewarding locations by performing a sequence of choices. 
Mice mostly went directly to the next rewarding location, but some-
times wandered around in the open field before reaching the goal 
(Fig. 1b). At each location, mice had to choose which next reward-
ing location to go to (amongst the two alternatives) and how directly 
they should get there.

We compared the behavior of wild-type (WT) mice under two set-
tings of ICSS delivery: a certain setting (CS) in which all locations 
were associated with a given ICSS, and an uncertain setting (US), in 
which each location was associated with a different probability of ICSS 
delivery (Fig. 1a). Although trajectories in the CS were stereotyped, 
reward uncertainty induced a markedly different behavioral pattern 
in the US (Fig. 1b). The time to goal was identical for the three loca-
tions in the CS (Fig. 1c), but was greater for locations associated with 
lower reward probabilities in the US (F(2,18) = 6.8, P = 0.002, one-way 
ANOVA; Fig. 1c). More precisely, the reward probability of the goal 
affected the traveled distance (F(2,18) = 7.3, P = 0.002; Fig. 1d), but not 
the traveling speed (F(2,18) = 0.48, P = 0.62; Fig. 1e) or the dwell times 
(Supplementary Fig. 1a). This contrasts with the effect of reward 
intensity, which affected the speed profiles between two rewarding 
locations (Supplementary Fig. 1b). Thus, in this setup, reward inten-
sity affected the invigoration of goal-directed movements, whereas 

reward probability affected the extent of locomotion, reflecting the 
tendency to explore the open field between two visits.

In addition, mice distributed their choices of ICSS according to 
the reward probability associated to each location. As expected, 
in the CS, mice treated each rewarding location the same way  
(Fig. 1f). In the US, however, mice visited the locations associated 
with higher ICSS probability more often (F(2,18) = 113, P < 0.001, 
one-way ANOVA; Fig. 1f). Because mice could not receive two con-
secutive ICSSs, the repartition on the rewarding locations (Fig. 1f) 
arose from a sequence of binary choices in three gambles (G1, G2, 
G3) between two respective payoffs (here, G1 = {100 versus 50%}, 
G2 = {50 versus 25%}, G3 = {100 versus 25%}; Fig. 2a,b). For each 
gamble, mice chose the optimal location (associated with the highest 
probability of reward; Fig. 2b) more than 50% of the time, but less 
than 100% of the time. When they had to choose between a certain 
(100%) and an uncertain (50%) ICSS, mice displayed a low prefer-
ence (56%) for the optimal location, suggesting a positive inclination 
toward reward uncertainty (Fig. 2a)29,30.

A positive motivational value to expected uncertainty
In standard rodent decision tasks in which there is only a single 
choice, the relative influence of expected value and uncertainty on 
choices is difficult to dissect, as both parameters vary with reward 
probability. For binary outcomes (the choice is rewarded or not), 
the expected mean reward corresponds to the reward probability p,  
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Figure 1 Decisions under uncertainty in a mouse bandit task using 
intracranial self-stimulations. (a) Illustration of the spatial multi-armed 
bandit task design. Three explicit square locations were placed in the  
open field (0.8-m diameter), forming an equilateral triangle (50-cm 
side). Mice received an intracranial self-stimulation each time they were 
detected in the area of one of the rewarding locations. Animals, which 
could not receive two consecutive stimulations at the same location, 
alternated between rewarding locations. (b) Trajectories of one mouse  
(5 min) before (left) and after (middle) learning in the CS and US (right). 
(c) Time to goal (average duration from the last location to the goal) in the 
US as a function of the reward probability of the goal. Inset, times to goal 
were identical for the three locations in the CS (F(2,18) = 0.53, P = 0.59, 
one-way ANOVA). Insert, individual curves. N = 19 mice. (d) Traveled 
distance between two consecutive locations. In the US, WT mice traveled 
more distance when going toward less probable ICSS reward. Light gray, 
individual curves. (e) Instantaneous speed: in the US, the maximal speed 
of WT mice did not depend on the expected probability of the reward, 
contrary to what was observed in the DS with increasing intensity. Data 
are presented as mean ± s.e.m. Time 0 corresponds to the last time of 
ICSS delivery or omission. (f) Proportion of choices of the three rewarding 
locations as a function of reward probability in the US. Light gray, 
individual curves. Inset, proportion of choices were identical for the  
three locations in the CS (F(2,18) = 0.16, P = 0.86, one-way ANOVA).  
Error bars represent mean ± s.e.m. *P < 0.05, **P < 0.01, ***P < 0.001. 
n.s., not significant at P > 0.05.
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whereas expected uncertainty is related to reward variance, p(1 – p) 
(Fig. 2a). Expected uncertainty is zero for predictable outcomes 
(100% or 0% probability) and maximal at 50% probability (the most 
unpredictable outcome). In our setup, the difference in expected 
uncertainty and value between the outcomes was distinct for each 
of the three gambles (Fig. 2a), which provides enough constraints 
to differentiate between the influence of two co-varying parameters 
(reward mean and variance). We compared computational models of 
decision-making16,31 (Online Methods), each representing a different 
influence of expected reward and uncertainty on choices, to assess 
which model best explained the experimental data (Supplementary 
Fig. 2). In the epsilon-greedy model, animals always choose the best 
option, minus a fixed probability. In this model, the choices for the 
optimal reward are identical whatever the gamble is (Fig. 2b), which 
did not correspond to the experimental data. In the softmax model, 
choices depend on the difference between the expected rewards of 
the two alternatives. The softmax model formalizes that the larger the 
difference in rewards is, the higher the probability to select the best 
option will be. This model predicts that the proportions of optimal 
choices would be sorted in the following order {G2 < G1 < G3}, dif-
fering from what was found experimentally {G1 < G2 < G3}. Finally, 
in the uncertainty model, decision is biased toward actions with the 
most uncertain consequences by assigning a bonus value32 to their 
expected uncertainties19,21,24,29. This last model accurately reproduced 
the pattern of mice preferences (Fig. 2b) and best accounted for our 
experimental data (Supplementary Fig. 2), as shown by model com-
parison (likelihood penalized for the number of parameters, Bayesian 
Information Criterion (BIC); Online Methods). Furthermore, the two 
parameters of the ‘uncertainty bonus’ model disentangle two deter-
minants of decision-making: the inverse temperature parameter β 

depicts the randomness in choices, whereas the uncertainty-seeking 
parameter ϕ represents the value given to expected uncertainty. The 
positive uncertainty bonus (ϕ = 1.01 ± 0.24, mean ± s.e.m.) explains 
the great attractiveness of the 50% choice in G1 by a powerful motiva-
tion induced by its expected uncertainty. We assessed the robustness 
of the data and of the model by fitting four sets of probabilities, with 
multiple different differences of expected reward and uncertainties 
(Supplementary Fig. 3), and compared alternative models (match-
ing law33 and uncertainty-normalized temperature34; Supplementary 
Fig. 2). Overall, we found that expected uncertainty positively biased 
the choices in WT mice.

As stated above, two types of decisions are nested in the task: the 
sequence of choices (“which goal?”) and the locomotion (“how to reach 
the goal?”). To investigate the influence of uncertainty on the latter, 
we performed multiple linear regressions of time to goal. Comparison 
of linear models (BIC; Online Methods and Supplementary Fig. 2) 
revealed that the time to goal depended on the reward probability of 
the goal, but not on the alternative (the location not chosen in the 
gamble). These observations suggest a dual-stage process in which 
animals first choose which location to go to and then how to reach it. 
Furthermore, the dependence on reward history (TR = 0.49 ± 0.21, 
mean ± s.e.m.) suggests that when mice had just gotten rewarded, they 
traveled further in the open field (Fig. 2c). We also found that the 
time to goal was decreased by the expected reward (TE = −1.63 ± 0.16;  
Fig. 2c) and by the expected uncertainty (Tϕ = −1.56 ± 0.33). This 
suggests that expected uncertainty increased motivation to go straight 
toward the rewarding goal. Thus, model-based analyses suggest that, 
in the two decision problems (“which location” and “how to get 
there”), mice assign a positive motivational value (ϕ and Tϕ) to the 
expected uncertainty of the goal.
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Figure 2 Model-based analysis of decisions 
shows motivation for expected uncertainty.  
(a) Illustration of the modeling of the task.  
Top, transition model of animal choices.  
Each rewarding location is modeled as a  
state, labeled {A,B,C}. The probability  
of transition from one state to another  
depends on the reward probabilities of  
the two available options. Middle, expected 
reward and uncertainty as a function of  
reward probabilities (curves). In the three 
gambles, the differences in expected values 
(0.5 in G1, 0.25 in G2, 0.75 in G3) and  
expected uncertainties (−0.25 in G1, 0.0625 
in G2, −0.1875 in G3) are distinct. Bottom, 
model of locomotion. The time to goal  
depends on both reward history (whether 
the mouse received a reward in the previous 
location or not) and reward expectation  
at the goal. (b) Left, proportions of exploitative 
choices (choice of the most valuable 
alternative, that is, with the highest  
probability of reward in a given gamble)  
of the mice, for the three gambles. Dots, 
individual data points. Right, predicted 
transition of the three decision models (lines) 
corresponding to the experimental data  
(dots, same value as in the right panel).  
Error bars represent mean ± s.e.m. (c) Left, 
time to goal (experimental data and model fit,  
mean ± s.e.m.) as a function of reward 
probability of the goal and reward history.  
Data merged from experiments with different sets of reward probability. Right, regression coefficients from the best-fitting model of locomotion, 
corresponding to a constant (T0) and the dependencies on reward history (TR), expected reward (TE) and expected uncertainty (Tϕ).
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VTA b2*-nAChRs are involved in motivation by uncertainty
In the ICSS bandit task, WT mice displayed a robust preference for 
uncertain outcomes. Thus, mice estimate expected uncertainty to 
direct their decisions and locomotion29,30. The suggested role of 
ACh in signaling expected uncertainty22 prompted us to investigate 
whether nAChRs are involved in uncertainty-driven motivation.  
We used mice in which the β2 subunit, the most abundant nicotinic 
subunit in the brain1,2, was deleted (β2KO mice), in our ICSS bandit 
task. In the CS, β2KO mice (β2KO and β2GFP (β2KO mice injected 
with a lentivirus expressing just eGFP); Online Methods) learned the 
task and responded to different ICSS current intensities similarly to 
WT mice (Supplementary Fig. 4), confirming the modest implication 
of nAChRs in decision-making with certain rewards35,36. In contrast, 
in the US (Fig. 3a), β2KO mice systematically chose the location 
associated with the highest uncertainty level (that is, 50% probability) 
to a lower extent than WT mice (T(28) = −5.4, P < 0.001, unpaired  
t test; Fig. 3b). Furthermore, the relationship between time to goal 
and reward probability of the goal (F(2,10) = 0.33 P = 0.72, one-way 
ANOVA; Fig. 3c and Supplementary Fig. 4) was abolished in β2KO 
animals. These results suggest a role for β2*-nAChRs in decision-
making under uncertainty.

We next tested whether β2*-nAChRs could affect motivation 
by expected uncertainty by acting on VTA DA neurons, which are 
important for value-based decision-making9,12. Extracellular in vivo 
single-unit recordings in anesthetized animals (Fig. 3d) confirmed 
that, when compared with those of WT mice, DA neurons from 
β2KO mice displayed a decreased firing frequency (2.1 versus 3.2 Hz,  
T(74) = 2.4, P < 0.001, Welch t test), lacked bursting activity (U = 1,637,  
P = 0.002, Mann-Whitney test; Fig. 3e) and did not respond to a sys-
temic injection of nicotine (104.6 ± 1.34% from baseline frequency, 
V = 103, P = 0.95, Wilcoxon test; Fig. 3f,g and Supplementary  
Fig. 5e,f)13,14. If β2*-nAChRs underlie uncertainty-driven motivation 
in the VTA, then restoring expression of these receptors in the VTA of 
β2KO mice should restore both the sensitivity to expected uncertainty 
and DA activity. We achieved selective re-expression of the β2 subunit 
in the VTA of β2KO mice (β2VEC) using a lentiviral vector13 strategy 
(Online Methods). Coronal sections revealed that viral re-expression 
was restricted to the VTA (Fig. 3h and Supplementary Fig. 5a–d). 
DA cells from β2VEC mice displayed a spontaneous firing frequency 
(T(156) = 1.6, P = 0.1, unpaired t test) and bursting activity (U = 3288, 
P = 0.9, Mann-Whitney test) similar to those observed in WT mice, 
and responded to nicotine (120.2 ± 4.78% from baseline frequency,  
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Figure 3 β2*-nAChRs in the VTA affect  
choices and locomotion. (a) Behavioral 
trajectories after learning in the US for β2KO 
(red) and β2VEC (blue) mice. (b) Proportion of 
choices of the three rewarding locations plotted 
as a function of reward probability in the US for 
the WT (black), β2KO (red, n = 11) and β2VEC 
(blue, n = 12) mice. Insets, individual curves 
for the β2KO (top, red) and β2VEC (bottom, 
blue) mice. (c) Time to goal (in seconds) as a 
function of reward probability of the goal for the 
WT (black), β2KO (red) and β2VEC (blue) mice. 
Insets, individual curves for the β2KO (top, red) 
and β2VEC (bottom, blue) mice. (d) Examples 
of in vivo juxtacellular recordings of the firing 
pattern of DA neurons from anesthetized WT 
(black), β2KO (red) and β2VEC (blue) mice.  
(e) Cumulative distribution of percent of spikes 
in a burst (%SWB). Insets, mean frequency 
(left) and %SWB (right) of VTA DA neurons from 
the three genotypes (obtained from 22 WT mice, 
13 β2KO mice and 13 β2VEC mice). (f) Typical 
electrophysiological recording illustrating the 
effect of intravenous injection of nicotine on the 
firing pattern of DA neurons in β2KO (red) and 
β2VEC (blue) mice. Dots, individual data points. 
(g) Relative variation in firing frequency (left) 
and absolute variation in %SWB of DA neurons 
from the three genotypes (obtained from 14 
WT mice, 13 β2KO mice and 13 β2VEC mice) in response to nicotine. Error bars represent mean ± s.e.m. (h) Coronal sections of the VTA showing 
the site of lentivirus injection revealed that β2-eGFP colocalized with TH, a dopaminergic marker. Transduction of β2-eGFP virus was efficient in both 
dopaminergic and non-dopaminergic cells. Dots, individual data points. *P < 0.05, **P < 0.01, ***P < 0.001. n.s., not significant at P > 0.05. 

Table 1 Behavioral measures and model parameters in the uncertain setting
WT  

(mean ± s.e.m.)
β2KO  

(mean ± s.e.m.)
β2VEC  

(mean ± s.e.m.) ANOVA β2VEC versus β2KO β2VEC versus WT

Repartition at P = 1/2 (Fig. 3b) 35.6 ± 0.5% 31.3 ± 0.5% 34.8 ± 0.7% F(2,39) = 13.45, P < 0.001 T(21) = –3.86, P < 0.001 T(29) = 0.96, P = 0.35
Gamble 1 (Fig. 4a) 55.6 ± 2.2% 69.1 ± 3.5% 54.1 ± 3.7% F(2,39) = 6.95, P = 0.002 T(21) = 3.04, P = 0.006 T(29) = 0.30, P = 0.77
Uncertainty-seeking parameter (Fig. 4b) 1.01 ± 0.24 –0.38 ± 0.47 1.21 ± 0.23 F(2,39) = 6.89, P = 0.003 T(21) = 3.1, P = 0.005 T(29) = –0.6, P = 0.56
Inverse temperature parameter (Fig. 4b) 1.57 ± 0.16 1.14 ± 0.28 1.21 ± 0.16 F(2,39) = 1.6, P = 0.22
Reward history coefficient (Fig. 4e) 0.49 ± 0.12 0.52 ± 0.11 0.26 ± 0.16 F(2,39) = 1.6, P = 0.22
Reward expectation coefficient (Fig. 4e) –1.63 ± 0.16 –0.02 ± 0.17 –1.21 ± 0.23 F(2,39) = 18.4, P < 0.001 T(21) = 4.0, P < 0.001 T(29) = 1.55, P = 0.13
Uncertainty expectation  
 coefficient (Fig. 4e)

–1.56 ± 0.33 0.58 ± 0.37 –0.88 ± 0.28 F(2,39) = 9.8, P = 0.001 T(21) = 3.2, P = 0.005 T(29) = 1.42, P = 0.17
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V = 960, P < 0.001, Wilcoxon test), suggesting that, as previously estab-
lished13,14, physiological functions were also restored. Notably, β2VEC 
mice differed from β2KO animals, but not from WT mice (Table 1), 
when analyzing the uncertainty-related choices (Fig. 3b) and the times 
to goal (Fig. 3c and Supplementary Fig. 4), indicating a restoration of 
the WT phenotype following re-expression of β2 in the VTA.

We next used the model-based analysis to characterize the role of 
VTA β2*-nAChRs in decision-making. Transition functions of β2KO 
and WT mice differed in particular in G1 (100 versus 50%, T(28) = 3.54,  
P = 0.001, unpaired t test; Fig. 4a), suggesting an alteration of deci-
sions under uncertainty. Indeed, the behavior of β2KO mice was best 
explained (Supplementary Fig. 6) either by the softmax model or 
the uncertainty model in which the sensitivity to uncertainty was 
null on average (T(11) = −0.8, P = 0.44, t test; Fig. 4b). Both models 
point toward the same interpretation: β2*-nAChRs are necessary for 
translating uncertainty signals into motivational value. Accordingly, 
uncertainty-seeking was significantly different in β2KO and WT mice 
(T(29) = 2.9, P = 0.007, unpaired t test). Notably, the model-based  
analysis supports the conclusion that β2*-nAChRs selectively  
re-expressed in the VTA restored the positive value of expected uncer-
tainty (Table 1 and Supplementary Fig. 7). Moreover, the analysis 
of the trajectories in-between goals indicates that neither expected 
reward nor expected uncertainty of the next goal influenced the time 
to goal in β2KO mice, whereas both parameters affected time to goal 
in β2VEC mice (Table 1 and Fig. 4c–e). Mice from each genotype  
all traveled more distance when the previous trial was rewarded, 
compared to when it was not (F(2,39) = 0.02, P = 0.98). Together  
with the transition model, where the temperature parameter β was  
not significantly different between genotypes (F(2,39) = 1.6, P = 0.2, 
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Figure 4 Model-based analysis reveals  
a role for VTA β2-nAChR in uncertainty-driven 
motivation. (a) Transition (proportions of 
exploitative choices) in the three gambles,  
for the WT (black), β2KO (red) and β2VEC 
(blue) mice. Dots, individual data points.  
(b) Value of the parameters (β and ϕ)  
derived from the model-based analysis 
(uncertainty model) of the transition  
functions for the WT (black), β2KO (red)  
and β2VEC (blue) mice. The color code 
indicates the predicted transition in  
gamble 1 (100 versus 50% reward  
probability) as a function of the parameters  
of the model. (c,d) Time to goal as a  
function of reward probability of the goal  
and reward history for β2KO (c) and β2VEC (d) 
mice. Experimental data (black dots with  
error bars) and model fit (stripes)  
are displayed as mean ± s.e.m. Data are 
merged from experiments with four sets 
of reward probabilities. (e) Regression 
coefficients from the best-fitting model  
of locomotion, corresponding to a  
constant (T0) and the dependencies on reward history (TR), expected reward (TE) and expected uncertainty (Tϕ), for the WT (black), β2KO (red) and 
β2VEC (blue) mice. Data are presented as mean ± s.e.m. *P < 0.05, **P < 0.01, ***P < 0.001. n.s., not significant at P > 0.05.
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Figure 5 β2*-nAChRs affect decision-making under uncertainty in  
a dynamical foraging task. (a) Top, illustration of the task design.  
During each session, animals receive stimulations in two (of three) 
potential locations, with the two rewarding locations (indicated by an  
‘R’ in the colored circle) changing between sessions. Bottom, behavioral 
trajectories in the three 2-min sessions for the WT (black) and β2KO  
(red) mice. (b,c) Repartition (in %) on the three locations (color-coded  
as in a) for the three sessions. Calculation is divided by half-session  
durations for the WT (b) and β2KO (c) mice. (d) Proportion of rewarded 
choices averaged on three sessions for WT (black) and β2KO (red) mice. 
Dots, individual data points. (e,f) Model fits of the experimental data  
shown in b and c. (g) Uncertainty-seeking parameter (that is, value  
given to uncertainty) of the models for the WT (black) and β2KO (red). 
Dots, individual data points. Data are presented as mean ± s.e.m.  
*P < 0.05, **P < 0.01, ***P < 0.001.
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one-way ANOVA; Fig. 4b), the time-to-goal model strongly suggests 
that β2*-nAChRs do not affect the global motivation to explore, but 
rather specifically affect expected uncertainty on choices (“which 
goal”) and locomotion (“how to reach it”).

b2*-nAChRs and uncertainty-seeking in a dynamic environment
Having characterized the role of β2*-nAChRs in motivation by expected 
uncertainty at steady state, we next asked whether our results could be 
extended to unstable environments. We analyzed the behavior of WT 
and β2KO mice during the learning sessions of the CS (Supplementary 
Fig. 8a,b), when reward probabilities were not known yet, and mod-
eled it with reinforcement-learning (RL) models16,29,31,37,38 (Online 
Methods and Supplementary Fig. 8c–f). In the standard RL model, 
animals learn the expected value of the three rewarding locations using 
reward prediction errors (the difference between actual reward and 
predicted value)31. In the model, animals use these values to select the 
next action using a softmax decision rule. We extended the standard 
RL model to uncertainty learning. Animals can use reward prediction 
errors to estimate reward uncertainty21,23,24,39: the larger the errors 
(positive or negative) are, the more uncertain the outcomes will be. 
This uncertainty RL model best explained the behavior of WT mice 
(Supplementary Fig. 8c,e). By contrast, the behavior of β2KO mice 
was best accounted for by a standard RL model, that is, without uncer-
tainty bonus (Supplementary Fig. 8d,f).

To further test the importance of β2*-nAChRs for translat-
ing expected uncertainty into motivational value, we compared 
the behavior of WT and β2KO mice in a dynamic setting (DS) in 
which the locations delivering the ICSS reward changed over time 
(Online Methods). In the DS, mice underwent three consecu-
tive sessions in which only two of the three locations delivered the 
ICSS. Overall, WT and β2KO mice adapted their strategies to these 
changes in reward contingencies (Fig. 5a). Starting from a random 
strategy, both WT and β2KO mice learned the position of the two 
rewarding locations in the first session (Fig. 5b,c). However, β2KO 
mice persevered in their earlier choices throughout the changes in 
outcomes (Fig. 5b,c), resulting in slightly fewer rewarded choices 
than for WT mice (T(22) = 2.7, P = 0.01, unpaired t test; Fig. 5d). 
Model comparison (RL models; Supplementary Fig. 9 and Online 
Methods) suggested that an uncertainty bonus model best explained 
the behavior of WT mice (Supplementary Fig. 9). This uncertainty 
model reproduced the choices of WT animals during the changes in 
rewarding outcomes (Fig. 5e), with a positive bonus given to uncer-
tainty (ϕ = 2.18 ± 0.77). This is consistent with the results in the 

CS task (Fig. 4 and Supplementary Fig. 8). Moreover, model com-
parison (Supplementary Fig. 9) suggested that experimental data 
was not better explained by indirect effects arising from learning, 
that is, asymmetric (different for reward and omission38) or adaptive 
(uncertainty-dependent) learning rates37. In summary, our results and 
models support the idea that, in WT mice, expected uncertainty exerts 
a direct motivational effect. By contrast, the behavior of β2KO mice 
could be explained by either the standard RL model or the expected 
uncertainty model (Fig. 5f and Supplementary Fig. 8b,d,f). In this 
latter model, the uncertainty-seeking parameter in the β2KO mice 
was significantly lower than that of WT mice (T(22) = 2.4, P = 0.027, 
unpaired t test; Fig. 5g) and not significantly different from zero  
(T(22) = −0.6, P = 0.54). These results provide further evidence that 
β2*-nAChRs are involved in uncertainty-seeking.

Uncertainty-seeking in other nAChRs-related behaviors
Finally, using computational approaches, we assessed whether the 
role of VTA β2*-nAChRs in uncertainty-seeking might pervade other 
decisions about natural rewards, punishments and salient aspects of 
the environment. Paradoxically, it has been found that mice lacking 
the β2 subunit perform seemingly better than WT mice, displaying 
‘improved’ spatial learning40 and passive avoidance41. The spatial 
learning test consists of a maze with a reachable food reward at one of 
the four arms and an unreachable food at the opposite arm (Fig. 6a).  
We simulated this task with a RL model embedding uncertainty- 
seeking (Fig. 6b and Online Methods). The model fitted the behavior  
of both strains, as the time to reach the food was greater for WT 
(with an uncertainty bonus) than for β2KO mice (without bonus) 
in the early trials40 (Fig. 6c). This slowly decreasing time to reward 
progressively emerges in RL models embedding uncertainty-seeking 
(Fig. 6d), but cannot be easily explained in terms of differences in 
initial value (novelty-seeking31,32), learning rates or a combination 
of both (Supplementary Fig. 10). Hence, interest for the unreach-
able reward may arise in WT mice from uncertainty, integrated at 
the level of the VTA. We also assessed whether the same explanation 
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Figure 6 New interpretation of behaviors related to VTA nAChRs using  
the uncertainty model. (a) Spatial learning task40. In a cross maze,  
the north arm contained a reachable food reward and the south arm 
contained an unreachable food. The initial position of the animal was 
variable (east or west). (b) Discretized representation of the task. S1–S4 
are the four possible states in the task; R = {0,1} indicates whether the 
food reward was attained or not. Arrows represent the possible transitions 
between the states. Data adapted with permission from ref. 40.  
(c) Simulation (stripes) of the time to reach the food (data: lines with error 
bars) along the learning sessions for the WT (black) and β2KO (red) mice. 
Parameters were α = 0.54, β = 7.75, ϕ = 1.51 for WT mice, α = 0.59,  
β = 7.93, ϕ = 0.04 for β2KO mice. (d) Effect of the uncertainty-seeking 
parameter in the simulation of the time to reach the food. (e) Passive 
avoidance task41 consisting in a single training trial in which the mouse 
was delivered a foot shock upon entrance in the dark chamber. Data 
adapted with permission from ref. 41. (f) Simulation (stripes) of retention 
latencies (data: lines with error bars) in response to various intensities  
of foot shock. Parameters were β = 1.81, ϕ = 0.53, θ = 1.62 for WT,  
β = 1.62, ϕ = 0.15, θ = 1.65 for β2KO). Error bars represent mean ± s.e.m.
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holds in the case of punishment. We simulated the passive avoid-
ance task, where animals were in a box divided in two compartments 
(light and dark). β2KO mice avoided the dark compartment, which 
was associated with a foot shock, for a longer time than WT mice41 
(Fig. 6e). Uncertainty-seeking can also explain this difference, as the 
foot shock induces a single negative prediction error, which results in 
uncertainty (Fig. 6f). Expected uncertainty may in that case motivate 
WT mice, but not β2KO mice, to explore the dark part of the box in 
spite of potential negative consequences. Finally, these models can be 
extended to neutral, but potentially uncertain, outcomes. The deficits 
of β2KO mice in locomotion in an open-field without rewards13,42 
can be understood as a lack of uncertainty-seeking (Supplementary  
Fig. 11a–e). Exploration in the open-field is composed of action pat-
terns related to information-seeking (scanning, rearing and sniff-
ing42,43). The apparent lack of object recognition observed in β2KO 
mice40 can also be interpreted as a lack of curiosity for the objects, that 
is, an absence of uncertainty-seeking (Supplementary Fig. 11f,g), 
rather than a memory deficit. The uncertainty-seeking model not only 
generalize our results to positive, aversive and neutral natural out-
comes, but also provides a parsimonious interpretation for a wealth 
of behaviors associated with β2*-nAChRs13,40–42.

DISCUSSION
Our findings reveal a role for VTA β2*-nAChRs in translating 
expected uncertainty into motivational value and suggest that this 
receptor is involved in exploratory decisions. Three broad theoretical 
types of exploration have been proposed. At one extreme, exploration 
is seen as randomness or noise in the choices (as in the softmax or 
epsilon greedy models), which is problematic, as rodents, similar to 
primates, display curiosity and refined forms of exploration29,42,43. At 
the other extreme, a dichotomy has been postulated between subcorti-
cal systems (such as the VTA) and frontal cortices. Frontal cortices 
would mediate flexible exploration by overriding16,17 the influence 
of exploitive value, underpinned by DA neurons9,11. Our results lie in 
between these two extremes and are consistent with theoretical work 
on optimal exploration18,20,21 and intrinsic motivation19,24. In this 
view, exploration and exploitation are entangled: uncertainty is given 
a value that can be compared to and added to the value of primary 
rewards18,20,21,32. Our findings further suggest that motivation driven 
by expected uncertainty may be sufficient to explain exploration in 
unstable environments. This contrasts with neuroeconomics stud-
ies, where expected uncertainty is defined as risk and corresponds 
to the exploitation of the irreducible variability of the outcomes, 
whereas exploration is driven only by reducible uncertainty23,44. 
However, assigning a given choice to exploration or exploitation is 
tricky in non-human animals. It relies on phenomenological models 
of behavior in the absence of direct reports of decision strategies. 
Thus, our data clearly show that VTA β2*-nAChRs affect motivation 
from expected uncertainty in both stable and unstable environments, 
but whether this corresponds to motivation to explore, exploit or 
both remains unclear. Nevertheless, our results are consistent with a 
causal role for the VTA in decisions under uncertainty via a common 
currency (a motivational metric) that integrates at least the values of 
both expected reward and expected uncertainty20,21,25,32.

DA neurons not only encode reward prediction errors9,10, but 
also surprise45, risk25 (that is, expected uncertainty) and resolution 
of uncertainty46, which are all linked to information. DA neuron 
bursting related to reward is thought to constitute a teaching signal 
for actions11 or an incentive signal12 biasing the ongoing behavior. 
DA activity not related to expected rewards per se could also act as 

an ‘intrinsic’ reinforcement signal24 (or an intrinsic incentive) for 
which gathering information would be self-satisfactory, helping the 
animal to better predict its environment19,45. ACh is closely related 
to information processing1,2. We found that the cholinergic control of  
DA could underpin the motivational properties of information. This 
finding could explain the observed similarities when ACh or DA are 
pharmacologically manipulated during value-based decisions5. Several 
mechanisms may underlie functional ACh-DA interactions in the 
brain. Mesopontine ACh might directly signal expected uncertainty 
(σ2 in our model), as proposed for forebrain ACh22. Alternatively, 
our data suggest a contribution of β2*-nAChRs to the spontaneous 
excitability of DA neurons, with anesthetized β2KO animals lacking 
bursting of DA neurons14. In this case, cholinergic signaling onto the 
VTA via β2*-nAChRs could serve as a permissive gate15, rendering 
DA neurons more responsive (that is, affecting ϕ) to uncertainty sig-
nals generated elsewhere in the mesocorticolimbic loop23. A strong 
prediction of these interpretations would be that ACh is implicated in 
the encoding of expected uncertainty by DA neurons25. Nevertheless, 
we cannot totally exclude, with our lentiviral strategy, downstream 
adaptations in β2KO mice or an effect at the level of axon terminals, 
where β2*-nAChRs also influence the transfer function between DA 
firing and release in the striatum47.

Nicotine hijacks endogenous cholinergic signaling by exerting its 
reinforcing effects through β2*-nAChRs in the VTA13. But nicotine 
also affects decisions that are not related to nicotine intake itself. 
Smokers are actually known to display alterations of the exploration- 
exploitation tradeoff48 and of risk-sensitivity49. Notably, tobacco 
addiction and pathological gambling, which can be seen as exces-
sive uncertainty-seeking25,30, display a high comorbidity8. Thus, 
we suggest that β2*-nAChRs in the VTA, in addition to mediating 
reinforcement to nicotine, constitute a key neural component in the 
alterations of decision-making under uncertainty observed in nico-
tine addicts48,49.

METhODS
Methods and any associated references are available in the online 
version of the paper.

Note: Any Supplementary Information and Source Data files are available in the 
online version of the paper.
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ONLINE METhODS
Animals. 40 male C57BL/6J (WT) mice and 47 male knockout SOPF HO ACNB2 
(β2KO) mice obtained from Charles Rivers Laboratories France were used. β2KO 
mice were generated as described previously41. WT and β2KO mice are not  
littermates and this could be a potential caveat of the study. However, mutant 
mice were generated almost 20 years ago, the line has been backcrossed more 
than 20 generations with the wild-type C57BL6/J line, and the β2KO line was 
confirmed to be at more than 99.99% C57BL/6J. Mice arrived to the animal 
facility at 8 weeks of age, and were housed individually for at least 2 weeks before 
the electrode implantation. Behavioral tasks started 1 week after implantation to 
insure full recovery. Intracranial self-stimulation (ICSS) does not require food 
deprivation; as a consequence all mice had ad libitum access to food and water 
except during behavioral sessions. The temperature (20–22 °C) and humidity 
was automatically controlled and a circadian light cycle of 12/12-h light-dark 
cycle (lights on at 8:30 a.m.) was maintained in the animal facility. All experi-
ments were performed during the light cycle, between 09:00 a.m. and 5:00 p.m. 
Experiments were conducted at Université Pierre et Marie Curie. All procedures 
were performed in accordance with the recommendations for animal experi-
ments issued by the European Commission directives 219/1990 and 220/1990, 
and approved by Université Pierre et Marie Curie.

Stereotaxic injection of lentivirus. The lentiviral expression vectors β2 subunit– 
IRES-eGFP cDNAs and the eGFP cDNA (control) are under the control of the 
ubiquitous mouse phosphoglycerate kinase (PGK) promoter. Further details  
can be found in ref. 13. β2KO mice aged 8 weeks were anesthetized using  
isoflurane. The mouse was introduced into a stereotaxic frame adapted for  
mice. Lentivirus (2 µl at 75 ng of p24 protein per µl) was injected bilaterally  
at: anteroposterior = −3.4 mm, mediolateral = ±0.5 mm from bregma and  
dorsoventral = 4.4 mm from the surface for VTA injection. Mice were implanted 
with electrodes 4–5 weeks after viral injection. At the end of the behavioral 
experiments, lentiviral re-expression in the VTA was verified using fluorescence 
immunohistochemistry. As a control for β2VEC mice, another group of β2KO 
mice were injected with lentivirus expressing eGFP only. We did not observe any 
difference between β2KO (without lentiviral injections, n = 6) and β2-eGFP mice 
(n = 6) in either choices (P = 0.76, unpaired t test) and time-to-goal (P = 0.34, 
unpaired t test). We thus pooled the data from both groups to serve as control 
for β2VEC data.

In vivo electrophysiological recordings. Extracellular recording electrodes were 
constructed from borosilicate glass tubing (1.5 mm O.D. / 1.17 mm I.D.) using 
a vertical electrode puller (Narishige). Tip was broken and electrodes were filled 
with a 0.5% sodium acetate solution (wt/vol) and 1.5% neurobiotin (wt/vol), 
yielding impedances of 6 9 MΩ.

Animals were anesthetized with chloral hydrate (400 mg per kg of body 
weight, intraperitoneal, supplemented as required to maintain optimal anesthe-
sia throughout the experiment), and placed in a stereotaxic apparatus (Kopf 
Instruments). The left saphenous vein was catheterized for intravenous admin-
istration of nicotine and the right saphenous vein was catheterized for intravenous 
administration of saline solution (NaCl 0.9%, wt/vol). The electrophysiological 
activity was sampled in the central region of the VTA (coordinates: 3.1–3.5 mm 
posterior to Bregma, ±0.3–0.6 mm lateral to midline and 4–4.7 mm below the 
brain surface)50. Spontaneously active DAergic neurons were identified on the 
basis of previously established electrophysiological criteria: (1) a typical triphasic 
action potential with a marked negative deflection; (2) a characteristic long dura-
tion (>2.0 ms); (3) an action potential width from start to negative trough >1.1 ms; 
(4) a slow firing rate (between 1 and 10 Hz) with an irregular single spiking pat-
tern and occasional short, slow bursting activity51. At least 5 min of spontaneous 
baseline electrophysiological activity was recorded before intravenous injection 
of nicotine (30 µg per kg). At the end of the recording period, the neurons were 
stimulated by application of positive currents steps to electroporate neurobiotin 
into the neurons to allow DA neurons identification.

Analysis of electrophysiological data. DA cell firing was analyzed with respect to 
the average firing rate and the percentage of spikes within bursts (%SWB, number 
of spikes within bursts, divided by total number of spikes). Bursts were identified 
as discrete events consisting of a sequence of spikes such that: their onset is defined 
by two consecutive spikes within an interval <80 ms and they terminated with an 

interval >160 ms (ref. 51). Firing rate and %SWB were evaluated on successive 
windows of 60 s, with a 45-s overlapping period14. For each cell, firing frequency 
was rescaled as a percentage of its baseline value averaged during the 2 min before 
nicotine injection. The effect of nicotine was assessed as a comparison between 
the maximum of variation of firing rate and %SWB observed during the first  
3 min after saline and nicotine injection. The results are presented as mean ± s.e.m.  
of the difference of maximal variation before and after nicotine.

Fluorescence immunohistochemistry. Following the death of all the lentivirus- 
injected mice (GFP and VEC animals), brains were rapidly removed and 
fixed in 4% paraformaldehyde. Following a period of at least 3 d of fixation 
at 4 °C, serial 60-µm sections were cut from the midbrain with vibratome. 
Immunohistochemistry was performed as follows: free-floating VTA brain 
sections were incubated 1 h at 4 °C in a blocking solution of phosphate- 
buffered saline (PBS) containing 3% Bovine Serum Albumin (BSA, Sigma; A4503)  
(vol/vol) and 0.2% Triton X-100 (vol/vol) and then incubated overnight at 4 °C 
with a mouse anti-tyrosine hydroxylase antibody (TH, Sigma, T1299) at 1:200 
dilution and a rabbit anti-GFP antibody (Molecular Probes, A-6455) at 1:5,000 
dilution in PBS containing 1.5% BSA and 0.2% Triton X-100. The following day, 
sections were rinsed with PBS and then incubated 3 h at 22–25 °C with Cy3-
conjugated anti-mouse and Cy2-conjugated anti-rabbit secondary antibodies 
(Jackson ImmunoResearch, 715-165-150 and 711-225-152) at 1:200 dilution in 
a solution of 1.5% BSA in PBS. After three rinses in PBS, slices were wet-mounted 
using Prolong Gold Antifade Reagent (Invitrogen, P36930). Microscopy was car-
ried out with a fluorescent microscope, and images captured using a camera and 
ImageJ imaging software.

In the case of electrophysiological recordings, an immmunohistochemical 
identification of the recorded neurons was performed as described above, with the 
addition of 1:200 AMCA-conjugated Streptavidin (Jackson ImmunoResearch) in 
the solution. Neurons labeled for both TH and neurobiotin in the VTA50 allowed 
to confirm their neurochemical phenotype.

electrode implantation and IcSS training. Mice were introduced into a  
stereotaxic frame and implanted unilaterally with bipolar stimulating electrodes 
for ICSS in the medial forebrain bundle27,28 (MFB, anteroposterior = 1.4 mm, 
mediolateral = ±1.2 mm, from the bregma, and dorsoventral = 4.8 mm from the 
dura). After recovery from surgery (1 week), the efficacy of electrical stimulation 
was verified in an open field with an explicit square location (side = 1 cm) at its 
center. Each time a mouse was detected in the area (D = 3 cm) of the location, 
a 200-ms train of 20 0.5-ms biphasic square waves pulsed at 100 Hz was gener-
ated by a stimulator28. Mice self-stimulating at least 50 times in a 5-min session 
were kept for the behavioral sessions (3 mice were excluded at this stage, due 
to improper electrode implantation). In the certain setting (see below), ICSS 
intensity was adjusted so that mice self-stimulated between 50 and 150 times per 
session at the end of the training (ninth and tenth session). Current intensity was 
subsequently maintained the same throughout the uncertainty setting.

Behavioral data acquisition. Decision-making and locomotor activity were 
recorded in a 1-m diameter circular open-field. Experiments were performed 
using a video camera, connected to a video-track system, out of sight of the 
experimenter. A home-made software (Labview National instrument) tracked the 
animal, recorded its trajectory (20 frames per s) for 5 min and sent TTL pulses 
to the ICSS stimulator when appropriate (see below).

markovian decision problem by IcSS conditioning. We considered two com-
plementary aspects of motivation: direction and locomotion of the mice. We thus 
developed a protocol allowing to record simultaneously the sequential choices 
between differently rewarding locations (that is, associated with intracranial self-
stimulation) and the locomotor activity of the mice in between these locations. 
After validation of ICSS behavior27, conditioning tasks took place in the 0.8-m 
diameter circular open-field. Three explicit square locations were placed in the 
open field, forming an equilateral triangle (side = 50 cm). Each time a mouse 
was detected in the area of one of the rewarding locations, a stimulation train 
was delivered. Animals received stimulations only when they alternate between 
rewarding locations. In separate experiments, the intensity or the probability of 
stimulation delivery differed for the three rewarding locations. Precise param-
eters (for example, reward probabilities) were pseudo-randomly assigned to each 
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rewarding location for each mouse. For each set of (consecutive) experiments con-
ditioning consisted in one daily session of 5 min, during 10 d. Decision-making  
was analyzed by expressing data as a series of choices between rewarding  
locations (labeled A, B, C). We only considered choices made in an interval of 
10s after visiting the previous rewarding location. This restriction is based on 
the observation that choices made after 10 s were random (that is, uniformly 
distributed) for every condition, and thus probably reflect a disengagement from 
the task. This led to the exclusion of fewer than 3% of the total choices made by 
the animals (all groups), which suggests that incorporating these late choices 
would not significantly change the results. This game implements a Markovian 
Decision Process (MDP31) consisting of three states (A, B, C), corresponding to 
each rewarding locations, and a transition function, corresponding to the propor-
tions of choices in the three gambles. The repartition is defined as the proportion 
of states visited by the animal during a session. The transition matrix describes 
the proportion of transitions from one state to another. Because animals receive 
stimulations only when they alternate between rewarding locations, there is no 
repetition of states in the sequence and the 3 × 3 transition matrix has null diago-
nal elements. The training consisted of a block (10 daily sessions of 5 min) in a CS 
where all locations were associated with an ICSS delivery. The test phase consisted 
of a block (10 daily sessions of 5 min) assessing choice organization under an 
US, by associating each location with a different probability of ICSS, a validated 
protocol for studying risky choices52. The foraging phase was performed after 
the uncertain setting, and five supplementary sessions of deterministic setting. 
The foraging phase assessed the exploratory strategy in a dynamic setting (DS), 
which consisted in three consecutive 5-min sessions. In each session, two out of 
three locations delivered the ICSS reward, and the identity of the two rewarding 
locations changed every session.

Analysis of locomotion. Locomotor activity toward the rewarding locations 
was measured in terms of time-to-goal, speed profile, dwell time and traveled 
distance. Time-to-goal measures the duration between one choice and the next 
one. The speed profile corresponds to the instantaneous speed as a function of 
time (expressing it as a function of the distance between two locations did not give 
any additional information). We averaged the speed profiles on a 10-s interval 
(the same used for restricting the choices considered in the analysis), which was 
zero-padded if the reward location was attained before 10 s. The dwell time is 
defined as the duration between the moment of the detection in the last rewarding 
location and the moment when the animal’s speed is greater than 10 cm s−1. The 
traveled distance corresponds to the summation of the local distances between 
two points of the mouse’s trajectory (20 frames per s) between the last and the 
next choice. A multiple linear regression was performed on the time-to-goal, in 
the different sets of probabilities of the US setting. We compared models with 
increasing number of explanatory variables. As potential explanatory variables, 
we included reward history (whether the animal just got rewarded or not, as a 
binary variable), the expected reward of the goal, the expected uncertainty of the 
goal, the expected reward of the alternative (that is, the location not chosen in 
the gamble), and the expected uncertainty of the alternative. We compared these 
linear models based on their summed squared errors, penalized for complexity 
(Bayesian information criterion): BIC TTG n SSE

n k n( ) ln( ) ln( )= + , where n is 
the number of observations (time-to-goal, n is the same for all regressions), k the 
number of explanatory variables, and SSE the summed squared errors from the 
multiple linear regressions. Constant terms were omitted from the formula for 
simplicity, as the BICs of the linear regressions were only used for comparisons.

computational models of decision-making. In the US, we investigated how well 
the transition function (that is, choices) from both genotypes can fit to variants 
of decision-making models. At the end of the US, since mice are trained and 
choice behavior is at steady-state, we only modeled decision-making, and used 
the settings of the task (that is, reward probabilities) as fixed parameters for the 
values of the options (see below). In the DS and in the learning phase of the US, we 
modeled both learning (see below) and decision-making, and we evaluated how 
well the models fits the animals’ choices, which were not at steady-state. These 
models are thus based on the estimation of the expected payoffs (“value”) and 
uncertainties of the options, rather than on objective parameters of the task.

Decision-making models determined the probability Pi of choosing the 
next state i, as a function (the choice rule) of a decision variable. Because mice 
could not return to the same rewarding location, they had to choose between 

the two remaining locations. Accordingly, we modeled decisions between two  
alternatives. We considered five choice rules31: local matching law33 Herrnstein, 
softmax, epsilon-greedy, uncertainty bonus19,21,39 and uncertainty-controlled 
randomness34.

• In the local matching law, the probability to choose an action i (amongst two 
rewarding location) is given by 

P
V
Vi
i

jj
=

∑

where Vi is defined as the value of an option, that is, the expected reward  
(see below).
• The epsilon-greedy choice rule is 

P i Vi i= −



=1 e
e

argmax( )
otherwise

where ε is the probability of choosing less valuable options, reflecting undirected 
exploration.
• The softmax choice rule is 

P
V
Vi
i

jj
=

∑
exp( )
exp( )

b
b

where β is an inverse temperature parameter reflecting the sensitivity of choice 
to the difference between decision variables.

In standard reinforcement learning31, the value of an option is the expected 
(average) reward. In the US, where the choices are at steady-state, the expected 
reward is taken as the reward probability 

V E ICSS p ICSSi i i= =( ) ( )

In models embedding an exploration bonus, the value depends on both 
expected reward and uncertainty16,17,29. Uncertainty may refer to estimation 
uncertainty (due to incomplete knowledge or sampling of the outcome), to 
the expected uncertainty (or reward risk), related to the estimated variability 
of the outcome, or to unexpected uncertainty, that is, uncertainty greater than  
expected22,23,44. The expected uncertainty scheme is similar to the mean- 
variance approach used in neuroeconomic studies53 and it has also been proposed 
to drive exploration19,21,24,25,30. In the US, as mice are trained and choice behavior 
is at steady-state, we used this version of the model, where the decision variable 
is a compound of the true (that is, not estimated by a learning algorithm) mean 
and variance of the payoff 

V E ICSS ICSS p ICSS p ICSS p ICSSi i i i i i= + = + −( ) ( ) ( ) ( )( ( ))js j2 1

This compound value is then nested in the softmax choice rule. Note  
that expected uncertainty (σi

2) can also be estimated through learning  
(see equation (10)).

Finally, in the uncertainty-based temperature model (or local control of ran-
domness34), uncertainty associated with all the possible actions at a state controls 
the randomness of choices (that is, the temperature parameter). In this strategy, 
the randomness of action selection does not depend on the variability of the 
possible outcomes. In the softmax model (equation (3)), in case where different 
choices may yield comparable outcomes, the decision process is random even 
with large β; while a large difference in values results in greedy action selection 
even for small β . To circumvent this issue, it is possible to normalize the tem-
perature parameter βi for each state i. 

b b
i

j jE V E V
=

−
0

2 2( ) ( )

where β0 is a constant (free) parameter, whereas E V E Vj j( ) ( )2 2−  represents the 
uncertainty (or variability) of the state i (over all the possible actions j) rather 
than reward uncertainty associated with a particular action.

Reinforcement learning models determined the evolution of the decision vari-
ables, which are in this case estimations of the task parameters. The values of 

(1)(1)

(2)(2)

(3)(3)

(4)(4)

(5)(5)

(6)(6)
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the rewarding locations were estimated using standard reinforcement models31, 
which are based on trial-and-error learning. First, the model computes the dis-
crepancy between the predicted value of the chosen location (Vi) and the actual 
reward R at the trial t 

di i t i tt R V( ) , ,= − −1

where Ri(t) = 1 or 0 depending on whether the animal was rewarded or not. This 
reward prediction error is then used to adapt the estimation of the value Vi of the 
chosen location only, that is, the values of the other locations are not changed 

V Vi t i t i t, , ,= +−1 ad

where α is the learning rate. To test whether nicotinic receptors differentially 
affected the sensitivity to reward and reward omission, we used an asymmetric 
version of reinforcement learning38 

V V

V V
i t i t i t

i t i t i t

i t

i t

, , ,

, , ,

,

,

= +

= +







>
<

−
+

−
−

1

1

0
0

a d

a d

d
d

where α+ and α− are the learning rates for better- or worse-than-expected  
outcomes.

We also used an extended version of reinforcement-learning model23,39 to eval-
uate the expected uncertainty of the rewarding locations. The rationale behind 
this model is that uncertain and unpredictable outcomes produce large prediction 
errors (positive and negative), by definition. Hence squared prediction errors 
(equation (7)) can be used to estimate unpredictability or uncertainty s 2

i t,  

s 2 2
1i t i t i t, , ,= +−s a xj

where aj  is the learning rate for uncertainty, and ξi,t is the uncertainty (or risk) 
prediction error of the option i at trial t, that is, 

x d si t i t i t, , ,= − −
2 2

1

The uncertainty prediction error corresponds to unexpected uncertainty 
(uncertainty larger than expected) and we tested whether exploration might  
be directed by unexpected form of uncertainty, by assigning a bonus to this  
error term 

V Vi t i t i t
*
, , ,= + x

Finally, uncertainty may exert an indirect effect through learning. It has been 
shown in humans that learning rate itself can increase with sudden changes  
in uncertainty37,54. We tested the following adaptive learning rate model37,  
where learning rate increases when there is a recent increase m in absolute  
prediction errors 

a a a
a a a
t t t t t

t t t t t

f m m
f m m

= + − >
= + <






− −

− −

1 1

1 1

1 0
0

( )( )
( )( )

where f(m) is a double sigmoid function f m sign m et t
m( ) ( )( )( / )= − −1

2l  where 
m is the slope of the (recent) smoothed absolute reward prediction errors,

mt
t
abs

t
abs

t
abs

t
abs= −

+
−

−
2 1

1

d d
d d

. Smoothing of absolute prediction errors is achieved by

d d a d at
abs

t
abs

t= − +−1 1 11( ) . The free parameter λ determines the degree to  
which uncertainty (absolute prediction errors) affects the learning rate, and 
the other free parameter, α1, determines the initial learning rate and the speed  
of dt

abs  updating.
In the US, at steady-state, we fitted the free parameters of the four decision-

making models (none for the matching law, ε for ε -greedy, β for softmax, β 
and ϕ for uncertainty model). In the learning phase of the US, we fitted the free 
parameters of these 4 models: standard RL (α, β), RL with uncertainty learning 
and expected uncertainty bonus (α, β, αϕ, ϕ),RL with adaptive (uncertainty-
dependent) learning rate (α, β, λ), and RL with uncertainty learning and unex-
pected uncertainty bonus (α, β, αϕ, ϕ). We fixed the initial conditions (V(0) = 1, 
and σ(0) = 0), because the mice underwent the certain setting just beforehand. 

(7)(7)

(8)(8)

(9)(9)

(10)(10)

(11)(11)

(12)(12)

(13)(13)

In the DS, we fitted the free parameters and initial conditions of these 7 models: 
standard RL (α, β, V(0)), asymmetric learning rates RL (α−, α+, β, V(0)), RL with 
uncertainty bonus (α, β, ϕ, V(0), σ(0)), RL with separate learning for value and 
uncertainty (α, αϕ, β, ϕ, V(0), σ(0)), RL with asymmetric learning rates learning 
for value and separate uncertainty learning (α−, α+, αϕ, β, ϕ, V(0), σ(0)), RL with 
uncertainty learning and unexpected uncertainty bonus (α, αϕ, β, ϕ, V(0), σ(0)), 
RL with adaptive (uncertainty-dependent) learning rate (α, β, λ, V(0)).

In each case, we searched for the free parameters maximizing the respective 

likelihood of the observed choices c at all trials t Pc t
c

,∏








 . We performed the 

fits of all the parameters individually for each animal a, using the population 
fit (that is, fit of the average probabilities of choices) as initial conditions. We 
checked that the mean of individual fits stayed close to the population fit, and 
that the optima was non-local (by examining the Hessian matrix55). We used the 
fmincon function in Matlab to perform the fits, with the constraints that learning 
rates and temperature could not be negative and that learning rates could not 
exceed 1. To assess goodness-of-fit, we report negative log likelihoods penalized 
for model complexity (Bayesian information criterion; BIC). Smaller BIC values 
indicate a better fit. Each of these models has been found to fit experimental 
data in at least one given experimental condition (for example, behavioral task 
or species16,17,29,38,39). Here, we aimed at accounting for the difference observed 
between genotypes, to propose a computational role for the nicotinic modulation 
of the VTA. Hence, once the best model is determined, possible differences in 
the free parameters (for example, ε, β, ϕ) between genotypes or conditions point 
at the computational role of the β2 subunit-containing nAChRs expressed in the 
VTA in decision-making processes.

extension of the uncertainty model to previous experiments on 2ko mice. 
We also aimed at extending our framework by modeling the results from previ-
ous studies focusing on the behavioral differences between WT and β2KO mice 
with reinforcement learning models embedding an uncertainty-based explora-
tory bonus (equations (5, 7, 8, 10 and 11)). In these experiments, uncertainty was 
not explicitly controlled but was yet present, as in most decision tasks. We thus 
used the main difference found in the model-based analysis of our decision task, 
that is, a positive value given to uncertainty in WT, but not to β2KO, mice, and 
explored the values for uncertainty estimation to qualitatively match the data. 
All experiments were modeled as MDPs with a discretization of the relevant 
states for the animals.

In the open-field experiment13,42, we used the symbolic decomposition of the 
behavior proposed in ref. 42, by splitting the locomotion of the mice into “active” 
versus “inactive” states, and their positions into “center” and “periphery” states. 
The active state corresponds to high-speed navigation, while the inactive state 
corresponds to low-speed exploration, mainly composed of rearing, scanning and 
sniffing behaviors42,43. This double dichotomy gives rise to four states, that we 
modeled as an MDP with all transitions possible, except for the “stay” transitions 
(that is, of one state on itself) and the transitions between periphery-inactive (PI) 
and center-inactive (CI) states, which were not found in the data13,42. The dura-
tion of one state was 1 s. We modeled the difference between WT and β2KO mice 
by adding an exploratory bonus to the inactive states in WT mice only, which we 
deduced from the experimental (average) transition probability and the softmax 
decision rule with bonus as follows. In the center-active state, the probability of 
going the center-inactive state is given by P CI CA e e eV V VCI CI PA( ) ( )= +b b b , 
where VCI and VPA represent the values associated with the center-inactive and 
the periphery-active states, so we computed the relations between VPA and VCI 
VCI, and between VPI and VCA, and fitted β, VPI and VCI to reproduce the data.

In the object recognition task40, two objects are placed in an open-field, and the 
time spent in the objects area is measured as a function of the behavioral sessions. 
We modeled this task as an MDP using a discretization of space, consisting in 25 
states corresponding to the open-field without objects, and two states correspond-
ing to the objects. The duration of one state was 1 s. We used the uncertainty 
model (no reward being present in the task, we modeled the uncertainties but 
not the values) and we fitted the values of α, β, ϕ, and the initial uncertainties of 
the objects and of the open-field to reproduce the data.

In the spatial maze40, we modeled an idealized version of this conditioning 
task, consisting of four states, corresponding to the arms of the maze. One of 
them delivered a reachable food reward (R = 1 if reached), and was absorbing: 

np
g

©
 2

01
6 

N
at

ur
e 

A
m

er
ic

a,
 In

c.
 A

ll 
rig

ht
s 

re
se

rv
ed

.



nature neurOSCIenCe doi:10.1038/nn.4223

the simulation stopped if the agent (the modeled mouse) reached it. The duration  
of one state (the mean duration of visiting one arm) was 10 s. We used the 
uncertainty model with a single learning rate (α, β, ϕ, ς(0), σ(0)) for simplicity.  
We simulated the model until the food was reached, and measured the time to 
reach the food, as done in the experiment.

In the passive avoidance task41, animals are in a box divided in two (light and 
dark) compartments. The learning phase (which was not modeled) consists in a 
single foot shock given in the dark compartment, which arguably induces a nega-
tive prediction error for this state. We simulated this experiment by considering 
a sequential evaluation model representing incentive motivation56, in which the 
agent sequentially evaluates the probability to go to the dark compartment until 
it decides to accept it. The probability to go to the dark part of the box at any 
time is given by 

P D
e VD

( ) ( )= − −
1

b q

where β is the inverse temperature (sensitivity to value) and θ a threshold  
representing the basal locomotor activity of the animal. In this model, the agent 
evaluates the probability of going to the dark part, based on its single experi-
ence of a foot shock, which induced a single, negative, reward prediction error  
(equation (7)), resulting both in a decrease in value (equation (8)) and an 
increased uncertainty (equation (10)). The time-step for each evaluation was 1 s. 
We measured the time before the agents go to the dark part, as done in the experi-
ment41. For each model experiment, standard errors were obtained following  
a bootstrap procedure, using the sample size of the original data.

Statistical analysis. No statistical methods were used to predetermine sample 
sizes. Our sample sizes are comparable to many studies using similar techniques 
and animal models. We used a pseudo-randomization procedure, in the sense 
that in the behavioral experiments, precise parameters (for example, reward 
probabilities) were pseudo-randomly assigned to each rewarding location for  

(14)(14)

each mouse. The experiments were blind, in the sense that the experimenters  
(both in behavioral and electrophysiological experiments) were not aware  
of which genotype each mouse belonged to.

Behavioral and model data were analyzed and fitted using Matlab  
(The MathWorks) Electrophysiological data was analyzed using R (The R Project). 
Code is available on request. Data are plotted as mean ± s.e.m. Total number (n) 
of observations in each group and statistics used are indicated in figure captions. 
Classically comparisons between means were performed using parametric tests 
(Student for two groups, or ANOVA for comparing more than two groups) when 
parameters followed a normal distribution (Shapiro test P > 0.05), and non-
parametric tests (here, Wilcoxon or Mann-Whitney) when this was not the case. 
Homogeneity of variances was tested preliminarily and the t tests were Welch- 
corrected if needed. Multiple comparisons were Bonferroni corrected. All statistical 
tests were two-sided. P > 0.05 was considered to be not statistically significant.

A Supplementary methods checklist is available.
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8 Chronic nicotine enhances value sensit-

ivity in mice through altered VTA DA

activity

8.1 Reward sensitivity and nicotine

Normative theories and recent data report that the phasic dopamine signal provides

a teaching signal necessary for learning, while the background or tonic dopamine tone

and its fluctuations may underlie the expression of previously acquired behaviours [253].

Long-term nicotine can alter the spontaneous activity of VTA DA cells and therefore

hypothetically change phasic and tonic signaling.

Neuroeconomical behavioural tasks can provide a measure for shifts in choice beha-

viour. In a probabilistic delay discounting task 1 both a high doses of acute and sub-chronic

nicotine increased the preference for the immediate less probable reward [50], which is in

conformity with simple delay discounting tasks in humans [254–256] and rats [257]. This

suggests that nicotine enhances impulsivity and a slight preference for risk. In a prob-

abilistic reversal learning task 2 saline and chronic nicotine rats performed similarly on

reversals and response latency. Differences in cognitive flexibility were only observed

during withdrawal. The authors did not report any differences in probability (value) pref-

erence. The limitation of this paradigm is that flexibility, effort, value evaluation and

impulsivity are difficult to distinguish. Furthermore, the task was already pre-trained be-

fore mini-pump implantation [258] and (dopamine dependent) learned behaviour is more

difficult to manipulate.

Recently, Lesage and colleagues (2017) did demonstrate a double dissociation between

reward sensitivity, the ability to interpret valence information, and cognitive flexibility

during abstinence and acute nicotine administration in smokers and non smokers. After

1. In an operant box, one lever was reinforced immediately, but with a lower probability, the other

lever delivered a delayed reward with variable interval
2. In an operant box, two nose-poke holes are respectively reinforced 20% or 80% with a food pellet.

The probabilities shifted every so many trials

87



nicotine administration smokers showed a lower lose-shift percentage, a higher win-stay

percentage and perseverative errors, suggesting less cognitive flexibility. At the same

time, acute nicotine in smokers increased the reward sensitivity, increasing the contrast

between the available option values. Interestingly, smokers displayed less reward sensit-

ivity activity in the striatum and dorsal anterior cingulate cortex than non-smokers, but

enhanced cognitive flexibility contrasts in the striatum, anterior insula, dorsal anterior

cingulate cortex and ventromedial prefrontal cortex compared to non-smokers [259]. This

study shows a direct link between an altered mesocorticolimbic dopaminergic system and

modified choice behaviour due to chronic nicotine, a finding that supports the work that

will be presented in this paper.
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ABSTRACT 
 

Dopamine (DA) neuron activity in the ventral tegmental area (VTA) reflects reward and value 

encoding. We demonstrate with an intracranial self-stimulation (ICSS) driven multi-armed bandit 

task for mice that long-term nicotine exposure increases value sensitivity. By changing the intensity 

of the ICSS such an increase is reversible and inducible in respectively nicotine-treated and control 

mic. In order to understand the basis of this change in value sensitivity we analyse VTA DA cell 

activity. In vivo electrophysiological recordings of VTA DA activity demonstrate a significant burst 

reduction after the ICSS multi-armed bandit task. However, due to the nicotine administration the 

tonic frequency is augmented. To confirm that the altered choice behaviour is linked to an increase 

in spontaneous tonic VTA DA neuron activity, we acutely mimicked the high tonic DA tone with 

specific optical stimulation of the VTA DA neurons and reversibly altered choices. Our results 

suggest that high tonic VTA DA neuron activity changes the incentive value of a reward. 

 

Running title: Chronic nicotine enhances value sensitivity in mice through increased VTA DA 

activity 

 

Keywords: nicotine, dopamine, ventral tegmental area, decision-making, bandit task, optical 

stimulation, in vivo electrophysiology, patch-clamp, C57BL/6JRJ mice 
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INTRODUCTION 
 

Nicotine, the main active component in tobacco, is highly addictive1. Like many addictive 

substances, nicotine is hypothesized to perpetuate addiction through plasticity in the 

mesocorticolimbic dopaminergic system2–7. The dopamine (DA) signal is essential in reinforcement 

and reward processing8. Nicotine exposure is associated with a shift in incentive salience9,10, as 

well as an increase in reward sensitivity in animals11,12 and smokers13. However, reward sensitivity 

in these experiments refers to a motivation for visual reinforcement or a modification in intra-cranial 

self-stimulation threshold.  These studies did not assign a utility to the possible outcomes, nor did 

they take the relative value of each outcome into account. Here we use a neuroeconomical 

behavioural paradigm to assess and quantify nicotine-induced shifts in value sensitivity14,15 and 

electrophysiological measurement to correlate ventral tegmental area (VTA) DA cell activity to 

modifications in choice behaviour. DA neurons in the VTA exhibit different patterns of activity: a 

tonic activity that is associated with directional motivation16–18 and phasic patterns that play a 

pivotal role in learning19–21. These activity patterns result in respectively constant or increased 

transient DA release in the nucleus accumbens (NAc) and the frontal cortices, projection sites of 

the VTA22,23. Nicotine alters the DA signal depending on its state24–28. Phasic DA is essential in 

novel and dynamic situations in which the values of environmental stimuli need to be updated 

regularly to adapt responses16,29,30. As illustrated by the reward prediction error theory20, little or no 

phasic activity implies a stable environment. In a stable environment, exploitation is the optimal 

strategy, while dynamic environments require exploration31.  

 

The incentive-salience perspective theorizes that tonic dopamine can scale the incentive value 

associated with environmental stimuli, influencing behavioural choice in stable and dynamic 

environments32–34. In the classic reinforcement learning softmax action selection, the inverse 

temperature (β) parameters measures the bias towards exploitation in a behavioural choice and 

reflects the trade-off between exploration-exploitation in behavioural paradigms15,35,36. Elevated 

tonic levels of DA were associated with an increased inverse temperature, a bias towards optimal 
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choices, in a stable environment16,37–39. However, a nicotine-induced increase in exploitation in a 

dynamic environment reduced behavioural flexibility40.  

 

We demonstrate with a novel multi-armed bandit task for mice41 using intracranial self-stimulation 

(ICSS) rewards that a nicotine-induced increase in tonic VTA DA activity enhances the incentive 

value of the available rewards by increasing the inverse temperature, a result that was mimicked 

by tonically photostimulating DA cells in the VTA. We quantify the augmented incentive value in 

nicotine-treated mice by altering the intensity of the ICSS bi-directionally. Our results demonstrate 

that passively administered nicotine augments value perception (incentive value) through alteration 

of the DA system and essentially makes the DA system more vulnerable for addiction.  
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METHODS AND MATERIALS 
 

Animals 

C57Bl/6j male mice (Janvier Labs, France) aged 8-16 weeks weighing 25-35 grams were used for 

all experiments, except for the optogenetic manipulation, which will be specified later. Mice were 

kept in an animal facility where temperature (21+/- 1°C) and humidity were automatically monitored 

and where a circadian light cycle of 12/12-h light-dark cycle was maintained. 

 

Intracranial self-stimulation electrode implantation 

Mice were anaesthetised with a gas mixture of oxygen (1L/min) and 1-3 % of isofluorane (Piramal 

Healthcare, UK), then introduced into a stereotaxic frame (Kopf Instruments, CA, USA). After the 

administration of a local anaesthetic, a median incision of the forebrain skin revealed the skull, 

which was after being scraped with a rougine, was drilled at the level of the Median Forebrain 

Bundle (MFB). A bipolar stimulating electrode for ICSS was then implanted either on the left or on 

the right side of the brain (Stereotaxic coordinates after Paxinos: AP=1.4mm; ML=+/- 1.2mm, 

DV=4.8mm). Dental cement was used to fix the implant to the skull. After stitching and 

administration of a dermal antiseptic, mice were then placed back in their home-cage and had at 

least 5 days to recover from the surgery. The efficacy of electrical stimulation was verified through 

the rate of acquisition of the deterministic setting.   

 

Drugs 

Implantation of osmotic mini pumps 

Animals were anesthetized with a gas mixture of oxygen (1L/min) and 1-3 % of isofluorane (IsoVet, 

Piramal Healthcare,UK). After the administration of a local anaesthetic, an incision was performed 

at the level of the interscapular zone, to subcutaneously implant an osmotic minipump (Model 

2004, ALZET, CA, USA) containing 200 µL of either a solution of nicotine hydrogen tartrate salt 

(Sigma-Aldrich, MO, USA) at a dose of 10mg/kg/d (4.16 mg/kg, free base) or saline water (H2O 

with 0.9 % NaCl) for the control group. Both solutions were prepared in the laboratory. The 
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minipumps delivered their content with a flow of 0.25 µL/hour over 28 days. The surgical wound 

was closed with surgical stitches. Animals had two days of rest to recover from the minipump 

surgery before going further with their behavioural training. 

 

Virus injection and optogenetics experiments 

DAT-iCre mice (N=4) were anaesthetized (Isoflurane 1%) and implanted with an ICSS electrode as 

described above. The DAT-iCre mice were then intracranially injected (1 µL injected into the VTA 

[coordinates from bregma AP: +3.2 mm; ML: +0.5 mm; DV: +4.6 mm] with an adeno-associated 

virus (AAV5.EF1a.DIO.CatCh.eYFP). A double-floxed inverse open reading frame (DIO) allowed 

restraining the expression of CatCh (Ca2+ translocating channelrhodopsin) to VTA dopamine 

neurons (DANs).  An optical fiber (200 µm core, NA=0.5, Thor Labs) coupled to a ferule (1.25 mm) 

was implanted just above the VTA [coordinates from bregma AP: +3.2 mm; ML: +0.5 mm; DV: +4.4 

mm], and fixed to the skull with dental cement (SuperBond, Sun medical). An ultra-high power LED 

(470 nm from Prizmatix) coupled to a patchcord (500 µm core, NA=0.5, Prizmatix) was used for 

optical stimulation (output intensity of 10 mW). Optical stimulation was delivered at a frequency of 

8hz with 5ms/pulse, starting 5 min before and during the behavioural experiment, following a 

schedule of 4 paired ON and OFF days after the training phase of behavioural task was finished, at 

least 4 weeks after virus injection, to allow the construct to be integrated in the target cells 

genome. The optical stimulation cable was plugged onto the ferule during all experimental 

sessions to prepare the animals and control for latent experimental effects.  

 

For a functional check of CatCh expression, 10-12 week old male DAT-iCre mice were injected 

with the same virus described above. After 4 weeks, mice were deeply anesthetized with an i.p. 

injection of a mix of ketamine/xylazine. Coronal midbrain sections (250 µm) were sliced using a 

Compresstome (VF-200; Precisionary Instruments) after intracardial perfusion of cold (4°C) 

sucrose-based artificial cerebrospinal fluid (SB-aCSF) containing (in mM): 125 NaCl, 2.5 KCl, 1.25 

NaH2PO4, 5.9 MgCl2, 26 NaHCO3, 25 Sucrose, 2.5 Glucose, 1 Kynurenate (pH 7.2, 325 mOsm). 

After 10 min to 1h at 35°C for recovery, slices were transferred into oxygenated aCSF containing 
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(in mM): 125 NaCl, 2.5 KCl, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, 26 NaHCO3, 15 Sucrose, 10 

Glucose (pH 7.2, 325 mOsm) at room temperature for the rest of the day and individually 

transferred to a recording chamber continuously perfused at 2 ml/min with oxygenated aCSF. 

Patch pipettes (4–8 MΩ) were pulled from thin wall borosilicate glass (G150TF-3, Warner 

Instruments) using a micropipette puller (P-87, Sutter Instruments, Novato, CA) and filled with a 

KGlu based intra-pipette solution containing either (in mM): 144 KGlu, 3 MgCl2, 10 HEPES, 0.5 

EGTA and 3 mg/ml biocytin (pH7 7.2, 295mOsm) or: 116 K-gluconate, 10 20 HEPES, 0.5 EGTA, 6 

KCl, 2 NaCl, 4 ATP, 0.3 GTP and 2 mg/mL biocytin (pH adjusted to 7.2). Transfected VTA DANs 

were visualised using an upright microscope coupled with a Dodt contrast lens and illuminated with 

a white light source (Scientifica). A 460 nm LED (Cooled) was used for both visualizing eYFP 

positive cells (using a bandpass filter cube) and for optical stimulation through the microscope (1s 

continuous for light-evoked current in voltage-clamp mode and 10Hz with 5ms/pulses to drive 

neuronal firing in current-clamp mode).  Whole-cell recordings were performed using a patch-

clamp amplifier (Axoclamp 200B, Molecular Devices) connected to a Digidata (1550 LowNoise 

acquisition system, Molecular Devices). Signals were lowpass filtered (Bessel, 2 kHz) and 

collected at 10 kHz using the data acquisition software pClamp 10.5 (Molecular Devices). All the 

electrophysiological recordings were extracted using Clampfit (Molecular Devices) and analysed 

with R.  

 

For an in vivo functional check of CatCh expression, transfected DANs were recorded in 

anesthetized animals as previously described. In that case, an optical fiber (500 µm core, 

Prizmatix) was inserted in the glass pipette electrode and coupled to a 470 nm LED (Prizmatix). 

Light-pulses trains (1, 2, 5, 10, 20Hz with 5ms/pulse) were applied to test the functional expression 

of CatCh in VTA DANs. 

 

In vivo electrophysiology 

Mice were deeply anaesthetized with chloral hydrate (8%), 400 mg/kg I.P., supplemented as 

required to maintain optimal anaesthesia throughout the experiment. The scalp was opened and a 
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whole was drilled in the skull above the location of the VTA. The saphenous vein was catheterized 

for intravenous administration of drugs. Extracellular recording electrodes were constructed from 

1.5 mm O.D. / 1.17 mm I.D. borosilicate glass tubing (Harvard Apparatus) using a vertical 

electrode puller (Narishige). Under microscopic control, the tip was broken to obtain a diameter of 

approximately 1 µm. The electrodes were filled with a 0.5% NaCl solution containing 1.5% of 

neurobiotin tracer (AbCys) yielding impedances of 6-9 MΩ. Electrical signals were amplified by a 

high-impedance amplifier (Axon Instruments) and monitored audibly through an audio monitor 

(A.M. Systems Inc.). The signal was digitized, sampled at 25 kHz and recorded on a computer 

using Spike2 software (Cambridge Electronic Design) for later analysis. The electrophysiological 

activity was sampled in the central region of the VTA (coordinates: between 3.1 to 4 mm posterior 

to Bregma, 0.3 to 0.7 mm lateral to midline, and 4 to 4.8 mm below brain surface). Individual 

electrode tracks were separated from one another by at least 0.1 mm in the horizontal plane. 

Spontaneously active DAergic neurons were identified based on previously established 

electrophysiological criteria (see main text, methods section).  

 

Fluorescence immunohistochemistry. 

After euthanasia, brains were rapidly removed and fixed in 4% paraformaldehyde. Following a 

period of at least 3 d of fixation at 4 °C, serial 60-µm sections were cut from the midbrain with 

vibratome. Immunohistochemistry was performed as follows: free-floating VTA brain sections were 

incubated 1 h at 4 °C in a blocking solution of phosphate-buffered saline (PBS) containing 3% 

Bovine Serum Albumin (BSA, Sigma; A4503) (vol/vol) and 0.2% Triton X-100 (vol/vol) and then 

incubated overnight at 4 °C with a mouse anti-tyrosine hydroxylase antibody (TH, Sigma, T1299) 

at 1:200 dilution and a rabbit anti-GFP antibody (Molecular Probes, A-6455) at 1:5,000 dilution in 

PBS containing 1.5% BSA and 0.2% Triton X-100. The following day, sections were rinsed with 

PBS and then incubated 3 h at 22–25 °C with Cy3-conjugated anti-mouse and Cy2-conjugated 

anti-rabbit secondary antibodies (Jackson ImmunoResearch, 715-165-150 and 711-225-152) at 

1:200 dilution in a solution of 1.5% BSA in PBS. After three rinses in PBS, slices were wet-

mounted using Prolong Gold Antifade Reagent (Invitrogen, P36930). Microscopy was carried out 
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with a fluorescent microscope, and images captured using a camera and ImageJ imaging 

software. 

 

In the case of electrophysiological recordings, an immmunohistochemical identification of the 

recorded neurons was performed as described above, with the addition of 1:200 AMCA-conjugated 

Streptavidin (Jackson ImmunoResearch) in the solution. Neurons labelled for both TH and 

neurobiotin in the VTA allowed to confirm their neurochemical phenotype. 

 

In the case of optogenetics experiments on DAT-iCre mice, an immmunohistochemical 

identification of the transfected neurons was performed as described above, with the addition of 

1:500 Chicken-anti-YFP primary IgG (ab13970, Abcam) in the solution. A Goat-anti-chicken 

AlexaFluor 488 (1:500, Life Technologies) was then used as secondary IgG.  Neurons labelled for 

TH, eYFP and neurobiotin/biocityn in the VTA allowed to confirm their neurochemical phenotype 

and the transfection success. 

 

Behavioural data acquisition. 

Behavioural set up 

The ICSS bandit task took place in a circular open field with a diameter of 70 cm. Three explicit 

marks, in the shape of squares, were placed in the open field, forming an equilateral triangle (side 

= 50 cm). Entry of the circular zones (diameter = 9cm) around each mark was associated with the 

delivery of a rewarding ICSS stimulation. Experiments were performed using a video camera, 

connected to a video-track system, out of sight of the experimenter. A Labview application 

precisely tracked and recorded the animal's position by means of a camera (20 frames/sec). At day 

one when a mouse was detected in one of the circular rewarding zones an electrical stimulator 

received a TTL signal from the software application and generated a 200-ms train of 20 0.5-ms 

biphasic square waves pulsed at 100 Hz. ICSS intensity was adjusted, within a range of 20 to 200 

µA, during the first week of training (see training settings) and then kept constant, so that mice 

would achieve between 50 and 150 zone visits per session.  
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Training settings 

The training consisted out of two settings: the deterministic setting (DS) and the probabilistic 

setting (PS) both consisting out of 10 daily sessions of 5 min. In the CS, all zones were associated 

with an ICSS delivery (P=1). However, no two consecutive rewards could be delivered in the same 

zone, which motivated the mice to stay in motion. Mice with insufficient scores were excluded 

during the DS. In the PS, the zones were associated with three different probabilities (P=.25, P=.5, 

P=1) to obtain an ICSS stimulation. The probabilities were pseudo-randomly assigned per mouse.  

 

Data acquisition per experimental group 

Different experimental groups underwent the ICSS bandit task. Firstly, locomotive and choice 

behaviour of the mice which had been implanted with osmotic minipumps (SAL = 28; NIC = 29) 

were analysed and compared between the last two days of both training settings (d9&10 (DS) + 

d19&20 (PS)). Another group of animals (N=12) underwent the full training followed by 5 days in 

which the intensity was increased in bins of 20µA (+20-100µA) in a random order. These test days 

were compared with the baseline (Day 10 of PS). Similarly, a group of animals implanted with 

minipumps (NIC= 5) completed the training sessions, followed by 2 days of a decreased ICSS 

intensity in bins of 20µA (-20-40µA). Finally, the DATiCre mice (N=4) completed the training 

succeeded by a schedule of 8 days of sessions with photostimulation (ON) altered with days 

without photostimulation (OFF). The averages of the ON and OFF days were compared in a paired 

manner. 

 

Behavioural measures 

For all groups the following measures were analysed and compared in the US, and for the SAL vs 

NIC experiment as well as in the DS: i) number of visits; ii) average speed; iii) choice repartition 

(proportional visits); iv) percentage of directional changes (nth visit=nth visit+2). Furthermore, the 

ICSS bandit task enforces a Markovian decision process. Every transition between zones can be 

considered as a binary choice between two probabilities, since the occupied zone cannot be 

reinforced twice. The sequence of choices per session can be resumed as the proportional 
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outcome of the sum of three specific binary choices (gambles, f.e. total visits zone 1/total visits 

zone 1+2). These gambles (G) are G1 = 100 % vs 50 %, G2 = 50 % vs 25 % and G3 = 100 % vs 

25 %. The outcome of these gambles illustrates the balance between exploitative (choosing the 

most valuable option) and exploratory (choosing the least valuable option) choices. With a soft-

max based decision-making model fitted in the laboratory41 we compute two parameters the value 

sensitivity (the power to discriminate between values in a binary choice) and the uncertainty bonus 

(the preference for expected uncertainty, considering the reward variance of every option in a 

binary choice) per animal. In this experiment, the values of the choices are equal to the 

probabilities, except for the groups in which we changed the intensity of the ICSS during the test 

days. 

 

Locomotor experiment 

Two naïve groups of animals were implanted with osmotic minipumps (SAL=12 & NIC=14). 22-24 

days after the implantation their locomotor activity was assessed in a circular open field 

(diameter=80cm) during a 30-minute session. Distance travelled was analysed and compared 

between the groups per 5-minute bins.   

 

Statistical analysis. 

All statistical analyses were computed with R statistical software (The R Project). Results are 

plotted as a mean ± s.e.m. The total number (n) of observations in each group and the statistics 

used are indicated in figure captions. Classically comparisons between means were performed 

using parametric tests (Student’s T-test, or ANOVA for comparing more than two groups) when 

parameters followed a normal distribution (Shapiro test P > 0.05), and non-parametric tests (here, 

Wilcoxon or Mann-Whitney) when the distribution was skewed. Multiple comparisons were 

Bonferroni corrected. All statistical tests were two-sided. P > 0.05 was considered not to be 

statistically significant. 
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RESULTS 
 

The multi-armed ICSS bandit task 

We used the multi-armed ICSS bandit task41 (Fig 1a and Methods) to assess the choice 

distribution in a probabilistic environment of mice under nicotine. Moving past the marked locations 

within the daily 5-min session resulted in the delivery of electrical stimulations in the medial 

forebrain bundle (Figure 1a). During training, every visit to a mark was reinforced (P=1.00) and 

followed by an inactivation for one trial to encourage the mice to explore the open field 

environment. After a learning period, mice alternate from one point to the other (Figure 1b). 

Trajectories at the end of the training period were stereotyped, almost circular, in both mice under 

saline and nicotine exposure. Both groups distributed their visits equally over the three locations 

(Figure 1c left) and their probability of directional change is equal (Figure 1c right). However, the 

total number of rewards (i.e ICSS) received by mice under chronic nicotine was higher than those 

received by mice under saline (Figure 1d left). This difference seems to rely exclusively on the 

animal’s velocity (Figure 1d right). Overall, mice showed a higher peak of instantaneous velocity 

when they move from one target to the other (Figure 1e). A similar effect on velocity is only 

observed in the beginning of an open-field exposure (Supp Fig 1), thus suggesting that it could 

arise from a combination of ICSS and the effect of nicotine. 

 

Nicotine increases value sensitivity in multi-armed ICSS bandit task 

We next compared behaviour of mice under saline (SAL) and chronic nicotine (NIC) in a 

probabilistic setting (PS) where each location was associated with a different probability of ICSS 

delivery (Figure 2a). As already demonstrated, expected uncertainty in the PS induced a markedly 

different behavioural pattern when compared to the training period in which all rewards are 

certain41. In the PS, differences between SAL and NIC mice are more prominent. Compared to 

mice under saline, mice under chronic nicotine showed an increase in the number of transitions 

(Figure 2b left), in the number of rewards received (Figure 2b middle) and in the percentage of 

directional change (Figure 2c right). Overall time between two targets is decreased for NIC mice 
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while traveled distance is almost the same (Supp figure 2). This suggests a modified speed profile 

and that the instantaneous speed is higher in mice under chronic nicotine. More specifically, the 

peak of the instantaneous speed between two targets is specifically decreased in mice under 

saline after reward delivery.  This is not the case for mice under nicotine (Figure 2c). The 

directional change is an indication that the NIC mice choose differently compared to the SAL 

group. This effect cannot be accounted for by an increase in the speed. We thus analysed the 

animal’s repartitions and sequences of choice. In the probabilistic setting, mice visited the locations 

associated with higher ICSS probability more often. Overall both groups distribute their choices 

depending on the probabilities to receive a reward (Figure 2d). However, mice under chronic 

nicotine focus more on the most rewarded place (i.e 50 and 100 %). We then analysed the 

sequence of choice statistics using transition function41. Since mice could not receive two 

consecutive ICSSs on the same target, the repartition on the rewarding locations arose from a 

sequence of binary choices (Figure 2a) in three gambles (G1, G2, G3) between two respective 

payoffs (here, G1 = {100 versus 50%}, G2 = {50 versus 25%}, G3 = {100 versus 25%}). For each 

gamble, mice chose the optimal location (associated with the highest probability of reward; Figure 

2e) more than 50% of the time. This repartition is different in WT mice under chronic nicotine, that 

favour optimal choice in gamble G2 and G3 (i.e when sub-optimal is 25%). The probability to 

choose the optimal choice in each gamble is defined by a transition function. We fit this function 

with the uncertainty model41. In this model, decision is biased toward actions with the most 

uncertain consequences by assigning a bonus value to their expected uncertainties. The model 

accurately reproduced the pattern of mice sequence of choice and suggests an increase in the 

inverse temperature parameter β (Figure 2f). This modification in the behaviour is obtained without 

a difference in the mean intensity associated with ICSS (Figure 2g). This difference developed with 

time (Supp. Figure 3). 

 

Value sensitivity is directly modified by altered ICSS values 

In the softmax model41, an increase in the value of the ICSS is equivalent to an increase in beta 

(β). Otherwise stated, it is impossible with this model to differentiate an increase in β and an 
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increase in the reward value associated with the ICSS. Even if stimulation intensities are identical, 

a modification of the “subjective value” cannot be distinguished with this approach. We thus test 

the effect of a controlled modification of the value associated with the reward. After training, mice 

were tested for five days in which the intensity of the ICSS was increased, in bins of 20µA (+20-

100µA), in a random order. The continuous change in choice repartitions corresponded to the 

increasing ICSS values (Supp Figure 4a). For an increase of +80µ, the total number of transitions 

and rewards did not vary (Figure 3b left and middle), but the percentage of directional change did 

increase (Figure 3b right), indicating a modification in the choice sequence. This is confirmed by a 

significant modification of the repartition. Mice exposed to an increased intensity favour optimal 

choice (100% and 50%). This is accordingly associated with an increase in β (Figure 3c left). An 

increase in the uncertainty parameter is also observed. These results indicate that a modification 

of the intensity can mimic some aspects of the effect of chronic exposure to nicotine. By 

decreasing the intensities in chronic nicotine treated mice, after a completed training, we aimed at 

replicating this effect in the inversed sense (Figure 3d,e,f, Supp Figure 4b). These results are 

preliminary (N=5) but a tendency seems to emerge. We observed a reversed effect to what has 

been observed in mice exposed to saline, with in particular a decrease in the β parameter. These 

results suggest that at some point chronic nicotine exposure can be associated with an increase in 

the subjective value of the reward. 

 

Value sensitivity can be induced by VTA DA tonic stimulation  

We analysed the spontaneous activity of VTA DA cells in WT exposed to saline or nicotine (Figure 

4a).  DA cell firing was analysed with respect to the average firing rate and the percentage of 

spikes within a burst42. Chronic exposure to nicotine does not modify firing frequency (Figure 4b 

left), but produces an increase in VTA DA cells bursting (Figure 4b right). Mice exposed to chronic 

nicotine and ICSS stimulation in the task exhibited an increase in firing frequency (Figure 4b left) 

and bursting patterns (Figure 4c right). Compared to mice only exposed to saline, ICSS and 

chronic nicotine exposure seems to produce a specific alteration of VTA DA cell activity, which 

results in a high tonic activity. Therefore, we manipulated VTA DA cells activity using optogenetics 
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approach (Figure 5a) to link the modified behaviour, as observed in the task, with the modifications 

in VTA DA cell activity. To tonically activate VTA DA neurons, we selectively expressed CatCh 

(Ca2+ translocating channel rhodopsine) in these cells in DAT-iCRE mice (Figure 5b). Patch-clamp 

recordings demonstrate that light can evoke a current and activate firing (Figure 5c). Juxtacellular 

in-vivo recordings and stimulation of VTA DA cells also demonstrate that neurons can be driven by 

a 5ms pulse at 1 to 10 Hz. For higher stimulation frequencies, the % of spikes emitted after a pulse 

decreases and falls to approximately 50% (Figure 5d). After the training period, mice went through 

a schedule of 8 days of sessions with photostimulation (ON) alternating with days without photo-

stimulation (OFF). Four mice have been analysed.  Number of transitions and rewards are 

increased in the ON condition; when the light is on. Furthermore, repartitions among the three 

targets also show that WT mice favour the higher probabilities in gamble G2 and G3, i.e. when 

sub-optimal is 25%, during photostimulation. 
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DISCUSSION 
 

In this non-transient multi-armed ICSS bandit task, nicotine-treated (NIC) mice learned 

progressively to visit the higher probabilities (P=0.5 and P=1.0) significantly more frequently, 

compared to saline-treated (SAL) animals that followed a choice pattern proportional to the 

probabilities available, as described by the matching law theory43, but with an additional bonus for 

uncertainty41. The preference for higher probabilities resulted in significantly more rewards for NIC 

mice, through different choice patterns and resulted in an increased inverse temperature. We were 

able to induce a similar increase in inverse temperature by either augmenting the values of the 

ICSS reward (gradual increases in intensity (µA)) or by tonically photostimulating the VTA DA 

neurons. We then observed a tendency to decrease the inverse temperature in mice under 

nicotine after weakening the ICSS reward. This manipulation of the DA cell activity mimics the 

effect of nicotine exposure. Indeed, long-term nicotine administration during the ICSS task 

increased the frequency and bursting activity of VTA DA compared to saline. However, compared 

to the SAL and NIC control groups the global bursting activity seemed to be lessened due to an 

interaction effect with the ICSS. This data suggests that nicotine, through modification of the DA 

signal, shifts the subjective value of the ICSS reward, while the magnitude of the reward remains 

constant. This shift in inverse temperature is similar to an actual increase in ICSS intensity (i.e a 

direct manipulation of the value).  

 

The augmented inverse temperature reflects increased exploitative behaviour, an effect that has 

been previously linked to enhanced tonic dopamine activity. Tonic dopamine is hypothesized to 

modulate the bias towards optimal choice16,44,45. In this paper we demonstrate with 

electrophysiological and optogenetic techniques a direct link between DA cell activity and 

exploitation. The multi-armed ICSS bandit task enables, through a clear distinction between speed 

and choice analyses, to distinguish the modified components of value-based decision-making that 

have been assigned to increased tonic DA levels39,46,47, induced by nicotine. We explicitly 

demonstrate an increase in value sensitivity due to nicotine-induced DA activity alterations. 
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Previous ICSS studies have observed that drugs sensitize ICSS stimulation and require lower 

stimulation frequencies to increase self-stimulation12. Our result goes along the same line, but here 

we quantify the effect of this increased value sensitivity on choice and link this modification to an 

augmented tonic activity of VTA DA cells.  

 

Long-term nicotine exposure increases VTA DA cell activity28,48 through desensitization and up-

regulation of nicotinic acetylcholinergic receptors (nAChRs).  However, we observed a slight 

increase in VTA DA cell frequency between ICSS mice and controls in the Saline and Nicotine 

groups. Non-contingency studies with yoked nicotine exposure have previously shown to increase 

the incentive salience of non-nicotine stimuli55, similarly to the sensitization for ICSS reward56, 

suggesting an underlying mechanism to explain the essential role of contextual cues in smoking 

and a nicotine-induced increased reward sensitivity. Neuroeconomical studies have linked smoking 

with increased impulsivity (delay discounting task57) and decreased behavioural flexibility 

(“Restless” bandit task40,58). We aimed at providing a better understanding, as well as a valuation 

of the effect nicotine has on value sensitivity in a stable environment to define the altered reward 

processing in smokers more precisely.  These data imply altered choice behaviours in smokers 

that are not also limited to addiction, a hypothetical addictive brain-state, can have big implications 

on daily life and has been suggested to increase vulnerability for other addictions, like gambling 

and other drugs59.  
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Figure 1 Intracranial self-stimulation multi-armed bandit task for mice. 
 
A. Mice were unilaterally implanted with a stimulation electrode in the medial forebrain bundle 

(Paxinos stereotaxic coordinates: AP= +1.4mm; ML= +/- 1.2mm; DV=4.8mm). After recovery 

mice were familiarized to the multi-armed bandit task: an open-field (0.8-m diameter) with 

three explicit squares (2x2 cm) forming an equilateral triangle (50-cm side). After 5 days of 

deterministic setting (DS, see Methods) in which mice were rewarded with an ICSS at all three 

locations, mice were implanted with an osmotic minipump filled with nicotine (NIC, 10mg/kg/d) 

or saline (SAL). 

B. Trajectories of one mouse (5 min) at the 1st day (left) of training and the 10th day (right) in the 

DS. 

C. Number of rewards (equal to number of transitions) are significantly different between SAL 

(N=28) and NIC (N=29) in DS (T-test, t = -2.899, df = 52.545, p=0.0054). No differences were 

found the proportion of visits over the different locations (pA: T-test, t = -1.281, df = 53.573, 

p=0.206; pB: T-test, t = 1.102, df = 54.405, p=0.275; pC: T-test, t = 0.109, df = 51.261, 

p=0.9139). 

D. Time to goal (average duration from one location to another in seconds) was significantly 

higher for NIC compared to SAL (T-test, t = 3.155, df = 45.11, p=0.002852), while there was 

no difference in the percentage of directional changes (T-test, t = 1.4431, df = 54.646, 

p=0.1547). 

E. The maximum speed (in centimeters per second) after ICSS delivery was significantly higher 

for NIC mice compared to SAL (T-test, t = -2.9784, df = 55.879, p=0.00428). 
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Figure 2  Choice behaviour in the probabilistic setting. 

A. Representation of the state transitions (gambles) in the probabilistic setting (PS) of the multi-

armed bandit task. Gamble 1 (G1) = P(B|C), Gamble 2 (G2) = P(A|C) and Gamble 1 (G1) = P(A|B). 

Trajectories of one SAL mouse and one NIC mouse at the 10th day of PS (5 min). 

B. Both the number of transitions (T-test, t = -2.433, df = 45.893, p=0.01893), as well as the 

number of rewards (T-test, t = -2.7957, df = 50.051, p=0.007326) were significantly higher for 

NIC versus SAL mice in the PS. The NIC group also showed an increase in the percentage of 

directional change (T-test, t = -2.5026, df = 43.874, p=0.01613) in the PS. 

C. Instantaneous speed after ICSS was different NIC and SAL at maximum speed (T-test, t = -

3.3786, df = 72.799, p=0.001173). No difference was observed between the two groups after 

omissions (T-test, t = -1.5912, df = 79.138, p=0.1155). The maximum speed was not significantly 

different between rewarding and omitted trials for NIC (T-test, t = 1.2888, df = 72.44, p=0.2016). 

However, a difference was observed for SAL (T-test, t = 3.9876, df = 67.294, p=0.0001631). 

D. The proportions of visits over the different probability locations was significantly lower for NIC on 

pC=0.25 (T-test, t = 2.4124, df = 45.65, p=0.01993) and higher on pB=0.5 (T-test, t = -2.6236, df 

= 45.321, p=0.01181), but no difference was found for pA=1.00 (T-test, t = -1.578, df = 52.992, 

p=0.1205).   

E. A difference between SAL and NIC mice was displayed for G2 (P(A|C), T-test, t = -2.3657, df = 

52.971, p=0.02169), but not for G1 (P(B|C), (T-test, t = 0.9966, df = 48.095, p=0.3239), nor G3 

(P(A|B), T-test, t = -1.178, df = 45.669, p=0.2449). 

F. The uncertainty softmax model gave a significantly different parameter for the inverse 

temperature (β) between SAL and NIC (T-test, t = -2.6537, df = 38.81, p=0.01148), no difference 

was found on the uncertainty parameter (φ, T-test, t = -1.4508, df = 51.943, p=0.1528). 

G. The average intensity in µA of the ICSS was similar for SAL and NIC (T-test, t = 0.60649, df = 

54.25, p=0.5467).  
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Figure 3  Modification of values through bidirectional shifts in the ICSS intensity. 

A. The intensity of the ICSS was increased with 20; 40; 60 and 80µA in a random order over 4 

days for mice with a SAL minipump (N=12) and compared with baseline measures (10th day of 

PS). 

B. No significant differences were found between the number of transitions (paired T-test, t = 

0.031887, df = 11, p=0.9751) and rewards (paired T-test, t = -0.38613, df = 11, p=0.7068) 

when comparing baseline with the +80µA condition. However, in the +80µA, SAL mice 

displayed a significant increase in the percentage of directional change (paired T-test, t = -

4.4239, df = 11, p=0.001022). 

C. The proportion of visits of the different probabilities was significant different for all locations. 

With a decrease in visits to pC=0.25 (paired T-test, t = 5.4313, df = 11, p=0.0002066) and a 

proportional increase for pB=0.5 (paired T-test, t = -6.0943, df = 11, p=7.8e-05) and pA=1.00 

(paired T-test, t = -2.6112, df = 11, p=0.02421) for for the +80µA condition compared to 

baseline. This shift translated into a significant increase in the inverse temperature (paired T-

test, t = 3.7393, df = 11, p=0.00327) and uncertainty parameter (paired T-test, t = 4.8022, df = 

11, p=0.0005514) for the +80µA condition. 

D.  In mice under nicotine exposure (N=5) the ICSS intensity was decreased with -20µA and -

40µA in a random order. Intensity decreases were compared with baseline (10th day of PS). 

E-F. Due to a limited sample size (N=5) and statistical power no statistical analyses were 

performed. 
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Figure 4  Juxtacellular recordings of VTA DA neurons in anaesthetized mice. 
 
A. VTA DA cell frequency and bursting activity (see trace) was compared between 2 sets of 

conditions: Saline minipump (N=123) versus Nicotine minipump (N=62) and Saline minipump 

+ ICSS (N=78) versus Nicotine minpump + ICSS (N=76) after completion of the PS. All 

experiments were performed after 24-/+ 2 days of SAL/NIC (10mg/kg/day) exposure.  

B. A difference in DA cell frequency (Hz) was observed between the SAL and NIC conditions 

(ANOVA-test, F(2,18) = 21.5316, p= 5.001e-06), as well as after NIC + ICSS compared to SAL + 

ICSS (ANOVA-test, df = 72.4212, p= 5.904e-16). No interaction effect was observed (F(1,335) = 

1.0224, p= 0.3127). 

C. A significant increase in DA bursting activity was observed after nicotine treatment (ANOVA 

test, , F(1,335) = 25.3972, p= 7.649e-07), compared to SAL in both groups. However, no effect 

was found due to iCSS (Anova test, F(1,335) = 1.0224, p= 0.3127) and no interaction effect was 

observed (Anova test, F(1,335) = 0.6544, p= 0.4191). 
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Figure 5  Optogenetic manipulation of VTA DA cells tonic activity.  
 
A. DAT-iCre mice (n=4) were injected with an AAV5.EF1a.DIO.CatCh.eYFP virus in the VTA and 

then simultaneously implanted with an optical fiber in the VTA and an ICSS electrode in the 

MFB (see methods section). 

B.  All YFP+ cells (in green, white arrows) were also positive to TH immune-staining (red) in 

midbrain slices preparation of DAT-iCre mouse injected the virus confirming the conditional 

expression of CatCh in DA cells. The orange arrow indicates a TH+/YFP- neuron. 

C. 1s continuous photostimulation in VC mode (-60 mV) with blue light (460 nm) evoked an 

inward current in DANs (n=4, mean=240.9 pA +/- 20.82, left panel).  In current-clamp mode, 

light-trains stimulation (10Hz, 5ms/pulse) evoked a firing with a 100% of spike/pulse (n=4 cells, 

right panel).  

D. Post-hoc identification of a TH+/YFP+/NB+ DA neuron recorded in vivo (left). In vivo 

photostimulation trains with different frequencies (1Hz-10Hz, 5ms pulse) were associated with 

a probability of spike/ pulse close 1. 20 Hz trains stimulations decreased the probability of 

spike/pulse. 

E. Mice were trained in both the DS and PS of the ICSS bandit task without photostimulation. 

After stable PS behaviour (10th day), photostimulation (8Hz, 5ms pulse, blue light:460nm) was 

delivered 5 min before and during the task on alternating days. 4 ON and 4 OFF days were 

not averaged for the 4 mice. Differences were found between the paired ON and OFF days for 

number of transitions (per transition: paired T-test, t = -2.911, df = 16, p=0.01021 and number 

of rewards (paired T-test, t = -2.6213, df = 16, p=0.01852).  

F. No significant differences were found for the repartition to p=0.25 (paired T-test, t = 1.9516, df 

= 16, p=0.06871), p=0.50 (paired T-test, t = -1.9238, df = 16, p=0.07236), and p=1.00 (paired 

T-test, t = -1.1572, df = 16, p=0.2642), for paired ON and OFF days. The inverse temperature 

showed a difference (paired T-test, t=2.2111, df=16, p=0.04194), but the uncertainty 

parameter did not (paired T-test, t=1.6204, df=16, p=0.1247). 
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Supplementary Figure 1 Open field behaviour after long-term nicotine exposure. 

A. Trajectory of a naïve mouse in an open field (30 minutes) after 24 days of nicotine (10 

mg/kg/day) treatment. 

B. Total distance travelled in meters measured every 5 minutes during a 30 minutes’ open field 

exploration. Nicotine mice (N=14) show a larger distance travelled at 5 (T-test, t = -2.4154, df 

= 22.074, p=0.02444), but not at 10 (T-test, t = -1.9357, df = 23.691, p=0.06492) and 15 

minutes (T-test, t = -1.7824, df = 23.983, p=0.8736), compared to Saline mice (N=12). Also, 

the final distance travelled after 30 minutes was not significantly different (T-test, t = -0.85234, 

df = 22.06, p=0.4032). 
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Supplementary Figure 2    Distance travelled and travel time between locations in the PS. 

A. SAL mice (N=28) have a larger travel time on average between the different locations in the 

PS, compared to NIC mice (N=29), (T-test, t = 2.1074, df = 52.622, p=0.03987). 

B. No significant difference was found in the distance travelled on average between the points 

in the PS for the SAL and NIC mice (T-test, t = 1.038, df = 51.79, p=0.3041). 
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Supplementary Figure 3  Learning in the probabilistic setting. 

A. Mean number of transitions increased significantly between DAY 2 and DAY 8 of the PS for 

SAL mice (N=27, T-test, t = -2.6062, df = 51.67, p=0.01193) and NIC mice (N=29, T-test, t = 

-2.7073, df = 55.101, p=0.009015). 

B. Mean number of rewards increased significantly between DAY 2 and DAY 8 of the PS for 

SAL mice (T-test, t = -3.007, df = 50.71, p=0.004098) and NIC mice (T-test, t = -2.6487, df = 

54.675, p=0.01054). 

C. The proportion of visits to the p=0.25 significantly decreased between DAY 2 and DAY 8 of 

the PS for SAL mice (T-test, t = 2.9228, df = 47.326, p=0.005305) and NIC mice (T-test, t = 

4.8378, df = 34.89, p=2.634e-05). 

D. The proportion of visits to the p=0.50 significantly increased between DAY 2 and DAY 8 of 

the PS for NIC mice (T-test, t = -3.9167, df = 46.372, p=0.0002931), but not for SAL mice (T-

test, t = -0.97836, df = 49.422, p=0.3327). 

E. The proportion of visits to the p=1.00 significantly increased between DAY 2 and DAY 8 of 

the PS for SAL mice (T-test, t = -3.1962, df = 44.508, p=0.002562) and NIC mice (T-test, t = -

3.1108, df = 54.362, p=0.00297). 
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Supplementary Figure 4  Development of shifts in choice with changing ICSS. 

A. A gradual shift in choice behaviour implicating increased value-sensitivity is observed in 

accordance with the increase in ICSS value. Statistics were only applied on the comparison 

between baseline and +80μA (see Fig. 3). 

B. A similar gradual shift towards decreased value-sensitivity was observed when the ICSS 

intensity was decreased for nicotine-treated mice. However, the sample size was too small to 

perform statistical analyses. 
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9 Perspectives

My PhD project focuses on nicotine-induced modifications of decision-making through

the regulation of the dopaminergic system. Apart from the data I have presented in the

previous chapters, I developed a new approach to understand such modifications in a

more natural environment and to create a possibility to translate our findings to human

behaviour. I have started to collect data with promising results that I will present here

in the form of future directions.

9.1 Closed economy for mice

The multi-armed ICSS bandit task that was developed in our team has numerous

advantages. Our protocol meets a series of requirements that have proven difficult to

address altogether: simultaneous tracking of action selection and action execution in an

environment with controlled rewards and exploration. And moreover, a possibility to

eventually record electrophysiological activity. Furthermore data is used to fit reinforce-

ment learning/decision-making models, allowing a refined analysis of the data. However,

these methods also present specificity that can limit generalisation. In this task, animals

are in a situation of gambling-like circumstances. In tasks in which rewards are small or

far from satiety there could be short delays between serially repeated trials (the succession

of gambles) and these settings induce preference for risk, defined as the expected variance

of the reward [260]. In the multi-armed bandit task the ICSSs are easily obtainable re-

wards that are only divided by short distance. On the one hand this promotes motivation,

on the other hand this could evoke impulsivity. Furthermore, ICSS is a very interesting,

but peculiar reward that may have more effect on the brain system than we are aware

of. For this reason, we aim at developing new strategies to test the generalisation of

our results induced by nicotine. For that purpose, we have started to develop a closed

economy paradigm:

A closed economy in a behavioural context relates to an environment in which mice are

continuously "self-sufficient" in obtaining daily food and water, and in which behaviour
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is measured automatically without interference of an experimenter [261]. We use classical

operant boxes (Med. Associates) for mice with two levers and a food well in between them

(see Figure 9.1a). The floor of the cage is adapted from grid to a solid aluminum plate

and covered in a layer of bedding. Water is provided ad libitum. Mice have access to the

two non-retractable levers continuously. This set up allows us to study neuroeconomical

phenomena driven by natural motivation (no food restriction; no time restrains). We

focus on value discrimination by reversing the location of the reinforcing lever. At any

point during the experiment one lever is reinforced with one food pellet at a certain fixed

ratio (FR) and the other lever is inactive. The reinforcing lever changes position every 24

hours or 96 hours. Experiments take 5-7 days and during this period the mouse is solitary

housed in the operant box. Nicotine was administered acutely (I.P. injections, 500µg/kg),

or in drinking water (see Figure. 9.1 ). Under the control conditions, we recorded VTA

DA cell activity of WT mice over periods of 24 hours with in vivo electrophysiology (see

Figure 9.2 ).

A first consequence of the continuous presence of food is that in a closed economy

paradigm the initiation and termination of the consummatory behaviours are defined

by the animal. There is no explicit motivating operation, other than the internal state

of hunger [262]. For this reason, it is not necessary to use pre-session food or water

restriction. In contrast, in an open economy protocol, the commodity may be earned only

during the experimental sessions, which is time-limited. Furthermore, even if limited,

additional food or water is usually offered outside of the economy, and the animal does

not need to work for it. An important facet of closed economies is the study of behavioural

patterns; how does an animal devote its time to various activities and how does the time

budget relate to choice and effort? In our approach, we focus on value discrimination

and quantified choice behaviour in a simple dynamic foraging task. In such a task, the

animal has to continuously sample the environment and adjust its behaviour in response

to changing rules to obtain rewards. It involves the presentation of 2 levers, one associated

with the certain delivery (100 %) of rewards (1 pellet), the other with no delivery. So, at

any point during the experiment one lever is reinforced with one food pellet at a certain

fixed ratio (FR) and the other lever is inactive. The rewarding lever is changed every 24

hours. We thought that in this context we could evaluate impact of nicotine exposure on

more "daily" decisions.
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Figure 9.1 – The effect of nicotine in a closed economy paradigm a: (Left) Setup where

animal live 24/24h (Right) Choice distribution between the rewarding (R) and non-rewarding

(NR). b: Sequence of choice in FR1 Mice alternate their choice between the R and NR lever.

Cumulative representation of the sequence of choice in an individual mice. Abscissa represent the

trial number. Zero indicates moment of the lever switch (R and NR). n=9 mice, 4 alternations

per mice. Value of 1 is given for NR lever (Unrew. direction ordinate), -1 for R lever (Rew.

direction ordinate). Red lines at top and bottom indicate a choice of 100 % of of respectively

NR or R. Here the animal’s choice is about 50%. c: Sequence of choice in FR20 Mice had

to press 20 times consecutively to obtain a reward. Mice clearly switch rapidly and focus on the

R lever.d: Lever press distribution (left) when there is no food reinforcement, (Right) When

only one lever is reinforced and there is no switch. e: Choice distribution under chronic

nicotine with acute IP administration of nicotine f: Choice distribution under chronic

nicotine. Nicotine was administered in drinking water

To summarize briefly, our first main aim was to demonstrate that in such a paradigm,

the lever-press behavior of the mice and its decision-making to press the left or right

lever first depends on the effort that is necessary to obtain food. On a FR1 schedule,

animals alternate continuously between the rewarded and unrewarded (NR) lever (see



Figure 9.1a-b). In contrast, when we use a FR20 schedule, animals start to track the

rewarded lever and actually discriminate between the levers. Recordings of VTA DA cell

activity during the FR1 task reveals that DA cell activity show a phasic activity when

a lever is pressed, reinforced or non-reinforced (see Figure 9.2c). Since, this corresponds

with the non-specifc lever presses under FR1, we hypothesize that phasic DA cell activity

reflects either effort-dependent or learned reward association. Furthermore, we showed

that when none of the levers was reinforced, mice do press significantly less, mimicking

exploratory play behaviour. When only one lever is reinforced (i.e there is no daily

alternation), mice mainly press the rewarded lever and mostly ignore the unrewarded one

(see Figure 9.1d). This led us to conclude that under a FR1 schedule, there is motivation

to press the lever to obtain food, but mice do not discriminate between the rewarding

and non-rewarding lever. We used this behavioural situation to quantify the impact of

nicotine in the same environment.

Mice where exposed to different nicotine regimens. Nicotine was administered acutely

(I.P. injections, 500µg/kg) or in drinking water (200µg/ml, 2% Saccharine). In both cases

(see Figure 9.1e-f ) our results suggest that nicotine increases value sensitivity. The animal

focuses more on the rewarding lever when exposed to nicotine. Overall, this behaviour is

similar to what has been observed in the multi-armed ICSS bandit task. This paradigm

also provides the possibility to address nicotine’s effect on VTA DA cell dynamics.

Under control conditions, we recorded VTA DA cell activity of WT mice over periods

of 24 hours with in vivo electrophysiology (see Figure 9.2a). In this condition mice

were implanted with a double octrode in the VTA (AP=3.1; ML=+/-0.5, DV=4.15). A

descending system was attached to the electrodes to change the DV in vivo. We were

able to record event-specific DA activations (see Figure 9.2b), as well as DA activity

levels during dark vs light phase (see Figure 9.2c) or during transition between activity

(i.e when the mouse moves) and inactivity (characterised by absence of movement) (see

Figure 9.2d). Our preliminary results suggest a fine-grained temporal modulation of the

DA cells activity, a opportunity to link more specifically the state of the DA system to

the animals behaviour and contribute to the ongoing debate of the roles of phasic and

tonic DA activity [46]. Furthermore, it allows us to quantify the effect of nicotine and its

dynamics in a natural environment.

Overall these results tend to confirm our analyses in the multi-armed ICSS bandit



task; nicotine increases value sensitivity, also in a completely different decision-making

situation.
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9.2 Online 3D Human bandit task

The main question in nicotine research remains how certain situations and findings

translate to human behaviour? As a first trial, we have translated the multi-armed ICSS

bandit task into a human version that is available online (http://faurelab.cnrs.fr/ three-

points/). We have collected a preliminary set of data (see Figure 9.3 ). When subjects

enter the website they have the possibility to choose between three available languages

(French, English and Dutch). After a short description of the study and a consent form,

participants are directed to a demographic questionnaire in which 1) Age; 2) Gender; 3)

Level of eduction and 5) smoke behaviour is asked. Participants are also asked if they

have participated before. When a subject indicates to be a smoker (daily or casual) its

forwarded to the Fagerström Questionnaire (as briefly discussed in the introduction, tex-

titsee Figure 9.4). Data of 79 (out of 126) participants was included in the preliminary

data analyses. Data was excluded when the participant had indicated participation before

or when data was incomplete or unreliable based on response times.
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After the questionnaire participants were directed to the task. The task was developed

in a Unity and takes place in a virtual representation of an open field. The task starts

with a practice round of 1 minute in the deterministic setting. The participant is asked

to navigate through the open field with the arrow keys of the keyboard. Three blue

marks are indicated and visitation is rewarded with stars. After familiarization with the

task, the probabilistic setting can be played. This setting takes 4 minutes. Similar to

the mouse version, the three different marks are rewarded with different probabilities

(p=0.25;0.50;1.00).

We have created an online version of the task to collect data as a proof of concept and

to fine tune the timings and test the feasibility of the game across ages. A large pitfall is

the lack of actual rewards, which does not allow for a direct comparison with the mouse

version, since the brain stimulation literally drives behaviour. Furthermore, participants

cannot develop stable choice behaviour after just one session.

A future application of the human test would be to perform electroencephalography

(EEG) recordings while participants virtually navigate through the task.



Quand on sait, c’est plus facile d’arrêter

Tabac-info-service.fr est le site d’information et d’aide à l’arrêt du tabac du Ministère chargé de la Santé et de l’INPES.  
 

* 0,15 

ÉVALUATION DE LA DÉPENDANCE CHIMIQUE À LA NICOTINE  :
QUESTIONNAIRE DE FAGERSTRÖM

Combien de temps après votre réveil fumez-vous  
votre première cigarette ?

Dans les 5 premières minutes 3

Entre 6 et 30 minutes 2

Entre 31 et 60 minutes 1

Après 60 minutes 0

 
dans les endroits où c’est interdit ?

Oui 1

Non 0

À quelle cigarette de la journée renonceriez-vous  
 ?

La première le matin 1

N’importe quelle autre 0

Combien de cigarettes fumez-vous par jour  
en moyenne ?

10 ou moins 0

11 à 20 1

21 à 30 2

31 ou plus 3

Fumez-vous à un rythme plus soutenu le matin  
que l’après-midi ?

Oui 1

Non 0

Fumez-vous lorsque vous êtes malade, au point  
de devoir rester au lit presque toute la journée ?

Oui 1

Non 0

Total

Quand on sait, c’est plus facile d’arrêter

Tabac-info-service.fr est le site d’information et d’aide à l’arrêt du tabac du Ministère chargé de la Santé et de l’INPES.  
 

* 0,15 

DE FAÇON GÉNÉRALE, VOICI COMMENT INTERPRÉTER LE SCORE
OBTENU PAR VOTRE PATIENT  :

SCORE DE 0 À 2  :
Le sujet n’est pas dépendant à la nicotine. Il peut arrêter de fumer sans avoir recours à des substituts
nicotiniques. Si toutefois le sujet redoute l’arrêt, vous pouvez lui apporter des conseils utiles de type 
comportementaux (jeter les cendriers, boire un verre d’eau…). Vous pouvez également lui conseiller 
d’appeler Tabac Info Service au 39 89.

SCORE DE 3 À 4  :
Le sujet est faiblement dépendant à la nicotine. Il peut arrêter de fumer sans avoir recours à un substitut 

pouvez éventuellement lui conseiller de prendre un substitut nicotinique par voie orale (comprimé à 
sucer, gomme à mâcher, comprimé sublingual…). Si le sujet redoute l’arrêt, vous pouvez lui conseillez 
d’appeler Tabac Info Service au 39 89 pour recevoir des conseils et du soutien.

SCORE DE 5 À 6  :
Le sujet est moyennement dépendant. L’utilisation des traitements pharmacologiques de substitution 
nicotinique va augmenter ses chances de réussite. Vos conseils seront utiles pour l’aider à choisir la 
galénique la plus adaptée à son cas.

SCORE DE 7 À 10  :
Le sujet est fortement ou très fortement dépendant à la nicotine. L’utilisation de traitements 
pharmacologiques est recommandée (traitement nicotinique de substitution ou bupropion LP ou 

patient vers une consultation spécialisée.

Figure 9.4 – Fagerström Questionnaire [6]



10 Nicotine-induced alterations in value-

based decision-making

The two presented papers display two different implications of the nicotinic cholin-

ergic system in value-based decision-making through alterations in the VTA. First, the

inactivation and selective re-expression of β2 subunit-containing receptors in the VTA led

to the discovery of the implication of VTA β2 subunits in the computation of expected

uncertainty. Secondly, the systemic chronic administration of nicotine led to the find-

ing that increased activation of VTA DA neurons promotes enhanced value sensitivity, a

behavioural characteristic that was mimicked by photostimulation of VTA DA neurons.

As discussed in chapter 2 and 3, nicotine and cholinergic input act on different locations

within the mesocorticolimbic dopaminergic system, as well as different locations specific-

ally within the VTA. Through nAChRs, agonists can alter DA activity by playing directly

onto the DA cell bodies or through GABA-ergic and glutamatergic VTA interneurons.

Furthermore, VTA signaling can be modified by feedback arriving from among others, the

VTA projections and mesopontine cholinergic, glutamatergic and GABAergic inputs. In

other words, the pathways to and from the VTA form a complex dynamic network that

undergoes modifications on different levels in KO animals or when drugs are applied.

The main outcome of the presented work suggests that nicotine increases value sens-

itivity through nicotine-induced VTA dopamine activity. A growing number of studies

have reported a link between addictive substances and drug-induced aberrant decision-

making. However, the current literature is inconsistent on how these adverse behavioural

adaptations contribute to the different stages of addiction (initiation, maintenance, cessa-

tion, [263]). Since the dopaminergic "reward" system is so inherent to the understanding

of addiction it is not surprising that much research has been carried out assessing reward

sensitivity in the attempt to describe the underlying effects of nicotine. However, a re-

strictive scope on addiction-related behaviours, such as drug-seeking and consumption,

rules out the basic comprehension of global drug-induced neurophysiological and beha-

vioural modifications that may underlie and maintain addiction. Global drug-induced
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brain-plasticity and its impact on daily life behaviours are not yet completely under-

stood. However, this broader perspective on addiction is slowly more widely accepted.

Evidence from animal studies suggests that nicotine alters the brain’s threshold for

ICSS brain stimulation. Huston-Lyons and Kornetsky (1991) demonstrated how the re-

ward threshold of brain stimulation was lowered by nicotine and that this effect could be

blocked by the nicotine receptor antagonist, mecamylamine [264]. These findings were

confirmed in a study of Kenny and Markou (2006), in which was found that the ad-

ministration of nicotine (0.03 mg/kg) in rats lowered the reward thresholds. This effect

was reversed by the nicotinic receptor antagonist dihydro-β-erythroidine [265]. Further-

more, even after nicotine self-administration had ceased nicotine enhanced sensitivity of

the brain reward system, although similar experiments displayed that nicotine withdrawal

elevated brain stimulation thresholds [24,265]. A straight-forward conclusion is that nicot-

ine increases the sensitivity for brain stimulation, and therefore reward sensitivity. If the

physiological effect of repetitive ICSS stimulation on DAN activity modulates this beha-

viour may be debatable.

Additionally, behavioural work has shown that nicotine has reinforcement-enhancing

properties such that nicotine promotes behaviours that result in the delivery of non-

pharmacological reinforcers [16, 18]. Similarly, behavioural evidence from human studies

has demonstrated that a single transdermal dose of nicotine enhances responding to non-

drug rewards in non-smokers [266]. These findings suggest that nicotine increases the

salience of available stimuli, which results in an incentive to increase response actions.

Our aim was to take this investigation into increased salience and reward sensitivity

a step further to study whether it is legitimate to speak of reward sensitivity (change

in reward perception) or if we actually deal with an increased contrast (value sensitiv-

ity) between available options. In an all-or-nothing paradigm, an increased contrast, can

yield impulsive, reward sensitive or risk-taking behaviour. However, when different values

(probabilities or magnitudes) are presented over several available actions, it is possible to

study how the animal discriminates between different values when it organises its choices.

Nicotine favours selection of high rewards and thus animals tend to become exploitive. We



demonstrated this effect in the multi-armed ICSS bandit task, but also in the home-cage

environment. However, even in these paradigms we are not able to clearly distinguish

between reward perception and value sensitivity (i.e the politic).

Nicotine and nicotinic receptors can certainly influence a number of decision making

parameters (see for example [267], or uncertainty [?]). In contrast to reward sensitivity or

value sensitivity one could also suggest that nicotine changes the balance between positive

and negative reinforcement due to punishment sensitivity and altered negative feedback

processing. This would imply that instead of focusing on the highest reward value available

the focus is merely on ignoring the lowest values or aversive consequences. The effect of

nicotine on punishment sensitivity and on punishment schedules has been investigated in a

small number of animal studies. Responding on a punishment schedule can be maintained

by concurrent reinforcement and it is well known that drugs can modify operant responses

that are both rewarded and punished simultaneously. For example, minor tranquillisers

restore responses which are suppressed by punishment, whereas stimulant drugs such as

amphetamine further reduce responses that have already been suppressed by punishment,

but increase operant responding when there is no punishment contingency [268]. Morrison

(1969) looked at the effects of 0.1 and 0.4mg/kg nicotine on punished behaviour and found

that in most animals nicotine further suppressed responding that was suppressed by the

electric shock, though it did increase responding in some animals. Since the effect of

nicotine in this study was variable and small in magnitude, it was suggested that the

conclusions drawn were speculative and that further work should be carried out.

Overall, the development of novel neuroeconomical paradigms should be stimulated

to address questions that remain unanswered. The multi-armed ICSS bandit task allows

several adaptations [?] that could provide knowledge about behavioural flexibility under

nicotine. Also, the closed economy operant box paradigm offers several options. In

general, we believe that this work is a welcomed addition to the field of addiction research

and with supplementary cellular techniques could reveal even more about the underlying

mechanisms of changes in a nicotine addicted brain.
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