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Résumé : L’injection directe à haute pression du carburant dans les moteurs à combustion
interne permet une atomisation compacte et efficace. Dans ce contexte, la simulation numérique
de l’injection est devenue un outil fondamental pour la conception industrielle. Cependant,
l’écoulement du carburant liquide dans une chambre occupée initialement par l’air est un écoule-
ment diphasique très complexe ; elle implique une très large gamme d’échelles. L’objectif de cette
thèse est d’apporter de nouveaux éléments de modélisation et de simulation afin d’envisager une
simulation prédictive de ce type d’écoulement avec un coût de calcul abordable dans un contexte
industriel. En effet, au vu du coût de calcul prohibitif de la simulation directe de l’ensemble des
échelles spatiales et temporelles, nous devons concevoir une gamme de modèles d’ordre réduit
prédictifs. En outre, des méthodes numériques robustes, précises et adaptées au calcul de haute
performance sont primordiales pour des simulations complexes.

Cette thèse est dédiée au développement d’un modèle d’ordre réduit Eulérien capable de capter
tant la polydispersion d’un brouillard de goutte dans la zone dispersée, que la dynamique de
l’interface dans le régime de phases séparées. En s’appuyant sur une extension des méth-
odes de moments d’ordre élevé à des moments fractionnaires qui représentent des quantités
géométriques de l’interface, et sur l’utilisation de variables géométriques en sous-échelle dans
la zone où l’interface gaz-liquide ne peut plus être complètement résolue, nous proposons une
approche unifiée où un ensemble de variables géométriques sont transportées et valides dans
les deux régimes d’écoulement. Cette approche permet le traitement d’un brouillard d’objets
non sphériques et dégénère naturellement vers un modèle de moment d’ordre élevé fractionnaire
dans le cas sphérique ; elle a la même capacité que le modèle EMSM de D. Kah ou le modèle
multi-fluide de décrire la polydispersion.

Le développement d’un modèle fiable pour la dynamique de l’interface lorsqu’une échelle de
résolution est fixée, repose sur l’analyse de simulation directes issues du code ARCHER du CO-
RIA. Pour cela nous avons conçu un nouvel algorithme d’évaluation des propriétés interfaciales,
surface et courbures, à partir d’un champ de fonction distance. Il repose sur la préservation
d’invariants géométriques et topologiques de l’interface et permet de passer d’un statistique de
l’interface à une statistique d’objets. Il s’agit d’un point clef pour proposer des fermetures de
notre modèle réduit.

Ensuite, des schémas numériques d’ordre élevé en espace et en temps, précis et robustes ont
été développés. Ils ont la particularité de préserver des espaces convexes et assurent donc la
préservation de l’espace des moments d’ordre élevé, propriété que l’on appelle aussi réalisabilité.
Cette condition est nécessaire à la reconstruction d’une distribution de taille continue à partir de
cet ensemble fini de moments fractionnaire transportés, reconstruction obtenue par maximisation
de l’entropie de Shannon. Enfin, nous fournissons un nouvel algorithme pour une résolution
précise et robuste de l’évaporation. Un traitement spécifique par rapport au cas des moments
entiers est proposé pour assurer la précision. En effet, la dynamique de l’évaporation nécessite
de prendre en compte des moments d’ordres négatifs.

Afin de gagner en précision et de réduire le coût du calcul, les modèles développés ont été
implémentés dans un code parallèle avec maillage adaptatif dynamique. Les résultats montrent
une très bonne performance en calcul parallèle, tout en conservant une résolution précise et
robuste. Enfin, une seconde implémentation du modèle dans un programme basé sur des tâches
et qui utilise un ordonnanceur d’exécution pour des architecture multi-cœurs hétérogènes, montre
que les GPUs peuvent être utilisés pour accélérer les tâches qui nécessitent un calcul à forte
intensité arithmétique.



Abstract: Direct fuel injection systems are widely used in combustion engines to better atomize
and mix the fuel with the air. The design of new and efficient injectors needs to be assisted
with predictive simulations. The fuel injection process involves different two-phase flow regimes
that imply a large range of scales. In the context of this PhD, two areas of the flow are formally
distinguished: the dense liquid core called separated phases and the polydisperse spray obtained
after the atomization. The main challenge consists in simulating the combination of these regimes
with an acceptable computational cost. Direct Numerical Simulations, where all the scales need
to be solved, lead to a high computational cost for industrial applications. Therefore, modeling
is necessary to develop a reduced order model that can describe all regimes of the flow. This also
requires major breakthrough in terms of numerical methods and High Performance Computing
(HPC).

This PhD investigates Eulerian reduced order models to describe the polydispersion in the
disperse phase and the gas-liquid interface in the separated phases. First, we rely on the moment
method to model the polydispersion in the downstream region of the flow. Then, we propose
a new description of the interface by using geometrical variables. These variables can provide
complementary information on the interface geometry with respect to a two-fluid model to
simulate the primary atomization. The major contribution of this work consists in using a
unified set of variables to describe the two regions: disperse and separated phases. In the case
of spherical droplets, we show that this new geometrical approach can degenerate to a moment
model similar to Eulerian Multi-Size Model (EMSM). However, the new model involves fractional
moments, which require some specific treatments. This model has the same capacity to describe
the polydispersion as the previous Eulerian moment models: the EMSM and the multi-fluid
model. But, it also enables a geometrical description of the interface.

A novel algorithm to extract some interfacial quantities from a level-set field is developed in
this work. The algorithm is consistent with geometrical and topological invariants. It aims
at post-processing DNS results of representative configurations. This tool should be helpful in
modeling and closing the evolution equations of the interfacial variables.

In terms of numerical methods, the robustness and the accuracy are two important points
for a predictive simulation. High order numerical schemes with strong stability properties are
proposed in the present work. The proposed methods ensure the preservation of the moment
variables in the moments space. This is a necessary condition for the reconstruction of the
size distribution from a finite set of its moments. In the present work, we use a continuous
reconstruction of the size distribution, which maximizes the Shannon entropy for a given set
of fractional moments. Finally, we provide a novel algorithm for an accurate resolution of the
evaporation, which requires specific treatment compared to the case of integer moments, since
it involves negative order moments.

In order to gain more accuracy and to reduce the computation cost, the fractional moments
model, dedicated to the simulation of an evaporating polydisperse spray, is implemented in an
Adaptive Mesh Refinement (AMR) and parallel code. The results show a good parallel scala-
bility, while keeping a good resolution using AMR grids. Finally, a second implementation of
this model in a task-based program, which uses a runtime scheduler of the tasks in heteroge-
neous multi-cores, shows that GPUs can accelerate the tasks that require intensive arithmetic
computations.
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Chapter 1

Introduction

1.1 General context and main objective

In the last decade, with the large change of the Earth’s climate, the increase of energy demand
and the growth of the world population, the world faces new challenges to ensure an efficient
and rational use of energy. Fossil fuels are the most consumed primary energy sources that
have enabled a large industrial and economic growth all over the world. Although different
new energy forms have been developed in the recent years to substitute old energy ones, the
use of fossil fuels still remains the main energy source for the transport sector. However, the
increasing cost of extraction and the depletion of oil wells require new engineering solutions to
increase the efficiency of engines and thereby reduce the fuel consumption. Furthermore, the
combustion of the fuel implies production of pollutants that are the main cause of the global
warming such as CO2, which is one the most prominent greenhouse gases and nitrogen oxides
(NOx), soot and other particles that are the most relevant for air pollution. In this context,
automotive engines are deeply concerned by these issues. Many research and engineering studies
are conducted in order to better understand the combustion mechanisms and to develop more
efficient engines. One of the most used methods that helped in the past to develop the current
technologies consists in experimenting and prototyping new designs, before going toward a large
industrial production. While experiments are still a necessary step to develop and improve new
technologies, it can imply high costs in the research & development stage. Also, from a feasibil-
ity standpoint, taking measurements of an experimental setup can sometimes be very difficult
with the current probe technologies. For these reasons, it is relevant to assist the design of new
combustion engines with predictive numerical simulations that can bring more information on
the combustion regimes as well as on the global behavior of the engine.

The flow in combustion devices involves very complex physical phenomena. Indeed, the multi-
scale character is very present at different levels:

• First, the flow is turbulent and it is characterized by high Reynolds numbers ReL ∼ 104

estimated with respect to the typical dimension of diesel combustion chamber L ∼ 10cm.
The turbulent scales vary between large scales described by the dimensions of the com-
bustion chamber L ∼ 10cm and the dissipative eddy scales given by the Kolmogorov scale
η ∼ 20 µm.

• The second difficulty involved in the combustion lies in the reactive character of the flow.
Combustion is a set of chemical reactions that releases heat energy. Indeed, the very hot



2 Introduction

Figure 1.1: Fuel injector device. Source: "www.slideshare.net/amgadradhihadi/common-rail-
diesel-fuel-systems".

flame in combustion chamber is caused by a highly exothermic reaction taking place in a
very thin zone ∼ 1mm. The turbulent flow in the combustion chamber and its interaction
with an unstable flame front involving a large set of species and reactions generate an even
larger spectrum of scales in both space and time.

• Finally, the combustion in direct injection engine involves a complex two-phase flow. The
combustion of two phases is significantly different from the purely gaseous one. Indeed, the
two-phase flow of the liquid fuel and the air has a direct impact on the combustion regime
and on the emission of pollutants. The liquid fuel is injected in the combustion chamber
at high velocity. In diesel combustion engine, the two-phase flow regimes are characterized
by high Weber numbers1 We > 40 and Ohnesorge numbers2 0.04 < Oh < 0.07. For such
configuration, we obtain a wide range of the gas-liquid interface and droplet scales, which
are mainly given between the diameter of the fuel injector nozzle ∼ 200 µm and the small
droplets obtained after the atomization ∼ 1 µm.

Even with the high increase of the High Performance Computing (HPC) infrastructures, a Direct
Numerical Simulation of such flows, where all the scales need to be solved, is still not affordable
in realistic configurations of high Reynolds and Weber numbers. For this reason, the modeling of
the turbulence, the combustion and the two-phase flow is necessary to decrease the computational
cost. In the present PhD, we focus on the modeling of the multi-scale character of the two-phase
flow involved in combustion engines.
Recently, the high pressure direct systems have been widely used to deliver the fuel in the

combustion chamber at the right time and with a controlled metering. The main purpose of these
devices is to atomize the liquid fuel by generating a spray of small droplets. The spray can be
evaporated rapidly compared to a bulk liquid and well mixed with the air. Thereby, it improves

1Weber number is a dimensionless variable that measures the ratio between disruptive (aerodynamic) and
cohesive (surface tension) forces

2Ohnesorge number is a dimensionless number that measures the ratio of viscosity forces with surface tension
effects.
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the combustion efficiency and reduces the emissions of soot and unburnt fuel. Furthermore,
modern injection systems use electronic metering to supply the engine by the required amount,
depending on the desired power output. An example of modern injector is illustrated in Figure
1.1, where we can distinguish three main injector components:

A. The nozzle outlet is a very small hole of a diameter ∼100 µm in the injector and is the
final element of the injection system before the fuel enters to the combustion chamber.

B. The valve needle is slidable part within the injector. In the rest state, the needle tip is
loaded onto the nozzle seat by the injector spring combined with hydraulic pressure, which
keeps the nozzle orifice closed.

C. The high pressure fuel pump is responsible for compressing the fuel to the pressure
required for high pressure injection and which can go up to 2000 bar for diesel engine.

The two-phase flow occurring inside the nozzle and the combustion chamber leads to more diffi-
culties in the numerical modeling and simulation of automotive engine flows. First, the fuel flow
within the injector is mainly a monophasic liquid phase. But, the rapid opening and closing
of the valve and the cross-section variation cause vortices and pressure drop. It results in a
local and fast phase transition, known as the cavitation phenomenon. Therefore, the formation
of vapor bubbles and pockets was observed inside the carrier liquid phase Sibendu et al.(2011);
Le Martelot(2013); Le Martelot et al.(2014). The cavitation is also one of the underlying physics
impacting the liquid disintegration at the downstream of the injector. The jet coming out of the
nozzle is a bulk liquid which is separated from the gaseous phase inside the combustion chamber
and the liquid phase is not immediately atomized. Close to the nozzle outlet, the two-phase flow
is called separated phases. The atomization starts right at the exit of the flow. Instabilities
of different natures contribute more or less to the liquid fragmentation: 1-Kelvin-Helmotz in-
stability due to the difference between the phase velocities, 2-Rayleigh-Taylor instability due to
the mass ratio between the two fluids and 3-Plateau-Rayleigh instability due to interface forces
that leads to the separation of drops. These instabilities contribute to a nonlinear growth of
small gas-liquid interface deformations, which creates unstable ligaments and drops. The atom-
ization in the separated phases is called the primary breakup. In the transition zone of
the fuel injection, we find structures of different scales: bulk liquid, ligaments and drops. As we
move downstream of the flow, the bulk liquid disintegrates further to drops and ligaments. The
first generated drops are mainly unstable because of their large Weber number. Therefore, these
drops can undergo a secondary breakup, which yields to a polydisperse spray of droplets (large
range of droplet sizes). The typical range of the generated droplet diameters is [1 µm, 50 µm] for
diesel engines. In the downstream region, the obtained two-phase flow regime is called disperse
phase and it consists of spherical and small droplets carried in the continuous gaseous phase. It
has been shown that the polydisperse character of the spray has a key influence and should be
described in any attempt of modeling such flows. The challenge is to provide a model as well as
a numerical strategy, which are able to capture the large scale spectrum (see Figure 1.2) of the
separated and disperse phases and to provide predictive numerical simulations. It is as much a
scientific challenge as an applicative one.

IFP Energies nouvelles (IFPEN) is widely involved in the development of new predictive models
and numerical simulation softwares to contribute and develop solutions for these challenges. The
institute has been leading ambitious projects, covering the entire modeling and experiments of
automotive engines, going from the interior flow in the nozzle to the complete combustion,
power generation and exhaust gas. It has also designed global system simulators to predict the
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Separated-phase zone

Disperse-phase zone

Figure 1.2: Sketch of a liquid fuel injection and examples of separated-phases and disperse-phase
zones, reprinted from Drui(2017).

global behavior of the system under multiple combustion cycles. IFPEN in collaboration with
its institute and laboratory partners conducts different research project to develop innovative
solutions for these issues. In the following, we present a short list of these works to emphasize
the importance of the fuel injection and two-phase combustion modeling:

• Two-phase flow combustion models were developed for automotive engine applications
(diesel and gasoline engines). The ECFM model developed in Colin et al.(2003) for the
combustion of perfectly or partially mixed mixtures has shown a great success for gasoline
engine simulations, giving the good mixing of the gasoline with the air. In order to extend
the model for Diesel applications, the model ECFM3Z Colin and Benkenida(2004); Bohbot
et al.(2016) consider three zones: air, fuel and mixing zone to model diffusion flame. The
list of IFPEN contributions in this domain is not restricted to these two model examples.
But we aim, through this focus, at underlining the importance of the two-phase flows in
the combustion modeling, especially for diesel engines where the fuel is not immediately
evaporated after the injection.

• The first attempts to use Eulerian models for simulating the full liquid injection were
conducted in the industrial code IFP-C3D Vessiller(2007); Truchot(2005) using two-fluid
models. The adopted approach was more dedicated to separated phases two-phase flows
than to sprays. Even though the method was used to simulate the separated and dispersed
phases, the model stays far from an accurate description of the interface topology and the
polydisperse character of an evaporating spray. Indeed, the fluid topology is given only
through the volume fraction and the surface area density (the expected surface area per
unit of volume). Another recent attempt to simulate both the separated and disperse
phases, was conducted in Devassy et al.(2015). The authors suggested to consider a two-
phase flow model with seven-equation model of Saurel and Abgrall(1999). Then, they
couple it with two surface area density equations: one for the disperse phase and the
other for the separated phases. However, the strategy to use two different surface area
densities depends on the modeling of the exchange terms between the separated phases
and the disperse phase. Furthermore, it fails in providing accurate description of the
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polydispersion.

• For the disperse phase, the most natural way to describe the droplet dynamics is the
Lagrangian approach. This approach is widely used to simulate the spray in engines.
Lagrangian methods benefit from a simple implementation, do not require sophisticated
modeling and do not introduce any numerical diffusion. A Lagrangian description of the
spray has been successfully coupled with an Eulerian RANS description of the gas flow
in Bohbot et al.(2009); Vié et al.(2010). However, the Lagrangian description is still not
appropriate to describe a bulk liquid in the separated phases zone. Recently, new Eulerian
models dedicated to polydisperse evaporating sprays de Chaisemartin(2009); Kah(2010);
Vié et al.(2013b); Emre(2014) were developed in joint works between the EM2C laboratory
and IFPEN. Their approach represents a potential alternative to Lagrangian models that
can simulate an evaporating polydisperse spray at reasonable computational cost Massot
et al.(2010); Kah et al.(2012). This is a first step to unify the spray description with the
separated phases, which is naturally modeled in an Eulerian framework.

This list of contributions shows the involvement of IFPEN and EM2C laboratory in developing
numerical models of fuel injection and two-phase flow combustion. We would like to clarify that
by this list, we mainly focused on IFPEN and EM2C laboratory projects to present the general
context of this PhD, while a more general state of the art will be presented later. This brief review
points out the fact that mainly each type of model is suited for one flow area: separated and
disperse phase. And even with some recent contributions to couple the models, we are still far
from having reached a unified model that can simulate both regions simultaneously. It has indeed
been a challenge to correctly model the atomization and the polydispersion in an industrial
context with reasonable computational resources. In this PhD thesis, conducted jointly at
IFPEN, EM2C laboratory and CMAP laboratory, we aim at contributing and bringing innovative
solutions to develop a new numerical model that can tackle simultaneously the different injection
zones and can be implemented in High Performance Computing (HPC) applications. Such a
model needs to consider the main physical phenomena that control the main flow characters:
the interaction between the gas and the liquid, the interface topology evolution, the polydisperse
character of the disperse phase and the related phenomena as evaporation, heating and drag
force. Furthermore, we aim at ensuring the well-posedness of the model and developing robust
and accurate numerical schemes. Before detailing this PhD contribution, we first present in the
following section a general state of the art of different contributions in numerical modeling of
two-phase flows. In this review, we will particularly focus on the modeling of the two regimes:
separated phases and disperse phase.

1.2 State of the art of numerical modeling of two-phase flows

A possible classification of two-phase flow models can be conducted through a separation of
two-phase flow regimes: separated phases or disperse liquid phase. In the literature, we
find different types of two-phase flow models. Each approach depends on the flow regime as well
as the physical phenomena that need to be correctly captured. We first classify the models in
two categories:

• DNS two-phase flow models: in this category of model, we need to solve all the scales.
We underline that the smallest scale here is not only defined by the smallest eddy as for
turbulent monophasic flows, but also depends on the smallest droplet diameter.

• Reduced order models: we mean by this class all models that use macroscopic quantities
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to describe the flow without the need to solve all the scales. In this case, we often resolve
large scales whereas below a give spatial scale, the sub-scales phenomena are modeled.

In the following, we discuss in more details these different methods. Along this review, we
emphasize the industrial and academic context of the model applications as well as the use of
the different approaches to simulate the separated or/and disperse phases.

1.2.1 DNS two-phase flow models

In Direct Numerical Simulation (DNS) of two-phase flows, each phase dynamics is resolved
separately through monophasic Navier-Stokes equations, while the jumps in the property fields
are properly handled across the interface. The jump relations between the two phases should
include surface tension effects. In this class of methods, the gas-liquid interface has to be
determined with appropriate techniques. These methods are thus well-suited for separated-
phase configurations. When it comes to moving boundary problems, one typically distinguishes
between two approaches: interface tracking and interface capturing.

• Interface tracking methods: these methods treat the interface as a sharp interface whose
motion is followed explicitly either by a moving grid that follows the fluid motion or by
using Lagrangian-markers at the interface. We refer here to the most common tracking
methods: Front Tracking method Unverdi and Tryggvason(1992); Hirt et al.(1974); Pianet
et al.(2010) and Marker-and-cell (MAC) scheme Harlow and Welch(1965). These methods
do not lead to diffuse the interface, but can require sophisticated geometrical algorithms to
handle topology change of the gas-liquid interface (interface pinching or merging, breakup
and coalescence).

• Interface capturingmethods: in this type of methods, the interface is not determined ex-
plicitly, but instead it is represented thanks to a scalar function. The most common meth-
ods are VOF method Hirt and Nichols(1981); Agbaglah et al.(2017), Level Set method Gh-
ods and Herrmann(2013) or a combined VOF and Level Set method Menard et al.(2007);
Lebas et al.(2009). In VOF method, the volume fraction of the cell occupied by one of
the phases can be calculated by solving a transport equation. The transport equation of
the volume fraction is often derived from the mass conservation equation by considering
incompressible or weakly compressible liquid phase. VOF method is a mass conservative
method but it can suffer from high numerical diffusion. Level Set method uses a signed
distance function to the interface, such that it gives a signed distance between each point
in the domain and the gas-liquid interface. For example a positive distance in the liquid
sub-domain and a negative distance in the gas sub-domain. The distance function is ad-
vected with the fluid velocity. At the interface, the Level-Set function is equal to zero and
the fluid velocity defines a gas-liquid interface velocity in the case when we do not consider
phase transition. However, to ensure that the function remains a signed distance function
a redistancing algorithm is applied. Compared to VOF method, Level-Set is more accurate
in capturing the gas-liquid interface but it can suffer from mass loss. For this reason, a
Combined Level Set and VOF method can be used to gain accuracy and to ensure mass
conservation of primary breakup simulations (see Figure 1.3). Interface capturing meth-
ods can handle efficiently topological changes without the need for additional treatments.
However the breakup process is mesh depending and the mesh convergence is still an open
issue for this type of methods.

DNS two-phase flow codes, such as the ARCHER code Menard et al.(2007); Vaudor et al.(2017),
may be used for simulations of some academic simple injection configurations. The results of
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Figure 1.3: Comparison between experimental results Matas and Cartellier(2013) (left) and
DNS simulation of a liquid jet atomization through the hybrid VOF/Level Set sharp interface
approach Vaudor et al.(2017) (right).

these simulations help to better understand the phenomena, since accurate information on de-
tailed physics is sometimes hard to extract from experimental measurements Lebas et al.(2009);
Fuster et al.(2009); Desjardins et al.(2013); Ghods and Herrmann(2013); Le Chenadec and
Pitsch(2013); Vaudor et al.(2017). However, configurations at large Reynolds and Weber num-
bers, that characterize a turbulent flow and high interface instabilities, may be extremely costly
to compute. Besides, it may fail in predicting the smallest interfacial structures, such as the very
small droplets or thin ligaments. Therefore, while DNS is of great interest in academic research,
it is not appropriate for a direct industrial use.

1.2.2 Reduced order models

Reduced-order models intend to avoid the simulation of the smallest scales of the configuration by
providing a description and the evolution laws only for some macroscopic quantities of interest.
For example, the volume fraction of the phases in mixture zones and the surface area density of
the two-phase interface can be used to describe the gas-liquid interface. So far, however, these
models inherently depend on the two-phase flow regime: separated or disperse phase regimes.
Building up a multi-scale and accurate model with the capacity of resolving the whole injection
process is a challenging task, that can be addressed either by coupling models associated to the
two main flow classes, namely the disperse and separated phase flows, or by developing a unified
approach.

1.2.2.1 Reduced order models for the disperse phase

The main challenge in simulating the disperse phase consists in describing some droplet relevant
properties as the size (polydispersion), the velocity (polykinetic) and the temperature distribu-
tions as well as the gas-droplet interactions, while ensuring a reasonable computational cost. In
reduced order models of the disperse phase, the gas-liquid interface and the flow surrounding
the droplets are not resolved. Furthermore, we often suppose a spherical shape of droplets. Two
levels of modeling can be envisioned, based on a deterministic or a probabilistic approach.

• For a deterministic approach, the droplets are tracked in the flow using a pure Lagrangian
method. Each droplet is tracked by solving the evolution of its center position, velocity,
size, temperature, etc. We refer to this method by the Discrete Particle Simulation (DPS)
Mashayek(1998); Zhu et al.(2007); García et al.(2007); Zamansky et al.(2016). Deter-
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ministic Lagrangian methods combine an efficient modeling of the polydispersion and the
polykinetic features of the flow and high numerical resolution since they do not introduce
numerical diffusion as in the case of Eulerian methods. However, Lagrangian methods
suffer from important drawbacks: 1- the coupling with Eulerian description of the gas
is still an open question since it involves two ways of description that are fundamentally
different, 2- the method can require high computational cost when we use a large number
of droplets and 3- complex and costly dynamic load balancing algorithms are needed to
ensure a good parallel computation scaling.

• On the other hand, probabilistic approaches, also called kinetic-based models, can be used
to simulate the disperse phase flow. They rely on a number density function (NDF), that
satisfies a generalized population balance equation (GPBE), also known as the Williams-
Boltzmann Equation (WBE) Williams(1958). The phase space of the NDF can include
different physical properties of the disperse droplets such as velocity, size, temperature,
etc. However, the large phase-space dimension makes the direct resolution by determin-
istic methods of the WBE quickly unaffordable. Within this category, a wide range of
methods have been used to reduce the dimension and resolve the WBE with a reasonable
computational cost. First, the stochastic Lagrangian Monte-Carlo approach Bird(1994) is
based on samples of representative particles, which are tracked using a Lagrangian method
and that allows to estimate the evolution of NDF. Even though this approach can be con-
sidered as the most accurate for solving WBE, it still suffers from the same drawbacks as
the deterministic Lagrangian methods. In order to cope with these difficulties, one can
use a Eulerian kinetic-based model. Two main features need to be correctly modeled in a
Eulerian framework: the polydispersion and the polykinetic features. In this review, we
restrict the discussion to the modeling contributions of the polydispersion, since it is a key
feature for spray combustion models Vié et al.(2013a); Hannebique et al.(2013) and the
reader can refer to chapter 3 for more details on the polykinetic modeling. In Eulerian
modeling, the polydispersion is described using macroscopic/statistical quantities. The
main difficulty consists in choosing the relevant information to capture the size distribu-
tion. In the literature, three type of Eulerian kinetic-based models for the description of
spray polydispersity can be found:

A. sectional or multi-fluid models consist in discretizing the size phase space into size
bins, called sections since the work of Greenberg et al.(1993). In this class of methods,
WBE is integrated over each section to derive equations on moments up to the second
order defined for each section de Chaisemartin et al.(2009); Doisneau(2013); Laurent
et al.(2016); Sibra(2015).

B. quadrature-moment methods such as QMOM, CQMOM or DQMOM Marchisio and
Fox(2005) consider the NDF as a sum of Dirac-delta functions,

C. EQMOM Nguyen et al.(2016); Yuan et al.(2012) propose a continuous reconstruction
of the NDF by extending the Dirac-delta functions to kernels,

D. high order moments with a continuous reconstruction of the size distribution devel-
oped in Kah et al.(2012); Emre et al.(2015); Massot et al.(2010); Vié et al.(2013b). At
each step, a continuous NDF maximizing the Shannon entropy is reconstructed from
the high order moments Mead and Papanicolaou(1984), with a complete coverage of
the whole moment space.

These different methods rely on statistical information of the size distribution given by its
moments, instead of solving directly the WBE. In this PhD, we choose to use the high
order moments with a continuous reconstruction through entropy maximization. In fact,
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this method avoids to use several sections and saves computational time Kah(2010); Kah
et al.(2015). It is also possible to use a hybrid method by using few sections to cap-
ture the size-velocity correlation (one velocity by size-section). Moreover, the continuous
reconstruction allows a more accurate and consistent evaluation of the evaporation flux,
compared to the discontinuous approach used in the quadrature-moment methods, as well
as a comprehensive description of the moment space. This method will be discussed further
in chapter 3 and compared with the two other Eulerian methods.

1.2.2.2 Reduced order models for separated phases

Among the various approaches that may be used in separated-phases regimes, where the dynam-
ics of an interface has to be resolved, or at least its main features, let us mention the two-fluid
models or the interface mixture models. The two-fluid models, usually denoted 6- or 7-
equation models refer to averaged two-phase models that consider two velocities: one velocity
by phase, while interface mixture models suppose an equilibrium between the two velocities and
can be obtained through a relaxation process from the 6- or 7-equations models. In the present
thesis, we will simply denote the two classes of models "two-fluid models".

Such two-fluid models are given by various systems of PDEs that describe the evolution of av-
eraged quantities of the flow as in Chanteperdrix et al.(2002); Murrone and Guillard(2005);
Bernard-Champmartin and De Vuyst(2014). These equations may be derived through an aver-
aging procedure Ishii(1975); Drew and Passman(1999), or by using a variational principle Gavri-
lyuk and Saurel(2002); Drui et al.(2016b). In both cases, they stand for a spatial-, temporal-
or ensemble-averaged two-phase flow. This class of models describe a mixture of the two phases
and can not in general provide a sharp representation of the interface, which is smoothed out by
the averaging process. Indeed, the two phases can be present at any given location, according to
the values of a characteristic function, that is generally the volume fraction of one of the phases.
Traditionally, these models provide little information about the sub-scale interfacial structures.
The volume fraction is often the only variable used to describe the flow topology.

Recent works, as in Drui et al.(2016b), have shown that they can be enriched with further sub-
scale physics and can describe some disperse phase regimes. Yet, such models are far from the
ability to deal with polydispersity, in the way kinetic-based models and particularly Eulerian
moment models do. From a numerical point of view, two-fluid models are used for simulations
of separated phases and interfacial configurations, where the exact location of the interface is
not reconstructed, but lies in a mixture zone due to the modeling and numerical approximation.
Although the numerical diffusion can be reduced by using more accurate numerical schemes,
the spreading of the interface is still a main bottleneck of these methods for the simulation of
atomization.

There also exists some compressible models, which can deal with "sharp" interface description
and for which the volume fraction is either 0 or 1 such as in Allaire et al.(2002); Kokh and
Lagoutière(2010), as well as Chanteperdrix et al.(2002); Drui et al.(2016b). Even is such models
yield some maximum principles and admit some well-posed discontinuous solutions in volume
fraction, they can not really constitute a DNS-like model for our purpose and some of these
models can also be interpreted as mixture models such as in Chanteperdrix et al.(2002); Drui
et al.(2016b).
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1.2.2.3 Some contributions to couple separated phases and disperse phase ap-
proaches

Recent works have been devoted to the numerical coupling between separated phases and dis-
perse phase approaches. Among them, Le Touze et al Le Touze(2015) proposed to couple a
two-fluid model for separated phases with a multi-fluid model for the disperse phase. Up to
now, the exchange terms between both models depend on the configuration of the atomization
and cannot predict the generated distribution in size of the disperse droplets from the atom-
ization. One can also mention the Eulerian-Lagrangian Spray Atomization (ELSA) technique
Vallet and Borghi(1999); Vallet et al.(2001); Lebas et al.(2009), where a two-fluid model is en-
hanced with an equation for the expected surface area density in the dense zones. This model
is then coupled with a Lagrangian approach for the simulation of the disperse phase in the
dilute zones. In Devassy et al.(2015), the same set of equations is used with a differentiation
between the variables describing the disperse and separated phases. Two additional equations
on the expected density area are also used: one for the separated phases and one for the disperse
phase. So far, these approaches do not provide a unified description of the whole atomization
process (from the separated phase to the spray of droplets) and fail in providing an accurate
description of the polydispersion for the disperse phase. Indeed, in the works presented above,
the description of the gas-liquid interface geometry relies on one or two variables only, that are
the volume fraction and the expected surface area density. This information is not sufficient to
reconstruct a NDF of a polydisperse spray.

1.2.3 Adaptive Mesh Refinement techniques applied for two-phase flow sim-
ulations

The accuracy of the numerical resolution is an important point for predictive simulations and
especially for Eulerian two-phase flow simulations. In the separated phases, it is important
to capture accurately the gas-liquid interface dynamics and to limit the numerical diffusion of
the interface. While for the disperse phase, the concentration of droplets is a key feature for
predictive combustion simulations. One of the possible solutions consists in using a high order
numerical method to limit the numerical diffusion. Nevertheless the spatial representation of
the flow using sufficient spatial discretization plays a crucial role to properly describe the phys-
ical dynamics of the problem. Furthermore, the numerical diffusion of the interface can not be
completely eliminated using only high order numerical scheme. Recently, Adaptive Mesh Re-
finement (AMR) techniques have been widely used to simulate two-phase flows in very complex
simulations that require a high numerical resolution Drui(2017); Zuzio and Estivalezes(2011);
Herrmann(2010); Herrmann(2008). These techniques allow an accurate spatial representation
of the flow where it is needed while saving computational time and memory. However, handling
dynamically adapting grids increases the complexity compared to fixed ones. The adaptation of
the meshes leads to high overheads (the excess time spent in AMR specific use in comparison
with an equivalent fixed grid use). Furthermore, a good load balancing algorithm is required to
ensure a high parallel scalability. Let us just mention here that recent developments of AMR
codes and libraries have lead to highly scalable methods, well-suited for HPC simulations. For
example the p4est library Burstedde et al.(2011) was shown to scale up to 458, 000 cores. We
present in more details this library and the different challenges facing AMR applications in
chapter 9.
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1.3 Main contributions and manuscript organization

According to the above discussion and the comparison between DNS and reduced order models
or between Lagrangian and Eulerian models, we make the choice of developing Eulerian re-
duced order models. Indeed, Eulerian framework is more suitable to design a unified model for
the disperse and separated phases. Furthermore, in industrial applications, DNS models lead
to high computational cost, which we may reduce thanks to Eulerian reduced order models.
Nevertheless, the discussion has also highlighted two majors difficulties encountered in Eulerian
reduced order two-phase flow modeling: the first one concerns the need of efficient modeling of
the spray polydispersion in the disperse phase, while the second concerns the description of the
gas-liquid interface topology in the separated phases region that can allow an efficient modeling
of the atomization. For the polydispersion, we rely on the pioneering work of Kah(2010), where
a set of high order size-moments with a continuous reconstruction of the size distribution is used
to model an evaporating polydisperse spray. However, this approach is restricted to spherical
droplets. Therefore, an extension to a more general gas-liquid interface topology would allow
an efficient coupling with a separated phases model and also enhance the sub-scale description
of the gas-liquid interface.

The contributions of this PhD in the numerical modeling and the simulation of the whole injec-
tion process cover three different fields: mathematical modeling, numerical methods and high
performance computing. These contributions are detailed in four parts as follows:

• Two phase flows modeling: In this first part, we provide a detailed analysis of the
existing two fluid and moment-method models, to simulate respectively separated and
disperse phases. The objective of this first study is to determine the key features of the
two regions and to investigate the main difficulties encountered for the two models. The
review will allow to identify the difficulties in coupling the two approaches and to choose a
relevant strategy that aims at describing both regions with a similar set of variables. First,
chapter 2 provides a general derivation of two-fluid models based on the ensemble averaging
process. We discuss the main mathematical and physical properties of the obtained models.
In this chapter, we also highlight the main difficulties in capturing the interface because
of the numerical diffusion. Special treatments are proposed in the literature to limit the
numerical diffusion of the interface. Although, in two-fluid models, the interface described
by the volume fraction will spread due the large deformations and instabilities of the
interface. In this case, some contribution propose to use additional variables as the surface
area density to enhance the gas-liquid interface description. However, in chapter 3, we show
that these two variables are not sufficient to describe the polydispersion in the disperse
phase. The kinetic-based approach of spray and the derivation of moment models from the
Williams-Boltzmann equation is detailed in this chapter. We present the different moment
models that are used in the literature to tackle some common and known issues related
to Eulerian spray modeling such as the polydispersion and the polykinetic features. The
main conclusion to be drawn from this study is that: we need to come up with a unified
set of macroscopic quantities to describe the flow in separated and disperse phases, such
that the variables can provide a sufficient description of the polydispersion and enrich the
interface description of two-fluid models.

• Contribution to a unified modeling of disperse and separated phases: In the
second part, we propose to study the possibility of describing gas-liquid interfaces by us-
ing new geometrical information, such as the volume fraction, surface area density and
curvatures (mean and Gauss curvatures). In chapter 4, we show that these geometrical
variables can be related to high-order fractional moments for spray of spherical droplets.
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We also introduce the mathematical properties of the model and show that we can preserve
all the advantages of the previously introduced high order moment methods Kah(2010).
Moreover, we generalize useful properties of the fractional moment space such as canon-
ical moments as well as lower principal representation Dette and Studden(1997). These
properties are relevant ingredients to design high order robust schemes and algorithms that
solve a high order moment system. Finally, we extend the continuous reconstruction of the
NDF through the maximization of Shannon entropy to this new set of moments. Inspired
by the pioneering works of Pope(1988) for the description of the dynamics of flames, in
chapter 5, we define a Surface Density Function (SDF) within a different phase space: in
our work, it is composed of the mean and Gauss curvatures and the interfacial velocity.
The key issue is to make the link between the statistics of a local description of the inter-
face through geometrical variables, such as curvatures, and the statistical description of
isolated objects through a number density function in an appropriate phase space. Using
Gauss-Bonnet formula, we show that such link is possible between the two distributions.
The link between the two different statistics proposes new perspectives and options to
develop a unified approach for the two regimes of the two-phase flows. We also propose, in
the same chapter, a new numerical procedure for the computation of the curvatures and of
the different statistical distributions (SDF or NDF, based on a characteristic spatial aver-
aging size) from the values of a Level Set function. These new algorithms, which propose
an evaluation of curvatures and surface area coherent with geometrical and topological in-
variant, are eventually applied to the post-processing of some DNS simulations, obtained
with the ARCHER code Menard et al.(2007); Vaudor et al.(2017). Finally, in chapter 6,
we present some work in progress in order to develop a unified model for both disperse
and separated phases. The objective of these contributions is to develop a sub-scale model
for the interface based on geometrical moments proposed in chapter 5 and coupling this
description with a two-fluid model, which degenerates toward a "sharp" interface model,
when no sub-scale model is needed. We also emphasize the importance to extract the cur-
vatures and their evolutions from DNS simulations, in order to propose closure relations
of this sub-scale model.

• Numerical methods: In this part, we focus on the numerical resolution of the fractional
moment model to simulate a polydisperse evaporating spray of spherical droplets. For this
purpose, splitting techniques are used to split the resolution of the convective part and the
source terms. In chapter 7, we propose two different scheme types to numerically resolve
the convective part of the system of equations: Kinetic Finite Volume (KFV) scheme and
Runge-Kutta Discontinuous Galerkin (RKDG) scheme. The KFV scheme is based on a
kinetic approach Bouchut et al.(2003); de Chaisemartin(2009) to derive expressions of the
numerical fluxes used on the finite volume scheme. We rely on the work of Kah et al.(2012)
to design numerical scheme for the transport equations of the moments up to the second
order accuracy, while ensuring the realizability of the moments: each component of the
moment vector is a moment of the same positive NDF. We also show how to go further
in the accuracy order by using RKDG scheme, while ensuring the realizability of the
scheme. For the two schemes (KFV and RKDG), we succeed in ensuring the realizability
of the moments and the robustness of the schemes in critical situation as Delta-shock due
to a monokinetic assumption. We show these results in a set of 1D test cases, where a
detailed study of the accuracy order is discussed. Chapter 8 presents the design of original
numerical tools that achieve a very accurate resolution of the evaporation and the drag
force, while ensuring the realizability of the moments. A new realizable algorithm to
solve the evolution of fractional moments due to the evaporation is proposed. It involves
negative order moments and requires an original strategy compared to the integer moment
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problem Massot et al.(2010). The accuracy and robustness of the proposed strategy is then
assessed by a careful investigation of the numerical errors as well as a detailed comparison
with the original approach in 0D and 2D academic configurations.

• High performance computing and adaptive mesh refinement: In the last part,
we present the implementation of the fractional moments in two parallel academic codes
that aim at saving computational resources and speedup the numerical resolution. In
chapter 9, we present CanoP code Drui(2017). It is a C/C++ code, developed within the
collaboration of Maison de la Simulation, IFPEN, EM2C and CMAP laboratories. It is
based on p4est Burstedde et al.(2011), a library providing Adaptive Mesh Refinement
(AMR) capability highly scalable in massively parallel computations. The development
of CanoP was achieved with the idea of a generic framework in which all future models
and schemes could be integrated. The CanoP code and its first performance results are
presented for the fractional moment model to simulate an evaporating polydisperse spray,
while further performance results using a two-fluid model can be found in Drui(2017).
Finally in chapter 10, we present a task-based program implementation in a 2D code using
StarPU library Augonnet et al.(2011) to schedule the tasks among CPUs and GPUs. The
main result of this second work underlines the capacity of the GPUs to speedup some
tasks that require intensive arithmetic computation as the resolution of the evaporation
of the spray model and the benefit of using Runtime tasks Scheduler to optimize the
computational time.

This present work was supported by a grant from IFP Energies nouvelles, and benefited from
a support from EM2C laboratory, Ecole de mathématiques d’HADAMARD (EDMH) and ANR
(Modélisation de l’atomisation d’un jet liquide avec transition sous- et super-critique "ANR-14-
CE22-0014", project coordinator: Dr. Thomas Schmitt). The support of EDMH for CEMER-
ACS 2016 is gratefully acknowledge.
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Chapter 2

Two-fluid models for separated phases

2.1 Introduction

In this chapter, we present a specific class of two-fluid models to simulate the separated phases
regime. At a macroscopic scale, the real gas-liquid interface is a sharp surface. However, the
impact of different sources of fluctuations and uncertainties makes its exact location hard to
predict. In this case, the interface in two fluid models is represented by a thick layer. Indeed,
the two-fluid models can be interpreted by considering a statistical averaging across multiple
possible realizations of the flow. Each realization can have a different position of the gas-liquid
interface depending on the fluctuations and the interface instabilities. In this representation,
we can consider a spreading interface that represents the average of different sharp interface
realizations.

The objective of this chapter is first to provide a general derivation of two-fluid models based
on the ensemble averaging process. We highlight some important properties that a physically
and mathematically consistent model should satisfy. In the present work, we consider hyperbolic
models for which we can derive an entropy equation. A model that satisfies these requirements is
most likely to be a well-posed model. On the other hand, the closure of the source terms should
be physically consistent with the second principle of thermodynamics. Finally, our modeling
strategy consists in keeping the interface as sharp as possible, when the flow uncertainties (initial
conditions, geometry, instabilities, turbulence, etc.) are small enough. This is the case of the
gas-liquid interface that is very close to the nozzle. For this reason, it is important to counter
the artificial diffusion due to the numerical resolution. Special treatments are proposed in the
literature Kokh and Lagoutière(2010); Shukla et al.(2010); So et al.(2012); Tiwari et al.(2013)1

to sharpen the interface and limit the numerical diffusion. But as we move downstream, the
interface instabilities increase and lead to high fluctuations and interface instabilities. In this
zone, the two-fluid models diffuse the volume fraction of one of the two phases. This variable
represents a statistical averaging over multiple realizations of the presence function of this phase.
To enhance this statistical representation of the interface, additional interfacial variables as the
surface area density can be used to better account for the interface topology.

1The methods cited here are different and applied for different class of models that are not necessary suitable
for two-fluid models.
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2.2 Local instantaneous formulation of each phase

In this section, we consider two separated phases occupying the domain Ω. Each phase k � l , g,
where l stands for the liquid phase and g for the gaseous phase, occupies a sub-domain Ωk (t) ⊂
Ω, where t is the time. We assume a zero thickness of the gas-liquid interface. Consequently,
the gas-liquid interface ∂Ωk �

(
Ωl ∩Ωg

)
\ ∂Ω defines a surface embedded in a 3D domain and

we have:

Ωl ∪Ωg � Ω, (2.1)

this equation expresses the saturation of the domain by the two phases.

2.2.1 Local conservative equations

The conservative equations derived in each sub-domain Ωk are the classical single phase Navier-
Stokes equations. The mass, the momentum and the energy equations can be given in the
following form:

∂tρkφ + ∇x ·
(
ρkφuk

)
� ∇x ·

(
ψ
)
+ S, (2.2)

where ρk is the mass density and uk is the velocity of the phase k. The variables φ, ψ and S
are summarized in the following table:

Equation φ ψ S
Mass 1 0 0

Momentum uk T k � −pkI + τk ρk g
Energy ek + 1/2u2

k −T k · uk + q ρk g · uk + r

where pk is the pressure of the phase k, g the body force per unit mass, τk the viscous stress
tensor, r an additional volumetric energy source term and q the conductivity thermal flux. This
set of equations is valid for the phase k, when x ∈ Ωk (t). Closure relations are needed to fully
close the system of equations. Considering compressible flows, equation of states for each phase
are used to relate the pressure to the mass density or/and the internal energy. Other closure
relations are related to the physical fluid properties. For example, the viscous stress tensor can
be related to the velocity derivatives in the case of Newtonian-fluid Candel(1990).

τk � µk

(
∇x (uk ) + ∇x (uk )t

)
−

2

3
µk∇x · (uk )I , (2.3)

where µk is the dynamic viscosity of the phase k.

2.2.2 Gas-liquid interface and jump conditions

The gas liquid interface is represented by a surface that separates the two fluids. A deterministic
characterization of the interface is given by the characteristic function:

χk (t , x) �



1, if x ∈ Ωk

0, otherwise
(2.4)
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The characteristic function satisfies the following differential equation, in the sense of distribu-
tions Drew and Passman(1999):

∂tχk + vI · ∇x (χk ) � 0, (2.5)

where vI is the interface velocity.

Boundary conditions are needed at the frontiers of each sub-domain Ωk . These conditions are
written as jump relations across the interface. A derivation of jump conditions can be found in
Drew and Passman(1999) (chapter 2 and 8). Here, we express these relations in the case where
the phase transition is neglected:

A. jump condition for mass:

[ρ(u − vI ) · n]I � 0, (2.6)

B. jump condition for momentum:

[ρu(u − vI ) · n − T · n]I � σHn , (2.7)

C. jump condition for energy:

[ρ
(
e + 1/2u2

)
(u − vI ) · n − (T · u)n]I � σHn · vI +∇x · (σvI ) −

dI ei

dt
− ei∇s · (vI ), (2.8)

where []I denotes the jump condition across the interface, ei the surface internal energy density,
σ the surface tension, H the mean curvature of the interface, n the normal at the interface,
dI•

dt
�
∂•
∂t

+ vI · ∇x · (•) the material derivative at the interface and ∇s · (•) the tangential
divergence at its surface.

In the context of DNS Menard et al.(2007); Pianet et al.(2010); Agbaglah et al.(2017), the
interface can be determined explicitly using some specific tracking or capturing interface tech-
niques. One can then directly solve the local instantaneous equation (2.2) and use jump relations
(2.6)-(2.8) to couple the two phases. However, these methods are very expensive in terms of
computational cost and provide details which are not required in an industrial context. For these
reasons, we focus on the derivation and the modeling of averaged transport equations, where
not all the scales are resolved.

2.3 Averaging conservative equations

2.3.1 Ensemble average

Due to many uncertainties (initial conditions, boundary conditions, fluctuations of some source
terms and turbulence), a two-phase flow experiment can have many possible realizations, which
differ essentially at small scales. These differences can be observed at microscopic scales (very
small scales compared to the apparatus scale), even for two exactly similar experimental setups.
However, the measurements at large scales are reproducible. Often, for engineering interests
only averaged/macroscopic quantities matter. The solutions are indistinguishable at this scale.
Hence, it is convenient to consider an averaging representation of the flow (volume, time or
statistical averaging). In the following, we introduce the concept of the ensemble averaging,
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which is a statistical averaging approach. The result of one experiment is called a realization. The
space of all realizations is parametrized by a certain variable µ. The ensemble of experiments of
the same system setup, where the large and medium scales are very similar and indistinguishable
from a macroscopic point of view, is called the realization ensemble and denoted by E. For a
given realization µ ∈ E, a field variable of the flow f (t , x; µ) depends on the realization µ.
Finally, we suppose that the realization ensemble is measurable (see Drew and Passman(1999)
for more details) and we can evaluate the probability of any realization event A ⊂ E, as follows

P(µ ∈ A) �
∫
µ∈A

dm(µ), (2.9)

where m is the associated probability measure which satisfies
∫
µ∈E

dm(µ) � 1.

Based on these definitions, we define the ensemble averaging operator 〈•〉. We apply this operator
to the field on realizations f (t , x; µ) to obtain the averaged / macroscopic field:〈

f
〉

(t , x) �
∫
µ∈E

f (t , x; µ)dm(µ). (2.10)

In practice, we only have a finite ensemble of experiments or simulations. Therefore, we ap-
proximate the ensemble averaging operator through a simple averaging over a finite sample of
realizations Ed � (µi)1≤i≤N :

〈
f
〉

(t , x) '
1

N

N∑
i�1

f (t , x; µi). (2.11)

In the following, and without losing generality, the definition of the ensemble average operator
will be not explicitly given. But, we consider a general average operator, which we denote by
〈•〉 and which satisfies the following properties:〈

f + g
〉

�
〈

f
〉
+

〈
g
〉
,〈

θ f
〉

� θ
〈

f
〉
,

〈θ〉 � θ,〈
∂t f

〉
� ∂t

〈
f
〉
,〈

∇x ·
(

f
)〉

� ∇x ·
(〈

f
〉)
,

(2.12)

where θ is a scalar coefficient. The first three relations are called the Reynolds rules, the forth
is the Leibniz rule, and the fifth is called the Gauss rule.

Other averages can also be used, like the space average or the time average, see Ishii(1975); Drew
and Passman(1999) for further details. We underline that these different average operators lead
to a similar set of averaged equations, where only the interpretation of the averaged terms can
differ.

2.3.2 Governing averaged equations

The local conservative equations (2.2), given for one realization, are valid for a phase k when
x ∈ Ωk . To write a system of equations valid in the whole domain, we use the characteristic
function. By combining both equations (2.2) and (2.5), we can write:

∂t
(
χkρkφ

)
+ ∇x ·

(
χkρkφuk

)
� ∇x ·

(
χkψ

)
+ χkS + [ρφ(u − vI ) − ψ] · ∇x (χk ). (2.13)
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Now, by applying the averaging operator defined in the previous section, we obtain the following
general form of the averaged equations:

∂t
〈
χkρkφ

〉
+∇x ·

(〈
χkρkφuk

〉)
� ∇x ·

(〈
χkψ

〉)
+ 〈χkS〉+

〈
[ρφ(u − vI ) − ψ] · ∇x (χk )

〉
. (2.14)

To write the averaged conservative equations in a proper form, we use three types of averag-
ing variables. Let us consider a variable field f (t , x; µ), where µ again refers to a one given
realization. The different averaging operators are defined as follows:

• Phase average:

f
χk (t , x) �

〈
χk f

〉
αk

. (2.15)

where αk � 〈χk〉 is the volume fraction.

• Favre average:

f
χkρk (t , x) �

〈
χkρk f

〉
αkρk

χk
. (2.16)

• Interfacial average

f̃ i (t , x) �
〈
nk · ∇x (χk ) f

〉
〈nk · ∇x (χk )〉

, (2.17)

where nk is the normal vector at the interface and is oriented towards the other phase
k′ , k.

Conservation of mass the averaged mass equation corresponds to φ � 1 in equation (2.14).
This equation involves the following averaged quantities: the volume fraction αk , the averaged
mass density ρχk

k and the averaged velocity uχkρk
k of the phase k. Then, we can write the averaged

mass conservation equation of the phase k as follows:

∂tαkρ
χk
k + ∇x ·

(
αkρ

χk
k uχkρk

k

)
� Γk , (2.18)

where Γk �
〈
ρk [uk − vI ] · ∇x (χk )

〉
is the source term due to phase-change, i.e evaporation or

condensation. When the phase-change is negelected, this term is equal to zero according to the
mass jump condition (2.6). In the general case, we have:

Γl + Γg � 0. (2.19)

This condition ensures the conservation of the total mass of the two phases.

Conservation of momentum the averaged momentum equation corresponds to φ � uk . The
convective part of the equation can be decomposed as follows:〈

χkρk uk ⊗ uk
〉
� αkρ

χk
k uχkρk

k ⊗ uχkρk
k − αkτ

t
k , (2.20)

where τt
k � −

〈
χkρk (uk − uχkρk

k ) ⊗ (uk − uχkρk
k )

〉
/αk is the Reynolds (fluctuation) stress tensor

in the context of two-fluid modeling. It has a similar effect as the Reynolds stress tensor in
monophasic Navier-Stokes equations for turbulent flows.
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Following the same steps as in Drew and Passman(1999) (chapter 11), the interfacial momen-
tum source term, which corresponds to the last term in the RHS of equation (2.13), can be
decomposed as follows:

M k �
〈
[ρk uk ⊗ (uk − vI ) − T ] · ∇x (χk )

〉
� Γk um

i ,k + p̃k
i
∇x (αk ) + M d

k ,
(2.21)

where Γk um
i ,k �

〈
ρk uk ⊗ (uk − vI ) · ∇x (χk )

〉
is the interfacial momentum source due to phase

change, p̃k
i is the interfacial averaged pressure of the phase k and the term M d

k defines an
interfacial force density:

M d
k �

〈
(pk − p̃k

i)∇x (χk ) − τk · ∇x (χk )
〉
. (2.22)

The averaged momentum equation of the phase k can be finally written as follows:

∂tαkρ
χk
k uχkρk

k + ∇x ·
(
αkρ

χk
k uχkρk

k ⊗ uχkρk
k

)
� −∇x

(
αk pχk

k

)
+ ∇x ·

(
αk (τχk

k + τt
k )

)
+Γk um

i ,k + p̃k
i
∇x (αk ) + M d

k .
(2.23)

Conservation of energy the averaged energy equation of the phase k, given by φ � Ek �

ek + 1/2u2
k , can be derived in a similar way as the previous transport equations. The averaged

transport energy equation reads:

∂t (αkρ
χk
k E

χkρk
k ) + ∇x ·

(
αkρ

χk
k E

χkρk
k uχkρk

k

)
� −∇x ·

(
αk

(
T
χk
k · u

χkρk
k + qχk

k + qt
k

))
+ΓkEk ,i +Πk ,

(2.24)

where qt
k � −

〈
χk

(
ρk (Ek − Ek

χkρk )I + T
)
·
(
uk − uk

χkρk
)〉
/αk is the total fluctuation energy flux.

This term can be decomposed into different fluctuation terms (internal energy, kinetic energy and
shear fluctuations), as was suggested in Drew(1983). The term ΓkEm

k ,i �
〈
ρkEk (uk − vI ) · ∇x (χk )

〉
is the interfacial energy source term due to phase change. And finally,Πk �

〈
(T · uk + q) · ∇x (χk )

〉
is the sum of interfacial work and heat source terms.

In the following, we omit the bar notation used for the average quantities. We also suppose
one interface velocity vI � ũk

i and one interface pressure pI � p̃k
i for both phases. In the

first equality, the effect of the phase change on the interface velocity is neglected. While for
the second one, we neglect the surface tension effect on the interface pressure. We underline
that these assumptions do not require any equilibrium assumption between the velocity or the
pressure of the two phases.

Finally, we obtain three equations given in (2.18), (2.23) and (2.24) for each phase. These
equations are written here in a general form. Indeed, no assumptions on the interface topology
and the equilibrium between the phases have been yet used. The obtained system of equations
is a non-conservative system because of the product terms of the interface variables (velocity
and pressure) and the gradient of the volume fraction. These terms condition the mathematical
structure of the equations and they require specific treatments for their numerical resolution
Saurel and Abgrall(1999).
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2.3.3 Volume fraction transport equation

In this section, we consider compressible flows. In the case where the flow is incompressible,
the derivation of the volume fraction equation is straightforward from the mass conservation
equation (2.18). But, the compressible case is more complicated. Indeed, when we apply the
average operator on the kinematic equation of the presence function (2.5), we obtain:

∂t 〈χk〉 + 〈uk · ∇x (χk )〉 � 0. (2.25)

So far, we do not know how to express properly the term 〈uk · ∇x (χk )〉 as a differential term
of the averaged variables of the problem. Consequently, some contributions propose to use a
postulated equation for the volume fraction Bergles et al.(1981) or by deriving the transport
equation from some thermodynamic considerations. The second approach is more consistent
with the second principle of thermodynamics. Baer and Nunziato Baer and Nunziato(1986)
were the first to derive the equation on α based on this approach. The resulting equation reads:

∂tαk + vI · ∇x (αk ) � Sα , (2.26)

where vI is a mean interface velocity, which is often modeled using the two phases velocities and
Sα is a source term which is often written as a pressure relaxation term Sα � µ(pk − pk′ ) and
µ is a parameter of the model. This relaxation represents the rate of expansion of the volume
fraction to tend the pressures towards equilibrium as pointed by Saurel and Metayer(2000).
Even if equation (2.26) is widely used in many two-phase flows modeling, we underline that its
interpretation is still misunderstood in the case of a dilute disperse phase Lhuillier et al.(2013).

2.4 Closures and Classifications

The averaged conservative equations, presented in the previous section, are given in a general
unclosed form. At this level, we have six transport equations (three for the liquid and three
for the gas) or seven equations when adding a transport equation on the volume fraction. The
unclosed terms need be modeled and expressed as a function of the variables of the system
(αl , ρk , uk , Ek ). These terms can be classified as follows:

A. unclosed thermodynamic terms can be closed through an appropriate Equation of State
(EoS). For example, a pressure law pk (ρk , ek ) needs to be specified for each material k.

B. the volume fraction αk is used in this chapter as a variable of the problem. In other class
of models, this term is not transported and it can be obtained by using a mechanical
equilibrium assumption between the gas and the liquid pressures, see Drui et al.(2016b)
and related references:

pl (ml/αl , el) � pg (mg/(1 − αl), eg), (2.27)

where mk � αkρk .

C. fluctuation terms τt
kand qt

k are related to the fluctuation part of the transport variables.
The modeling of these terms is often inspired from turbulent modeling works, where the
fluctuation tensors are expressed as additional diffusion terms in the system of equations
Devassy et al.(2015).

D. interfacial quantities pI and vI , are involved in the conservative equations as multipliers
of gradient terms. Consequently their expression conditions the mathematical structure
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of the system and the wave dynamics in the flow. One should be careful in modeling
these terms in a way that ensures good mathematical properties. Indeed, it is important
to express the interfacial variable as a function of the problem variables in a way that
the convective part of the system of equations is hyperbolic and it satisfies an additional
entropy equation in the case of regular solutions Seguin(2002). This will be discussed
further in the following section.

E. exchange source terms between the two phases Γk , Γk um
k ,i, ΓkEm

k ,i, M d
k and Πk need to

be modeled according to the physical process and the studied phenomenon. Neverthe-
less, these source terms should be dissipative, in order to satisfy the second principle of
thermodynamics Baer and Nunziato(1986); Guillemaud(2007b); Guillemaud(2007a). The
fulfillment of this condition provides admissible closure for the exchange terms as stated
by Baer and Nunziato(1986).

So far, we have seven equations (three for each phase) and a transport equation on the volume
fraction. In the literature, other two-fluid/mixture2 models involves different number of averaged
equations. In general, this number goes from seven equations down to three, depending on the
nature of the equilibrium expected between the two phases: the more equilibrium the smallest
number of equations. The equilibrium assumption can be classified as follows:

• kinematic equilibrium: u g � u l,

• mechanical equilibrium: pg � pl,

• thermal equilibrium: Tg � Tl,

• the thermodynamic equilibrium corresponds to both a mechanical and a thermal equilib-
rium.

The seven-equation model supposes a full disequilibrium between the phases. A first model of
this type was proposed by Baer and Nunziato Baer and Nunziato(1986). The mathematical
properties of the model was then studied in different works Saurel and Abgrall(1999); Gavrilyuk
and Saurel(2002); Gallouet et al.(2004); Saurel et al.(2009); Ambroso et al.(2009). In the case
where the diffusion terms, the external source terms (body force, radiation) and the phase change
are neglected, this model reads:

∂tαl + vI · ∇x (αl) � µ(pl − pg),

∂tαkρk + ∇x
(
αkρk uk

)
� 0,

∂tαkρk uk + ∇x
(
αk (ρk uk ⊗ uk + pkI)

)
� pI∇x (αl) + λ(uk − uk′ ),

∂tαkρkEk + ∇x
(
αk (ρkEk + pk )uk

)
� pIvI∇x (αl) + λvI · (uk − uk′ ) − pIµ(pk − pk′ ).

(2.28)

The coefficients λ and µ are relaxation coefficients, which derive the system to equilibrium for
infinite values. When one or two of these variables tend to infinity, we can reduce the number of
equations and it is possible to derive some other models by this way. For example by letting λ
and µ go to infinity and supposing a thermal equilibrium between the two phases, one can show
that the seven-equation model can degenerate to the Homogeneous Equilibrium Model (HEM)
Barberon and Helluy(2005); Faccanoni et al.(2012); Drui et al.(2016b); Hurisse(2017).

2An averaged two-phase flow model is considered as mixture model when we consider one velocity for the two
phases.
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2.5 Mathematical structure of the equations

In the following, we discuss some mathematical properties of the convective part of the averaged
two-phase flow models. A wide range of these models can be found in the literature. They can
differ in numerous ways: the number of equations, the equilibrium assumptions between the
phases, the closure relations of the interfacial variables and the considered EoS. The objective is
not to give an exhaustive analysis of all two-fluid models. However, we present some conditions,
especially on the interfacial variables, which ensure good mathematical properties of the model.
We restrict our study to the convective part of the equations. For the sake of simplicity, we
consider a 1D domain. In general, the convective part of two-fluid models can be written in 1D
in the following form:

∂tU + ∂x (F (U )) + B(U )∂xU � 0, (2.29)

where U ∈ Rm is the vector of transported variables, the map F : Rm
→: Rm is the flux function,

B(U ) is m × m matrix, which mainly depends on the intefacial variables and 3 ≤ m ≤ 7 is the
number of transported equations that depends on the equilibrium assumptions between the two
phases. In the case of the model given in (2.28) (m � 7), these variables can be expressed as
follows:

U �

*...........
,

αl
αlρl

(1 − αl)ρg
αlρl ul

(1 − αl)ρg ug
αlρlEl

(1 − αl)ρgEg

+///////////
-

, F (U ) �

*...........
,

0
αlρl ul

(1 − αl)ρg ug
αlρl u2

l + αl pl
(1 − αl)ρg u2

g + (1 − αl)pg

αl (ρlEl + pl)ul
(1 − αl)(ρgEg + pg)ug

+///////////
-

(2.30)

and

B (U ) �

*...........
,

vI , 0, . . . , 0
0, 0, . . . , 0
0, 0, . . . , 0
−pi , 0, . . . , 0
pi , 0, . . . , 0
−pi vi , 0, . . . , 0
pi vi , 0, . . . , 0

+///////////
-

(2.31)

Considering regular solutions of the system (2.29), we can write the convective part in a quasi-
linear form:

∂tU + A(U )∂xU � 0, (2.32)

where A(U ) � ∇U (F (U )) + B (U ) is a m × m matrix. The system is hyperbolic if the matrix
A(U ) is diagonalizable and all their eigenvalues are reals. Physically, this means that the waves
of the system travel at defined real velocities. In the case where one of the eigenvalues has an
imaginary part, the system leads to some singularities Ndjinga(2007). Consequently, the model
is mathematically an ill-posed model. Another important property of the system of equations
is the existence of an entropy equation. In general, an entropy is a convex function η(U ) of the
variables of the system. In the case of the existence of regular solution of the original system
(2.29), this quantity satisfies a transport equation in the following form:

∂tη + ∂x f (η) � 0, (2.33)
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where f (η) ∈ R is the entropy flux.

In the case of the seven-equation model of Baer & Nunziato, the system of equations has an
entropy equation given by the entropy η �

∑
k αkρk sk and its flux f (η) �

∑
k αkρk sk uk , where

sk is the physical entropy of the material k that satisfies the Gibbs relation:

dsk �
dek

Tk
+

pk

Tk
d
(

1

ρk

)
. (2.34)

In the case of weak solutions3 of the original system of equations (2.29), the entropy equation
becomes an inequality ∂tη + ∂x f (η) ≥ 0 Godlewski and Raviart(1996). For a given initial and
boundary conditions for which a weak solution exists, the entropic inequality allows to define a
unique weak solution. The hyperbolic and the existence of an entropy equation are two important
mathematical properties that can help in the well-posedness of the model. Consequently, robust
numerical schemes are more likely to provide stable simulations.

The different assumptions that one can consider such as compressibility effects, equilibrium as-
sumptions between the two phases and closure relations of the interface pressure and velocity
have a direct impact on the hyperbolicity of the obtained equations and the existence of an en-
tropy equation. It is important to preserve these properties, when we model the two phases. In
fact, a good physical model is most likely to have good mathematical properties as it was pointed
by Drew and Passmann Drew and Passman(1999). However, some common assumptions used
in two-fluid modeling can lead to a non-hyperbolic system. Let us give two examples. First, it is
very common to suppose that the liquid phase is incompressible and that the interface pressure
is imposed by the gas pressure pI � pg � p. This modeling assumption seems to be physically
reasonable and justified by the fact that the liquid has a very low compressibility and a very
short time-scale of the pressure relaxation toward an equilibrium pressure, compared with other
time scales. Nonetheless, it yields a non-hyperbolic system of equations and thus an ill-posed
mathematical model Saurel and Abgrall(1999). Another ill-posed model occurs when a mechan-
ical equilibrium between the two thermodynamic pressures pl (ρl , el) � pg (ρg , eg) is imposed.
This type of model is known as the six-equation model (mass, momentum and energy), while
the volume fraction is obtained from the pressure equilibrium assumption. The six-equation
model has been shown to be non-hyperbolic in Boure(1997). Yet, this model was widely used
in nuclear engineering. We refer here to the work of Ishii & Hibiki Ishii and Hibiki(2011) and
Morel Morel(1997). Their choice was justified by the fact that the propagation of sound waves is
not paramount in their studies. Plus, they use an additional diffusion terms, which stabilize the
numerical resolution. In the opposite, Saurel and Abgrall(1999) showed that, when both phases
are considered as compressible with two different pressures, the system of equations has more
degrees of freedom and it is possible to obtain hyperbolic model provided that we use consistent
closures of the interface variables. Another point that affects the hyperbolic property and the
nature of the system waves is the interface variables. Saurel and Metayer(2000) and Delhaye
and Boure(1982) suggest the following expressions:

pI �
∑

k�l ,g
αk (pk + ρk (vI − uk )2),

vI �
∑

k�l ,g
αkρk uk/

∑
k�l ,g

αkρk ,
(2.35)

These relations lead to a hyperbolic system. Indeed, by using these relations in the system (2.28),
we can show in 1D that the seven-equation model has seven eigenvalues (uk , vI , uk±ck ), where ck
is the speed of sound in phase k. The eigenvalues are distinct, thus we have a strictly hyperbolic

3weak solution is defined as the solution of the differential equations in the sense of distributions.
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system, except when locally some eigenvalues are degenerate. Furthermore, the second equation
of (2.35) ensures that the characteristic field associated with vI is linearly degenerates, which
allows to simplify the derivation of an approximate solution of Riemann problem Saurel and
Abgrall(1999).

The fundamental conclusion of this section is that additional relations can simplify the modeling
but it can also lead to some mathematical difficulties. For this reason, one needs to be aware of
these issues in order to be able to propose a physically consistent model but also a mathematically
well-posed system of equations.

2.6 Interface sharpening methods

So far, we have discussed the physical consistency and the mathematical properties of two-fluid
models. However, their accuracy has not yet been considered. As explained before, two-fluid
models can spread the interface by including, in the source terms of the model, some fluctuation
effects on the flow. The diffusion process of the two-fluid model interface is interpreted as
the averaged evolution across multiple realizations of the real interface. It is important that
the source terms can reproduce correctly this process, when the fluctuations and the interface
instabilities are very high. Otherwise, we need to preserve a sharp interface. However, classical
numerical methods produce artificial diffusion of contact discontinuities, resulting in an artificial
fluid mixing at the interface. This numerical diffusion is not a physical process. As consequence,
it will destroy the interface, in a region where the real interface is not necessary deformed.
Furthermore, in the region where the interface is very deformed, the numerical diffusion will lead
to overestimate these deformations. For this reason, it is important to counter the numerical
diffusion of the interface and to preserve the large interface structures, especially near the nozzle
outlet. In the literature, different contributions have addressed this problem in different manners.
First, high order numerical schemes generally decrease the numerical diffusion of the solution.
This works well for regular solutions. In the presence of the interface, it is not obvious to preserve
a sharp interface, while ensuring a non oscillating solution. Another possibility consists in using
a locally high grid resolution. This can be achieved using Adaptive Mesh Refinement (AMR)
codes, see Drui et al.(2016a); Drui(2017) and references therein. A third option, to cope with this
problem, is to use anti-diffusive numerical schemes. We refer here to the works So et al.(2012)
and Kokh and Lagoutière(2010), where the method has been used for a sharp two-phase flow
model4. However, these methods rely on the underlying numerical scheme as it was pointed by
Tiwari et al.(2013). Furthermore, some anti-diffusion methods So et al.(2012) can over-sharpen
the interface and lead to some numerical instabilities. Finally, additional source terms can be
envisioned to regularize the interface and keep an approximately constant-thickness interface
Tiwari et al.(2013); Shukla et al.(2010). But, these source terms can be incompatibles with
the thermodynamics of the two-fluid model. Tiwari et al.(2013) have developed a consistent
interface regularization source term. In their work, they show some promising results using a
compressible bubble collapse test case. They compared their results with other methods that
regularize the interface So et al.(2012); Shukla et al.(2010) and with a semi-analytic solution.
The result obtained by their method shows a good evaluation of the bubble compression and a
good preservation of the interface-thickness. Although, it is important to point out that many
of these methods depend on some parameters which need to be initially determined by the user.
It will be worthwhile, in future work, to relate these parameters to some relevant variables of

4the five-equation model used in Kokh and Lagoutière(2010) diffuses the interface only numerically, for this
reason the model is consider as a sharp interface model. This model does not belong to the class of models that
we present in the present chapter.
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the model.

2.7 Sub-scale interface modeling

Two-fluid models are often restricted to describe the interface by one interface function, which
is here given by the volume fraction variable. This variable varies smoothly in the interface
zone because of the artificial diffusion. The regularization interface methods, discussed in the
previous section, can success in limiting the diffusion in an approximately constant-thin zone.
The thickness of this zone is often given by few computational cells. Therefore, even in op-
timistic cases, we are not able to capture the interface at scales smaller than the mesh size.
This problem is more relevant in the intermediate zone where the atomization occurs and in the
disperse phase zone. These zones present very small interface scales compared to coarse meshes.
In order to recover some interface topology information, some additional topological variables
can be transported. In the modeling of the primary atomization, many contributions Devassy
et al.(2015); Lebas et al.(2009); Morel(1997) have used an additional transport equation for a
surface area density variable. Drew(1990) proposed to go further in describing the interface by
using two interface curvatures in addition to the volume fraction and the surface area density.
The derivation of transport equations of these geometrical interface variables is not straight-
forward. To illustrate this difficulty, the transport equation of a surface area density will be
presented in the following. The curvature variables are the subject of the second part of this
manuscript and will not be presented in this chapter.

Area density transport equation The surface area density is defined as the mean interfacial
area per unit of volume. This is an important quantity to better account for the interface topol-
ogy and for an accurate modeling of the exchange transfer terms at the interface. Furthermore,
this quantity and the volume fraction provide an estimation of a mean droplet size in a disperse
phase flow d � ΣI/(6α), where ΣI is the surface area density. We can express this quantity, in
the context of ensemble average, as follows:

ΣI � 〈δI (t , x)〉 , (2.36)

where

δI (t , x) � | |∇x (χk (t , x)) | |, (2.37)

is the instantaneous area concentration. We underline that the derivation in (2.37) is defined in
the sense of distributions. The instantaneous area concentration (IAC) was introduced in the
first time in Kataoka(1986), where the surface of the gas-liquid interface is defined as zeros of a
function g(x , t) � 0. In this context, IAC was defined as follows:

δI (t , x) � | |∇x
(
g
)
| |δ(g(t , x)). (2.38)

Both definitions (2.37) and (2.38) are in fact equivalents. We can show this result by using
the fact that χk � H (g(t , x)) or χk � H (−g(t , x)), where H is the Heaviside function. In
Morel(2015), a transport equation for the IAC is derived:

∂tδI + ∇x · (δIvI ) � δI∇s · (vI ), (2.39)

where ∇s · (•) � (I − n ⊗ n) : ∇x (•) is the surface divergence operator. The averaged transport
equation of the surface area density can be obtained by applying the averaging operator:

∂tΣI + ∇x · (ΣIvI ) � 〈δI∇s · (vI )〉 . (2.40)
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This equation does not take into account discontinuous phenomena, like the breakage or the
coalescence. To take these phenomena into consideration, we need to add some source terms in
this equation Morel(2015). The term in the RHS is the surface stretching source term. This
term needs also to be closed and related to the transported variables. Other transport equations
for the surface area density have been proposed in the literature see Vallet et al.(2001); Devassy
et al.(2015); Lebas et al.(2009) and references therein. The derivation of transport equation is
based on phenomenological modeling of the interface stretching and diffusion due to interface
fluctuation:

∂tΣI + ∇x · (ΣI u) � ∇x · (Ds∇x (ΣI )) + (A + a)ΣI − VsΣI , (2.41)

where Ds is a diffusion coefficient, 1/A and 1/a are two different production time scales and Vs
is a destruction coefficient homogeneous to a velocity.

We also underline that the concept of the surface area density was used in combustion field
Candel and Poinsot(1990).

2.8 Conclusion

Two-fluid models can be derived from a statistical average approach. This class of models is
suitable to simulate the separated two-phase flows, where the details on the gas-liquid interface
are not completely resolved. In the literature a wide range of two-fluid models are consid-
ered. Each model depends on some equilibrium assumptions and closure relations. This chapter
presents paramount elements that can help to choose or to derive a mathematically and phys-
ically consistent model. First, it is important to satisfy some mathematical properties, such
as the hyperbolicity of the convective part of the system of equations and the existence of an
entropy equation. Furthermore, the modeling of the source terms should be globally dissipa-
tive to satisfy the second law of thermodynamics. Finally, the source terms should include the
fluctuations and the sub-scale effects on the mean flow. While, the numerical diffusion of the
interface should be countered and limited using consistent methods.

This brief review on two-fluid models highlights a crucial difficulty in modeling the interface.
Indeed, the statistical description of the interface through the volume fraction is still very poor
to take into account complex interface topology. An accurate description of the interface sub-
scale is important to model the primary atomization. Consequently, two-fluid models are not
yet mature to describe correctly the whole process of fuel injection. The main topic of this PhD
consists in enriching the interface by introducing new interface variables. But before we present
our approach to this issue, in the following chapter, we first present an overview of the existing
Eulerian moment models to describe the disperse phase.





Chapter 3

Eulerian modeling of spray

3.1 Introduction

In the previous chapter, we showed that two-fluid models can be used to model separated two-
phase flows. This type of flow is present close to the outlet nozzle of fuel injectors. Additional
transport equations like a surface area-density transport equation can be used to enhance the
gas-liquid interface description and to capture the primary atomization in the intermediate in-
jection zone. However, even by using this variable, the current two-fluid models fail to accurately
simulate the flow in the downstream region. Indeed, the atomization of the liquid fuel yields
to a polydisperse evaporating spray. This spray consists of a cloud of small droplets of differ-
ent sizes, carried by the continuous gaseous phase. The volume fraction and the surface area
density variables can only estimate a mean diameter of the droplets, while the size distribution
remains unknown. For combustion applications, it is important to capture the evaporation and
the mixing of the fuel with the oxidant (air). These mechanisms are mainly controlled by the
polydispersion character of the spray (see Figure 3.1) and also by the transport of the gas species.
Actual two-fluid models are not yet able to describe accurately this polydispersion. Further-
more, there is no model that can describe and simulate accurately the two zones of the flow:
disperse and separated phases. Therefore, in spray-combustion simulations, we often consider
that the boundary conditions are moved downstream into the disperse region, and the spray is
injected with an initial distribution (without taking into account the primary atomization pro-
cess). This distribution is mainly obtained from experimental data. In this context, the gaseous
phase is simulated on an Eulerian grid, while droplets can be simulated using Lagrangian Apte

Figure 3.1: Simulation of the MERCATO test rig of ONERA Vié et al.(2013a). Vapor fuel
mass fraction obtained for monodisperse spray (left) and for a polydisperse spray using multi-fluid
model (right) for non-reactive conditions.
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et al.(2003); Sanjosé et al.(2011); Cunha(2018) or Eulerian models Martinez et al.(2010); Emre
et al.(2015); Kah et al.(2015); Vié et al.(2015b). In this chapter, we present a general overview
of the Eulerian spray models based on the moments method. For these models, we consider the
gas mixture as the carrier and continuous phase, described as a monophasic flow. The spray
consists of disperse droplets of presumed interface shape (spherical droplet), which can be de-
scribed accurately with a kinetic approach Williams(1958). Starting from this kinetic equation,
reduced models can be derived using the moments method. Eventually, the interaction between
the two phases is taken into account through additional source terms.

3.2 Gaseous phase description

3.2.1 Governing equations

As mentioned in the introduction, accurate description of the gaseous phase mixture is an
important element for an accurate prediction of the combustion. Indeed, the reaction rate
depends on the local mass fraction of each species involved in the different intermediary chemical
mechanisms. Such relation can be derived from kinetic chemical considerations Poinsot and
Veynante(2005). Navier-Stokes equations for a multi-species reactive flow can be used to simulate
the continuous gaseous phase. In the following, we suppose that the disperse phase occupies
locally a small volume fraction, such that its interaction with the gaseous phase can be modeled
simply through source terms in Navier-Stokes equations. The Eulerian equations for the gas
phase can be obtained by expressing mass, momentum and energy balances on a control volume
Candel(1990):

∂t ρg + ∇x ·
(
ρg u g

)
� Sm ,

∂t (ρgYk ) + ∇x ·
(
ρg u gYk

)
� −∇x ·

(
ρgYk udi f f

k

)
+ ω̇k + Sspecies

k ,

∂t (ρg u g) + ∇x ·
(
ρg u g ⊗ u g

)
� −∇x

(
Pg

)
+ ∇x · (τ) + Smom ,

∂t (ρg hs
g) + ∇x ·

(
ρg u g hs

g

)
� −∇x ·

(
q
)
+ ∂t (Pg) + τ : ∇x

(
u g

)
+ ω̇T + Senth .

(3.1)

where ρg is the mass density of the gas mixture, u g is the gas velocity, hs
g is the sensible

enthalpy of the mixture and Pg is the mixture gas pressure. These variables characterize the
global mixture of the gas and depend on its composition, which is described by the mass fraction
Yk � ρk/ρg of each species k, and where ρk is the mass density of the species k. The global
mixture quantities satisfy:

nsp∑
k�1

ρk � ρg ,

nsp∑
k�1

Yk uk � u g and
nsp∑
k�1

Yk hs
k � hs

g . (3.2)

where uk is the velocity of species k. Since the species velocity is not necessarily equal to the
mixture gas velocity, the relative velocity udi f f

k � uk − u g is the diffusion velocity of the species
k within the gas mixture. The sensible enthalpy hs

k � hk − h0
k of the species k is defined as the

difference of the total enthalpy hk of the species k and the enthalpy of formation h0
k defined at a

standard pressure and temperature. The sensible enthalpy of the gas mixture can be expressed
using the heat capacity of the gas mixture Cp ,g (T) �

∑nsp

k�1 YkCp ,k (T) as follows:

hs
g �

∫ Tg

T0

Cp ,g (T) dT. (3.3)
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The right hand side of the system (3.1) corresponds to the evaporation and drag source terms
of the disperse phase, the chemical reactions of the species and some diffusion terms due to the
species diffusion velocity, dynamic viscosity and thermal fluxes. The source terms related to the
disperse phase are: Sm the mass source term due to the spray evaporation, Smom the momentum
source due to the evaporation and drag force of the disperse phase and Senth energy source term
due to the disperse phase. Then, the other source terms are: Sspecies

k the evaporation source
term of the species k, ω̇k the reactive rate due to chemical reaction of the species k, τ the viscous
stress tensor, ω̇T the heat release source term due to chemical reaction and q the thermal flux.

3.2.2 Closure models

The system of equations (3.1) consists of 2+ nsp + d equations, where d is the space dimension.
The unknown variables to be solved are the mass density ρg, the velocity u g, the sensible
enthalpy of the gas mixture hs

g and the mass fraction Yk of each species. The system of equations
needs some closure assumptions and additional relations to relate the different terms to the
transported variables of the problem. The unclosed source terms due to the disperse phase will
be discussed later in this chapter. The source terms due to the chemical reactions depend on the
reactive rate of these reactions. For this reason, one needs to conduct chemical kinetic studies
to determine the different intermediate reaction steps and identify the preponderant reactions.
Arrhenius law allows to estimate the reaction rate after identifying the important intermediate
reaction steps. If we neglect the diffusion of the mass due to temperature gradients, known also
by the Soret effect, we can then use the Fick’s law:

Yk udi f f
k � −Dk ∂x · (Yk ) (3.4)

where Dk is the diffusion coefficient of species k into the mixture. In the momentum equation,
we consider a Newtonian fluid to express the viscous stress tensor:

τ � µg

(
∇x

(
u g

)
+ ∇x

(
u g

) t
)
−

2

3
µg∇x ·

(
u g

)
I , (3.5)

where µg is the dynamic viscosity of the gas.

The heat release due to the combustion chemical reactions can be computed after determining
the chemical reaction rate of each species as follows:

ω̇T �

nsp∑
k�1

ω̇k h0
k . (3.6)

The energy flux can be modeled by a Fourier’s law and a term associated with different enthalpy
species diffusion:

q � −λg∂x Tg + ρg

nsp∑
k�1

hk udi f f
k Yk . (3.7)

Equations (3.4)-(3.7) close the source terms of system (3.1) excepted the source terms related to
the spray. In the case of a one way-coupling, these terms are neglected, and thus the system is
fully closed. But in such case, we cannot simulate gaseous fuel production through evaporation.
Accurate modeling of source terms due to the disperse phase will be presented later in this
chapter, where a two-way coupling model framework is considered. This second approach is
more accurate to describe the gas-spray interactions.
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3.2.3 Dimensionless variables

In this section, we present the dimensionless equations of the gaseous phase and we introduce
in this context the different dimensionless variables that control the flow regime. First, let us
introduce the characteristic variables: U0, the reference macroscopic velocity and x0, the refer-
ence length of the domain, which allow to define a reference time scale for the gas: τg � x0/U0.
These quantities, along with the physical constants for a reference physical mixture, ρ∞, µ∞,
Cp ,∞, T∞, W∞ are taken to define the dimensionless system. The reference pressure is defined
by P∞ � ρ∞RT∞/W∞. For any variables a, its dimensionless value a is given by a � a/a0 or
a � a/a∞. To derive the dimensionless equations, we define a normalization Reynolds number
based on the reference quantities:

Re0 �
ρ∞ x0 U0

µ∞
. (3.8)

The molecular transports of species and heat are characterized by the following dimensionless
variables Poinsot and Veynante(2005):

Sck �
µg

ρgDk
, Pr �

Cp ,gµg

λg
, Lek �

λg

ρg Cp ,g Dk
. (3.9)

The Schmidt number Sck for the species k compares momentum dissipation and species k molec-
ular diffusion, whereas the Prandtl number Pr compares the thermal diffusivity λg/ρgCp ,g to
the mechanical diffusivity µg/ρg. The mass and thermal diffusivity are compared via the Lewis
number Lek � Sck/Pr. In order to obtain a simple form of the dimensionless system of equations,
similar to the original one, we introduce the quantities:

µ?g �
µg

Re0
, D?

k �
µg

ρg Re0 Sck
, λ?g �

Cp ,g µg

Re0 Pr
. (3.10)

With these definitions, the Schmidt, Prandtl and Lewis numbers are given by:

Sck �
µ?g

ρg D?
k
, Pr �

Cp ,g µ?g

λ?g
, Lek �

λ?g

ρg Cp ,g D?
k

. (3.11)

In this framework, we can write the gaseous system in non dimensional form, obtained from
equation (3.1). To lighten the notations, we use for dimensionless variables, the same variables
as for the original ones:
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(3.12)

with

q? � −λ?g ∂x Tg + ρg

nsp∑
k�1

hk D?
k ∇x (Yk ). (3.13)
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We define the reference Mach number M, and the ratio γ∞ between the reference heat capacities:

M �
U0√

γ∞ R
W∞T∞

, with γ∞ �
Cp ,∞

Cv ,∞
. (3.14)

3.3 Kinetic spray modeling

In this section, we consider a dilute disperse phase 10−4 < αl < 10−2, which consists of small
droplets supposed of spherical shape. In this case, the gas-liquid interface is not solved. This
assumption is valid for a low aerodynamic Weber number, which for a droplet of diameter d is
defined as follows:

Weg �
ρg d | |u g − u l | |

2

σ
. (3.15)

The Weber number characterizes the ratio of the inertial forces with the surface tension effects,
as estimated by the surface tension σ. A critical Weber number Wecri ' 12 is often used to
classify the droplets into stable and unstable. In the disperse phase region of the fuel injection,
the Weber number of the droplets obtained after the primary breakup, can vary from low values
Weg < Wecri that corespondents to very small and stable droplets, and medium or high values
Weg >> Wecri, for which the droplets can undergo secondary breakup to generate smaller
droplets of low Weber number.

The so-called kinetic approach represents the spray at a mesoscopic level by using a number
density function (NDF). In this framework, we use a statistical description of the droplets
population based on a set of variables characterizing the droplets (size, velocity, temperature,
etc.). These variables are used as the internal variables of the NDF. Thus, the NDF can give rich
information about the spray such as the polydispersion and the polykinetic (velocity distribution)
spray features. In the following, we denote by ξ̂d to the internal variables of the NDF. We use
the ensemble average over realizations (see chapter 2) to define the NDF. Considering Nmax, the
maximum droplet number in the domain, we define the NDF as follows:

f (t , x; ξ̂d) �
〈Nmax∑

j�1

δ(x − x j (t))δ(ξ̂d − ξd , j (t))
〉
, (3.16)

where 〈•〉 is the ensemble average operator defined in section 2.10 and x j (t) and ξd , j (t) are
respectively the position and the phase variable of droplet j at time t for one realization.

3.3.1 William-Boltzmann equation

In spray modeling for combustion, we often characterize each droplet, by its size φ, its velocity c,
and its temperature T. These three variables are going to be the internal variables ξd � (φ, c , Td)
of the NDF. The size variable can be the volume, the surface or the radius of the droplet. We can
also consider more than one size variable to characterize the droplets, when the droplet shape is
not spherical. In the following, we suppose a spherical shape for droplets and we use the surface
area as the only size variable φ � S. The number density function f (t , x , S, c , Td) represents the
probable density number of droplets located at position x, traveling with velocity c and having
size S and temperature Td. To derive a transport equation for the NDF, we further assume
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droplet independence, that can be linked with the molecular chaos assumption in the kinetic
theory of gases. We can then derive the following Generalized Population Balance equation

∂t f + ∂x ·
(
c f

)
+ ∂c ·

(
a f

)
+ ∂S

(
RS f

)
+ ∂Td

(
ET f

)
� Γ + Q, (3.17)

known also by the Williams-Boltzmann (WB) equation Williams(1958), where:

• ∂t f + ∂x · (c f ) represents the free transport of the spray;

• a � dt (c) is the acceleration applied on the droplets per unit mass;

• RS � dt (S) is the rate of change of the size S of the droplets;

• ET � dt (Td) is the rate of change of the droplets temperature due to heat transfer;

• Γ is the rate of change of distribution function f due to collisions;

• Q is the rate of change of f due to particles formation by secondary break-up.

3.3.2 Source term closure models

Acceleration the droplet acceleration is due to different forces applied on it. In general, we
can decompose the forces into four contributions:

a �
1

mp
(FG + FD + Fvm + FL), (3.18)

where mp is the mass of the droplet, FG is the buoyancy force, FD is the drag force applied by
the gas, Fvm is the virtual mass force and corresponds to the acceleration of the gas carried by
the particle and FL represents the lift force due to droplet rotation.

In the following, we focus on the drag term. Indeed, it was shown in Dufour(2005) that for a
gas-liquid flow where ρg/ρl < 10−2, the drag force is the dominant force. A general expression
for the drag force is given by, O’Rourke(1981); Sirignano(1999).

F �
1

8
ρg CD S

(
u g − c

)
| |u g − c | |, (3.19)

where CD is the drag coefficient. This coefficient depends on the particle shape, as well as on
the flow parameters such as the Reynolds number, the Mach number, the turbulence, etc. For
spherical droplets, we can focus only on the variation of CD with the Reynolds number based
on the relative velocity:

Rep �
ρgS1/2

| |u g − c | |
√
πµg

. (3.20)

Two regimes can be considered: first the Stokes flow regime where the drag coefficient varies
inversely with the Reynolds number, for Rep < 1000; second the inertial range regime where
the drag coefficient approaches a nearly constant value, see Clift et al.(1978) for details. For
low relative velocity, the drag coefficient is given by the Stokes law, proposed by C.G. Stokes in
1851:

CD �
24

Rep
, Rep < 1. (3.21)
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In this case the drag force term writes:

a � mp
18 π µg

ρl S

(
u g − c

)
� mp

(u g − c)
τp (S)

, (3.22)

where

τp (S) �
ρl S

18 π µg
, (3.23)

is a characteristic response time of the droplet to the gas dynamic. for the sake of simplicity,
the Stokes law is used to model the force acting on the droplets in the following.

Evaporation and heat rate the droplet size decreases due to the evaporation. Its dilatation
due to heating is neglected in this study. We assume that the evaporation process is slow enough
to consider a steady state and the evaporated liquid is diffused in the gaseous phase following a
Fick’s law. Thus, in the limit of no chemical reaction, RS reads Sirignano(1999):

RS � 4π
ρg

ρl
ShcDy f log(1 + Bm), (3.24)

where Bm is the spalding mass transfer number, Shc is the convective Sherwood number and
Dy f is the Fick’s law binary coefficient. Further details about these quantities are given in
de Chaisemartin(2009). If no other convective correction is taken into account, it leads to the
d2 law, Godsave(1953); Spalding(1953):

RS � −K, (3.25)

where K is a constant independent of the droplet size, but which may depend on the local gas
condition. In the following, we adopt this model to close the evaporation rate.

A model for the heat rate can be also derived from the film theory around an isolated droplet.
In Sirignano(1999), the heat rate is expressed, for the same condition considered to express the
evaporation rate, as follows:

ET � 6π
ρg

ρlSCp ,l
ShcDy f log(1 + Bm)

(
Cp ,g (Tg (∞) − [T]s

BT
− Lv

)
, (3.26)

where Tg (∞) is the gas temperature beyond the diffusive thermal boundary layer, [T]s is the
temperature at the droplet surface, Lv is the latent heat of vaporization and BT is the spalding
dimensionless heat transfer number. Let us give expressions for spalding dimensionless transfer
numbers and the relation between them:

Bm �
[YF]s − [YF]∞

1 − [YF]s
, BT �

ρg | |u g − c | |Cp ,g

hc
, BT � (Bm + 1)

Shc

Nuc

Sh
Pr , (3.27)

where [YF]s is the fuel mass fraction at the droplet surface, [YF]∞ is the fuel mass fraction beyond
the diffusive mass boundary layer and hc is the convective modified heat transfer coefficient. Ac-
cording to the film theory, the relative velocity between the gas and the droplet reduces boundary
layer around the droplets. Therefore some correction models on the Sherwood and the Nusselt
numbers have been proposed in the literature Abramzon and Sirignano(1989); Sirignano(1999);
Faeth(1983).
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Coalescence and collision source terms The velocity dispersion of droplets around the
mean motion can cause collisions between droplets. Different possible scenarios can be consid-
ered when two or more droplets collide. The droplets may coalesce to form one single droplet,
rebound or explode to form a large number of other droplets. In the following, we consider
collision kinetic modeling for spray, which is detailed in Drew and Passman(1999). The spray
is assumed to be dilute. Therefore, binary collisions (collision of two droplets) are the most
probable scenario. The collision source term in WB equation has two contributions Γ � Γc +Γr ,
where Γc represents collisions resulting in coalescence and Γr collisions resulting in rebounds.

As presented in Laurent(2002); Laurent et al.(2004); Doisneau et al.(2013), the coalescence term
is written as the sum of the coalescence part Γ+

c forming droplets at size and velocity (S, c) and
the coalescence part Γ−c which leads to the disappearance of the droplets parametrized by (S, c).
Following the same derivation as in Laurent(2002), we can express the two terms as follows:

Γ+
c �

1

2

∫
S?

∫
c? Ecoal(S, S?)B(S�, S?) |c� − c?| f (S�, c�) f (S?, c?) J dS?dc?,

Γ−c � −

∫
S?

∫
c?

Ecoal(S, S?)B(S, S?) |c − c?| f (S, c) f (S?, c?) JdS?dc?.

(3.28)

where Ecoal is the probability of the coalescence of two colliding droplets. In the production term,
we count all the possible collisions between a droplet parametrized by (S?, c?) and a droplet
parametrized (S�, c�) resulting in a single droplet parametrized by (S, c). For fixed (S?, c?),
the mass and momentum conservation leads to a one-to-one transformation (S, c) → (S�, c�) :

S�3/2 � S3/2
− S?3/2 ,

c� �
S3/2c − S?3/2c?

S3/2 − S?3/2
.

(3.29)

J is the Jacobian of this transformation. The collision cross section is:

B(S, S?) � π
(
R(S) + R(S?)

)2
, (3.30)

where the droplet radius is R(S) � (S/(4π))1/2.

The rebound term Γr can be modeled using the generalized Boltzmann collision operator for
hard-sphere inelastic binary collisions Drew and Passman(1999):

Γr �

∫
∞

0

(1 − Ecoal(S, S?))B(S, S?)

1

π

∫
R3

∫
S+

[
f (S, c′′) f (S?, c′′)

α(S, S?)2
− f (S, c) f (S?, c?)

]
��g · n�� dndc?dS?,

(3.31)

where n � (x − x∗)/|x − x∗ | is the unit vector in the direction between the droplet centers,
g � c − c? is the relative velocity before collision, and 0 ≤ α ≤ 1 is the coefficient of restitution
with the property α(S, S?) � α(S?, S). The surface S+ is the unit half sphere on which g ·n > 0.
The double-prime variables denote values before the inverse collision, which are defined in terms
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of the pre-collision values by Fox and Vedula(2010).

c′′ � c −
S?3/2(1 + α(S, S?))
α(S, S?)(S3/2 + S?3/2)

(g · n)n ,

c?′′ � c? +
S3/2(1 + α(S, S?))

α(S, S?)(S3/2 + S?3/2)
(g · n)n.

(3.32)

In the case of elastic rebounds, one has α � 1.

Breakup source terms the secondary breakup of droplets is mainly due to aerodynamic
forces of the gas, where high relative velocity between the gas and the disperse phase causes
the deformation and eventually breakage of the droplets. The surface tension of the gas-liquid
interface counteracts this process. Thus, the dimensionless Weber number is a physical criterion
this phenomenon:

We �
2Rρg | |u g − c | |

σ
, (3.33)

where R is the droplet radius, c its velocity and σ is the surface tension. For Weber number
We > 12, secondary break-up has to be taken into account. In this part, we recall briefly the main
points to model the break-up operator Q, where more details can be found in Hylkema(1999);
Villedieu and Hylkema(2000).

The breakup operator can be decomposed into two contributions Q � Q+ + Q−:

Q+(t , x; c , S) �
∫

c?
∫

S? ν
bup (c?, S?)h(c , S, c?, S?) f (t , x , c?, S?)dS?dc?,

Q−(t , x; c , S) � −νbup (c , S) f (t , x , c , S),
(3.34)

where h(c , S, c?, S?) is the number of droplets parametrized by (c , S) produced by the breakage
of a droplet parametrized by (c?, S?) and νbup (c , S) is an average frequency of breakup for a
droplet parameterized by (c , S). These two functions are often expressed as function of the local
gas properties and the Weber number, using empirical relations, Dufour(2005); O’Rourke and
Amsden(1987).

3.3.3 Gas-spray source terms

The source terms arising in the gaseous equations (3.1) and which are related to the influence
of the dispersed liquid phase on the carrier gaseous phase can be now expressed thanks to the
kinetic spray modeling. These terms represent:

• the variation of mass density, for the mixture and for individual species, due to spray
vaporization,

• the variation of momentum of the spray, due to spray vaporization and to external forces,

• and finally the variation of enthalpy per unit mass, due to spray vaporization and to heat
transfer.
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Sm � −

$
ρl

√
S

4
√
π

RS f dS dc dT,

Sspecies
k � −

$
ΩSurf

k ρl

√
S

4
√
π

RS f dS dc dT,

Smom � −

$
ρl c

√
S

4
√
π

RS f dS ḑ dT −
$

ρl
S3/2

6
√
π

F f dS dc dT,

Senth � −

$
ρl Cp ,l T

√
S

4
√
π

RS f dS dc dT −
$

ρl
S3/2

6
√
π

Cp ,l ET f dS dc dT,

(3.35)

whereΩSurf
k is the evaporation flux fraction for species k, from liquid surface to gas. If we suppose

that all fuel species evaporate in the same way, the evaporation flux fraction of the species is
given by the mass fraction of the species in the liquid fuel decomposition: ΩSurf

k � ρk ,l/ρl, where
ρk ,l is the mass concentration of the species k in liquid fuel. One has to note that to obtain
the expression Senth, we assume that no reaction is happening at the droplet surface. We thus
consider that droplets evaporate before burning.

Two-way coupling is taken into account here, the gas influence on the spray resulting in F, RS
and ET coefficients, depending on both gas and liquid local properties. The influence of the
spray over the gas is taken into account by the source terms of Eq. (3.35).

3.3.4 Simplified modeling framework

In the following of this chapter, we place ourselves in the region beyond a secondary break-up.
After this process, the droplets are stable since the cohesive forces due to the surface tension
are stronger than the destructive forces related mainly to the aerodynamic forces. We can then
neglect the break-up operator. The thermal inertia can also be neglected when the droplets are
small enough. Finally, we consider a dilute spray, where the collision between the droplets is also
negligeable. Therefore, the NDF becomes f (t , x , c , S) and the WB equation (3.17) is reduced
to:

∂t f + ∂x ·
(
c f

)
+ ∂c ·

(
F f

)
+ ∂S

(
K f

)
� 0, (3.36)

where F �
u g − c
τp (S)

is the drag force modeled by using the Stokes law as it was proposed in (3.22)

and K is a constant evaporation rate given by the d2 evaporation law, (3.25).

3.3.5 Dimensionless William-Boltzmann equation

In this section, we derive a dimensionless kinetic equation. We consider the reference gas vari-
ables defined in section 3.2.3 and some additional variables that characterize the droplets: the
reference size S0 and the reference droplet density n0 � N0/xd

0 , for a physical space with d spatial
dimensions and total droplet number in the entire domain N0. We introduce the dimensionless
variables of the disperse phase:

S �
S
S0
,

c �
c

U0
.

(3.37)
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In this framework, the dimensionless NDF f can be written as follows:

f (t , x , S, c) �
Ud

0S0

n0
f (t , x , S, c). (3.38)

The dimensionless formulation for the drag force and the evaporation rate is given by:

F �
x0

U2
0

F ,

K �
x0

U0S0
K.

(3.39)

The dimensionless drag force can also be rewritten as follows:

F �
u g − c

St(S̄)
(3.40)

where St(S) � S0τp (S)/τg is the Stokes number, which characterizes the response of the droplet
to the gas dynamics. Considering dimensionless variables, William-Boltzmann equation is rewrit-
ten as follows:

∂t f + ∂x ·
(
c f

)
+ ∂c ·

(
u g − c

St(S)
f
)
−K ∂S f . � 0, (3.41)

In the following of this chapter, we only use dimensionless quantities, and for the sake of legibility,
we will omit the bar sign. We also use a reference size equal to the maximum droplet size, such
that S ∈ [0, 1].

3.4 Eulerian moment method

Given the high dimension of the variables space of the WB equation, its discretization for
industrial applications is not attainable under reasonable CPU time. Since a high accuracy
on the resolution of the distribution of droplets is not necessary for the applications we are
concerned with, and only macroscopic quantities are needed, an Eulerian moment method can
be a promising alternative for an approximate resolution. In this approach, we consider the
moments of the NDF over the phase space (velocity and size):

Mi , j,k ,l �

∫ 1

0

∫
R3

Sl c i
x c j

y ck
z f (t , x , c , S)dSd3c. (3.42)

The moments of the NDF are macroscopic features of the statistics of the flow. As we increase the
number of moments, we approach further to the mesoscopic description given by the NDF. From
the WB equation (3.36), we can derive transport equations on the moments of the NDF in the
physical space. With this method, we reduce the dimension to the time and space dimension,
where numerical resolution is affordable for realistic configurations. However, reducing the
dimension of the phase space variables will generate some modeling difficulties. Indeed, the use
of moments method results in information loss, and yields an unclosed system of moments. In
fact, the transport equation of a given set of size-velocity moments involves other moments of
higher order or, in some cases like evaporation, the knowledge of the entire size distribution
Massot et al.(2010). Therefore, we need closure assumption for the unclosed terms. The closure
assumptions depend on the set of transported moments. For some applications, we need to
transport a large number of moments in velocity and size in order to be accurate enough. To
choose an adequate modeling strategy, two main spray features should be taken into account:
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• Polykinetic feature of the droplet velocity distribution, i.e. the co-existence of several
droplet velocities at the same time and location, is a peculiarity of the disperse phase
dynamics. Due to the difference in droplet inertia, the droplet velocities can be uncorre-
lated, which can lead to different droplet velocities at the same location. This issue can be
neglected in the case of very small droplets, characterized by a low Stokes number, where
the droplets are more likely to follow the gas flow. But in the case of medium and large
droplets, we can encounter Particle Trajectory Crossings (PTC). The PTC can occur for
droplets of different sizes (hetero-PTC) or of the same size (homo-PTC). In this case, one
needs to keep some information about the velocity dispersion in the Eulerian framework
by considering higher order velocity moments.

• Polydisperse feature of the droplet size distribution, i.e. the co-existence of droplets of
different sizes at the same location, is an important parameter to consider in sprays mod-
eling. Indeed, the different interactions with the continuous phase depend on the droplet
size, such that the response of two droplets of different sizes to the continuous phase is
different. Furthermore, the polydispersion has a direct impact on the polykinetic feature,
since the droplets velocity is highly correlated to their size distribution, Vié et al.(2013b).

In the following, we discuss these two important issues, which are related to moment modeling
and we present some existing modeling strategy to cope with these Eulerian modeling difficulties.
In the following, we consider that the NDF has the following presumed form:

f (t , x; S, c) � n(t , x , S)φu (t , x , c − ud (t , x , S)), (3.43)

where
∫

c φu (t , x , c)dc � 1 and
∫

c cφu (t , x , c)dc � 0.

3.4.1 Eulerian Polykinetic modeling

In this part, we discuss some models aimed at capturing the velocity distribution: starting from
the basic mono-kinetic assumption for the velocity distribution, where we consider a unique
spray velocity for all droplets at a given time and position, to some more complex models where
we take into account the variance in the velocity distribution and some anisotropy features of
jet crossings. The main difficulty for dilute spray consists in dealing with high Knudsen flow
regimes. In such case, we can not use some equilibrium assumption as in the kinetic theory
for dense gas flows, where the collision operator in the Boltzmann equation leads to a Gaussian
velocity distribution. Thus, in dilute spray, as for rarefied gas, the velocity distribution has no
preferential form. In the literature, two approaches are used to close the velocity moments trans-
port equations: 1- Algebraic-ClosureBased Moment Methods (ACBMM), where a limited set of
moments are transported, usually up to second order and the higher order moments involved
in the system are expressed explicitly using lower moments thanks to an equilibrium assump-
tion inspired from RANS turbulence modeling. 2- Kinetic-Based Moment Methods (KBMM),
which we use in the following to model the polykinetic aspect of the spray. In this approach, we
transport a set of moments of the velocity distribution. Then, in order to close at higher order
moments involved in the transport equation, we associate the transported moments to a family
of velocity distributions with a sufficient number of parameters to control the given set of mo-
ments. Two possible forms of the distribution closures have been studied in the literature. The
first one consists in using quadrature methods, where the distribution is approximated by a sum
of weighted Dirac distributions see Marchisio et al.(2003) and references therein. The second
approach consists in using an anisotropic Gaussian distribution Vié et al.(2015a); Dupif(2018)
,or multi-Gaussian distribution, when moments up to the second order are used. The anisotropic
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Figure 3.2: Steady solution of two inertial particle jets (St � 20) injected in a compressive
velocity field:1- In left Lagrangian particles 2-In right number density (m−3 ) solution obtained
with Anisotropic Gaussian model Doisneau(2013) and white lines represent the lower and upper
Lagrangian trajectories for each jet.

Gaussian has robust mathematical properties (hyperbolicty) and shows a sufficient capacity in
capture PTC as illustrated in Figure 3.2.

In this paragraph, we present briefly the model that we can derive, when assuming anisotropic
Gaussian distribution in velocity, we also suppose that the size and the velocity are uncorrelated:
ud (t , x; S) � ud (t , x). The velocity distribution expresses as follows:

φu (t , x , c) �
1

(2π)d/2 detΣ
exp

(
−

1

2
cTΣ−1c

)
, (3.44)

where d is the spatial dimension and Σ �
1

n

∫
c (c − up) ⊗ (c − up) f dc is the covariance matrix.

Integrating equation (3.36), multiplied by the vector (1, c , c ⊗ c)t , over the velocity phase space
leads to the following system of conservation laws with source terms related to the drag accel-
eration:

∂tm + ∇ · (F (m)) � S(m). (3.45)

In two dimensions (d � 2), we transport six moments, which corresponds to the number density
n(t , x), the mean vector u � (u , v)T and the superior triangular part of the symmetric energy

tensor nE �
1

2
n(u ⊗ u + Σ):

m �

*........
,

m0,0

m1,0

m0,1

m2,0

m1,1

m0,2

+////////
-

� n

*........
,

1
u
v

u2 + Σ11

uv + Σ12

v2 + Σ22

+////////
-

. (3.46)

The flux vector F (m) depends on the third order velocity moments. Under the assumption on
the shape of the velocity distributions (3.44), those can be expressed as function of the covariance
matrix Σ and of the mean velocity vector ud � (u , v):

F (m) �

*........
,

u v
u2 + Σ11 uv + Σ12

vu + Σ12 v2 + Σ22

u3 + 3uΣ11 u2v + vΣ11 + 2uΣ12
u2v + 2uΣ12 + vΣ11 uv2 + 2vΣ12 + uΣ22
uv2 + uΣ22 + 2vΣ12 v3 + 3vΣ22

+////////
-

. (3.47)
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Finally, the source term corresponding to the drag effects following a Stokes law reads:

S(m) �
n

St(S)

*........
,

0
ug − u
vg − v

2uug − 2u2
− 2Σ11

uvg + ug v − 2uv − 2Σ12
2vvg − 2v2

− 2Σ22

+////////
-

. (3.48)

The LHS of the system can be written as the following form:

∂t n + ∇ · (nud) � 0,
∂t nud + ∇ · (nud ⊗ ud + P) � 0,
∂t nE + ∇ · ((nE + P)ud) � 0,

(3.49)

where the pressure tensor P is related to the covariance matrix Σ as follows:

P � nΣ. (3.50)

The covariance matrix Σ which measures the velocity dispersion in different space directions can
be expressed algebraically as a function of the moments up to second order:

Σ11 �
m2,0 − m1,0m1,0

m0,0
, Σ12 �

m1,1 − m1,0m0,1

m0,0
, Σ22 �

m0,2 − m0,1m0,1

m0,0
. (3.51)

This model degenerates to the Gaussian isotropic model, when the covariance matrix is pro-
portional to the identity matrix Σ � σId. In this case, it is sufficient to take only the trace of
the energy tensor ne � nTr(E) �

∫
c | |c | |

2 f (c)dc into account. The system of equations (3.49)
becomes:

∂t n + ∇ · (nud) � 0,
∂t nud + ∇ ·

(
nud ⊗ ud + p

)
� 0,

∂t ne + ∇ ·
(
(ne + p)ud

)
� 0,

(3.52)

where p � nσ � n(e −
1

2
| |ud | |

2)/d and d is again the space dimension. The two last systems of
equations are strictly hyperbolic. In the case when the velocity dispersion is neglected σ � 0,
the model degenerates to the pressureless model:

∂t n + ∇ · (nud) � 0,
∂t nud + ∇ · (nud ⊗ ud) � 0, (3.53)

This last model corresponds to the monokinetic assumption and which is only weakly hyperbolic:
the system of equation in each transport direction has one real eigenvalue given by the velocity.
The monokinetic assumption is valid for low Stokes numbers, where PTC can be neglected since
the particles acts as tracers of the gas field. In the case where PTC occurs, this model leads to
singular accumulation of droplets, and so to an overestimation of droplet segregation compared
with anisotropic and isotropic Gaussian models Vié et al.(2015a); Sabat(2016). Another way
to capture PTC consists in using quadrature methods like QMOM method, see Marchisio and
Fox(2005) for more details.



Part I - Two phase flows models 45

3.4.2 Polydisperse sprays

3.4.2.1 Multi-fluid approach

Multi-fluid approach or sectional method consists in discretizing the size variables into compact
intervals, called size-sections. The discretization in size is given by a finite sequence (Si)1≤i≤Ns ,
where Ns > 1 is the number of size-sections and we have:

0 � S0 < S2 < . . . < SNs � 1. (3.54)

A system of conservation laws can be then derived for averaged variables over each size-section.
These averaged quantities correspond to moments of the NDF integrated on each interval
[S j , S j+1]. In this part, we present a first order version of the multi-fluid approach Laurent
et al.(2004); de Chaisemartin(2009), where only one size and one velocity moments are used for
each size-section, this approach is called the One-Size Moment (OSM) method. In the OSM
method, the size and the velocity distributions are two piecewise constant functions of the size,
such that for S ∈ [S j , S j+1] we have:

n(t , x , S) � ρ( j)κ( j) ,

ud (t , x , S) � u ( j)
d (t , x),

(3.55)

where ρ( j) is the mass density of the droplets in the j-th section, given by:

ρ( j) (t , x) �
∫ S j+1

S j

ρl

6
√
π

S3/2n(S)dS, (3.56)

so, that:

κ( j)
�

6
√
π

ρl

5/2

S5/2
j+1 − S5/2

j

. (3.57)

Then, we can derive conservation equations for each size-section, by integrating the semi kinetic
system (3.53) and by assuming a monokinetic-assumption in each section:

∂tρ( j) + ∇ ·
(
ρ( j)u ( j)

d

)
� −

(
E( j)
1 + E( j)

2

)
ρ( j) + E( j+1)

1 ρ( j+1) ,

∂tρ( j)u ( j)
d + ∇ ·

(
ρ( j)u ( j)

d ⊗ u ( j)
d

)
� −

(
E( j)
1 + E( j)

2

)
ρ( j)u ( j)

d

+E( j+1)
1 ρ( j+1)u ( j+1)

d + ρ( j)F ( j) .

(3.58)

where the averaged drag force in section j is:

ρ( j)F ( j)
�

S j+1∫
S j

ρl

6
√
π

S3/2
u g (t , x) − ud (t , x , S)

St(S)
n(t , x , S)dS,

� ρ( j) 5

3

(S3/2
j+1 − S3/2

j )S

(S5/2
j+1 − S5/2

j )

u g − u ( j)
d

θS
.

(3.59)

where S � (S j+1+S j)/2 is the mean surface area of the droplets in the section j, used to evaluate
the averaged drag force in this section. The evaporation terms E( j)

1 and E( j)
2 write:

E( j)
1 �

5S3/2
j

2(S5/2
j+1 − S5/2

j )
RSS j (3.60)
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Figure 3.3: Size distribution with the Multi-Fluid method: the arrows show the evaporation and
momentum fluxes from a section to another.

and

E( j)
2 �

5S3/2
j

2(S5/2
j+1 − S5/2

j )

S j+1∫
S j

3

2

√

SRS (S)dS. (3.61)

The last term can be simplified further in the case of a constant evaporation rate. The system
of equation (3.58) can be seen as a finite volume discretization in size variable, as illustrated in
figure 3.3.

The OSM is a first order accurate model in the size discretization ∆S, which leads to a high
numerical diffusion and requires a great number of sections to counterbalance its drawbacks. The
Two-Size moments (TSM) method, where two size-moments are used by section, was proposed in
Laurent(2006) to increase the accuracy. In this case, linear (Aff-TSM) Laurent(2006); Laurent
et al.(2016) or exponential reconstruction (Exp-TSM) Dufour(2005) of the size distribution are
envisioned to close the model. The TSM method has been tested and shown a good accuracy in
the evaluation of the evaporation and the drag force, since it provides more accurate information
at the section boundaries. Finally, we underline that a combined TSM (for the size distribution)
and Anisotropic Gaussian (for the velocity distribution) model has been recently developed
to take into account both the polydispersion and the polykinetic features of realistic spray
configurations Boileau et al.(2016).

3.4.2.2 High order size moments

A second idea to capture the polydispersion, without need to discretize the size space into several
sections, consists in transporting high order size moments. This method was first introduced
in Massot et al.(2010); Kah et al.(2012), where the authors have developed the EMSM model
under a monokinetic assumption:

f (t , x , c , S) � n(t , x , S)δ(c − ud (t , x)). (3.62)
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In this section, we recall briefly the main concept of this approach, while more details are given
in the next chapter. Considering the presumed NDF (3.62), we define its k-th size moments as
follows:

mk �

∫ 1

0

Sk n(S)dS. (3.63)

Then a system of equations for a set of N moments and 1 momentum to solve for the velocity
field, can be derived from the WB equation (3.41):

∂t m0 + ∂x .(m0ud) � ψ0
+ − ψ

0
− ,

∂t m1 + ∂x .(m1ud) � ψ1
+ − ψ

1
− −K m0 ,

∂t m2 + ∂x .(m2ud) � ψ2
+ − ψ

2
− − 2K m1 ,

...
...

∂t mN−1 + ∂x .(mN−1ud) � ψN−1
+ − ψN−1

− − (N − 1)K mN−2 ,

∂t (m1u) + ∂x .(m1ud ⊗ ud) � −K m0ud + (ψ1
+ − ψ

1
−)ud

+m0

u g − ud

θ
,

(3.64)

where ψk
− � Sk

min n(Smin) (resp. ψk
+ � Sk

max n(Smax)) is the instantaneous disappearance flux
(resp. appearance flux) coming from other sections. Here, we choose to write the system of
equations using the size-section [Smin , Smax] instead of [0, 1], in order the possibility to extend
the model to an hybrid high order size-moment and sectional model. This hybrid model satisfies
similar equations as in (3.64) for each size section by substituting the interval [Smin , Smax] by
[S j , S j+1] for 1 ≤ j ≤ Ns .

In the case of single section, we have [Smin , Smax] � [0, 1]. In this case, we have n(Smax � 1) � 0
then for all k ≥ 0 ψk

+ � 0 . And since Smin � 0 then for all k > 0 ψk
− � 0 and ψ0

− � n(S � 0).
The Stokes number has been supposed to depend linearly on the droplet surface: St(S) � θS,
where θ � τp (S0)/τg and S0 is the reference size variable used in 3.3.5, τp is defined in (3.23).
We choose to write the system of equation using the size-section [Smin , Smax] instead of [0, 1],
to show that we can also extend the model in a combined EMSM and multi-fluid approach,
where we replace [Smin , Smax] by [S j , S j+1] for each size-section 0 ≤ j ≤ Ns (see the definition of
size-section in the previous section).

Yet, the system is not fully closed because the value n(S � 0) is unknown. It can be interpreted
as the instantaneous droplets disappearance flux by evaporation.

To close the system, we need a smooth reconstruction of the NDF n(S) and this is done by the
maximization of the following Shannon entropy:

H(n) � −
∫ 1

0

n(s) ln(n(s))ds . (3.65)

The existence and uniqueness of a density function n which maximizes the Shannon entropy and
satisfies:

m0 �
∫ 1

0
n(S)dS,

...
...

mN−1 �
∫ 1

0
SN−1n(S)dS,

(3.66)
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Figure 3.4: Reconstruction of the size distribution through entropy maximisation (red dashed
line), the real size distribution (black solid line).

was proved in Mead and Papanicolaou(1984), and the solution is shown to have the following
form:

n(S) � exp
(
−(λ0 + λ1S + . . . + λN−1SN−1)

)
, (3.67)

where coefficients λk , are determined from the system (3.66). In the same article, the au-
thors propose an algorithm to solve this constrained optimization problem, based on a Newton-
Raphson method. Figure 3.4 illustrates a reconstructed size-distribution through entropy max-
imisation and using the first four order moments of a real size distribution.

The resolution of the transport equation of high order moments with source terms needs special
treatment due to the complexity of the moment space. These issues will be discussed in more
details in chapters 3, 6 and 7.

3.5 Conclusion

A general framework of an Eulerian spray modeling based on a kinetic approach is presented
in this chapter. The gaseous phase (carrier phase) is described by the Navier Stokes equations
including species transport equations to take into account the reactive character of the flow. In
the case of a dilute spray, the interaction with the disperse phase can be taken into account
through source terms. A description of the disperse phase at a mesoscopic level is given by the
Williams-Boltzmann equation. From this equation, an hierarchy of models can be derived based
on the moments method. The size-velocity moments order are discussed along this chapter. The
choice of the model and of the closure hypotheses depend on the level of the description needed to
capture the polydispersion or/and the polykinetic features of the spray. For the polydispersion,
two types of models are proposed: the multi-fluid models and high order size-moment models
(EMSM). The EMSM model shows to be a promising method to capture the polydisperion of
the spray without the need of a fine size discretization. Furthermore, a hybrid method that
combines EMSM and multi-fluid would allow to capture the size-velocity correlation using a
small number of size-sections. Another way to capture the size-velocity was proposed by Vié
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et al Vié et al.(2013b). The authors developed the CSVM to extend the EMSM model and to
take into account the size-velocity correlation using only one size-section. In the following, we
adopt the high order size-moments approach to model the spray and capture the polydispersion.
However, the size-moments used in the EMSMmodel are restricted to describe the polydispersion
of spherical droplets. We need to keep in mind that the disperse phase is obtained from the
atomization of the fuel in the separated phases zone, where the gas-liquid interface geometry
has an important influence on the atomization process. It is then important to find a set of
the size-moments that can be extended and related to some intrinsic variables in the separated
phases.
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Chapter 4

High order fractional moment for
evaporating sprays: toward a
geometrical description

4.1 Introduction

As it was discussed in the general introduction, one of the main difficulties in fuel injection
modeling consists in designing a model with a unified description for the separated phases and
the disperse phase zones. In chapters 2 and 3, we have presented two families of reduced order
models, which can be used separately in each of the two zones. However, none of these two
models is suitable to the simulation of the whole injection process. Separated two-fluid models
(chapter 2) suffer from a high artificial mixing near the interface, which as a consequence, leads
to interface geometry loss. On the other hand, Eulerian spray models (see chapter 3) suffer from
the inefficiency in describing complex polydispersion. Even if the EMSM and the multi-fluid
models have shown promising results in modeling the polydispersion of spherical droplets and
evaluating accurately the evaporation fluxes, an initial size distribution is required to launch
the simulations. In the present work, we propose to resolve the polydispersion by using a set of
size-moments, which can be identified as averages of the gas-liquid interface geometry variables,
Drew(1990). Indeed, we show that some geometrical variables can be expressed as fractional
size-moments of the NDF.

In this chapter, we introduce the mathematics fundamentals of the new fractional moments
model. We show that we can preserve the advantages of the previous methods Kah et al.(2012);
Massot et al.(2010) in terms of both mathematical properties and numerical tools, but with a
much higher potential in terms of coupling with a sub-scale description of a complex interface.
First, we recall some properties of the moments space in the case of integer moments, before
generalizing these results to the case of fractional moments. The evaporation flux is evaluated
using Maximum Entropy (ME) reconstruction based on fractional moments1. The existence
and uniqueness of this convex optimization problem under constraints are given in Mead and
Papanicolaou(1984) in the case of integer moments. While some elements of the proof for the

1Entropy maximization with fractional moments is used in Inverardi et al.(2003); Gzyl and Tagliani(2010)
as a remedy to ill-conditioning related to a high number of integer moments Talenti(1987). The considered
set of fractional moments is then recovered from the integer ones, and their orders are optimized to minimize
the entropy difference with the real function. In the present contribution, a known and small set of fractional
moments is used, deduced from physical considerations, in such a way that the problematic is different.
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fractional moments case can be found in Kapur and Kesavan(1992), we propose a complete proof
in the case of a special set of fractional moments. Moreover, we generalize useful properties to
the fractional moment space, such as canonical moments, as well as lower principal representa-
tion, Dette and Studden(1997). These properties are relevant ingredients to design high order
realizable schemes and algorithms to solve a high order moments system. These results will be
directly used in chapters 7 and 8 to design robust and accurate numerical schemes for the model
proposed in this chapter.

4.2 Integer high order size moments modeling and mathematical
properties

In this part, we discuss the mathematical properties of the EMSM model presented briefly in
3.4.2.2. In this model, a set of integer size-moments is used to capture the polydispersion, where
the size is given by the surface area of the droplets:

mk �

∫ 1

0

Sk n(S)dS. (4.1)

We recall that here, as in the previous chapter, we use dimensionless variables (Smax � 1). The
set of integer moments satisfies the following system of equation:

∂tm0 + ∂x .(m0u) � −Kn(t , x , S � 0) ,
∂tm1 + ∂x .(m1u) � −K m0 ,

...
...

∂tmN + ∂x .(mN u) � −NK mN−1 ,

∂t (m1u) + ∂x .(m1u ⊗ u) � −K m0u +m0

u g − u
θ

.

(4.2)

Here again, we use the same notations as in the previous chapter. The unclosed term −Kn(t , x , S �

0) expresses the pointwise disappearance flux of droplets through evaporation. Even though, this
term is involved only in the first equation, it contributes to the evolution of the other moments
in the same way through the terms −kKmk−1 as shown in Massot et al.(2010). In the following,
we present the definition of the moment space and some useful properties in the case of integer
moments. Then, we discuss the continuous reconstruction of the size distribution used in the
work of Kah(2010) to close the EMSM model.

4.2.1 Integer moment space and properties

We denote by P([0, 1]) the set of all probability density measures of the interval [0, 1]. Then,
the Nth "normalized" moment space MN is defined as follows:

MN �
{
cN (µ), µ ∈ P

}
, cN � (c0(µ), . . . , cN (µ))t , ck (µ) �

∫ 1

0

xkµ(x)dx. (4.3)

Let us notice that c0 � 1, since we use probability density measures. In our case, we can
normalize by m0 to associate each moment vector (m0 , . . . ,mN )t to a normalized moment vector
(c0 , . . . , cN )t

∈ MN , where ck � mk/m0.

Definition The Nth moment space is defined as the set of vectors m, for which the normalized
vector by m0 belongs to the Nth normalized moment space, MN .
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The characterization of the moment space can be done through the characterization of the
normalized moment space. The normalized moment space is a convex and bounded space but
it has a complex geometry. The major challenges for numerical simulations of a moment model
consist in designing numerical schemes, which can ensure that the moment vector cN belongs
to MN at all time. For this reason, it is important to characterize this space. The positivity of
Hankel-Hadamard determinants is a necessary and sufficient condition for the vector cN to be
in the normalized moment space MN . As it was proposed in Dette and Studden(1997), these
conditions read as follows:

Proposition 4.2.1 cN belongs to MN if and only if for all d � 0, 1 and m ≥ 0, we have
det (H2m+d) ≥ 0 and det (H2m+d) ≥ 0, where:

H2m+d �
*..
,

cd . . . cm+d
...

...
cm+d . . . c2m+d

+//
-

H2m+d �
*..
,

c1−d − c2−d . . . cm − cm+1
...

...
cm − cm+1 . . . c2m−1+d − c2m+d

+//
-

(4.4)

Canonical moments: the moment space can also be characterized by the canonical moments
Dette and Studden(1997). The geometry of the space of the canonical moments vectors is
much simpler since it is the cube [0, 1]N . Let us consider a normalized moment vector cN �

(c0 , . . . , cN )t . We denote by P(cN ) ⊂ P([0, 1]) the set of all probability density measures, whose
first N + 1 moments are given by the vector cN :

cN �

∫ 1

0

*....
,

1
S
...

SN

+////
-

µ(S)dS. (4.5)

As long as cN−1 belongs to the interior ofMN−1, the canonical moment vector pN � (p1 , . . . , pN )t

associated to cN can be defined as follows:

pk �
ck − c−k (ck−1)

c+k (ck−1) − c−k (ck−1)
, (4.6)

where 1 ≤ k ≤ N and the variables c−k (ck−1) and c+k (ck−1) depend on the moment vector of order
k − 1, ck−1 ∈ Mk−1 as follows:

c−k (ck−1) � min
µ∈P(ck−1)

ck (µ), c+k (ck−1) � max
µ∈P(ck−1)

ck (µ). (4.7)

Then, a vector mN belongs to the moment space if and only if the associated canonical moment
vector belongs to the compact space [0, 1]N . Also it is in the interior of the moment space if and
only if the canonical moment vector is in ]0, 1[N .

An algorithm, given in Dette and Studden(1997), allows to go from moments to canonical
moments and conversely. In the case of moments up to order three, we can use the following
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algebraic expressions:

p1 �
m1

m0
,

p2 �
m0m2 −m2

1

(m1 −m0)m1
,

p3 �
(m1 −m0)(m1m3 −m2

2)

(m1 −m0)(m0m2 −m2
1)
.

(4.8)

Lower and upper principal representation The Hausdorff finite moment problem associ-
ated to cN consists in finding a positive distribution µ ∈ P([0, 1]) such that:

ck �

∫ 1

0

xkµ(x)dx. (4.9)

For a moment vector cN lying in the interior of the normalized moment space, it has an infinity of
solutions. In this condition, we also have c−N+1

< c+N+1
and the two moments vectors c−N+1

(cN ) �
(c0 , . . . , cN , c−N+1

)t and c+N+1
(cN ) � (c0 , . . . , cN , c+N+1

)t belong to the boundary of the normalized
moment space. Now, the Hausdorff finite moment problem associated to these moments of order
N + 1 has a unique solution. We call lower (respectively upper) principal representation, the
distribution µ− (respectively µ+) which is the solution of the Hausdorff problem associated to
c−N+1

(cN ) (respectively c+N+1
(cN )). The two distributions µ− and µ+ can be written as a sum of

weighted delta Dirac distributions and are also two different solutions of the Hausdorff problem
associated to cN . The Product-Difference (PD) algorithm Gordon(1968) allows to compute the
abscissas and weight of the lower principal representations. This algorithm consists in finding
weights (wi)i∈[1,s] and abscissas (Si)i∈[1,s], such that:

m �

*....
,

m0

m1
...

mN

+////
-

�

*.....
,

∑s
i�1 wi∑s

i�1 wiSi
...∑s

i�1 wiSN
i

+/////
-

, (4.10)

where N � 2s − 1. This algorithm is used to evaluate the decreasing droplet sizes due to
evaporation for the EMSM model Massot et al.(2010).

4.2.2 Continuous reconstruction of the size distribution

Massot et al.(2010) proposed to use a continuous reconstruction of the size distribution through
the maximization of the Shannon entropy:

H(n) � −
∫ 1

0

n(S) ln(n(S))dS. (4.11)

The existence and uniqueness of a size distribution nME (S) that maximizes the Shannon entropy
and is the solution of the finite Hausdorff moment problem (3.66) was proved in Mead and
Papanicolaou(1984) for the moments of integer order, when the moment vector belongs to the
interior of the moment space. The solution is shown to have the following form:

n(S) � exp
(
−(λ0 + λ1S + . . . + λN SN )

)
, (4.12)
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where the coefficients λi are determined by system (3.66). The resolution of this nonlinear
problem can be achieved by using Newton-Raphson method. The limitation of this algorithm
at the moment space boundary, or equivalently when the ME reconstructed size-distribution
approaches a sum of Dirac distributions, is discussed in Massot et al.(2010). Vié et al.(2013b)
proposed some more advanced solutions to cope with this problem, by tabulating the coefficients
depending on the moments and by using an adaptive support for the integral calculation. These
techniques have an accurate computation of the integral moments, when the NDF is nearly
singular and accelerate the convergence of the Newton-Raphson algorithm.

4.2.3 Limitation of the integer moments to a disperse phase model

Even though this high order moment formalism provides some key information about the poly-
dispersion using only one size-section, it is important to realize that its use is restricted to the
disperse phase zone. Coupling such an approach with a separated phases model requires some
complementary information, which two-fluid models can usually not provide. Indeed, separated
two-fluid models consider the interface as a smooth transition layer, within which important
information about the interface geometry have been lost. A first step would be to enrich the
separated two-fluid model as in Drui et al.(2016b) in order to transport averaged geometrical
variables to gain accuracy about the interface geometry. Nevertheless, even in the framework of
such an enriched two-fluid model, the coupling of two very different models is usually a rather
cumbersome task and relies on parameters the described physics will depend on.

Consequently, we adopt an original strategy and build a high order moment model for the
disperse phase. This new approach possesses the same key properties as the EMSM model in
terms of accuracy, robustness and computational cost. But, it involves a different set of variables
that describes the averaged interface geometry, so that we end up with a set of common variables
in the two zones. This can potentially help in building a single unified model able to capture
the proper physics in both zones. In order to introduce the new set of variables, we first have
to recall the natural geometrical variables in the separated phases zone, before extending this
description to the disperse phase.

4.3 Improvement of the gas-liquid interface description in two-
fluid models

In chapter 2, we explain that in the separated phases, one can use two-fluid models when the
interface does not need to be resolved. However, this type of model spreads the interface. This
diffusion can erase some important two-phase flow structures and thus, leads to an inaccurate
prediction of the atomization in the intermediate zone of the fuel injection. Some contributions in
the literature proposed to limit the diffusion of the interface, either by using numerical solutions
or by adding some anti-diffusion source terms (see chapter 2 for more details). In the present
work, we focus in modeling the interface sub-scales, when the interface is strongly deformed and
no more captured by two-fluid models. We interpret the zone where the interface is diffused
as an ensemble of interface realizations. In this representation, the interface can be described
statistically using some averaged variables. In chapter 2, we have presented some works on the
modeling of primary atomization, where the gas-liquid interface description is enriched with
an additional surface area density variable. In this chapter, we step further in enriching the
gas-liquid interface using the geometrical averaged variables proposed by Drew(1990).
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4.3.1 Definition of the geometrical variables of the gas-liquid interface

In the following, we use the same notations as the one introduced in chapter 2. We recall that the
DIMs are obtained by averaging the monophasic fluid equations. The obtained equations involve
the volume fraction, interpreted as the volume portion occupied by a given phase. This variable
allows to locate the interface up to the averaging scale and is then a first piece of information
about the interface geometry:

αk (t , x) � 〈χk (t , x′)〉 , (4.13)

where χk is the presence function (see equation (2.4)).

The second variable considered in Drew(1990) and used also in other two-phase flow models
Vallet et al.(2001); Lebas et al.(2009) is the interfacial area density. This variable is important
in the modeling of exchange terms (evaporation, thermal transfer and drag force) as well as
primary atomization. It is interpreted as the ratio of the surface area of an interface to the
volume it occupies.

Σ(t , x) � 〈| |∇χk (t , x′) | |〉 . (4.14)

So far, the interface description is still incomplete, since no information on the interface shape
has been given. In fact, the small details of the interface can not be modeled accurately using
only two geometrical variables. Drew proposed to introduce the mean curvature H �

1
2 (k1 + k2)

and the Gauss curvature G � k1k2 of the interface, where k1 and k2 are the two principal
curvatures (a rigorous definition of these curvatures can be found in chapter 5). These variables
are defined only at the interface. Therefore, we need a specific averaging for these interfacial
variables. To do so, we introduce the interfacial averaging operator (̃•), defined as follows:

Σ (̃•)(t , x) � 〈(•) | |∇χk (t , x′) | |〉 (4.15)

As an example, the interfacial averaged Gauss and mean curvatures are defined as follows :

ΣH̃(t , x) � 〈H | |∇χk (t , x′) | |〉 ,
ΣG̃(t , x) � 〈G | |∇χk (t , x′) | |〉 .

(4.16)

4.3.2 Transport equations of the geometrical variables

From a kinematic evolution of the surface, Drew(1990) derived evolution equations of the two
curvatures. In this derivation, Drew considered a normal interface velocity vI � vI n, where n
is the normal vector at the surface, oriented toward the gas phase. These equations read as
follows:

dI H
dt

� −
1

2
∇
2
I (vI ) − (2H2

− G)vI ,

dI G
dt

� −H∇2I (vI ) +
√

H2 − G(
∂2vI

∂y∗1
2
−
∂2vI

∂y∗2
2

) − 2HGvI ,
(4.17)

where
dI
•

dt
� ∂t•+vI ·∇x (•) is a Lagrangian time derivative following an interface point.The first

terms appearing on the right-hand side of equations (5.15) involve a surface Laplace operator.
The superscript ∗ refers to the principal direction of curvature (see chapter 5 for more details).
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By using the evolution equation on the presence function (2.5), we can derive an equation on
the Instantaneous Area concentration (IAC) variable | |∇x (χk ) | |:

dI
| |∇x (χk ) | |

dt
� (vI H − ∇I · (vI )) | |∇x (χk ) | |. (4.18)

By combining the evolution equation on the curvatures (4.17) and the evolution equation on
(4.18), we obtain the following equations:

∂t | |∇x (χk ) | | + ∇x · (| |∇x (χk ) | |vI ) � vI H | |∇x (χk ) | |

∂t H | |∇x (χk ) | | + ∇x · (H | |∇x (χk ) | |vI ) � −
1

2
∇
2
I (vI ) | |∇x (χk ) | | − (H2

− G)vI | |∇x (χk ) | |

∂t G | |∇x (χk ) | | + ∇x · (G | |∇x (χk ) | |vI ) � −H∇2I (vI ) | |∇x (χk ) | |+
√

H2 − G( ∂
2vI
∂y∗1

2 −
∂2vI
∂y∗2

2 ) | |∇x (χk ) | | − HGvI | |∇x (χk ) | |.

(4.19)

In Drew(1990), transport equations of the averaged geometrical variables (αk ,Σ,ΣH̃ ,ΣH̃) have
been derived by averaging these equations and the kinematic equation of the presence function
(2.5) using the ensemble averaging operator. However, the final set of equations involve source
terms that are unclosed. In chapter 5, we show how to derive similar equations using a different
approach that can provide us by more details and understanding of the unclosed source terms.
In the following of this chapter, we simplify the modeling framework by considering spherical
droplets, then we derive the equations of these averaged geometrical quantities.

4.4 Geometrical high order moments model

4.4.1 Interfacial geometrical variables for the disperse phase

Let us consider a population of spherical droplets represented by their size distribution n(t , x , S).
Then, by analogy with the separated phases, we wish to express the averaged geometrical vari-
ables: the volume fraction, the interface area density, the Gauss curvature and the mean curva-
ture in the disperse phase. In the separated case, the definition of these geometrical variables is
based on the phase function χk . This function contains all the microscopic information about
the interface. In the disperse phase, we use the statistical information about the droplets dis-
tribution, which is given by the size distribution n(t , x , S). Considering this function, we define
these different geometrical variables in the context of a polydisperse spray as follows:

A. The volume fraction αd is the sum of the volume of each droplet divided by the occupied
volume at a given position. Since n(t , x , S) is a number of droplets per unit volume and
surface area, the volume fraction writes:

αd �

∫ 1

0

V (S)n(t , x , S)dS. (4.20)

The droplet being spherical, V (S) �
S3/2

6
√
π
.

B. The interfacial area density Σd is the sum of the surface of each droplet divided by the
occupied volume at a given position:

Σd �

∫ 1

0

Sn(t , x , S)dS. (4.21)
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C. For a spherical droplet, the two principal curvatures are equal everywhere on the droplet
surface: k1 � k2 �

2
√
π
√

S
. But since we use the mean and Gauss curvatures, we can define

two different averaged quantities. Let us notice that, in the case of separated phases, the
average mean and Gauss curvatures were defined as an average over a volume and weighed
by the interfacial area. In the disperse phase case, this becomes:

ΣdH̃d �
∫ 1

0
H(S)Sn(t , x , S)dS,

ΣdG̃d �
∫ 1

0
G(S)Sn(t , x , S)dS,

(4.22)

where H(S) �
2
√
π
√

S
and G(S) �

4π
Sd . These four geometrical variables can be expressed as

fractional moments of the size distribution:

ΣdG̃d � 4πm0/2 ,

ΣdH̃d � 2
√
πm1/2 ,

Σd � m1/2 ,
αd �

1
6
√
π

m3/2 ,

(4.23)

where mk/2 �
∫ 1

0
Sk/2n(S)dS.

In fact, these moments can be expressed as integer moments by a simple variable substitution:
x �
√

S. However, we prefer to hold the droplet surface as the size variable, since we consider a

d2 evaporation law, for which the evaporation rate RS �
dS
dt

is constant.

4.4.2 The governing moment equation

In this section, we derive from the kinetic equation (3.41), in the same way as it was done in
the derivation of the EMSM model, a high order fractional moment model. This model gives
the evolution of the average geometrical interfacial variables due to transport, evaporation and
drag force. The system reads:




∂tm0/2+ ∂x ·
(
m0/0u

)
� −Kn(t , x , S � 0),

∂tm1/2+ ∂x ·
(
m1/2u

)
� −

K

2
m−1/2 ,

∂tm2/2+ ∂x ·
(
m2/2u

)
� −Km0/2 ,

∂tm3/2+ ∂x ·
(
m3/2u

)
� −

3K

2
m1/2 ,

∂t
(
m2/2u

)
+ ∂x ·

(
m2/2u ⊗ u

)
� −Km0/2u + m0/2

u g − u
θ

,

(4.24)

where −Kn(t , x , S � 0) represents the pointwise disappearance flux, and the moment of nega-
tive order, m−1/2 �

∫ 1

0
S−1/2n(t , S)dS, naturally appears in the system after integrating by part

the evaporation term in the WBE. In the following, these terms and the associated instanta-
neous fluxes will be closed by a smooth reconstruction of the size distribution through entropy
maximization.

The use of fractional moments introduces a new mathematical framework of modeling as well
as some numerical difficulties, which require specific treatments. In the following, we generalize
the mathematical properties, presented in 4.2.1 for integer moments, to the case of fractional
moments. These results will be used to design realizable numerical schemes in chapters 7 and
8, i.e. schemes that ensure the preservation of the moment vector in the moment space.
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4.4.3 Fractional moments space

The purpose of this part is to extend the definition and the properties of the integer moments
space to the fractional moments space, in order to provide necessary tools to characterize the
topology of this space. This will be of paramount importance to design realizable numerical
schemes. In the following, we use the normalized fractional moments ck/2 � mk/2/m0/2.

Definition We define the Nth normalized fractional moment space as follows:

M1/2
N ([0, 1]) �

{
cN/2(µ), ∀µ ∈ P

(
[0, 1]

)}
, cN/2(µ) � (c0/2(µ), c1/2(µ), . . . , cN/2(µ))t ,

where P([0, 1]) denotes the set of probability density measures defined on the interval [0, 1] and
ck/2 �

∫ 1

0
xk/2µ(x)dx.

The fractional moments can be expressed as integer moments by using the following substitution
r2 � x:

ck/2(µ) �
∫ 1

0

xk/2µ(x)dx �

∫ 1

0

rk (2rµ(r2))︸     ︷︷     ︸
µ̃(r)

dr. (4.25)

This relation expresses an identification between the fractional moment ck/2(µ) of the measure
µ and the integer moment c̃k � ck (µ̃) of the measure µ̃(r) � 2rµ(r2). In the following, we
use these notations to differentiate between the two types of the moments. With this simple
identification, we will take benefit from the already existing results on the integer moment space,
and extend them to the case of fractional moments.

Canonical fractional moments for a fractional moment vector cN/2 ∈ M
1/2
N ([0, 1]), we de-

note by PN (cN/2) the set of all measures µ ∈ P([0, 1]), which are the solution of the following
finite Hausdorff problem:

ck/2 �

∫ 1

0

xk/2µ(x)dx , k/2 ≤ N/2. (4.26)

If cN/2 � (c0/2 , . . . , cN/2)t belongs to the interior of M1/2
N ([0, 1]), we can show that the set

PN (cN/2) is infinite. Indeed, these results were shown in Dette and Studden(1997) for integer
moments, and its generalization to fractional moments is straightforward thanks to the identi-
fication (4.25). Furthermore, the set of c(N+1)/2(µ), where µ ∈ P(cN/2), is a non empty close
interval, so that we can define:

c−(N+1)/2(cN/2) � min
µ∈P(cN/2)

{
c(N+1)/2(µ)

}
, c+(N+1)/2(cN/2) � max

µ∈P(cN/2

{
c(N+1)/2(µ)

}
. (4.27)

We define the canonical fractional moment as follows:

pk/2 �
ck/2 − c−k/2(ck/2)

c+k/2(ck/2) − c−k/2(ck/2)
. (4.28)

The canonical moment vector belongs to [0, 1]N , which has a simpler topology compared to
the moment space. By using the results obtained on the canonical integer moments Dette
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and Studden(1997), we can write the algebraic relation between fractional moments and their
corresponding canonical moments, in the case of N � 3, by using the identification (4.25):

p1/2 �
m1/2

m0/2
, p2/2 �

m0/2m1/2 −m2
1/2

(m0/2 −m1/2)m1/2)
, p3/2 �

(m0/2 −m1/2)(m1/2m3/2 −m2
2/2)

(m0m2/2 −m2
1/2)(m1/2 −m2/2)

. (4.29)

The lower and upper principal representation associated to the fractional moments:
if the moment vector cN/2 ∈ M

1/2
N , the vector c±(N+1)/2 � (c0/2 , . . . , cN/2 , c±(N+1)/2(cN/2)) belongs

to the boundary of the moment spaceM1/2
N+1

, and the measure set PN+1(c±(N+1)/2) � {µ±} has only
one element. The measure µ+ (resp µ−) is called the upper (resp lower) principal representation.
In the case of an integer moment vector c̃N , it was shown in Dette and Studden(1997) that the
lower and upper principal representation (µ̃+ and µ̃−) can be expressed as sum of ns ≤ (N+1)/2
weighted delta-Dirac functions (we count the abscissas in the interior ]0, 1[ as 1 and the ones at
the extremities, 0 or 1, as 1/2):

µ̃±(r) �
ns∑

i�1

w̃±i δr±i
(r), (4.30)

we recall that the subscript •̃ is used for integer moments and its corresponding measure, which
are related to the fractional moments according to the identification (4.25). The Product-
Difference (PD) algorithm Gordon(1968) can be used to determine the weights and the abscis-
sas of the lower principal representation depending on the moments c̃N . In other words, this
algorithm solves the following non-linear system:

c̃k �

ns∑
i�1

w̃−i rk
− , k � 0, 1, . . . ,N. (4.31)

To sump up, the identification (4.25) allows us to relate the lower principal representation µ−
of some fractional moments, to the lower principal representation µ̃− of its associated integer
moments as follows:

µ−(x) �
1

2
√

x
µ̃−(
√

x). (4.32)

Proposition 4.4.1 Let r be a positive real number, then for all positive real x we have:

δr (
√

x)
2
√

x
� δr2 (x). (4.33)

Using the last proposition, we deduce that:

µ−(x) �
ns∑

i�1

w−i δx−i (x), (4.34)

where x−i � (r−i )2 and w−i � w̃−i .
Thus, we can reuse the PD algorithm to determine the weights and abscissas of the lower
principal representation for fractional moments.
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4.4.4 Maximum Entropy reconstruction

NDF reconstruction through the Maximum Entropy (ME) formalism provides a smooth recon-
struction to close the moments system (4.24) as it was done in the EMSM model. The ME
reconstruction consists in maximizing the Shannon entropy defined in (4.11), under the con-
straints that the first N + 1 (in our case N � 3) fractional moments of the size distribution are
equal to the real moments

mk/2 �

∫ 1

0

Sk/2n(S)dS, k � 0 . . .N. (4.35)

4.4.4.1 Existence and uniqueness of the solution

In this part, we give a proof of the existence and uniqueness of the ME distribution function.
We mention that the case of the integer moments has been already treated in Mead and Pa-
panicolaou(1984). We have used some of its ideas. But the present proof is completely different
and simplified. Indeed, Mead and Papanicolaou(1984) have used the monotonic properties of
the moments, which is a characterization of the integer moments space, to prove the existence
of the ME solution. In our case, we will only use the definition of the fractional moments space.

The ME problem reads:

max

{
H[n]�−

∫ 1

0

n(S) ln(n(S))dS
}
, mk/2�

∫ 1

0

Sk/2n(S)dS, k�0 . . .N, (4.36)

where mN/2 � (m0/2 ,m1/2 , ..,mN/2) is a moment vector in the interior of the fractional moment
space M1/2

N ([0, 1]).

Lemma 4.4.2 If the constrained optimization problem (4.36) admits a solution, then this solu-
tion is unique and can be written in the following form:

nME (S) � exp(−λ0 −

N∑
i�1

λiSi/2), (4.37)

where λ � (λ0 , .., λN )t
∈ RN . Moreover, this problem is equivalent to finding an extremum of

the potential function:

G(λ0 , . . . , λN ) �
∫ 1

0

exp(−λ0 −

N∑
i�1

λiSi/2)dS +

N−1∑
k�0

λkmk/2. (4.38)

Proof: The Lagrangian function associated to this standard constrained optimization problem
is:

L(n , λ) � H[n] − (λ0 − 1)
(∫ 1

0

n(s)ds −m0

)
−

N∑
i�1

[
λi

(∫ 1

0

s i/2n(s)ds −mi/2

)]
, (4.39)

where λ � (λ0 , .., λN ) is the vector of the Lagrange’s multipliers.
Let us suppose that, for a given moment vector mN , there exists a number density function nME
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which is the solution of the ME problem (4.36). Then, there exists a vector λME for which the
differential of the Lagrange function L(n , λ) vanishes at the point (nME , λME):




DL(nME , λ) · (h , dλ � 0) �
∫ 1

0
h(s)

[
−ln(nME (s)) −

N∑
i�0
λi s i/2

]
ds � 0,

∂L
∂λi

(nME , λ) �
∫ 1

0
s i/2nME (s)ds −mi/2 � 0,

(4.40)

where h is a positive function and DL(nME , λ)· is the differential of the Lagrange function at
the point (nME , λME). Since the system (4.40) is valid for all h, it yields:




nME (S) � exp(−λ0 −

N∑
i�1
λiSi/2),

mk/2 �
∫ 1

0
sk/2 exp(−λ0 −

N∑
i�1
λi s i/2)ds .

(4.41)

The problem then consists in finding a vector λ � (λ0 , .., λN ) in RN that satisfies the moment
equations in system (4.41). This problem is equivalent to find an optimum of the potential
function G(λ0 , .., λN ) defined in (4.38).

The Hessian matrix H defined by Hi , j �
∂2G
∂λi∂λ j

is a positive definite matrix, which ensures
uniqueness of an eventual existing solution. �

Let us then study the function G.

Lemma 4.4.3 The function G, defined in (4.38), is a continuous function in RN , and goes to
infinity when | |λ | | → +∞.

Proof: Let us suppose that the last assertion is wrong, so there exists a sequence (λ(n))n�0,1,..

such that | |λ(n)
| | → +∞ when n → +∞ and sup

n

{
G(λ(n))

}
< +∞ .

Hence, there exists A ∈ R such that:

G(λ(n)) �
∫ 1

0

exp(−
N∑

i�0

λ(n)
i Si/2)dS +

N∑
k�0

λ(n)
k mk/2 < A. (4.42)

We write for each n ∈ N, λ(n)
� λn (α(n)

0 , α(n)
0 , . . . , α(n)

N ), such that
∑N

i�0(α(n)
i )2 � 1 and λ(n)

→

+∞.
Since the sequence (α(n))n�0,1.. is a bounded sequence, we can subtract a convergent subsequence
(αφ(n))n, where φ : N→ N is an increasing function and:

lim
n→+∞

α
φ(n)
i � αi . (4.43)

To simplify the notation, we can directly consider that α(n)
i → αi when n → +∞.

We note by Q (n) (x) �
∑N

i�0(α(n)
i x i/2) and Q(x) �

∑N
i�0 αi x i/2.

Since the vector mN/2 � (m0/2 ,m1/2 , ..,mN/2) is a moment vector, there exists a non-negative
distribution function f such that mk/2 �

∫ 1

0
sk/2 f (s)ds for k � 0, . . .N, and

G(λ(n)) �
∫ 1

0

exp(−λ(n)Q (n) (s))ds +
∫ 1

0

λ(n)Q (n) (s) f (s)ds ≤ A. (4.44)
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Since the first integral is positive∫ 1

0

Q (n) (s) f (s)ds ≤
A
λ(n) . (4.45)

When n tends to infinity, we get:∫ 1

0

Q(s) f (s)ds ≤ 0. (4.46)

We have Q , 0, f ≥ 0 and f , 0, and since Q is a continuous function, it follows from the
inequality (4.46) that there exists [a , b] ⊂ [0, 1] in which Q(s) ≤ −B and B > 0. Since Q (n)

converges uniformly to Q in [0, 1], then, for all s ∈ [a , b] and for the large enough values of n:

Q (n) (s) < −B/2. (4.47)

Using these results in the inequality (4.44), as well as αn
k mk/2 ≥ −m0, we get:

A ≥

∫ b
a (exp(−λ(n)Q (n) (s)))ds +

∑N
i�0 λ

(n)
i mi/2 ,

≥ (b − a)exp(λ(n) ( B
2 )) − λ(n)Nm0 ,

(4.48)

In the limit when n goes to infinity, we get the contradiction +∞ < A, thus concluding the
proof. �

Theorem 4.4.4 If the vector mN/2 � (m0/2 ,m1/2 , ..,mN/2) belongs to the interior of the Nth
fractional moment space, then the constrained optimization (4.36) problem admits a unique so-
lution, which is in the following form:

nME (S) � exp(−λ0 −

N∑
i�1

λiSi/2). (4.49)

Proof: The proof is straightforward by using the two last lemmas. �

4.4.5 Algorithm of the NDF reconstruction through the Entropy Maximiza-
tion

The reconstruction of the NDF through the maximization of the Shannon entropy goes back to
finding the Lagrange’s multipliers λ0 . . . λN such that:

mk/2 �

∫ 1

0

Sk/2 exp(−(λ0 +

N∑
i�1

λiSi/2)dS, (4.50)

where k � 0, . . . ,N. Solving this nonlinear system is equivalent to minimizing the convex
function G(λ). We solve the problem by using Newton-Raphson iteration as proposed in Mead
and Papanicolaou(1984). The ME reconstruction is then summed up in Algorithm 1.

The integral computations are done by using Gauss-Legendre quadrature. In Mead and Papan-
icolaou(1984), it is shown that 24-point quadrature is very efficient to calculate accurately the
different integral expressions involved in Algorithm 1.
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Algorithm 1 ME algorithm
Choose initial guess of the vector λ.

δk/2 ← mk/2 −
∫ 1

0
Sk/2 exp(−

N∑
i�0
λiSi/2)

while | |δ | | > εm0 do
for i , j < N do

Hi , j ←
∫ 1

0
S(i+ j)/2 exp(−

N∑
i�0
λiSi/2)

end for
λ ← λ − H−1 · δ
for k < N do

δk/2 ← mk/2 −
∫ 1

0
Sk/2 exp(−

N∑
i�0
λiSi/2)

end for
end while

4.5 Conclusion

In this chapter, we have proposed a new model for an evaporating polydisperse spray with
the capacity of describing the interface geometry in the disperse phase. This description is
established by analogy with the interface description in interfacial flow. The present model is
a first step toward a coupling with a two-fluid model, where additional transport equations of
geometrical variables are used. In this way, these information allow to describe the atomization
process and to capture the polydispersion in the disperse phase. The present model, dedicated
to the simulation of an evaporating spray, involves high order fractional size-moments, where the
size is the droplet area. The fractional moments space and its properties have been discussed
during this chapter. They will be used in chapters 7 and 8 to develop robust, accurate and
realizable numerical schemes. Furthermore, we have extended the continuous reconstruction
through entropy maximization of integer moments Massot et al.(2010) to the case of fractional
moments. Finally, we emphasize that this model can be extended to the case of a two-way
coupling and to an anisotropic Gaussian closure in velocity for a more accurate modeling of the
disperse phase features. However, the main challenge for the continuity of this work will lie
in the modeling of the averaged geometrical variables evolution in the separated phases zone,
where the key atomization mechanisms generating the polydisperse sprays are to be found.



Chapter 5

Statistical modeling of the gas-liquid
interface

5.1 Introduction

In the previous chapter, we discussed how to enrich the gas-liquid interface description by using
new geometrical information: the mean and Gauss curvatures, the surface area density and the
volume fraction. These four variables have been related to high-order fractional size-moments
model for sprays of spherical droplets and can be then used to describe the polydispersion of
the droplets. In the present chapter, we continue at investigating the possibility to describe
the gas-liquid interfaces by using geometrical information. First, inspired by the pioneering
works of Pope(1988) for the description of the dynamics of flames, we define a Surface Density
Function (SDF) within a different phase space. In our work, the phase space of this distribution
is composed of the mean and Gauss curvatures and the interfacial velocity. The key issue is
to make the link between the statistics of a local description of the interface and the statistical
description of isolated objects through a number density function in an appropriate phase space.
A discrete formalism of the SDF is then proposed to describe disperse phase flows. In this
case, the geometrical quantities are averaged on the surface of isolated droplets or bubbles.
We show that the system of equations of the moments of the discrete SDF can degenerate
to the fractional moments model, that we have proposed in the previous chapter for sprays
of spherical droplets. Going forward into a full generalization of the interface description, we
define a spatially Averaged SDF (ASDF). This is based on an averaging kernel bounded to a
small region around the interface. When performed in a consistent way, this process preserves
some necessary topological properties of the gas-liquid interface description. This leads us to the
definition of a Generalized NDF (GNDF), which can be used for both separated and disperse
phases and which is shown to degenerate into a standard NDF in the disperse region. In the last
section, we finally propose a new numerical procedure for the computation of the curvatures and
of the different statistical distributions (SDF or NDF, based on a characteristic spatial averaging
size) from the values of a Level Set function. These new algorithms are eventually applied to
the post-processing of some DNS simulations, obtained with the ARCHER code, developed
at CORIA laboratory Menard et al.(2007). The meaning of the obtained numerical results is
two fold: they assess the theoretical part of this work by proving that we can indeed turn an
interfacial information into a statistics of countable objects, but they also pave the way to a new
way of analyzing DNS of interfacial flows.
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5.2 Surface element properties and probabilistic description of
the gas-liquid interface

Immiscible two-phase flows, such as gas-liquid mixtures, are characterized by the presence of a
sharp interface. Indeed, the gas-liquid interface thickness being of the order of the molecular
mean free path (λ � 10 nm), it is smaller than the microscopic length scales of the vast majority
of two-phase flow applications. Thus, at macroscopic scale, this interface can be represented as
a 2D dynamic surface embedded in a 3D domain. In the following, we consider a two-phase flow
(gas and liquid) within a finite 3D domain Ωx. Let us denote by ΣI (t) the moving surface that
separates both phases. First, we do not make any assumption on the flow topology (separated
or disperse). We start by defining a 2D surface and some intrinsic geometrical variables in
subsections 5.2.1-5.2.3. Then in subsection 5.2.4, we introduce a statistical description of the
gas-liquid interface similar to Pope’s description of flames dynamics and propagation Pope(1988).

5.2.1 Surface definition

Since we are dealing with disperse and separated phases in the same domain, the moving surface
ΣI (t) is not necessarily a connected set: in general it consists in a set of closed (disperse phase)
and unclosed (bulk phase) connected sub-surfaces. Therefore, the global surface ΣI (t) can be
written as a union of connected sub-surfaces Σi (t):

ΣI (t) �
Nmax⋃

i�1

Σi (t), (5.1)

that are separated in the sense that, for i , j:

min
(x ,y)∈Σi (t)×Σ j (t)

(| |x − y | |) > 0.

Now, let us consider two standard descriptions of a moving surface. First, the surface can be
defined as the set of zeros of a time-space function (t; x) 7→ g(t; x):

ΣI (t) � {x ∈ Ωx; g(t; x) � 0}. (5.2)

The function g satisfies the following kinematic equation:

∂g
∂t

+ vI
g
· ∇(g) � 0, (5.3)

where vI
g (t; x) is an interface velocity, whose definition is discussed thereafter. Let us call this

approach: the "implicit definition of a surface".

On the other hand, the "explicit definition of a surface", also called the "parametric surface",
consists in using two real parameters u , v and parametric functions:

X I (t; .) :

{
Ui −→ Ωx

(u , v) 7−→ X I (t; u , v) , i ∈ {1, ...,Nmax} , (5.4)

where Ui is a subset of �2, such that:

Σi (t) � {X I (t; u , v); (u , v) ∈ Ui }. (5.5)
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Each couple of parameters (u , v) is associated to a point located on the surface and moving
according to an interface velocity that depends on the choice of the parametrization:

∂X I (t; u , v)
∂t

� vI
U (t ,X I (t; u , v)). (5.6)

We will discuss in the next section the relation between the interface velocities used in the
implicit definition vI

g and in the explicit definition vI
U .

Although we mostly consider the implicit definition of the surface (5.2), some of the definitions
provided in the following will also be given for a parametric description of the surface for the
sake of clarity. From now on, we suppose that each sub-surface Σi is a C2 oriented surface,
meaning that the space function g(t; .) is a C2 differentiable function. The orientation is chosen
such that the gradient ∇g(t; x) at the interface points (g(t; x) � 0) is strictly oriented toward
the gaseous phase.

5.2.2 Intrinsic gas-liquid interface variables

The aim of this paragraph is to introduce some local intrinsic properties of the interface, meaning
that the quantities associated with these properties do not depend on the way the surface is
defined (implicitly or explicitly, choice of a parametrization...). These quantities will be useful
for setting a statistical description of the interface.

5.2.2.1 Normal vector and tangent plane

Let us consider a point on the surface x i ∈ ΣI (t). Using (5.2), the normal vector at x i is given
by:

n(t , x i) �
∇x

(
g
)
(t; x i)

| |∇x
(
g
)
(t; x i) | |

. (5.7)

The tangent plane to the surface at x i is the unique plan orthogonal to n and passing by x i.
One can consider that the tangent plane provides a first order approximation of the surface at
x i.

5.2.2.2 Curvatures

Curvatures are defined as the infinitesimal variations of (t , x) 7→ n(t , x) when x follows a path
over the interface. These variations can be expressed as a function of the Hessian matrix H (g)
of the function g(t; .) according to (see also Kindlmann et al.(2003)):

∇x (n)T
� −

1

| |∇x
(
g
)
| |

(I3 − n ⊗ nT )H (g), (5.8)

where H (g) is given by:

H (g)(t; x) � ∇x
((
∇x

(
g
)))

�

(
∂2g

∂x j∂xk
(t; x)

)
j,k�1...3

, (5.9)

and I3 is the identity matrix.
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It can be shown that there exists an orthonormal basis {e∗1 , e
∗

2} of the tangent plane at the
surface point x i, such that the restriction of the matrix ∇x (n)T to the tangent plane is a 2 × 2
diagonal matrix Kindlmann et al.(2003). In other words, in the orthonormal basis {e∗1 , e

∗

2 , n},
∇x (n)T reads:

∇x (n)T
�

*.
,

κ1 0 σ1
0 κ2 σ2
0 0 0

+/
-
, (5.10)

where κ1 ≥ κ2 are the two principal curvatures and (σ1 , σ2) are two real variables. The eigen-
vectors {e∗1 , e

∗

2} corresponding to the eigenvalues (κ1 , κ2) are also called the principal directions
of the surface at x i.

Instead of using the two principal curvatures, one can consider the mean curvature H and the
Gauss curvature G, defined by:

H �
1

2
(κ1 + κ2),

G � κ1κ2.
(5.11)

Indeed, the mapping{ {
(κ1 , κ2) ∈ R2; κ1 ≥ κ2

}
−→

{
(H,G) ∈ R2+; H2

≥ G
}

(κ1 , κ2) 7−→ (H,G)
, (5.12)

is one-to-one.

5.2.2.3 Area density measure and stretch rate

The last quantity needed in the following is an evaluation of the interface area within any control
volume. For this purpose, one defines the area density measure as follows, see Morel(2015) and
related works:

δI (t; x) � | |∇x
(
g
)
| | δ(g(t , x)), (5.13)

where δ denotes the Dirac measure. Consequently, for any volume V, the area AV (t) of surface
contained in V at time t is given by:

AV (t) �
∫
Ωx

1V (x)δI (t; x)dx ,

where 1V (x) is the characteristic function of volumeV. It is important to note that the measure
δI does not depend on the choice of g. It is thus an intrinsic property of the interface.

5.2.2.4 Interface velocity

We have seen in paragraph 5.2.1 that the interface velocity may have multiple definitions, ac-
cording to the definition of the interface (implicit (5.2) or explicit (5.4)) or the choice of the
parametrization. Let us choose here a unique definition of this velocity.

As underlined in Drew(1990), one can see that the evolution of the interface according to (5.3)
only depends on the normal component of vI

g. Let us then introduce vI � vI
g
· n, that is

unambiguously defined, and the interface velocity by:

vI � vI n , (5.14)
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By considering a point X I (t; u , v) on the surface for a given parametrization and the application
ϕ : (t; u , v) 7→ g(t; X I (t; u , v)), one can show the following relation with the the velocity vI

U

defined in (5.6):

vI � vI
U
· n.

Now, let us consider that the interface lies in a medium, whose velocity is U(t , x). Moreover, this
interface may propagate, normal to itself, at a velocity Ve n relative to the medium Pope(1988).
This is for example the case of a flame that separates burnt and unburnt gases, for which the
flame speed Ve depends on the chemical reactions rates. Or in the case of two-phase flows, Ve
may characterize the rate of phase transitions, such as evaporation. The interfacial velocity is
then related to these quantities through:

vI � (U · n) + Ve .

5.2.3 Time evolution of interfacial variables

In this paragraph, we present the evolution equations for surface element properties based on the
works of Drew(1990). Let us mention that the choice in the definition of the interface velocity
affects the expression of the evolution laws for the curvatures and the area density measure. Here
we consider the interface velocity defined by (5.14). Then, the time evolution of the curvatures
can be expressed as follows:

Ḣ � −
1

2
∇
2
T (vI ) − (2H2

− G)vI ,

Ġ � −H∇2T (vI ) +
√

H2 − G(
∂2vI

∂y∗1
2
−
∂2vI

∂y∗2
2

) − 2 H G vI ,
(5.15)

where •̇ � ∂t •+vI · ∇x•, denotes the Lagrangian time derivative, ∇2T � ∂2y1 +∂
2
y2 is the tangential

Laplacian operator (y1 and y2 can be any two orthonormal directions tangential to the surface),
and y∗k is the coordinate along the principal directions e∗k , k � 1, 2. In B, we derive the equation
for δI . This equation reads:

δ̇I � − (∇x · vI ) δI + 2H vI δI . (5.16)

In equation (5.16), one can identify the second term in the right-hand side with the stretching
rate Ṡ, which is defined in Pope(1988) as an intrinsic property. For an interface velocity that is
normal to the interface, its equation reads:

Ṡ � 2H vI . (5.17)

Another important point in the comparison with Pope’s equations is to note that in Pope(1988),
the interface velocity is defined as the sum of the fluid velocity and the propagation velocity of
the flame interface due to chemical reaction (combustion). Consequently, this leads to different
equations for Ḣ, Ġ and Ṡ.

The system (5.15) is not closed, because of the second order derivatives of the interfacial velocity
in the two principal directions. For future works, these terms need to be modeled, but this is
not the objective of the present work. An interpretation of the different terms occurring in the
system of equation (5.15) can be found in Drew(1990).
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5.2.4 General statistical description of the interface

Now, we propose to introduce a general statistical description of a gas-liquid interface, that may
be useful when the exact location of the interface is not known, like in turbulent flows Pope(1988)
or in two-phase transition zones. Obviously, the statistical description of the interface can not
be restricted to one geometrical variable, as is often done for disperse phases. Indeed, when
assuming that droplets are spherical, the information about the droplets radii is enough to
describe the interface geometry. This is however not the case with a general interface, such as
one described by (5.1). In the following, we propose to use the mean and Gauss curvatures, as
well as the interface velocity, to characterize the local interface properties and their evolution.
These variables will be called the internal or phase space variables:

ξ̂ � (Ĥ , Ĝ, v̂I ),

the set of values that can be attained by any realization ξ̂ � ξ(t , x) at time t and position x is
the phase space Ωξ. Moreover we need to define an appropriate probabilistic measure. When the
interface splits the two phases into a certain number of discrete and countable particles, a relevant
measure is the NDF. In the case of a general gas-liquid interface, we adopt a measure based on
the area concentration of the geometric properties of the interface. Let us consider the surface
density function (SDF) F(t , x; ξ̂) Pope(1988), defined as follows: the quantity F(t , x; ξ̂)d5ξ̂d3x
measures the probable surface area present in the spatial volume d3x around x and in the phase-
space volume d5ξ̂ around ξ̂. The notion "probable" is used here in the sense of an ensemble
averaging over different realizations, as defined by Drew Drew and Passman(1999). To clarify
this concept of SDF, let us first give a definition of the SDF for one realization, namely the
fine-grain SDF, F

′, using the implicit definition of the surface (5.2):

F
′

(t , x; ξ̂) � δI (t , x)δ(ξ̂ − ξ(t , x)). (5.18)

Pope also defines the fine-grain SDF in Pope(1988), using the explicit definition (5.4):

F
′

(t , x , ξ̂) �
∫
U

L(t , u , v; ξ̂)A(t , u , v)dudv , (5.19)

where A(t , u , v) is the area of a surface element, defined by:

A(t; u , v) � | |∂uX I × ∂vX I | |(t; u , v) (5.20)

and

L(t , u , v; ξ̂) � δ(x − x(t , u , v))δ(ξ̂ − ξ(t , u , v)). (5.21)

One can show that the two definitions are equivalent and independent of the choice of the
parametrization and the function g.

Secondly, the SDF is defined as an ensemble average over all the realizations:

F(t , x; ξ̂) �< F
′

(t , x; ξ̂) >, (5.22)

where < • > is the ensemble average operator.

Using the same procedure as in Pope(1988), we can derive the following transport equation with
a source term:

∂t F + ∇x · {v̂I F} + ∇ξ̂ · {< ξ̇ >c F} �< Ṡ >c F, (5.23)
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where the conditional expectation of a scalar ψ is defined by:

< ψ >c�
< ψF

′ (t , x; ξ̂) >

F(t , x; ξ̂)
.

The SDF evolves due to two main contributions: the left-hand side of equation (5.23) contributes
to the evolution of F in the phase-space Ωξ and in the physical space Ωx. This evolution is
expressed as divergences of conservative fluxes. The source terms of the right-hand side of
equation (5.23) express the evolution of the surface area due to stretching.

The conditional expectations of Ḣ, Ġ and Ṡ may be obtained from their Lagrangian time
evolution (5.15) by applying the ensemble averaging and by using the linearity of the average
operator, which reads (λ is a constant):

< λa + b >� λ < a > + < b >,

as well as Gauss and Leibniz rules:

< ∂t a >� ∂t < a > and < ∂x a >� ∂x < a > .

Then, the averaged evolution equations read:

< Ḣ >c � −
1

2
< ∇2T (vI ) >c − (2Ĥ2

− Ĝ) (v̂I · < n >c),

< Ġ >c � −Ĥ < ∇2T (vI ) >c +

√
Ĥ2 − Ĝ

〈
∂2vI

∂y∗1
2
−
∂2vI

∂y∗2
2

〉
c

− 2ĤĜ (v̂I · < n >c),

< Ṡ >c � 2Ĥ (v̂I · < n >c).

(5.24)

One can note that some terms are unclosed in these equations. These are the conditional
expectations of:

• the normal vector < n >c,

• the second order derivatives of the interfacial velocity < ∇2T (vI ) >c,

• the evolution of the interfacial velocity < v̇I >c.

These terms need to be modeled and related to the internal flow dynamics of the gas and liquid
phases.

5.2.5 Averaged quantities and moments of the SDF

The numerical resolution of equation (5.23) is unreachable for most applications because of
the large dimension of the phase space Ωξ. In fact, solving the exact SDF would provide a
level of detail on the flow, which is often not needed. Moreover, the large amount of data
produced to attain this level of detail may hide the prevailing macroscopic features we are
looking for. Therefore, we only aim at predicting some macroscopic variables of the flow, that
ensure a satisfactory result for most industrial applications. Drew Drew(1990) derived Eulerian
equations for the evolution of the following averaged quantities: the expected surface density
Σ(t , x), the interfacial-expected mean and Gauss curvatures, H̃, G̃ and the volume fraction
α(t , x). In the present approach, we can not express the volume fraction as a function of the
SDF without making a topological assumption on the gas-liquid interface. Therefore, in this
part we temporarily restrict our study to the first three averaged interfacial quantities.
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In terms of moments of the SDF, Σ(t , x), H̃ and G̃ can be expressed as follows:

Σ(t , x) � M0,0,0(t , x),
Σ(t , x)H̃ � M1,0,0(t , x),
Σ(t , x)G̃ � M0,1,0(t , x),

(5.25)

where the moments read:

Mi , j,l (t , x) �
∫
Ωξ

H iG jVI ,x
lx VI ,y

ly VI ,z
lz F(t , x; ξ̂)d5ξ̂ , (5.26)

and l � (lx , ly , lz).

Then, by multiplying the SDF evolution equation (5.23) by H iG jVI ,x
lx VI ,y

ly VI ,z
lz and integrating

over the whole phase-space domain, we can derive the evolution equations for the three quantities
of interest:

∂tΣ + ∇x · ({Σ vI }) �
∫
ξ̂
< Ṡ >c F(t , x; ξ̂) d5ξ̂ ,

∂tΣH̃ + ∇x ·
({
Σ H̃ vI

})
� ∇x ·

({
ΣH̃(vI − vI

H )
})

+
∫
ξ̂
< Ṡ + Ḣ/Ĥ >c ĤF(t , x; ξ̂) d5ξ̂ ,

∂tΣG̃ + ∇x ·
({
Σ G̃ vI

})
� ∇x ·

({
ΣG̃(vI − vI

G)
})

+
∫
ξ̂
< Ṡ + Ġ/Ĝ >c ĜF(t , x; ξ̂) d5ξ̂.

(5.27)

We can notice three types of averaged interfacial velocity that read:

Σ ṽI �
∫
ξ̂
v̂I F(t , x; ξ̂) d5ξ̂ ,

Σ H̃ vI
H

�
∫
ξ̂
v̂I ĤF(t , x; ξ̂) d5ξ̂ ,

Σ G̃ vI
G

�
∫
ξ̂
v̂I ĜF(t , x; ξ̂) d5ξ̂.

(5.28)

Using the time evolution of both curvatures and of the stretch factor (5.15) in the system of
equations (5.27), we can show that this system is equivalent to the system derived by Drew in
Drew(1990). However, two closure issues need to be tackled at two different stages for future
works. First, we need time evolution laws to close the conditional averages (< Ḣ >c , < Ġ >c , <
Ṡ >c), as already mentioned for the transport equation of the SDF. Next, we need to propose
a procedure to reconstruct the SDF from the known moments. Let us underline that, by using
only the three first moments M0,0,0, M1,0,0, M0,1,0, we can not capture the variance of the phase-
space coordinates. One should consider higher order moments. However, one must be careful
when reconstructing the SDF in this case. Indeed, the curvatures (Ĥ , Ĝ) must satisfy Ĥ2

≥ Ĝ
(see equation (5.12)), and the SDF reconstruction has to respect this constraint.

5.3 Probabilistic description of the gas-liquid interface for a dis-
perse phase

5.3.1 Surface density function in the context of discrete particles

The SDF measures the pointwise probable area concentration for a probabilistic event, which is
characterized by the phase space variables ξ̂ � {Ĥ , Ĝ, v̂I } ∈ Ωξ and evaluated at a local point
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E1 E2 E3

E4

E5
E6

Figure 5.1: Illustration of the spatial decomposition, with subspaces containing only one particle.

x ∈ Ωx. This probabilistic description is a pointwise description of the interface, which makes it
general and valid for both separated and disperse phases. However, in the case of a disperse flow,
a point-particle approach is usually considered. Each particle, droplet or bubble, is reduced to a
point, characterized by some averaged and global quantities, such as: the velocity of the center of
mass, the particle size (measured by volume, surface area or diameter), etc... and the statistics
are conducted on a number of objects. In order to adapt the statistical approach presented in the
previous section to a discrete formalism for a disperse phase, we first define interfacial quantities
that are averaged over the surface of each particle. Then, we define a discrete surface density
function (DSDF) that may characterize the dispersion in size and in shape of the population of
particles.

Let us consider an isolated particle pk of surface Σk , supposed to be smooth. Let us also

consider a partition of the domain Ωx �

Nmax⋃
k�1

Ek , such that each sub-domain Ek contains exactly

one particle pk , as illustrated in Figure 5.1. For a quantity φ(t , x), that can be a scalar (like
curvatures) or a vector (like a velocity), we define its interface average φk (t , x) over the particle
surface Σk as follows:

φk (t , xk ) �
1

Sk

∫
x∈Ek

φ(t , x)δI (t , x)d3x , (5.29)

where Sk is the total surface area of the particle:

Sk �

∫
x∈Ek

δI (t , x)d3x ,

and xk its center of mass.

From now on, we consider each particle pk as punctual, located at its center of mass xk (t),
having a surface area Sk and the averaged interface properties ξk � {Hk ,Gk , vI k }. We define the
DSDF by:

Fd (t , x , ξ̂) �<
Nmax∑
k�1

Sk (t)δ(x − xk (t))δ(ξ̂ − ξk (t)) > (5.30)

where Nmax is the maximum number of particles in the domain Ωx over all realizations. One can
note that we have chosen to locate the particles at their centers of mass. However, the surface
averaging procedure involves a surface barycenter defined by x̃k � 1/Sk

∫
Σk

xdS(x). In order to
cope with our choice, which is more practical as far as the particle dynamics is considered, we
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propose to express the mean interface velocity as:

vI k (t) �
dxk (t)

dt
+ Ṽk (t),

where Ṽk (t) is a fluctuation velocity, that stands for the particle shape deformations. In the
following, this fluctuation velocity is neglected and we simply consider that the averaged interface
velocity of a particle pk reads:

vI k (t) �
dxk (t)

dt
. (5.31)

The DSDF (5.30) verifies a similar transport equation as (5.23):

∂t Fd
+ ∇x ·

(
v̂I Fd

)
+ ∇ξ̂ ·

(
<

˙
ξ >c Fd

)
�<

˙
S >c Fd . (5.32)

Once more, the time evolution of the averaged curvatures needs to be modeled in order to close
the system of equations. This is work in progress and is out of the scope of the present paper.

The "localized" SDF defined in section 5.2.4 and the DSDF are two different functions. Nonethe-
less, they contain similar pieces of information about the gas-liquid interface properties. Indeed,
both functions provide the probable surface area of the interface having some geometrical prop-
erties given by the phase-space variables. For the "localized" SDF, the phase-space variables
are given by the localized interface properties at a surface point, while for the DSDF, we have
considered interface properties averaged by object (particle). The link between the two functions
can be seen through the first order moments of the two functions:

Proposition 5.3.1 Given a subdomain E ⊂ Ωx, such that its border does not cut any particle,
the integral over this subdomain of the zeroth and first order moments of the two functions are
equal: ∫

x∈E

∫
ξ̂∈Ωξ

F(t , x; ξ̂) d5ξ̂d3x �
∫

x∈E

∫
ξ̂∈Ωξ

Fd (t , x; ξ̂) d5ξ̂d3x∫
x∈E

∫
ξ̂∈Ωξ

ξ̂ lF(t , x; ξ̂) d5ξ̂d3x �
∫

x∈E

∫
ξ̂∈Ωξ

ξ̂ lFd (t , x; ξ̂) d5ξ̂d3x
(5.33)

where ξ̂ l ∈
{
Ĥ , Ĝ, v̂I x , v̂I y , v̂I z

}
.

Proof: We illustrate this result for a moment of order one on G and zero on the other phase
variables (ξ̂ l � Ĝ):∫

x∈E

∫
ξ̂∈Ωξ

ĜF(t , x; ξ̂) d5ξ̂d3x � <
∫

x∈E G(t; x) δI (x) d3x >

� <
∑
k

∫
x∈Ek∩E

G(t; x) δI (x) d3x >

� <
∑

{k; xk (t)∈E}
SkGk >

� <
∑

{k; xk (t)∈E}

∫
x∈Ek

∫
ξ̂∈Ωξ

ĜFd (t , x , ξ̂) d5ξ̂d3x >

�
∫

x∈E

∫
ξ̂∈Ωξ

ĜFd (t , x , ξ̂) d5ξ̂d3x.

(5.34)

�

We recall that the zeroth and first-order moments are related to the expected surface density
and the two curvatures (Σ,ΣH̃ ,ΣG̃), defined in (5.25), and to the expected interface velocity,



Part II - Contribution to a unified modeling of disperse and separated
phases

77

defined in (5.28). In this work, we give a great importance to these quantities because they
contain some topological information about the gas-liquid interface, such as the number density
of particles, as we will show in next section. we underline that any future definition of a new
SDF should preserve these moments.

5.3.2 Link between the DSDF and a NDF: derivation of a Williams-Boltzmann-
like equation

Let us now present the relation between the DSDF (5.30) and a number density function (NDF)
for particles, using a geometrical property of the averaged Gauss curvature, known as the Gauss-
Bonnet formula.

Let M be a 3D bounded object and �(M) its surrounding surface, supposed to be smooth. The
Gauss-Bonnet formula applied to �(M) states that Abbena et al.(2006):∫

x∈�(M)
G(x)dS(x) � 2π χ(M), (5.35)

where χ(M) is the Euler characteristic of the surface �(M) and is a topological invariant,
meaning that two homeomorphic surfaces have the same Euler characteristic. In the following, we
consider smooth particle surfaces, that are all homeomorphic to a sphere, the Euler characteristic
of which is 2. Therefore, we can relate the averaged Gauss curvature over the surface of a particle
pk to its surface area by:

Sk �
4π

Gk
. (5.36)

Since
SkGk

4π
� 1 for each particle, we are able to count the total number of particles, just by

looking at the interface average of G. Then, we can derive a relation between the DSDF Fd and
a Number Density Function (NDF) f . This relation is given by the following proposition.

Proposition 5.3.2 When the two-phase flow is purely disperse, the distribution function
Ĝ
4π

Fd (t , x; ξ̂)

is equal to the NDF f (t , x; ξ̂) for a phase space made of the averaged curvatures and interface
velocity ξ̂ � {Ĥ , Ĝ, v̂I }:

Ĝ
4π

Fd (t , x; ξ̂) � f (t , x; ξ̂) (5.37)

Proof:

Ĝ
4π

Fd (t , x; ξ̂) � <
Nmax∑
k�1

Sk (t)δ(x − xk (t))



Ĝ
4π



δ(ξ̂ − ξk (t))) >,

� <
Nmax∑
k�1

Sk (t)δ(x − xk (t))
{

Gk (t)
4π

}
δ(ξ̂ − ξk (t)) >,

� <
Nmax∑
k�1

δ(x − xk (t))δ(ξ̂ − ξk (t)) >,

� f (t , x; ξ̂).

(5.38)
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�

From the transport equation of the DSDF (5.32), we can derive a General Popolation Balance
Equation (GPBE) for f (t , x; ξ̂), that is similar to the Williams-Boltzmann equation:

∂t f + ∇x · {v̂I f } + ∇ξ̂ · {<
˙
ξ >c f } � *

,
<

˙
S >c + <

˙G

G
>c+

-
f . (5.39)

The right-hand term behaves as a source term. We can relate this term to topological evolutions
of the Euler characteristic of droplets due to fragmentation, coalescence, ects.

Let us now consider a set of droplets that do not break up, nor coalesce and which are all the
time homeomorphic to spheres. Using the Gauss-Bonnet result (5.36), we can show that:

˙
Sk � −

˙Gk (t)

Gk (t)
. (5.40)

Therefore, without break-up nor coalescence, equation (5.39) reduces to:

∂t f + ∇x · {v̂I f } + ∇ξ̂ · {<
˙
ξ >c f } � 0. (5.41)

Equation (5.41) represents the time evolution of the particles NDF due to transport in physical
space at the velocity of their center of mass, and the evolution of the internal variables, which
represents the particle surface deformations and their acceleration by interaction with the carrier
gas.

Now, we consider the volume of particles as an additional variable of the phase-space. Let us
underline that adding the volume to the phase-space variables is specific to particles and can not
be easily conducted within the general statistical approach for gas-liquid interface, as introduced
in section 5.2.4. Furthermore, we also replace the averaged Gauss curvature by the surface area
of the particles, since the two variables are related by (5.36). In the following, we denote the new
phase-space variables by ξ

v
� {H , S, v , vI }, where S � 4π/G is the surface area of the particles

and v is their volume. A new NDF may be defined as follows:

f (t , x , ξ̂
v
) �<

Nmax∑
k�1

δ(x − xk (t))δ(ξ̂
v
− ξ

v
k (t)) > . (5.42)

Next, we focus on the evolution of the expected-average terms of the gas-liquid interface: the
interface density area Σ(t , x), the mean and Gauss curvatures, H̃(t , x) and G̃(t , x), introduced
in section 5.2.4 and the volume fraction α(t , x). In the current context, these terms can be
expressed as first order moments of the NDF as follows:

α(t , x) � M0,0,1,0(t , x),
Σ(t , x) � M0,1,0,0(t , x),
Σ(t , x)H̃ � M1,1,0,0(t , x),
Σ(t , x)G̃ � 4πM0,0,0,0(t , x),

(5.43)

where the moments of the NDF now read:

Mi , j,k ,l (t , x) �
∫
ξ̂

v
∈Ωξ

H iS j vkVI ,x
lx VI ,y

ly VI ,z
lz f (t , x; ξ̂

v
) d5ξ̂

v
, (5.44)
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and l � (lx , ly , lz). By considering the corresponding moments of the dynamics of the NDF
(5.41), we can obtain the equations of the three expected interfacial variables and the volume
fraction:

∂tα + ∂x · {α(t , x)ṽI } � ∇x ·
(
{α(t , x)(ṽI − ṽI

α)}
)
+

∫
ξ̂

v
< v̇ >c f (t , x; ξ̂

v
)d5ξ̂

v
,

∂tΣ + ∂x · {Σ(t , x)ṽI } �

∫
ξ̂

v
< −Ṡ >c f (t , x; ξ̂

v
)d5ξ̂

v
,

∂tΣH̃ + ∂x · {ΣH̃ṽI } � ∇x ·
(
{ΣH̃(ṽI − ṽI

H )}
)
+

∫
ξ̂

v
< −ṠĤ + ḢŜ >c f (t , x; ξ̂

v
)d5ξ̂

v
,

∂tΣG̃ + ∂x · {ΣG̃ṽI } � ∇x ·
(
{ΣG̃(ṽI − ṽI

G)}
)
.

(5.45)

The divergence terms appearing in the right-hand side of the system express the correlation
between the velocity and the rest of the phase space variables. In the case where the velocity
is uncorrelated with {v ,H,G}, these terms vanish. Under this hypothesis, the only remaining
source terms are related to the shape deformation and to the compressibility of the particles.
Also, the last equation would have no source term: the deformation of particles does not affect
the quantity ΣG̃. Indeed, according to Gauss-Bonnet this quantity is the expected number
density of particles, the evolution of which is only due to convection or coalescence and break-up
of the particles. Since we have supposed that the particles do not break-up nor coalesce, the
particles number density is simply convected at velocity ṽI .

In the following section, we propose a simplified closed model of this system in the case of a
polydisperse evaporating spray, where the droplets are supposed to remain spherical at any time.

5.4 High order geometrical size moments for polydisperse evap-
orating sprays of spherical droplets

Remark 1 From now on, we omit the subscript •̂ for the phase-space variables.

In this part, we show that the system of equations given in (5.45) can degenerate to the fractional
moments model described in chapter 4 in the case of spherical droplets and under the same
assumptions as the ones used in that chapter. In the following, we suppose that the spray
is dilute and the Weber number is low enough, so that coalescence and fragmentation of the
droplets can be neglected. Finally, we assume that thermal transfer can also be neglected, so
that the temperature of the droplets can be ignored. Under the hypothesis that the droplets
stay spherical at all times, the NDF writes:

f (t , x; H, S, v , vI ) � N (t , x; S, vI ) δ(H − H(S)) δ(v − v(S)), (5.46)

where the mean curvature, H(S) �
√

4π/S, and the volume of the drops, v(S) � S3/2/(6
√
π),

are two functions of the surface S. Therefore, we can reduce the phase-space variables to the
surface area S and the averaged interface velocity vI . Let us also note that under the assumption
of the incompressibility of the droplet and a uniform evaporation at the droplet surface, vI is
now equal to vp, the velocity of the mass center of the droplet. In the following, we consider
dimensionless variables, so that the surface area S ∈ [0, 1]. The droplet acceleration v̇p is equal
to the sum of forces per unit of mass acting on the droplet. In the following, we consider that
the only force acting on the droplets is the drag due to the carrier gas. This can be modeled in
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a first time by a linear Stokes law:

v̇p �
u g − vp

St(S)
, (5.47)

where St(S) � θS is the Stokes number, which depends linearly on the surface area S. The
coefficient θ depends on the physical properties of the gas and the liquid. Since we consider
spherical and non-deforming droplets, the evolution of the surface area is only due to evaporation.
The Lagrangian-time derivative of the surface area is equal to the evaporation:

Ṡ � RS (S). (5.48)

Assuming a d2 law for the phenomenon, the evaporation rate is constant: RS (S) � −K. Con-
sidering the spherical assumption of the droplets, we can show the following relations:

v̇ � −
3

2

1

6
√
π

S1/2K

Ḣ �
1

2

√
4π

1

S3/2
K

(5.49)

To simplify the distribution on the velocity, we consider a monokinetic assumption de Chaise-
martin et al.(2009):

N (t , x; S, vp) � n(t , x , S) δ(vp − up (t , x)), (5.50)

The averaged interfacial quantities (volume fraction, surface area density and Gauss and mean
curvatures), that have been expressed as moments of the NDF f (t , x; H, S, v , vI ) in equations
(5.43) and (5.44), can now be expressed as moments of the simplified NDF n(t , x , S) as follows:

ΣdG̃d � 4πm0 ,
ΣdH̃d � 2

√
πm1/2 ,

Σd � m1 ,

αd �
1

6
√
π

m3/2 ,

(5.51)

where a fractional size-moment is given by:

mk/2(t , x) �
∫ 1

0

Sk/2n(t , x , S)dS. (5.52)

Now, from equations (5.45), (5.51), (5.48), (5.49) and (5.47), we can derive the following system
of equations on the fractional size-moments:




∂tm0 + ∂x ·
(
m0up

)
� −K (t , x , S � 0),

∂tm1/2 + ∂x ·
(
m1/2up

)
� −

K

2
m−1/2 ,

∂tm1 + ∂x ·
(
m1up

)
� −Km0 ,

∂tm3/2 + ∂x ·
(
m3/2up

)
� −

3K

2
m1/2 ,

∂t (m1u) + ∂x ·
(
m1up ⊗ up

)
� −Km0up + m0

u g − up

θ
,

(5.53)
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where the pointwise disappearance flux −Kn(t , x , S � 0) at size zero and the negative order mo-
ment m−1/2 �

∫ 1

0
S−1/2n(t , S)dS depend on the size distribution, which is an unknown function

in this model.

Fractional size moments can be seen as a first and a simple model that we can derive successfully
from the statical gas-liquid interface approach introduced in 5.3.1. In this model, we have
supposed a spherical form of droplets which allows to simplify the system of equations (5.45),
and thus obtain the closed system (5.53) using the reconstruction of the size distribution through
entropy maximization. In this case, droplet deformation is neglected and the evaporation is the
only source term acting on the size variation. So on, the actual model can be used for polydisperse
evaporating sprays, but with more capacity to be coupled, in future work, with a model of the
form (5.45) to describe the gas-liquid interface.

5.5 Unified averaged surface density function for disperse and
separated phases

In section 5.3.1, we have drawn a link between the NDF and the discrete SDF in the context
of a discrete formalism. However, the discrete SDF is valid only for the disperse phase and its
definition (5.30) supposes that we are able to isolate the droplets/ligaments in a certain manner.
Therefore, it is not yet obvious that we can link a statistical description of the gas-liquid interface
with a statistical description of the spray evolving under Williams-Boltzmann’s equation. In this
part, we introduce a spatially averaged SDF, which is defined independently of the flow regime
(disperse or separated phases). We show that the defined SDF degenerates to the discrete SDF
(5.30), when the liquid phase is dispersed and dilute. The objective of this task is twofold: first,
to draw a clear link between a distribution on the surface, which describes general gas-liquid
interfaces, and a distribution of a droplet number density. The second purpose is to use this
definition to design a new tool and new algorithms to analyze the gas-liquid interface generated
by DNS computations.

5.5.1 Averaged interfacial quantities and appropriate phase space variables

The spatial averaging process is applied on the internal variables ξ(t , x) and the instantaneous
area concentration δI (t , x) separately for each realization. In this context, we define generally
the Averaged SDF (ASDF) as follows:

Fa (t , x; ξ) �< δ̃I (t , x) δ(ξ − ξ(t , x)) >, (5.54)

where the averaged space variables ξ(t , x) and the average area measure δ̃I (t , x) will be defined
such that we satisfy the following properties:

A. The spatial average of the surface area does not spread the interface: its thickness remains
zero for each realization, i.e.

δ̃I (t , x) � 0, for x < ΣI (t).

B. The new distribution preserves the space integral of the first order moments of the classical
SDF as in Proposition 5.3.1. This property reads:∫

x∈Ωx

∫
ξ∈Ωξ

ξ lFa (t , x; ξ)d5ξd3x �

∫
x∈Ωx

∫
ξ∈Ωξ

ξ lF(t , x; ξ)d5ξd3x (5.55)
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where l ∈ {0, 1}5 , l1+· · ·+ l5 ≤ 1 and ξ � {ξ1 , . . . , ξ5}. We recall that this property ensures
the possibility to express the expected-mean interfacial quantities (Σ(t , x), H̃(t , x), G̃(t , x))
as moments of the new averaged SDF.

C. The new SDF can be related to the discrete SDF, when the domain contains a dilute
disperse phase, such that the larger particle diameter is smaller than the inter-particle
distance. We express this relation for a volume space E ⊂ Ωx, where the border of the
domain does not cross any particle, as follows:∫

x∈E
Fa (t , x; ξ)d3x �

∫
x∈E

Fd (t , x; ξ)d3x. (5.56)

In these conditions, we can relate the spatial-averaged SDF to the NDF of the particles in
the same way as in section 5.3.2.

To fulfill the first requirement A, we propose to define the averaged quantities as follows:

δ̃I (x) � Θh (t , x)δI (t , x), (5.57)

ξ(t , x) �




1

Θh (t , x)

∫
y∈Ωx

w(x; y − x) δI (t , y)ξ(t , y)d3y , if Θh (t , x) > 0

Not defined otherwise

(5.58)

and

Θh (t , x) �
∫

y∈Ωx

w(x; y − x) δI (t , y)d3y , (5.59)

where w(x; r � y − x) is a convolution kernel. The function w(x; r) is chosen such that it
vanishes for large | |r | | > h, where h > 0 is a characteristic spatial length scale, independent from
the position x. The case where Θh (t , x) � 0, the averaged interfacial variables are not defined
and can take any real value, since no interface exists in the vicinity of the position x.

The kernel function is designed such that the SDF (5.54), satisfies the two remaining require-
ments (B and C).

For the second requirement B, we can show that equation (5.55) is satisfied if we have, for any
y ∈ Ωx:∫

x∈Ωx

w(x , y − x)δI (t , x)d3x � 1. (5.60)

Finally, for the third requirement property C, we look for a spatial-average of the interfacial
variables (5.58) that can degenerate to an interfacial average over one particle surface (5.29),
when the inter-particle distance is much larger than the particles diameters. We can reach this
goal by first choosing a length scale h larger than the maximum of particle diameters and smaller
than the inter-particle distance. Then we propose to use the following kernel function, which
satisfies the condition (5.60):

w(x; r) �
1| |r | |<h (r)∫

x′∈Vh (x+r) δI (x′)d3x′
, (5.61)

where Vh (x) � {y ∈ Ωx; | |x − y | | < h}. Therefore, w(x , r) represents the inverse of the surface
area included inVh (x + r). In the case where no interface exists in the volumeVh (x + r), w(x , r)
is not defined and can take any real value without affecting the definition of the averaged SDF.
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5.5.2 Generalized Number density function

Using the averaged SDF defined in the previous section, we can define the following distribution
function:

Definition We define the Generalized Number Density Function (GNDF) as follows:

fΣ(t , x; ξ) �
|G |
4π

Fa (t , x; ξ). (5.62)

Now, let us consider a disperse phase made of Nmax non-spherical particles (droplets or bubbles),
pk , k � 1, . . . ,Nmax whose external boundaries are denoted by Σk , k � 1, . . . ,Nmax and their
center of mass by xk , k � 1, . . . ,Nmax. By considering a sufficiently large length scale averaging
h (for example larger than the particle diameter), we can ensure the positivity of the averaged
Gauss curvature. In this case, we can simply write the GNDF as follows:

fΣ(t , x; ξ) �
G
4π

Fa (t , x; ξ). (5.63)

In the following, we consider a dilute disperse phase, such that the inter-distance between the
droplets is larger than the droplet diameter. Using a length scale h larger than the droplet
diameter, we show the link between the GNDF and the classic NDF, as it was stated in the
third requirement C of the last section. To conduct this derivation, we use the notations of
section 5.3.1, which introduced the discrete formalism of the particles.

Proposition 5.5.1 If E is a space volume whose borders do not cross any particle, then the two

integrals of the GNDF fΣ(t , x; ξ) �
G
4π

Fa (t , x; ξ) and the NDF f (t , x; ξ) ever E are equal:

∫
x∈E

fΣ(t , x; ξ)d3x �

∫
x∈E

f (t , x; ξ)d3x. (5.64)

Proof: If h is larger than the largest particle diameter and smaller than the smallest inter-
particle distance, then ωk � {x ∈ Ωx , min

y∈Σk
| |x − y | | ≤ h} is a subdomain of Ωx which contains

only the particle pk . Also, all the interfacial information is contained within the intersection of
these subdomains ∩Nmax

k�1 ωk , so that one can write:

∫
x∈E

GFa (t , x; ξ)d3x � <
Nmax∑
k�1




∫
ωk∩E

G δ̃I (t , x) δ(ξ − ξ(t , x)d3x


>,

� <
Nmax∑
k�1




∫
ωk∩E

Gk δ̃I (t , x) δ(ξ − ξk )d3x


>,

� <
∑

{k ,xk∈E}

{
Gk Sk δ(ξ − ξk )

}
>,

� 4π <
∑

{k ,xk∈E}

{
δ(ξ − ξk )

}
>,

� 4π
∫

x∈E f (t , x; ξ)d3x ,

(5.65)

To pass from the third to the fourth equality, we have used Gauss-Bonnet formula and have
supposed that all droplets are homeomorphic to a sphere. �
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This result shows a general interpretation for the NDF, which is not restricted to a discrete
formalism. In the same way as in section 5.3.1, we can derive the GPBE satisfied by the GNDF:

∂t fΣ + ∇x · {vI fΣ} + ∇ξ · {< ξ̇ >c fΣ} �< Γ >c fΣ , (5.66)

where Γ � Ṡ +
Ġ
G is a source term of topology variation and which can be related mainly to the

breakup and coalescence phenomena.

Now, it is more obvious that the SDF and NDF are strongly related. The SDF can be seen as the
origin of the NDF as it was discussed in Canu et al.(2017). The averaged SDF allows to consider
a generic statistical description of the gas-liquid interface, which can also be directly related to
the NDF in the case of dilute disperse phase, as it is stated by proposition 5.5.1. Indeed, by
using the spatial averaging procedure, we are able to isolate droplets in dilute disperse phase
region, and thus we can compute the NDF from the averaged SDF.

5.6 Algorithms and techniques for the numerical computation of
the curvatures and of the SDF

In this part, we apply the results of the previous section to the design of a new numerical
tool dedicated to the post-processing of DNS two-phase flows simulations. Such tool allows to
enhance the analysis of the gas-liquid interface evolution. The DNS computations are performed
using the ARCHER code Menard et al.(2007), where a combined VOF and level-set approach
is used to capture the interface, and a ghost method is applied to represent accurately the jump
of variables across the liquid-gas interface.

Some numerical tools to compute the curvatures and the surface area of the gas-liquid interface
present in each cell are already available in the ARCHER code Canu et al.(2017). Unfortunately,
these quantities being computed separately, the Gauss-Bonnet formula can not be numerically
satisfied. For this reason, we choose to compute the curvatures and the surface element areas
by using the algorithm presented thereafter. Such algorithm will allow to obtain the number
density function of droplets in DNS simulations, by using simple computations on the surface
and without the need of an algorithm that isolates the droplets Kang et al.(2000).

The new algorithm is implemented independently from the ARCHER code, from which only
the distance function (Level-Set) data is used. The different algorithm steps are summarized as
follows:

• The gas-liquid interface is discretized with a 2D triangulated mesh using the Marching
Cubes algorithm Thomas et al.(2003). This algorithm takes the 3D level-set scalar field
as an input and returns a 2D meshed surface. This mesh is described with two arrays: the
array of vertices, V of dimension nv × 3, and the array of faces (defined by three vertices),
F of dimension n f × 3 which defines the connectivity between vertices. In this work, we
use the Python package sckimage Van der Walt et al.(2014) to triangulate the surface.

• For each vertex V ∈ [1, nv], O(V) denotes the set of neighbors of V: V′ is a neighbor of
V if both vertices share a same face f ∈ [1, n f ]. By abuse of notation, O(V) also denotes
the set of faces V belongs to and for each f ∈ O(V), n(f) denotes the normal vector to the
face, oriented toward the gas phase.

• In the neighbourhood of V, we define its dual cell M(V) as a mix between the Voronoi
cell (Figure 5.2b) and the barycentric cell (Figure 5.2a) around V, as proposed in Meyer
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(a)M(V) is a barycentric cell.
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(b) M(V) is a Voronoi cell.
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(c) Illustration of angles.

Figure 5.2: Neighboring vertices and surface elements M(V) around the vertex V.

et al.(2001). Simply, for each triangular face f containing V, the Voronoi contour is con-
sidered if all the angle are acute. The barycentric contour is considered otherwise. Also,
θf denotes the angle at vertex V in f, see Figure 5.2c, and A[f ,V] � area(f ∩M(V)) is
the area of the dual cell within the face f. Then, the discrete local area A[V], normal n[V]
and Gauss curvature G[V] can be computed:

A[V] �
∑

f∈O(V)

A[f ,V], n[V] �

∑
f∈O(V)

A[f ,V]n(f)

�����

�����
∑

f∈O(V)
A[f ,V]n(f)

�����

�����

,

G[V] �
*.
,
2π −

∑
f∈O(V)

θf
+/
-
/A[V].

(5.67)

• Finally, for each neighbour V′ of V, αV,V′ and βV,V′ denote the two angles facing the edge
[V,V′], without distinction, as illustrated in Figure 5.2c. Now, the local discrete mean
curvature reads:

H[V] �
1

2A[V]

∑
V′∈O(V)

(
cot(αV′,V) + cot(βV′,V)

) (
V[V] −V[V′])

)
· n[V]. (5.68)

After computing the local geometrical quantities, we can evaluate the fine-grain localized SDF
for one simulation, i. e. one realization. In the following, the phase space variables are restricted
to the two curvatures ξ � (H,G) ∈ Ωξ: we do not consider the interface velocity. This 2D space
is discretized into nh × ng phase-space cells Ci , j, such that the discrete phase space variables are
expressed as follows:

ξ i , j � (Hi ,G j) � ξmin + (i∆H, j∆G), (i , j) ∈ [1, nh] × [1, ng],

where ∆H � (Hmax −Hmin)/nh, ∆G � (Gmax −Gmin)/ng and the subscripts min and max refer
respectively to the minimum and maximum values obtained by (5.67) and (5.68). The integral
of the fine-grain localized SDF over a subdomain E ⊂ Ωx can be approximated by:∫

x∈E
F
′

(t , x; ξ i , j)d3x '
1

∆H∆G

nv∑
V�1

A[V] ICi , j (ξ[V]) IE (V[V]) (5.69)

where F
′ (t , x; ξ i , j) is the fine-grain SDF defined in (5.18), ICi , j (.) is the characteristic function

of the cell Ci , j:

Ci , j � {ξ
′, |H′ − Hi , j | ≤ ∆H/2 and |G′ − Gi , j | ≤ ∆G/2},
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and IE (.) is the characteristic function of the sub-domain E. In the following, we take E � Ωx.
Thus the last equation becomes:∫

x∈Ωx

F
′

(t , x; ξ i , j)d3x '
1

∆H∆G

nv∑
V�1

A[V] ICi , j (ξ[V]). (5.70)

Using this numerical approximation, we define the numerical fine-grain SDF integrated in the
whole domain as follows:

F
′

(ξ i , j) �
1

∆H∆G

nv∑
V�1

A[V] ICi , j (ξ[V]). (5.71)

To evaluate the averaged fine-grain SDF (5.54), we first calculate the averaged area and curva-
tures at each vertex V ∈ [1, nv]. These averaged quantities depend on the length scale h. In
the following, we take h � (k/2)∆x, where ∆x is the size of the level-set computation cells and
k ≥ 1 is an integer value to be set by the user. We denote by Ãk [V] and ξ

k
[V] the numerical

approximation of the averaged area and curvatures, defined in (5.57), (5.58) and (5.61) and
which are numerically evaluated as follows:

Ãk [V] �
∑

V′∈Ok (V)

A[V′]
Sk [V′]

A[V],

ξ
k
[V] �

1

Ãk [V]

∑
V′∈Ok (V)

ξ[V′]
A[V′]
Sk [V′]

A[V],
(5.72)

where Ok (V) is the set of vertices V′, such that | |V[V] −V[V′]| |2 ≤ k/2∆x and

Sk [V′] �
∑

V′′∈Ok (V′)

A(V
′′

).

The numerical fine-grain averaged SDF is given by:

F
′a

(ξ i , j) �
1

∆H∆G

nv∑
V�1

Ãk [V]ICi , j (ξ
k
[V]). (5.73)

Then, the GNDF can be evaluated numerically as follows:

N
′

(ξ i , j) �
1

∆H∆G

nv∑
V�1

|G
k
[V]|

4π
Ãk [V]ICi , j (ξ

k
[V]). (5.74)

We recall that the spatial averaging of the curvatures and surface area distribution introduced
in section 5.5.1, has been designed such that the first order moments of the SDF (5.55) are
preserved. We can verify this property numerically as follows:∫

Ωx
Σ(t , x)dx '

∑
V

A[V] �
∑
V

Ãk [V],∫
Ωx
ΣH̃(t , x)dx '

∑
V

H[V]A[V] �
∑
V

H
k
[V]Ãk [V],∫

Ωx
ΣG̃(t , x)dx '

∑
V

G[V]A[V] �
∑
V

G
k
[V]Ãk [V].

(5.75)
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(a) t � 8.54 × 10−5s (b) t � 7.624 × 10−3s

Figure 5.3: Droplet surface colored according to the mean curvature values at the surfaces for
two different times.

5.7 Numerical test with DNS simulations

In this part, we use the ARCHER code to perform some two-phase flows direct numerical
simulations. The algorithms described in the previous section will be used to post-process the
level-set data in order to compute the fine-grain SDF and NDF of a single simulation (one
realization). Two numerical tests, with and without topological changes, allow to test the
algorithm and the capacity to find some geometrical and topological feature of the gas-liquid
interface, depending on a chosen averaging characteristic length-scale h defined in the previous
section.

5.7.1 Droplets homeomorphic to spheres

In the first configuration, we consider five initial spherical water droplets of radii r ∈ [0.33 mm, 1 mm]
injected at a velocity 5 m/s in a 1 cm3 periodic cubic domain of initially still gas. Classical wa-
ter/air properties are used here. The initial positions of the droplets centers are chosen randomly,
with the constraint however that the inter-droplet distance ddrop (computed from the droplet
surface) is larger than 2rmax, where initially rmax � 1 mm. Due to the difference between the
gas and the droplet velocities, the shape of the droplets is deformed in time without break-up
(the maximum Weber number is Wemax < 1). In Figure 5.3, we display an illustration of the
droplets at two successive times. The color indication at the droplet surfaces shows an estimate
of the mean curvature. This first case is envisioned in the framework of no topological changes.

In Figure 5.4 (respectively 5.5), we plot the SDF for different averaged scales as a function
of the Gauss (respectively the mean) curvature. The localized SDF, plotted with a blue line,
corresponds to the length scale average h � ∆x/2. In this case, the SDF is continuous and we
can not identify the surface area contribution of each droplet. But, by using larger scales of
average (h � 25∆x/2 and h � 55∆x/2), we see that we can identify five peaks which correspond
to the five droplets. Indeed, when ddrop > h � 55∆x/2 > rmax, for any point x situated at the
interface of a droplet, the space volume Vh (x) � {y ∈ Ωx; | |x − y | | < h} contains that, and
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Figure 5.4: Numerical SDF over the domain space as a function of the Gauss curvature:
localized SDF (dashed-line), averaged SDF with k � 25 (triangle) and k � 55 (solid line).
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Figure 5.5: Numerical SDF over the domain space as a function of the mean curvature: localized
SDF (dashed-line), averaged SDF with k � 25 (triangle) and k � 55 (solid line).

only that, droplet. Thus, for each droplet we compute one average mean and Gauss curvatures.
Consequently, in this case the averaged SDF becomes a sum of Dirac delta function.

In Figure 5.6 (respectively 5.7), we display the GNDF for different averaging scales. These
distributions are obtained from the averaged SDFs using (5.74). When the averaging scale h is
larger than the droplet diameters, we obtain five peaks of value 1. Then, we can count the right
number of droplets for each averaged Gauss or mean curvature thanks to Gauss-Bonnet formula
with a proper evaluation of the curvature and using our averaging approach. This assesses the
proposed theoretical and algorithmic approach within the framework of no topological change.
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Figure 5.6: Numerical GNDF over the domain space as a function of the Gauss curvature:
localized GNDF (dashed-line), averaged GNDF with k � 25 (triangle) and k � 55 (solid line).
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Figure 5.7: Numerical GNDF over the domain space as a function of the mean curvature:
localized GNDF (dashed-line), averaged GNDF with k � 25 (triangle) and k � 55 (solid line).
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5.7.2 Two droplets collision

In this section, we consider a simulation of a two water droplets collision in the stretching sepa-
ration regime Ashgriz and Poo(1990). The two droplets are initially separated (Figure 5.8a) in a
periodic domain, with initial velocities. The collision leads to the temporary coalescence of the
two droplets (Figure 5.8b) by forming a one unstable big droplet. Due to competition between
inertial effect and surface tension, the unstable droplet deforms, first into a torus shape (Figure
5.8c) and finally breaks up into small different droplets (Figure 5.8d).
The parameters of collision yield some important topological changes and are given in the fol-
lowing Table 5.1:

Ds (µm) Dl (µm) Uc (m.s−1) We �
ρlUc Ds

σ x
260 400 4 60 0.42

Table 5.1: Parameters of droplet collision. Subscript s and l are related respectively to the
small and large droplets. Uc is their relative velocity and x the dimensionless impact parameter
Ashgriz and Poo(1990). Classical water and air properties are used.

In this simulation, we compute the time evolution of the volume integral over the whole compu-
tational domain of the zero and first order moments of the localized and averaged SDFs (Σ, ΣH̃,
ΣG̃). We can see from Figures 5.9-5.11, that the moments of the averaged and localized SDF
are equal at all time. This equality corresponds to the requirement B. The first two Figures
5.9-5.10 correspond respectively to the total surface area and the total mean curvature. These
two quantities evolve continuously and we can identify from the two curves the different droplet
states:

• t ∈ [0, 2]: the two droplets are initially separated,

• t ∈ [2, 12]: coalescence and stretching of the two droplets are characterized by a minimum
total surface area at t ∈ [3, 4], just after the coalescence. Then a maximum surface area is
reached at t ∈ [11, 12], just before the breakup occurs, when the thin liquid film reaches
its maximum length. In the same time, we obtain a minimum of the absolute value of
the total mean curvature. This can be explained by the positive values of mean curvature
during coalescence.

• t ∈ [12, 40]: breakup cascade and coalescence of some small droplets take place. The total
surface area decreases while the absolute value of the mean curvature increases,

• t ∈ [40, 80]: in the final state, we obtain five droplets, where we have a convergence of the
total surface area and the total mean curvature toward stable values.

The evolution of total Gauss curvature illustrated in Figure 5.11 is discontinuous and by dividing
this quantity by 4π, we obtain integer values. Indeed, the quantity 1/(4π)

∫
x ΣG̃dx is equal to

the sum of the half of the Euler characteristic of the objects included in the entire domain. This
quantity will allow us to evaluate the topology evolution. In the case of droplets homeomorphic
to spheres, we get the droplets number in the domain. This is the case here with the exception
of the period of time between time t � 10 and t � 20, where this quantity drops down from 1
to −2 and then increases to 0 and 1 before reaching 2 again, with two objects homeomorphic to
a sphere. During this interval of time, the big droplet formed by the coalescence deforms into
a torus shape with several holes and with satellite droplets and then we come back to a regular
torus with another droplet homeomorphic to a sphere, that is a total characteristic of 1, before
the torus closes, that is a characteristic of 2, and then breaks into a total of three droplets at
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(a) t � 1 (b) t � 7

(c) t � 14 (d) t � 60

Figure 5.8: Simulation of collision and stretching separation of two droplets. Surface colored
according to the local mean curvature (H) value.
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Figure 5.9: Time evolution of the total surface area
∫

x Σ(x)dx: without averaging (dashed-line),
with scale average k � 20 (solid line).

0 20 40 60 80

−5

−4

−3

·10−3

time

Σ
H̃

∆x
10∆x

Figure 5.10: Time evolution of the total mean curvature
∫

x ΣH̃(x)dx: without averaging
(dashed-line), with scale average k � 20 (solid line).

time 20.

Thus, the proposed approach not only can lead to a statistics of objects through spatial aver-
aging, when the whole set of objects are homeomorphic to spheres, but also provides some key
informations about the topology of the interface.
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Figure 5.11: Time evolution of the total gauss curvature
∫

x ΣG̃(x)dx: without averaging
(dashed-line), with scale average k � 20 (solid line).

5.8 Conclusion

In this chapter, we have proposed a new statistical approach of the gas-liquid interface dedicated
to two-phase flow modeling based on geometrical interface variables.

Relying on a statistical description of the interface between the two phases, the first contribution
has been to propose a transport equation for a surface density function valid for both regimes:
disperse and separated phases. The related phase space has been identified: it includes the
curvatures and the velocity of the interface. An original link between such a surface density
function formalism and its application to obtain statistics at the level of objects, such as the
number density function (NDF) for sprays of droplets, has been proposed by introducing the
discrete SDF (DSDF). The DSDF is only valid for disperse phase and supposes that we can
isolate droplets/bubbles in small volumes. However, it allows to describe droplets and bubbles
with arbitrary shapes as long as they are homeomorphic to a sphere and this provides us with
an interesting theoretical framework, which naturally degenerates to the previous work when
the objects are spherical (chapter 4).

In a second main contribution, we have defined the spatially averaged SDF (ASDF), with an
averaging kernel bounded to a small region around the interface and which preserves some
information of the standard SDF given by the first moments of this distribution. We have
shown that the ASDF degenerates to the DSDF, when the liquid or gas phase is disperse.
In this case, the link with the NDF can be identified straightforwardly and explicitly. We
have then shown how we can derive reduced-order models from an equation on the SDF using
the moments of these distributions. However, we still need a closure modeling in situations
of complex topological changes, while we have illustrated that in some simplified situations
(spherical droplets), a closure model can be derived similar to the one given in 4.

Finally, to illustrate and assess the theoretical part, we have designed a new algorithm to extract
the curvatures and the two different distributions NDF and SDF from a level-set field obtained
with the DNS ARCHER code. This new algorithm preserves some geometrical and topological
information, which essentially allows us to compute a NDF from an ASDF. This new tool will
serve, in the next chapter and also in future work, to post-process more representative two-
phase flows DNS simulations Canu et al.(2017), with and without topological changes, and thus
propose closure modeling of the curvatures evolutions and possibly closure of the distribution
from its moments.





Chapter 6

Methodology and modeling of
separated and disperse phases

Remark 2 By means of the present chapter, we will clarify our strategy to develop a unified
model for both the disperse and separated phases. For this purpose, we work in collaboration with
the CORIA laboratory to investigate some DNS two-phase flow computations that can provide
a deep insight on the flow evolution and to model the transfer from resolved scales to sub-scales
and vice-versa. The contribution of this chapter is still a work in progress, where we propose
some new ideas and recommendations that need to be investigated in future works.

6.1 Introduction

In the last two chapters, we have introduced a new approach to describe the separated and the
disperse phases, based on some geometrical variables of the gas-liquid interface. The proba-
bilistic approach given by the Surface Density Function (SDF) and its link with the NDF have
allowed to describe, within a unified framework, the disperse and separated regimes of the two-
phase flow. In the case of spherical droplets, we have managed to derive a closure model that
involves averaged geometrical variables to describe the polydispersion of an evaporating spray.
Nevertheless, we still have to further clarify our approach to design a unified closed model that
can simulate the whole injection process.

Our modeling strategy consists in coupling a two-fluid model as the one proposed in Drui(2017)
with a sub-scale model to simulate the flow in the whole domain. First, the two-fluid model
solves the main interface structures in the separated phases. While the finest interface scales or
the disperse phase will be modeled by an appropriate sub-scale approach. In the present work,
we use the averaged geometrical quantities that we introduced in the last two chapters: the
surface area density and the averaged mean and Gauss curvatures. These quantities are used to
derive a sub-scale model for the unresolved interfaces and the disperse phase. In the separated
phases, these quantities are expressed as moments of the SDF and they provide a statistical
description of the interface topology, the ligaments and the drops. In the disperse phase, the
same quantities have been expressed as the moments of the NDF to model the polydispersion.
Another important variable is the volume fraction. The volume fraction of the disperse phase is
expressed by using the droplet volume as an additional internal variable of the NDF. However,
its expression in the separated phases has not yet been clarified. In the present chapter, we show
how to express the four variables (volume fraction, surface area density and averaged mean and
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Gauss curvatures) in the two regions of the flow. In the second part of this chapter, we classify
the internal variables into resolve and unresolved scales, and then we discuss the interaction
between a two-fluid model and a sub-scale model that we express as a system of equations on
the averaged geometrical variables. Finally, the time evolution of the internal variables of the
two distributions (SDF and NDF), as well as the stretching factor and the breakup rate will
need to be simplified and closed. For this objective, we propose to investigate DNS computations
that can provide more information on the gas-liquid interface evolution and to understand the
mechanisms that controls this evolution.

6.2 Averaged geometrical quantities to describe disperse and sep-
arated phases

The Averaged SDF (ASDF) and the localized SDF, introduced in the last chapter, are two
different distributions on the surface and are defined independently of the flow regime: separated
or disperse phases. However, the two distributions share the same first order moments. The
main objective of introducing the ASDF was to show a link between a statical description of
the surface and the statistics on isolated objects. In the present chapter, the averaged or the
localized SDF will be written in the following form:

F(t , x; ξ̂) �
〈
Σh (t , x)δ(ξ̂ − ξ(t , x))

〉
, (6.1)

where Σh (t , x) is a surface area measure and ξ(t , x) is a vector of localized or averaged interfacial
quantities: mean and Gauss curvatures and interface velocity. We underline that one can obtain
the localized SDF from the averaged SDF by making the spatial averaging scale h → 0 (see
chapter 5). From now on, by abuse of notation, we simply call the different distributions on
the surface by SDF and only when we need some higher level of precision to emphasize the
differences between the distributions, we will use the proper notations.

Even though the SDF is defined independently of the flow regimes, the NDF is still the appropri-
ate distribution to describe the sprays. Thus, we use the SDF to describe the separated phases,
while the NDF is used once the spray is generated. Two sets of internal variables are considered:
1- For the SDF, we use the mean H and Gauss G curvatures and the interface velocity vI , 2-
For the NDF, we use the surface area S � 4π/G > 0, the mean radius R � 1/(−H) > 0 and the
mass velocity vb of the droplet, where • stands for the average over the droplets surface and
defined in (5.29).

We summarize the statistical description of the two zones in Table 6.1.

6.2.1 Common moments of the SDF and the NDF

As explained in the previous two chapters, we reduce the evolution equation on the SDF or
the NDF by deriving a system of equations on the moments of one of these distributions. One
of the relevant question that needs further investigations is the number of moments needed to
obtain a sufficient description of the flow features. Concerning the polydispersion of a cloud
spherical droplets, it is clear that the minimum number of moments that allows to reconstruct
a distribution with of a non-zero variance is three. In the EMSM model of Kah(2010), four
integer size-moments have been used to capture the polydispersion. Therefore, we will need at
least four moments (without counting the moments on the velocity) to obtain the same level
of the description as the EMSM model for polydispersion. However, the number of moments
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separated phases disperse phase

ξs � (H,G, vI ) ξd � (R, S, vb)

F(t , x; ξ̂s ) �
〈
Σh (t , x)δ(ξ̂s − ξs (t , x))

〉
f (t , x; ξ̂d) �

〈∑
k
δ(x − xk (t))δ(ξ̂d − ξd k (t))

〉
dt (F)︸︷︷︸

Transport

+ ∂ξ̂s
·

(〈
ξ̇s

〉
c

F
)︸           ︷︷           ︸

Interface evolution

�

〈
Ṡ

〉
c

F︸ ︷︷ ︸
Surface stretching

dt f︸︷︷︸
Transport

+ ∂ξ̂d
·

(〈
ξ̇d

〉
c

f
)︸            ︷︷            ︸

Droplet evolution

� 〈χ̇/χ〉c f︸    ︷︷    ︸
Topology variation

Table 6.1: A summary of the two descriptions of the disperse and the separated phases, line
by line we have: the internal variables, the distributions and their transport equations. Where
f (t , x; ξ̂d) is the NDF, Ṡ is the stretch rate factor, χ is the euler characteristic (see the last
chapter for more details) and dt (F) � ∂t F + vI∇x · (F) and dt ( f ) � ∂t f + vb∇x ·

(
f
)
are the

Lagrangian-time derivatives following respectively the interface and the droplet velocity.

separated phases disperse phase

Σ �
∫
Ωξs

F(t , x; ξ̂s )d5ξ̂s Σd �
∫
Ωξd

Ŝ f (t , x; ξ̂d)d5ξ̂d

ΣH̃s �
∫
Ωξs

ĤF(t , x; ξ̂s )d5ξ̂s ΣdH̃d �
∫
Ωξd

R̂−1Ŝ f (t , x; ξ̂d)d5ξ̂d

ΣG̃s �
∫
Ωξs

ĜF(t , x; ξ̂s )d5ξ̂s ΣdG̃d � 4π
∫
Ωξd

f (t , x; ξ̂d)d5ξ̂d

Table 6.2: The surface area density and the averaged mean and Gauss curvatures defined as
moments of the SDF or the NDF.

to describe the topology in the separated phases is still an open question. In the last two
chapters, four mean quantities have been identified to describe the gas-liquid interface and the
polydispersion. These variables are: the surface area density, the averaged Gauss and mean
curvatures and the volume fraction. The three first variables are common for both the disperse
and the separated phases. We summarize their expressions in the following table: The averaged
geometrical quantities given in Table 6.2 are the same quantities in the two regions of the flow,
even if we are using two different distributions and internal variables. We can show this result
by using Proposition 5.5.1. This shows the possibility to describe both regions using common
variables.

6.2.2 The volumetric distribution and the volume fraction variable

In this section, we propose a solution to define correctly the volume fraction in the two regions
of the flow. In the disperse phase, the natural way to obtain the volume fraction is to use the
volume of the droplets as an additional internal variable, such that the phase space of the NDF
becomes ξd � (R, S, v , vb) and v is the droplets volume. In this case, the volume fraction of the
disperse phase reads:

αd �

∫
ξ̂d

v̂ f (t , x; ξ̂d)d ξ̂d . (6.2)
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However, in the case of separated phases, we can not obtain a similar expression with the SDF.
Indeed, the SDF is a distribution that measures the probable surface area having some given
interfacial properties. As a matter of fact, it can not cope with the volume occupied by the liquid
or the gas phase. We propose then to extend the definition of the SDF to be able to recover the
volume fraction in a consistent way. For this purpose, we rely on the idea presented in Canu
et al.(2017), where we use the distance function on the gas-liquid interface as an additional
internal variable. The new distribution, contrary to the SDF, provides information on the
volume occupied by each of the two phases, by giving the distribution of the flow with respect to
the distance to the interface. We call this new distribution the Volumetric SDF (VSDF), which
is defined here as follows:

Fφ (t , x; φ̂, ξ̂s ) �
〈
δ(φ̂ − φ(t , x))δ(ξ̂s − ξs (t , x))

〉
, (6.3)

where the internal variables are composed of the distance function φ̂, the Gauss and the mean
curvatures and the interface velocity ξ̂s � (Ĥ , Ĝ, v̂I ). But here, the vector ξs (t , x) is different
from the one defined for the SDF. Indeed, the curvatures and the velocity at a point x are
defined as the properties of the iso-surface level set that crosses this point, i.e. the curvatures
at points x are the curvatures of the surface defined by the points y such that φ(t , y) � φ(t , x).
Finally, the quantity Fφ (t , x; φ̂, ξ̂s )dxdφ̂d ξ̂s measures the probable volume of the point y within
a volume space [x , x + dx] such that φ(t , y) ∈ [φ̂, φ̂ + dφ̂] and ξs (t , y) ∈ [̂ξs , ξ̂s + d ξ̂s ]. After
this definition, different questions may arise. The first is the physical meaning of the level-set
iso-surface and their associated surface properties: curvatures and velocity. Up to now, we
have not investigated this new distribution. But, a similar distribution has been explored by
Dumouchel et al.(2015) to introduce similarity scales concept in the atomization process. The
second question concerns the relation between the SDF and the VSDF. We can derive such a
link for the localized SDF. Indeed, the definition of the SDF is independent of the definition of
the surface function g(t , x) (see chapter 5). Therefore, we can take g(t , x) � φ(t , x). In this
case, the localized SDF can be expressed as follows:

F(t , x; ξ̂s ) �

〈
δ
(
φ(t , x)

)
δ
(
ξ̂s − ξs (t , x)

)〉
,

� Fφ (t , x; φ̂ � 0, ξ̂s ),
(6.4)

since φ(t , x) is a distance function and | |∇x
(
φ
)
| | � 1.

Now, it is possible to express the volume fraction of the liquid by using the VSDF. Let us suppose
that the positive level-set corresponds to the liquid phase. In this case, the liquid volume fraction
can be expressed as follows:

α(t , x) �
∫
φ̂≥0

∫
ξ̂s

Fφ (t , x; φ̂, ξ̂s )dφ̂d ξ̂s . (6.5)

The surface area density and the two averaged curvatures are now a function of the distance
function:

Σ(t , x; φ̂) �
∫
ξ̂s

Fφ (t , x; φ̂, ξ̂s )d ξ̂s

ΣH̃(t , x; φ̂) �
∫
ξ̂s

ĤFφ (t , x; φ̂, ξ̂s )d ξ̂s

ΣG̃(t , x; φ̂) �
∫
ξ̂s

ĜFφ (t , x; φ̂, ξ̂s )d ξ̂s

(6.6)

These variables describe the average geometry of a level-set iso-surface at a given distance φ̂ with
respect to the gas-liquid interface. The averaged geometrical variables describing the gas-liquid
interface is then given for φ̂ � 0.
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6.3 Interface sub-scale modeling

6.3.1 Resolved and unresolved scales of a two fluid model

We recall that our strategy consists in using an appropriate two-fluid model to describe the
large scales, while improving the description of the small scales by using moments of the NDF,
of the SDF or of the VSDF. Close enough to the nozzle outlet, the interface is not so much
deformed. A two-fluid model can then capture accurately the interface, provided that we are
using a sufficient resolution. However, in the transition zone or in the disperse phase region, it
is difficult to keep an accurate description of the real interface using a two-fluid model at an
affordable computational cost. The interface will be diffused in a thick region. In this region,
the volume fraction of the two-fluid model varies smoothly between 0 to 1, as it is illustrated
in Figure 6.1. Some interface sharpen methods discussed in section 2.6 can be used to limit the
artificial numerical diffusion. While the small scales compared to the grid resolution should be
modeled.

Figure 6.1: Illustration of the interface diffusion of a two-fluid (or mixture) model, and sub-
scale representation of the two-phase interface, reprinted from Drui(2017).

By using the averaged geometrical quantities, we aim at modeling the sub-scale of the gas-liquid
interface and the disperse phase. For this reason, it is important to introduce a threshold scale
δs that separates the scales between resolved and unresolved ones. A scale l that verifies l ≥ δs
is a resolved scale with respect to the two-fluid resolution while l < δs is an unresolved scale.
The definition of the threshold scale obviously depends on the grid resolution. But, its definition
should be studied theoretically in order to define the required range of resolved scales that enable
an accurate description of the mean flow, and also in order to define an adequate range of sub-
scales that can have some "universal" feature laws to model. Another point that will also need
to be clarified, is the relation between the threshold scale δs and the averaging scale h used to
define the ASDF (see chapter 5 for more details). This question is not yet investigated. But,
since the moments of the ASDF are dedicated to model the scales lower than δs , h should be at
least smaller than δs . In future work, the threshold scale δs and the averaged scale h need to be
clarified further and interlinked to the physical properties and the computational parameters.

In the following, we characterize the internal variables of the different distributions depending
on the threshold scale δs . First, the two principal curvatures (see the definition in chapter 5) of
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a resolved interface satisfy:

1

|κ1 |
≥ δs ,

and
1

|κ2 |
≥ δs .

(6.7)

These two inequalities can be expressed for the resolved mean and Gauss curvatures as follows:

max
(
−

1

δs

(
2H +

1

δs

)
,

1

δs

(
2H −

1

δs

))
≤ G and

1

δs
≥ |H |, (6.8)

while unresolved curvatures satisfy the following conditions:

min
(
−

1

δs

(
2H +

1

δs

)
,

1

δs

(
2H −

1

δs

))
< G or

1

δs
< |H |, (6.9)

with the condition H2
≥ G, which must be maintained for both resolved and unresolved scales.

Figure 6.2 illustrates the resolved and unresolved scales in the (G,H)-plan. We highlight the
fact that these inequalities have been derived for the curvatures without the spatial averaging.
However, in the present work, we heuristically suppose that the same separation of resolved
and unresolved scales is valid for the spatially averaged curvatures. In the disperse phase, we
consider that all the structures are unresolved by the two-fluid model. Then, we simply suppose
that we have R < δs , S < 4πδ2s and v < 4π/3δ3s . Finally, for the VSDF, we only consider the
points that are near the interface |φ | < δs .

6.3.2 The sub-scale geometrical moments

In the following, we use the superscripts r and u to denote respectively the resolved and unre-
solved variable. For example: Ωu

ξs
and Ωr

ξs
refer respectively to the part of unresolved and the

resolved phase space of the SDF. Since the disperse phase is at an unresolved scale, the internal
variables associated to the NDF will be simply denoted as follows: ξ̂d for the internal variables
and Ωξd for the phase space. Finally, by classifying the different internal variables, we can also
separate the moments of the different distributions, used in the context of this chapter, into
resolved and unresolved scale moments. These moments are summarized in Table 6.3.

We can show the following relations between the resolved and the unresolved moments:

Σr
s + Σ

u
s � Σs ,

Σr
s H̃r

s + Σ
u
s H̃u

s � Σs H̃s ,

Σr
s G̃r

s + Σ
u
s G̃u

s � Σs G̃s .
(6.10)

In the following, we call the unresolved moments the sub-scale geometrical moments. In table 6.3,
we have defined the sub-scale geometrical moments according to the flow regimes: separated or
disperse phases. But as we have already underlined, the definition used in the separated phases
with the SDF is general and valid for both regions. In the disperse phase, we do not define the
resolved moments because the disperse phase is always considered unresolved by the two-fluid
model. Finally, the resolved volume fraction in the separated phases can be obtained as follows:

αr
s � α

t
− αu

s , (6.11)
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Figure 6.2: (G,H)-plan: non-valid curvatures H2 < G (hashed region), resolved curvatures
(blue region) and unresolved curvatures (the rest of the domain).

separated phases disperse phase

Σr
s �

∫
Ωr
ξs

F(t , x; ξ̂s
r
)d5ξ̂s

r
not defined

Resolved Σr
s H̃r

s �
∫

ξs
r
∈Ωr

ξs

Ĥr F(t , x; ξ̂s
r
)d5ξ̂s

r
not defined

scales Σr
s G̃r

s �
∫
Ωr
ξs

Ĝr F(t , x; ξ̂s
r
)d5ξ̂s

r
not defined

Σu �
∫
Ωr
ξs

F(t , x; ξ̂s
r
)d5ξ̂s

r
Σd �

∫
Ωξd

Ŝ f (t , x; ξ̂d)d5ξ̂d

Unresolved ΣuH̃u
s �

∫
Ωr
ξs

ĤF(t , x; ξ̂s
u
)d5ξ̂s

u
ΣdH̃d �

∫
Ωξd

R̂−1Ŝ f (t , x; ξ̂d)d5ξ̂d

scales ΣH̃u
s �

∫
Ωu
ξs

ĜF(t , x; ξ̂d)d5ξ̂s
u

ΣdG̃d �
∫
Ωξd

f (t , x; ξ̂d)d5ξ̂d

αu
s �

∫
φ̂r∈[0,δs ]

∫
Ωu
ξs

Fφ (t , x; φ̂u , ξ̂s
u
)d5ξ̂s

u
dφ̂u αd �

∫
Ωξd

v f (t , x; ξ̂d)d5ξ̂d

Table 6.3: Separation of the moments into resolved and unresolved in separated and disperse
phases.



102 Chapter 6 - Methodology and modeling of separated and disperse
phases

where αt is the total volume fraction, the same as the one used in the two-fluid model.

After this separation of the scales, two different strategies can be envisioned to model the fuel
injection process. First, one can couple a two-fluid model with two systems of equations on the
geometrical variables: one for the resolved moments and an other one for the sub-scale geometri-
cal moments. This idea is pretty similar to the one proposed in Devassy et al.(2015). Indeed, the
authors have coupled the seven-equation two-fluid model and two systems of transport equations
on the surface area density and the volume fraction: one associated to the separated phases and
the second to the disperse phase. However, with this strategy, we can have some redundant infor-
mation in our case. Indeed, the resolved volume fraction defined in 6.11 can be used to evaluate
the curvatures associated to the resolved scales in as similar way as in Brackbill et al.(1992).
The second strategy consists in coupling a two-fluid model with the system of equations on the
sub-scale geometrical variables. As shown in table 6.3, these variables can have two representa-
tions: moments of the SDF and the VSDF or moments of the NDF. However, we underline again
that these two sets of variables are the same. In modeling, it is often simple to consider the
sub-scale as a population of non-spherical droplets rather than dealing with complex interface
topology. While from an another point of view, such assumption leads to inaccurate modeling
of the primary atomization. In future work, we will need to investigate carefully the different
various strategies and to choose simplified but also physically valid assumptions. The final model
should be able to predict the final polydispersion of droplets obtained from the primary and the
secondary atomizations.

6.3.3 Sub-scale and two-fluid model interactions

In this section, we discuss the interactions between a sub-scale interface model and a two-fluid
model. The sub-scale model is given by the dynamics of the sub-scale geometrical moments
(αu

s ,Σ
u
s ,Σ

uH̃u
s ,Σ

uG̃u
s ). The interactions between the two models should be expressed through

exchange source terms. First, it is clear that the dynamics of the sub-scale geometrical moments
are controlled by the dynamics of the mean scales of the flow. Indeed, the deformation and
the atomization of the interface generate more smaller scales, which can not be captured by
the two-fluid model. The two-fluid model behaves as it is diffusing the interface. This diffusion
process can be explained by considering a statistical average over many realizations, where the
uncertainties are very high. Consequently, this process generates sub-scales from the resolved
scales. Meanwhile other phenomena such as the coalescence can have an opposite effect. We
can derive the system of equations of the sub-scale geometrical moments from the evolution
equations of the SDF and the VSDF. The obtained equations read as follows:

∂tΣ
u + ∇x · ({Σu vI }) �

∫
ξ̂s

u < Ṡ >c F(t , x; ξ̂s
u
) d5ξ̂ + JΣr⇔u ,

∂tΣ
uH̃u

s + ∇x ·
({
Σu H̃u

s vI
})

� ∇x ·
({
ΣuH̃u

s (vI − vI
H )

})
+

∫
ξ̂s

u < Ṡ + Ḣ/Ĥ >c ĤF(t , x; ξ̂s
u) d5ξ̂s

u
+ JΣH̃s

r⇔u ,

∂tΣG̃u
s + ∇x ·

({
Σu G̃u

s vI
})

� ∇x ·
({
ΣuG̃u

s (vI − vI
G)

})
,

+
∫
ξ̂s

u < Ṡ + Ġ/Ĝ >c Ĝu
s F(t , x; ξ̂s

u) d5ξ̂s
u
+ JΣG̃s

r⇔u ,

∂tαu
s + ∇x ·

({
αu

s vI
})

� ∇x ·
({
αu

s (vI − vI
α)

})
+

∫
φ̂∈[0,δs ]

∫
ξ̂s

u < Ṡ >c Fφ (t , x; φ̂, ξ̂s
u) d5ξ̂s

u
dφ̂ + Jαs

r⇔u ,
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(6.12)

where the different averaged velocities (vI , vI
H , vI

G , vI
α) are defined in (5.28) by substituting ξ̂s

by ξ̂s
u
. This system of equations is slightly different from the one derived in (5.27) or in (5.45).

Indeed, the integration over the internal variables is restricted to the unresolved phase space
Ωu
ξs
⊂ Ωξs . For this reason, we obtain two different parts of the source terms in the RHS of the

equations. The first part is similar to the source terms obtained in (5.27) or (5.45). These source
terms express the evolution of the internal variables within the unresolved phase space Ωu

ξs
and

the stretching of the interface sub-scale part. The second type of source terms is related to the
production and the destruction of the sub-scales from or to the resolved scales, i.e. the resolved
scales become unresolved and vice versa. These source terms are expressed as follows:

JΣr⇔u �
∫

∂Ωu
ξs

(〈
ξ̇s

〉
c
· nξs

)
F(t , x; ξ̂s )d ξ̂s ,

JΣH̃
r⇔u �

∫
∂Ωu

ξs

(〈
ξ̇s

〉
c
· nξs

)
ĤF(t , x; ξ̂s )d ξ̂s ,

JΣG̃
r⇔u �

∫
∂Ωu

ξs

(〈
ξ̇s

〉
c
· nξs

)
ĜF(t , x; ξ̂s )d ξ̂s ,

Jαr⇔u �
∫

φ̂∈[0,δs ]

∫
∂Ωu

ξs

(〈
ξ̇s

〉
c
· nξs

)
Fφ (t , x; φ̂, ξ̂s )d ξ̂s dφ̂,

(6.13)

where ∂Ωu
ξs

is the boundary of the phase space Ωu
ξs

and nξs is the normal vector at the bound-

ary set. These source terms can be separated into production terms when
(〈
ξ̇s

〉
c
· nξs

)
≥ 0 and

destruction terms when
(〈
ξ̇s

〉
c
· nξs

)
< 0. The production corresponds to the interface defor-

mations and the primary atomization, while the destruction corresponds to the coalescence and
the segregation of the small scales, nourishing larger scales. For this reason, the modeling of
these source terms has to be coupled with the two-fluid model, especially for the modeling of
the sub-scales production.

Let us now consider the effects of the unresolved scales on the two-fluid model, and how they may
be accounted for. In Drui et al.(2016b), a two-fluid model is derived from Hamilton’s variational
principle following Gavrilyuk and Saurel(2002). Drui et al use a sub-scale energy interface
pulsations as an additional kinetic energy in the Hamiltonian formulation. Furthermore, a sub-
scale dissipation was associated to the pulsation kinetic energy. The obtained model depends on
two parameters, interpreted as a micro-inertia and a micro-viscosity associated to the gas-liquid
interface sub-scale. By considering a monodisperse bubbly flow, the micro-inertia and the micro-
viscosity of the bubble pulsations have been identified and related to the bubble radius and other
physical variables of the flow. The effects of these sub-scale features on the two-fluid model were
identified by investigating their effects on the dispersion relations of the sound speed. The sub-
scale geometrical moments should allow a more accurate description of the interface sub-scale.
It will be then important to benefit from this advantage to include more physical effects in the
two-fluid model. For example, a surface potential energy could be written as a function of these
quantities. In the same way, the pulsation energy could apply to deformed interface and then, the
volume variations would be functions of the geometrical variables. Departing from these energies
and using the procedure based on Hamilton’s variational principle and the second principle of
thermodynamics, as explained in Drui(2017), we may enrich again the two-phase models. These
works are the subject of two PhDs Cordesse(2019) and Di Battista(2020). The first one aims at
enriching the two-fluid model with more disequilibrium between the two phases, while ensuring
a well-posed mathematical properties. The second aims at enriching the two-phase models using
the Hamilton’s variational principle that includes the sub-scale geometrical moments.



104 Chapter 6 - Methodology and modeling of separated and disperse
phases

6.3.4 A simplified model for the unresolved scales

In the previous section, we wrote a general form of a system of equations satisfied by the sub-scale
geometrical moments. The source terms involved in this system need to be closed by proposing
an evolution of the curvatures and the stretching factor, as well as a proper reconstruction of
the SDF and of the VSDF. In the following, we show how to close the model in a simplified case.
For this purpose, we consider the following assumptions:

• the sub-scales are represented by a disperse phase and the sub-scale geometrical moments
will be expressed as moments of the NDF f (t , x; R̂, Ŝ, v̂ , v̂b),

• we use the mixture two-fluid model developed in Drui(2017) and we suppose a very dilute
disperse phase α << 1. Consequently, this mixture model is used to simulate the continu-
ous gaseous phases (by assuming a negligible volume fraction in the two-fluid model). The
only interaction that we consider between the gaseous phase and the disperse phase is due
to the exchange in momentum through the drag force exerted by the gas on a droplet.
The drag force is modeled using the Stokes law:

F �
u g − vb

θS
, (6.14)

where θ �
18πµg

ρl
is a constant coefficient.

• we assume a monokinetic assumption for the droplet velocity:

f (t , x; R̂, Ŝ, v̂ , v̂b) � N (t , x; R̂, Ŝ, v̂) δ(v̂b − up (t , x)), (6.15)

• we suppose that at a given position and time all the droplets can be parametrized with
one size variable and we choose here the surface area Ŝ:

N (t , x; R̂, Ŝ, v̂) � n(t , x; Ŝ) δ(R̂ − R(t , x; Ŝ)) δ(v̂ − v(t , x; Ŝ)), (6.16)

where R(t , x; Ŝ) � 1/(2
√
π)a(t , x)Ŝ1/2 and v(t , x; Ŝ) � 1/(6

√
πb(t , x)Ŝ3/2. The two scalars

a(t , x) and b(t , x) will be related to the moments of the NDF. We can also remark that
for a(t , x) � 1. and b(t , x) � 1., we obtain the condition of spherical droplets and the
averaged geometrical quantities can be expressed again as fractional moments of n(t , x; Ŝ),
as presented in chapter 4,

• we neglect the source terms that generate the sub-scale quantities from the resolved scales,
i.e. Jψr⇔u � 0, where ψ � α,Σ,ΣH̃ ,ΣG̃,

The volume fraction, the surface area density and the two averaged mean and Gauss curvatures
can be written as a function of the fractional size moments of the reduced distribution n(t , x; S)
and the two variables a(t , x) and b(t , x) ,as follows:

ΣdG̃d (t , x) � 4πm0(t , x),

ΣdH̃d (t , x) �
1

2
√
π

a(t , x)m1/2(t , x),

Σd (t , x) � m1(t , x),

αd (t , x) �
1

6
√
π

b(t , x)m3/2(t , x),

(6.17)
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where mk/2 �
∫ Smax

0
Sk/2n(t , x; S)dS and Smax � 4πδ2s . To have closure relations between the

four sub-scale geometrical moments and the two variables a(t , x) and b(t , x), we transport
the following six quantities (ΣdG̃d ,ΣdH̃d ,Σd , αd ,m1/2 ,m3/2). The system of equations of these
quantities can be derived from the evolution equation of the NDF given in Table 6.1. The
obtained equations read as follows:

∂tΣdG̃d + div(ΣdG̃d up) � 4π
∫ Smax

0

〈
χ̇
χ

〉
c

n(t , x , S)dS,

∂tΣH̃ + div(H̃up) �
1

2
√
π

a(t , x)
∫ Smax

0

〈
χ̇
χ
+

Ṡ
S
+

Ḣ
H

〉
c

S1/2n(t , x , S)dS,

∂tΣ + div(Σup) �
∫ Smax

0

〈
χ̇
χ
+

Ṡ
S

〉
c

Sn(t , x , S)dS,

∂tαd + div(αd up) �
1

6
√
π

b(t , x)
∫ Smax

0

〈
χ̇
χ
+

v̇
v

〉
c

S3/2n(t , x , S)dS,

∂tm1/2 + div(m1/2up) �
∫ Smax

0

〈
χ̇
χ
+ 1/2

Ṡ
S

〉
c

S1/2n(t , x , S)dS,

∂tm3/2 + div(m3/2up) �
∫ Smax

0

〈
χ̇
χ
+ 3/2

Ṡ
S

〉
c

S3/2n(t , x , S)dS,

∂tΣup + div(Σup ⊗ up) �
∫ Smax

0

〈
χ̇
χ
+

Ṡ
S

〉
c

Sup n(t , x , S)dS + m0

u g − up

θ
.

(6.18)

The source terms in the RHS of the equations depend on the time evolution of the internal
variables that are given by 〈v̇〉c,

〈
Ṙ
〉

c
and

〈
Ṡ
〉

c
, as well as the breakup rate of the droplets

expressed as the time derivative of the logarithm of the Euler characteristic (we suppose the
droplets are homeomorph to spheres) 〈χ̇/χ〉c. In the present work, we consider a simplify
modeling of the secondary atomization inspired from the wave breakup model Reitz(1987):

A. Wave model assumes that the time of breakup and the resulting droplet size are related
to the fastest-growing Kelvin-Helmholtz instability. The maximum growth-rate of a small
perturbation on the interface corresponds to a frequency wbu and a wave number λbu that
are expressed as function of the Weber and Ohnesorge numbers as follows:

wbu �

(
0.34 + 0.38We1.5g

)
(1 + Oh)(1 + 1.4(Oh

√
Weg)0.6

(
σ

ρl r3

)0.5
,

λbu �

9.02
(
1 + 0.45Oh0.5) (

1. + 0.4
(
Oh

√
Weg

))
1 + 0.81We1.67g

r,

(6.19)

where Weg �
ρl | |up (t , x) − u g (t , x) | |r

σ
and Oh �

µl

ρl rσ
. the variables ρl and µl are

respectively the mass density and the viscosity of the liquid, σ is the surface tension and
r �
√

S is an approximate radius for a droplet of surface area S. Thus, the breakup time
is given as follows:

τbu (Weg ,Oh) � 3.76B1
r

λbu wbu
. (6.20)

Finally, we use the breakup time to model the breakup rate:〈
χ̇
χ

〉
c
�



τ−1bu (Weg ,Oh), if

√
Ŝ > B0λbu ,

0, otherwise,
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where B0 and B1 are two parameters of the wave breakup model.

B. We suppose incompressible droplets and each fragmentation of a droplet generates new
droplets with the same volume:

〈v̇〉c �


−τ−1bu v̂ , if

√
Ŝ > B0λbu ,

0, otherwise.

C. Finally, for the evolution of the surface area and the mean radius, we consider each breakup
is followed by a relaxation toward a spherical form of the droplets:〈

Ṡ
〉

c
�




τ−1bu

(
6
√
πv̂2/3

− Ŝ
)
, if

√
Ŝ > B0λbu ,

0, otherwise,

and 〈
Ṙ
〉

c
�




τ−1bu

((
3

4π
v̂
)1/3
− R̂

)
, if

√
Ŝ > B0λbu ,

0, otherwise.

These relations close the model in the chosen simplified framework.

Some elements on the numerical resolution: The numerical resolution of system (6.18)
is achieved through an operator splitting Doisneau et al.(2014); Descombes et al.(2014), where
the transport part (LHS of the equations) and the source terms (RHS of the equations) are
solved independently. The numerical resolution of the transport part is similar to the one of the
fractional moments (4.24) and the difficulties to comply with the realizability issues are the same
for the two models. The reader can refer to chapter 7, where robust and accurate numerical
schemes are proposed for the numerical resolution of the fractional moment model in the case of
spherical droplets. For the numerical resolution of source terms, we use the DQMOM approach.
In this case, the distribution in size n(t; S) (the space is no more considered in the source terms
resolution) is first approximated by a sum of Dirac distributions:

n(t; S) �
∑
l�1,2

nl (t)δ(S − Sl (t)), (6.21)

such that the abscissas Sl (t) and the weights nl (t) are related to the fractional moments of the
distribution n(t; S) as follows:

mk/2(t) �
∑
l�1,2

nl (t)Sk/2
l (t), (6.22)

where k � 0, . . . , 3. In the DQMOM approach, we solve the evolution of the abscissas and the
weights due to source terms. Using the evolution equation of the NDF, we can show that these
quantities satisfy the following ODE system for l � 1, 2:

dnl

dt
(t) � τ−1bu ,l nl (t),

dSl

dt
(t) � τ−1bu ,l

(
6
√
πvl (t)2/3 − Sl (t)

)
,

dRl

dt
(t) � τ−1bu ,l

((
3

4π
vl (t)

)1/3
− Rl (t)

)
,

dvl

dt
(t) � −τ−1bu ,l vl (t),

(6.23)
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where τbu ,l is the breakup time (6.20) computed for each quadrature abscissa. The abscissas (sur-
face areas) Sl (tn), at the nth iteration, are computed by using the PD algorithm Gordon(1968)
which solves the system (6.22) and the initial volumes and radii are computed as follows:

Rl (tn) �
1

2
√
π

a(tn)S1/2
l (tn),

vl (tn) �
1

6
√
π

b(tn)S3/2
l (tn).

(6.24)

The time integration of this ODE in [tn , tn+1] allows to approximate the solution of the trans-
ported variables at t � tn+1 as follows:

mk/2(tn+1) �
∑

l�1,2
nl (tn+1)Sk/2

l (tn+1),

ΣdH̃d (tn+1) �
∑

l�1,2
nl (tn+1)Sl (tn+1)R−1l (tn+1),

αd (tn+1) �
∑

l�1,2
nl (tn+1)vl (tn+1),

(6.25)

2D jet of non-spherical droplets: In the following, we consider a 2D rectangular domain
of size [−0.5, 0.5] × [−0.5, 0.5] (we use dimensionless variables). On the top (y � 0.5), bottom
(y � −0.5) and right (x � 0.5) faces, we use the Neumann boundary conditions. On the left face
(x � −0.5), we consider a small hole in the middle. The hole is of radius ηin j � 1.e − 2. From
the hole outlet, we inject droplets of uniform size distribution:

n(t , y , S) � 1, (6.26)

where S ∈ [0, 1] and −ηin j < y < ηin j. The initial droplets are not spherical with: a � 0.7 and
b � 0.5. The droplets are injected with the following velocity profile at x � −0.5:

ex · vb (t , y) � 5 cos4(π
y

2ηin j
),

e y · vb (t , y) � 0.
(6.27)

The gas of a mass density ρg � 1 is also injected with following velocity field:

ex · u g (t , y) � 8 cos4(π
y

2ηin j
),

e y · u g (t , y) � 0.
(6.28)

The injection velocities of the gas and of the droplets are different. It leads to a strong relative
velocity between the two phases and then to the fragmentation of the droplets. The numerical
simulation is performed in Adaptive Mesh Refinement framework using the CanoP code, which
will be presented later in chapter 9. The minimum cell size of the mesh is ∆xmin � 2−9 and the
maximum size is ∆xmax � 2−7. Figures 6.3 and 6.4 illustrate respectively the number density
(ΣG̃d) and surface are density at four different instants. We can remark the fragmentation by
observing a global increase of number density and surface area density over time.

We recall that this simulation and the used model do not represent any realistic configuration.
The coupling with the two-fluid model has not yet been completely achieved. Indeed, we used
the mixture model of Drui(2017) to simulate the gas flow by assuming a negligible volume
fraction. The objective of this first work is to illustrate the possibility of modeling the sub-scales
with non-spherical droplets and takes into account the fragmentation and the two-way coupling
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t � 0.02 t � 0.12

t � 0.24 t � 0.38

Figure 6.3: Number density ΣG̃ of the droplets given at four times for the injection of non-
spherical droplets.

with the gas. This model, given by the equations (6.18), can be considered as an extension
of the fractional moment model of spherical droplets given in (4.24) to non-spherical droplets.
The parametrization of the internal variables by the two parameters a(t , x) and b(t , x) has
allowed to simplify the treatment of the phase space and the closure of the NDF. However, these
parameterizations are not necessary the good ones. Indeed, when we have very small droplets
S << 1, the droplet shape is more likely to be spherical in this case a ' 1 and b ' 1. While in
the case of a large drop, its shape is more likely to be very different than a sphere and a < 1
and b < 1. Therefore, we will need to improve this parametrization and propose a more relevant
one. Finally, this is a first test of our approach to the interface sub-scale by this geometrical
variables. In future work, more realistic modeling will be assisted by investigating DNS results.
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t � 0.02 t � 0.12

t � 0.24 t � 0.38

Figure 6.4: Surface area density Σ of thedroplets given at four times for the injection of non-
spherical droplets.
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6.4 DNS post-processing toward a modeling of the sub-scales

In the previous section, we explained our strategy to couple a two-fluid model with a sub-scale
model based on the sub-scale geometrical moments. The sub-scale model depends on the time
evolution of the internal variables of the SDF or of the NDF as well as the surface stretching
and the breakup source terms. For future work, these terms will need to be correctly modeled
and related to the transport variables of the flow. The main goal of this section is to extract
the evolution of such geometrical properties from DNS test cases. The well-known Archer code
Menard et al.(2007); Vaudor et al.(2017), where a combined VOF and Level-set approach is
used to capture the interface and a ghost-fluid method is applied to represent accurately the
jump of the variables across the liquid-gas interface, has been used to this end. We also use the
algorithm presented in chapter 5 to extract the curvatures and to compute the two distributions:
the SDF and the NDF. In this section, we present two numerical test cases:

• Rayleigh-Plateau test-case is presented to characterize the evolution of the interface
curvatures in a simple breakup case, where a liquid column is split into several droplets

• Liquid jet test-case is a primary break-up simulation of an injected liquid. In this sim-
ulation, we show that the distribution of the curvatures on the interfaces can provide us
with relevant information on the flow topology.

6.4.1 Plateau-Rayleigh simulation

We consider an initial cylindrical column of liquid with a small sinusoidal deformation at the
interface. The initial level-set function is given in cylindrical coordinates as follows:

φ(t � 0; r, θ, z) � (r − R)(1 + ε sin(2πkz z)), (6.29)

where kz is a wave number satisfying kzR � 0.7, R � 3.34 × 10−5m being the radius of the
cylinder and ε � 0.1. Using the symmetry properties of this case, we only simulate a quarter of
the cylinder, where the symmetric boundary conditions have been employed in a computational
box lx × l y × lz where lx � l y � 1. × 10−4m and lz � 1.5 × 10−4m. We discretize the domain
into 64 × 64 × 96 Cartesian elements. The liquid and the gas properties are reported in table
6.4. In figure 6.5, four time frames have been selected as in Canu et al.(2017) to show the
break-up process, which is conducted by the Plateau-Rayleigh instability. The four instants
correspond to the initial configuration at ta � 0.s, the deformation of the cylinder with the
generation of the bottle-neck at tb � 1.83×10−4s, the break-up moment at tc � 1.86×10−4s and
the final generation of droplets at td � 2.07 × 10−4s. To have a deeper insight in the evolution
of the curvatures, we chose these four instants to extract the mean and Gauss curvatures at
the interface defined by φ(t; x) � 0. The spatial averaging of the curvatures presented in the
last chapter is used here. In fact, the spatial averaging permits to obtain a structured and a
clear picture of this evolution, compared to the case without averaging, where a large amount
of noise is present, as illustrated in Figure 6.6. In Figure 6.7, we display the spatially averaged
curvatures in the (G,H)-plan using a spatial averaging scale h � 6∆x, where ∆x is the mesh

ρl µl ρg µg σ
kg.m−3 kg.m−1.s−1 kg.m−3 kg.m−1.s−1 kg.s−2

1000 1, 0.10−3 1.0 1, 879.10−3 0, 072

Table 6.4: Physical properties of the Rayleigh-Plateau simulation.
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ta � 0.0s tb � 1.83 × 10−4s

tc � 1.86 × 10−4s td � 2.07 × 10−4s

Figure 6.5: The gas-liquid interface of Plateau-Rayleigh simulation. The two solid lines in the
left-top corner determine the domain of the simulation.

size. In the same figure, we plot the two lines limiting the resolved and the unresolved scales
with a threshold scale δs � 3dx. At the initial time t � ta, the cylinder is weakly deformed and
all the curvature points in the (G,H)-plan are all gathered around the vertical line at G � 0. At
t � tb, the cylinder is sufficiently deformed and the curvatures form an arc in (G,H)-plan. We
also remark negative values of the Gauss curvature (top-right of Figure 6.7) that corresponds to
the saddle points in the middle of the cylinder. In the bottom-left corner of Figure 6.7, which
corresponds to the break-up time t � tc, the arc formed in the previous step breaks up and two
separated clouds of points can be identified. At the final time t � td, we obtain two droplets
of approximately spherical shapes and of two different sizes. In bottom-right of Figure 6.7, two
cloud of points are positioned close to the curve G � H2. The one with the highest curvatures
corresponds to the smallest droplet and the other to the biggest droplet.

The evolution in the (G,H)-plan reveals relevant information on the evolution of the gas-liquid
interface. For example, a slow evolution toward high curvatures can reveal the development of
some initial instabilities, while fast evolution accompanied with high curvatures can be related
to the variation on the interface topology. Plateau-Rayleigh instabilities represent one of the
breakup mechanisms of realistic injection configurations. It is important to classify the different
mechanisms and to choose representative configurations as the one proposed here to understand
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tb � 1.83 × 10−4s td � 2.07 × 10−4s

Figure 6.6: Gauss and mean curvatures of the gas-liquid interface without spatial averaging at
two instants: left (t � tb) and right (t � td). The red points correspond to left part of

ρl µl ρg µg σ
kg.m−3 kg.m−1.s−1 kg.m−3 kg.m−1.s−1 kg.s−2

776 4.0 × 10−3 1.3 1, 78 × 10−3 0.072

Table 6.5: Physical properties of the gas and the liquid used in the jet flow simulation.

and model the evolution of the curvatures depending on each mechanisms.

6.4.2 Jet simulation

In this section, we present some first results of a common work with the Coria laboratory to
post-process the primary breakup of a liquid jet using the Archer code. We underline that a
similar simulation has been used in Lebas et al.(2009) to close the ELSA model.

The diameter of the injector nozzle is 100 µm, the size of the domain is 765 µm×765 µm×3060 µm
and the injection velocity is 25 m/s. The characteristic of the flow is given in Table 6.5. We
use a uniform 3D Cartesian grid, which is composed of 128 × 128 × 512 cubic cells. Figure 6.8
illustrates the gas-liquid interface obtained at t � 0.66 µs. One can identify three regions of the
primary breakup of the liquid jet. In the region close to the nozzle, the interface of the liquid
jet has a quasi-cylindrical shape. In the middle of the domain, the interface is widely deformed
and we can remark the ligaments formation. In the last part of the domain, some ligaments are
detached from the liquid core and break into a large range of drop sizes. However, the liquid
core is not totally atomized in this simulation. In the following, we compute the distribution of
the surface curvatures in three different sub-domains. These sub-domains are illustrated by red
rectangles in Figure 6.8 and they correspond to:

• Sub-domain 1 is situated close to the nozzle outlet and is given by 0 ≤ z ≤ 32dx, where
the z-axis is parallel to the principal jet direction.

• Sub-domain 2 is a part of domain situated in the middle of the jet and is given by 192 ≤
z ≤ 224dx.

• Sub-domain 3 is situated in the downstream of the jet and is given by 480dx ≤ z ≤ 512dx.
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ta � 0.0s tb � 1.83 × 10−4s

tc � 1.86 × 10−4s td � 2.07 × 10−4s

Figure 6.7: Gauss and mean curvatures of the gas-liquid interface corresponding to four instants
of the Plateau-Rayleigh simulation: interface curvatures in the part lz ≥ z > lz/2 (red cross)
and in the part 0 ≤ z ≤ lz/2 (blue cross).
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Figure 6.8: The gas-liquid interface of the liquid jet simulation at t � 0.66 µs. The rectangles
show three regions considered for the extraction of curvatures.

Figures 6.9, 6.10 and 6.11 display a color map of the SDF, as a function of the mean and Gauss
curvatures, computed respectively over sub-domains 1, 2 and 3. The red line represents the
spherical shapes G � H2 and the dashed black line represents the cylindrical shapes G � 0. The
curvatures are spatially averaged using the averaging method described in section 5.6 with an
average scale h � 5∆x. In Figure 6.9, we have large values of the SDF for small curvatures and
we can see the concentration of the contours in a very small area of the (G,H)-plan. Indeed, the
curvatures in sub-domain 1 are approximately equal to the curvatures of the cylinder of diameter
D � 100 µm. In Figure 6.10, we see that the distribution of the curvatures on the surface, given
by the SDF in sub-domain 2, has a larger variance compared to the SDF in the region close to
the nozzle outlet. First, we remark a large surface area density for small curvatures that are
concentrated around the line G � 0, these curvatures correspond to the main liquid core. On
the other hand, the large curvatures correspond to the stretching of the surface. Indeed, a non
negligible part of the surface area density corresponding to larger curvatures are far away from
the line G � 0 and the curve G � H2. We mainly consider that these curvatures correspond to the
ones of ligaments and large deformed drops. Finally, in Figure 6.11, we still have an important
part of the surface area density concentrated around the line G � 0 that corresponds to the liquid
core and we have further large curvatures that do not have specific region of concentration and
which correspond to the curvatures of ligaments and large drops. But in this sub-domain, a
third part of the surface area density associated to large curvatures is concentrated around the
curve G � H2 in the down part of the curve H < 0. These curvatures correspond mainly to
some spherical and small droplets.

Hence, the SDF may provide rich information about the topological evolution of the two-phase
flow together with some hints about the generated spray population. The post-processing of
this jet configuration is still a work in progress, where further investigations are envisioned:

• post-processing of curvatures and their evolution for different times and in different regions
of the jet.
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Figure 6.9: SDF as function of (H,G) integrated over the sub-domain 1.

Figure 6.10: SDF as function of (H,G) integrated over the sub-domain 2.
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Figure 6.11: SDF as function of (H,G) integrated over the sub-domain 3.

• computing the SDF and the NDF using a time average over different iterations to obtain
consistent distributions.

• defining of a convenient threshold scale δs for a similar configuration with respect to the
reduced order model, where we use a coarsened meshes compare to DNS. Then, we would
compute the exchange source terms defined in (6.13) between the resolved and unresolved
scales using DNS results.

6.5 Conclusion and perspectives

Throughout this chapter, we have explained how to use the geometrical description of the in-
terface presented in the previous chapters, in order to come up with a unified model for the
disperse and separated phases. Three main points have been discussed during this presentation:
the sub-scale geometrical moments, the coupling with a two-fluid model and the usefulness of
DNS computations to propose closures of the model and to investigate the modeling assumptions.

Up to now, it seems that the sub-scale geometrical moments play an important role to com-
plete the sub-scale information on the gas-liquid interface. The sub-scale variables can also
enrich the two-fluid model as it was already illustrated in the work of Drui(2017). Future
works Cordesse(2019); Di Battista(2020) aim at going further in this direction by including the
sub-scale geometrical moments on a two-fluid model using a procedure based on Hamilton’s
variational principle and the second principle of thermodynamics. Finally, we underline that the
different ideas proposed in this chapter are still under development and open questions require
further investigations. The following lists contain some of these remaining issues:
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• theoretical investigation of the threshold scale δs : this scale should be defined with respect
to an injection benchmark simulation withe the reduced order model. It also defines the
minimum mesh size needed to correctly capture the mean scales of the flow. The scales
lower than δs should likely have some universal structures that can allow to simplify the
phase space of the distribution and their evolution:

〈
Ḣ

〉
c
,
〈
Ġ
〉

c
,
〈
Ṡ

〉
c
to model the primary

atomization or the terms
〈
Ṡ
〉

c
, 〈v̇〉c,

〈
Ṙ
〉

c
and 〈χ̇/χ〉c, to model the secondary breakup.

• influence of the averaged scale h on the DNS curvature post-processing and on the sub-
scales modeling: as it was illustrated in the Plateau-Rayleigh simulation, this scale has an
influence on the post-processing results. Without averaging, the curvatures contain a large
noise, which makes its difficult to analyze. On the contrary, a large spatial averaging leads
to some important loss in structures of these curvatures. In terms of modeling, we would
like to have enough information on the interface in the separated phases to capture the
atomization, while in disperse phase we estimate that the averaged internal variables over
droplet surface are sufficient to model the dynamics of the droplets from a macroscopic
point of view.

• evaluating the exchange fluxes between a two-fluid model and the sub-scales equations:
the source terms expressed in (6.13) can be first computed directly by using DNS results.
The results obtained from such a DNS post-processing will be used to relate these source
terms to the variables of the used two-fluid model.

Finally, let us underline that it is the first time DNS data are analyzed with curvatures evaluation.
This post-processing of the gas-liquid interface is consistent with geometrical and topological
invariants (see chapter 5). This should provide a tool to better understand and analyze the
physics of such flows.
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Chapter 7

Numerical resolution of the transport
equations of the fractional moments
model

7.1 Introduction

In this chapter, we focus on the numerical resolution of the transport part of the fractional
moments model presented in chapter 4. In fact, we can split the resolution of the transport
part (LHS of system (4.24)) from the source terms (RHS of system (4.24)), by mean of operator
splitting techniques Doisneau et al.(2014); Descombes et al.(2014). The numerical resolution of
the source terms is treated in chapter 8. The transport part of the system of equations (4.24)
is similar to the one of the EMSM model Kah et al.(2012). This system of equations can be
written as follows:

∂tU + ∇x · (F (U )) � 0, (7.1)

where U t
� (m0/2 ,m1/2 ,m2/2 ,m3/2 ,m2/2ut ), F (U ) � (F 1(U ) . . .F d (U )), d is the space di-

mension and F α (U ) � uαU for 1 ≤ α < d.

The system of equations (7.1) has similar mathematical properties as the pressureless gas dy-
namic (PGD) model of de Chaisemartin et al.(2009). Indeed, the system is only weakly hyper-
bolic: it has only one real eigenvalue and four linearly independent eigenvectors in each direction,
instead of 4+ d ( 4+ d is the equations number). In the case of Particle Trajectory Crossing, the
model implies the segregation of the droplets in infinitely fine zones, which is known as δ-shocks.
For the numerical resolution of this system, we need to cope with different challenges. First,
accurate resolution is required to limit the numerical diffusion. To satisfy this first requirement
at a reasonable computational cost, high order numerical schemes can be used. The second
issue concerns the robustness of the numerical scheme. High order numerical schemes can cause
oscillations of the solution near the zones where the solution is singular (δ-shocks). A familiar
solution to this issue consists in using artificial diffusion to suppress the spurious oscillations.
However, this type of methods depends on some parameters and shock capturing sensors, which
need to be adapted for each situation. Also the accuracy of the method is generally reduced.
It is then important to develop robust numerical schemes, which do not depend on additional
parameters and preserve the order accuracy of regular solutions. Finally, the realizability of
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the moments (a non negative NDF can be associated to every set of moments) is an essential
condition to ensure a physical solution and to allow everywhere the well-posedness of the ME
algorithm presented in chapter 4. A naive numerical schemes can update the moments set in a
wrong way that leads to a non-realizable set of moments.

In the present work, we propose two numerical scheme classes. The first one is a finite volume
discretization based on a kinetic approach Bouchut et al.(2003); de Chaisemartin et al.(2009).
We call this class of schemes the Kinetic Finite Volume (KFV) class. In this method, we compute
the numerical flux based on the exact solution of a kinetic transport equation. To achieve high
order accuracy, non-constant reconstruction is needed to evaluate the numerical fluxes. However,
the reconstruction should preserve the moments vector within the moment space to ensure the
realizability of the numerical scheme. This condition is satisfied by using a slope limitation on
the reconstructed canonical moments (see chapter 4 for the definition of the canonical moments),
in the same way as it was proposed in the first time by Kah et al.(2012). To step forward in
improving the accuracy of the numerical resolution and developing higher order schemes, we use
a Rung-Kutta Discontinuous Galerkin discretization Cockburn and Shu(1998), as the second
class of the schemes used to solve system (7.1). Indeed, Discontinuous Galerkin (DG) scheme
is a promising alternative compared to standard finite volume methods. This choice can be
justified for two reasons. First, finite volume methods require large extended stencils to achieve
high order accuracy, which can be restrictive for the scalability of parallel computations. On the
contrary, DG methods use a compact stencil since the degrees of freedom are store within each
computational cell (similar idea as the Finite Element method). Finally, to ensure a realizable
resolution of the moments, we adopt a similar limitation method as the one proposed in Zhang
and Shu(2011); Zhang et al.(2012).

7.2 Realizable Kinetic Finite Volume (KFV) schemes

The use of Cartesian grids in physical space enables to use a dimensional splitting algorithm.
Dimensional splitting consists in solving the system of equations separately and successively in
each direction during a time step ∆t. In this case, we can reuse a 1D finite volume scheme to
update the solution. In the following, we choose to present the scheme in a two dimensional
space in order to lighten the notations and we denote by u � (u , v) the 2D velocity vector.

Let�∆t
γ • be an operator associated to a 1D finite volume scheme, which can be used to update

the solution in a direction γ � x , y during a time step ∆t. The dimensional splitting leads to an
additional error in the numerical resolution. The order of the additional error depends on the
splitting algorithm. In the present work, we use two types of splitting:

• Godunov or Lie splitting method is a first order method, where the solution is updated
successively for each direction as follows:

U n ,∗
i ��∆t

x U n
i , U n+1

i ��∆t
y U n ,∗

i . (7.2)

• Strang splitting method is a second order accurate method when the finite volume 1D
operator�∆t

γ • is also of second order. The solution is updated in this case as follows:

U n+1
i ��∆t/2

x �∆t
y �∆t/2

x U n
i . (7.3)
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In the following, we detail the finite volume 1D operator �∆t
x •, which corresponds to a finite

volume discretization of the free transport equations in one direction (we focus on the x-direction
here):

∂tmk/2 + ∂x (mk/2u) � 0,
∂t (m2/2u) + ∂x (m2/2uu) � 0,

(7.4)

where k � 0, . . . , 3.

As it was discussed in the introduction, we encounter two main difficulties in the resolution of
this system. The first one corresponds to the possible appearance of strong singularities (known
as δ-shocks), which occur when the monokinetic assumption is violated. This can happen when
trajectory crossings take place and lead to particles accumulation in a very small volume. Then,
the numerical scheme has to be able to capture these shocks and ensure a stable solution. The
second issue concerns the realizability of the numerical scheme (the moment set approximation
can be associated to a non-negative NDF). In the following, we show how to cope with these
issues using a kinetic approach.

7.2.1 Derivation of 1D finite volume kinetic scheme for fractional moments
equations

We consider a uniform discretization (xi)i�1,...Nx of a 1D compact domain [xmin , xmax]. Such
that we have:

xmin + ∆x/2 � x1 < x2 < . . . < xNx � xmax − ∆x/2, and
xmax − xmin

Nx
� ∆x , (7.5)

where xi is the center of cell i ∈ [1,Nx]. We denote by xi+1/2 � xi + ∆x/2 (respectively xi−1/2 �

xi −∆x/2) the right (respectively the left) face of cell i. In the finite volume representations, we
look for an approximation of the solution at a discrete time tn:

U n
i '

1

∆x

∫ xi+1/2

xi−1/2

U (tn , x)dx , (7.6)

where tn �
∑n

j�1 ∆t j (with t0 � 0) and ∆t j � t j−t j−1 is the time step. The time step should satisfy
a Courant-Friedrichs-Lewy (CFL) condition to ensure the stability of the numerical solution.
By integrating equation (7.4) over time [tn , tn+1] and space [xi−1/2 , xi+1/2], the finite volume
numerical scheme reads:

U n+1
i � U n

i −
∆t
∆x

(
F i+1/2 − F i−1/2

)
. (7.7)

The numerical fluxes F i±1/2 evaluated at the faces are an approximation of the exact mean-time
flux:

F i±1/2 '
1

∆t

∫ tn+1

tn

F (t , xi±1/2)dt (7.8)

The numerical flux F i±1/2 can be approximated using the left and the right states with respect
to the considered face:

F i+1/2 � F (U i ,U i+1)
F i−1/2 � F (U i−1 ,U i)

(7.9)
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de Chaisemartin(2009) proposed a finite volume kinetic scheme to solve the monokinetic multi-
fluid model based on the same approach as in Bouchut et al.(2003), used to solve the PGD
system of equations. Following the same idea, Kah et al.(2012) proposed an extention of the
kinetic numerical scheme for higher order size-moments model. In the following, we use this
approach to express the numerical fluxes of the present system of equations (7.1). The main
steps to derive the kinetic scheme for system (7.4) are briefly presented as follows:

A. We consider the equivalent kinetic system to the pressureless system (7.4), as was proposed
in Bouchut et al.(2003):{

∂t f + ∂x (cx f ) � 0 , and
f (t , x , c , S) � n(t , x , S)δ(c − u), (7.10)

B. We express the exact finite volume fluxes as a function of the NDF f (t , x , c , S).

1

∆t

∫ tn+1

tn

F (t , xi±1/2)dt �
1

∆t

∫ tn+1

tn

∫ 1

S�0

∫
c�(cx ,cy )

cxV (S, c) f (t , x , c , S)dSdc , (7.11)

where V (S, c) � (1, S1/2 , S, S3/2 , Scx , Scy).

C. We split the fluxes in two integral parts: the first F+

i+1/2 (resp the second F−i+1/2) corre-
sponds to the droplet of positive velocity cx ≥ 0 (resp negative velocity cx < 0). Then, we
use the exact solution of the kinetic system (7.10), to express the fluxes as a function of
the NDF at time tn:

f (t , x , c , S) � f (tn , x − cx (t − tn), c , S) (7.12)

for t ∈ [tn , tn+1].

D. Finally, the fluxes are expressed as functions of the known moments and velocities at
t � tn:

F+

i+1/2 �
1

∆t

xi+1/2∫
xi−1/2

U (tn , x)1Σ+ (x)dx ,

F−i+1/2 �
1

∆t

xi+3/2∫
xi+1/2

U (tn , x)1Σ− (x)dx ,

(7.13)

where Σ± �
{
x′,±(xi+1/2 − ∆tu(tn , x′)) < ±x′

}
. The global numerical flux is then:

F i±1/2 � F+

i±1/2 + F−i±1/2. (7.14)

7.2.2 First order scheme

For a first order scheme, we consider a constant piecewise reconstruction for the moments and
for the velocity (see Figure 7.1-left). In this case, the numerical scheme turns to be a simple
upwind scheme, where the numerical fluxes express as follows:

F i+1/2 �
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,
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Figure 7.1: Sketch of finite volume representations in a cell. Left piecewise-constant represen-
tation used at first order. Right piecewise-linear reconstruction of the solution to achieve second
order accuracy.

The numerical scheme is stable under a CFL condition which reads:

∆t
∆x

� CFL max |un
i |, (7.16)

where CFL ≤ 1. Under this condition, we can also show that the updated solution at tn+1 (7.7) in
the cell i can be written as a convex combination of the solution at tn in the cells i−1, i , and i+1.
Since the moments space is a convex space, the numerical scheme is intrinsically realizable.

7.2.3 Second order scheme

Usually, high order finite volume schemes use non-constant reconstructions of the transported
variables (see figure 7.1-right) to better evaluate the fluxes at the interfaces of the cells. The
main difficulty consists in reconstructing a realizable moments solution. Kah et al.(2012) de-
signed a realizable second order kinetic scheme for the EMSM model. Instead of reconstructing
directly the integer moments, the authors proposed to use a linear reconstruction of the canonical
moments associated to integer moments. Indeed, the canonical moments live in the simple space
[0, 1]N (N � 3 for the EMSM model), while the moment space has a rather complex geometry.
Furthermore, the canonical moments are also simply transported variables:

∂t pk + u∂x pk � 0, (7.17)

where pk are the canonical integer moments defined in (4.6). Therefore, these quantities satisfy a
maximum principle. In the following, we adopt the same approach with some slight adaptations
to the fractional moments case.

7.2.3.1 Reconstruction of the transported variables

The reconstructed variables are the moment m0/2, the canonical moments associated this time
to the fractional moments (p1/2 , p2/2 , p3/2) (see the definition in (4.28)) and the two velocity
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components (u , v).




m0/2(x) � m0/2,i + Dm0,i (x − xi),
p1/2(x) � p1/2,i + Dp1,i (x − xi),
p2/2(x) � p2/2,i + Dp2,i (x − xi),
p3/2(x) � p3/2,i + Dp3,i (x − xi),

u(x) � ui + Dui (x − xi),
v(x) � vi + Dvi (x − xi),

(7.18)

where x ∈ [xi−1/2 , xi+1/2]. Generally the quantities with the bar are different from the cell
quantities pk/2,i, ui and vi and they are determined depending on the slopes and the following
conservation properties:

mn
1/2,i �

1

∆x

∫ xi+1/2

xi−1/2
m0/2(x)p1/2(x)dx ,

mn
2/2,i �

1

∆x

∫ xi+1/2

xi−1/2
m0/2(x)p1/2(x)[(1 − p1/2)p2/2 + p1/2](x)dx ,

mn
3/2,i �

1

∆x

∫ xi+1/2

xi−1/2
m0/2p1/2

{
(1 − p1/2)(1 − p2/2)p2/2p3/2 + [(1 − p1/2)p2/2 + p1/2]

2} (x)dx ,

mn
2/2,i u

n
i �

1

∆x

∫ xi+1/2

xi−1/2
m0/2(x)p1/2(x)[(1 − p1/2)p2/2 + p1/2](x)u(x)dx.

(7.19)

Compared to the expressions developed in the case of the EMSM model, only the last integral
expression is different. In fact, the velocity is weighted by the moment m1 � m2/2 for both
models. But with fractional moments, m2/2 acts as a second order moment. For this reason, the
expression of the moment m2/2 as a function of the canonical moments is different from the one
in the case of the integer moments.

Following the same derivation as in Kah et al.(2012), we show that the bar terms can be written
as follows:

pk/2,i � ak ,i + bk ,iDpk ,i ,
ui � au ,i + bu ,iDui ,

(7.20)

where for each k, ak ,i and bk ,i are independent of Dpk ,i, and au ,i and bu ,i are independent of
Dui.

7.2.3.2 Slope limitation

In order to satisfy the maximum principle for the transported quantities (the canonical moments
and the velocity) and the positivity of the number density m0/2, the slopes should be calculated
carefully. Following the development done in Kah et al.(2012), the slopes are calculated as
follows:

Dm0,i � φ(mn
0/2,i−1 ,m

n
0/2,i ,m

n
0/2,i+1) min *

,

|mn
0/2,i+1 −mn

0/2,i |

∆x
,
|mn

0/2,i −mn
0/2,i−1 |

∆x
,
2mn

0/2,i

∆x
+
-
,

Dpk ,i � φ(pn
k/2,i−1 , p

n
k/2,i , p

n
k/2,i+1) min *

,

|pn
k/2,i+1 − ak ,i |

∆x + 2bk ,i
,
|ak ,i − pn

k/2,i−1 |

∆x − 2bk ,i
+
-
,

Dui � φ(un
i−1 , u

n
i , u

n
i+1) min

(
|un

i+1 − un
i |

∆x + 2bu ,i
,
|un

i − un
i−1 |

∆x − 2bu ,i
,

1

dt

)
,
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(7.21)

where φ(a , b , c) � 1/2(s gn(b − a) + s gn(c − b)) and s gn(x) is the sign of x.

Using equations (7.19), (7.20) and (7.21), the slopes and the bar variables can be expressed as
functions of the current and neighbor cell variables. However, these algebra relations are quite
heavy. Therefore, their calculation is achieved using the Maple software.

7.2.3.3 Fluxes Computation

After computing the slopes and the bar variables, the fluxes can be computed as follows:

F+

i+1/2 �
1

dt

∫ xi+1/2

xL
i+1/2

m0/2

*........
,

1
p1/2

p1/2[(1 − p1/2)p2/2 + p1/2]
p1/2

{
(1 − p1/2)(1 − p2/2)p2/2p3/2 + [(1 − p1/2)p2/2 + p1/2]

2}
p1/2[(1 − p1/2)p2/2 + p1/2]u
p1/2[(1 − p1/2)p2/2 + p1/2]v

+////////
-

dx ,

(7.22)

and

F−i+1/2 � −
1

dt

∫ xR
i+1/2

xi+1/2

m0/2

*........
,

1
p1/2

p1/2[(1 − p1/2)p2/2 + p1/2]
p1/2

{
(1 − p1/2)(1 − p2/2)p2/2p3/2 + [(1 − p1/2)p2/2 + p1/2]

2}
p1/2[(1 − p1/2)p2/2 + p1/2]u
p1/2[(1 − p1/2)p2/2 + p1/2]v

+////////
-

dx ,

(7.23)

such that

xL
i+1/2 � xi+1/2 − dt

(ūi +
∆x
2 Dui)+

1 + dtDui
,

xR
i+1/2 � xi+1/2 − dt

(ūi+1 −
∆x
2 Dui+1)−

1 + dtDui+1
,

(7.24)

where (ψ)+ � 1/2(|ψ | + ψ) and (ψ)− � 1/2(−|ψ | + ψ).

The expressions inside the integrals are polynomial functions of x of order up to 6, their calcu-
lation can be achieved by using four points of the Gauss-Legendre quadrature.
The CFL condition for the second order scheme reads:

∆t
∆x

� CFL max (|ui | + |Dui |∆x/2) (7.25)

where CFL ≤ 1 is defined by the user.

7.3 Realizable discontinuous Galerkin method

The original DG method was introduced by Reed and Hill Reed and Hill(1973). Recently
the DG method has been widely used in different numerical simulation fields and especially
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in computational fluid dynamics to achieve high order accuracy. Zhang & Shu, in a series of
papers Zhang and Shu(2010); Zhang and Shu(2011); Zhang et al.(2012), proposed to use the
Runge Kutta Discontinuous Galerkin (RKDG) method for the numerical resolution of hyperbolic
equations, where the Runge Kutta method is used for the time integration. The authors were
able to combine high order accuracy and preserve certain convex constraints of the solution
by using a positivity limiting method. They have used this method to ensure the positivity of
the mass density and of the pressure in the Euler equation. The extension of this framework
to weakly hyperbolic equations (PGD system) was initiated in Larat et al.(2012). The same
idea can be extended to ensure the realizability of the numerical resolution of the fractional
size-moments. In the following, we present the general DG discretization of system (7.1) in 2D.
Then, we show how to use the limitation method of Zhang & Shu to ensure the realizability of
the fractional moments . Finally, the same idea will be used to satisfy the maximum principle
on the velocity, in order to obtain robust schemes.

7.3.1 General DG discretization

In the following, we consider system (7.1) in 2D. We partition the domain by non-overlapping
rectangular cells.

Ω �

Ncell⋃
m�1

Km ,
(
∀m , m′

)
dim(Km ∩Km′) < 2 (7.26)

where Ncell is the number of cells and Km � [xm−1/2 , xm+1/2]× [ym−1/2 , ym+1/2] is the rectangular
domain of cell m ∈ {1, . . . ,Ncell }. For the sake of simplicity, we suppose a Cartesian uniform
mesh: ∆x � xm+1/2 − xm−1/2 � ym+1/2 − ym−1/2. For a DG discretization of order p, we look to
approximate the solution of system (7.1) by a piecewise polynomial U h (t , .) of degree k � p − 1,
where the restriction of the solution to each cell m can be written as a polynomial function of
degree k � p−1 in each space direction1. Let (φi)1≤i≤(k+1)2 be a basis of polynomial functions of
degree k in each direction of the space defined in [−1/2, 1/2]2. We write the numerical solution
within cell m as follows:

U h (t , x) �
(k+1)2∑

i�1

W m
i (t)φi (Ξm (x)), x ∈ Km (7.27)

where the coefficients W m
i (t) are called the degrees of freedom in cell m, Ξm (x) �

x − xm

∆x
is the

one-to-one transformation between the cell domain Km and the canonical cell [−1/2, 1/2]2 and
xm is the center of cell m. According to DG formulation, the numerical solution is the unique
solution of the weak formulation of system (7.1), which can be simplified in the following form:

(k+1)2∑
j�1

∆x2
M i , j

dW m
j

dt
� ∆x

∫
ξ∈[−1/2,1/2]2

F (U h (t ,Ξ−1m (ξ)) · ∇ξ
(
φi (ξ)

)
dξ

−∆x
∑

e∈D

1/2∫
ξ�−1/2

F (U h (t , x̃m ,e (ξ)) · nm ,eφi (Ξm (x̃m ,e (ξ)))dξ,

(7.28)

1Polynomials function of degree k in each direction in a multi-space dimension (in 2D p(x , y) �
∑k

i , j�0 ai , j x i y j)

are different than polynomial of degree k in all directions (in 2D p(x , y) �
∑

0≤i+ j≤k ai , j x i y j). In DG method, we
often use the second option, which is the optimal one to achieve an order of accuracy p � k + 1 with a minimum
degrees of freedom. We made this non-optimal choice to simplify the implementation. In future work, it will be
more convenient to consider the second one.
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Figure 7.2: Illustration of the cell edges and of the orientation of their normal and tangential
vectors used in DG discretization scheme (7.28). The points in the interior represents the Gauss-
Legendre quadrature points for k � 2.

where M i , j �
∫
ξ∈[−1/2,1/2]2

φiφ j dξ is the mass matrix. This matrix is independent of cell m.
And D � {N,W, S, E} is the set of cell edges as illustrated in Figure 7.2, nm ,e is the normal
vector of edge e oriented outward of cell m and x̃m ,e (ξ) are the positions along of edge e ∈ D
for ξ ∈ [−1/2, 1/2], which are defined as follows:

x̃m ,e (ξ) � xm + ∆x/2nm ,e + (ξ∆x)tm ,e , (7.29)

where tm ,e is a tangent vector of edge e (see Figure 7.2).

The solution is discontinuous at the edges, what allows DG methods to capture shocks of hy-
perbolic equations. The flux F (U h (t , x̃e (ξ)) at edge e is approximated with a numerical flux,
as for finite volume schemes. The numerical flux, computed at a given edge e, depends on the
following left and right state of the solution with respect to the edge e:

U−h (t , x̃m ,e (ξ)) � lim
γ→0−

U h (t , x̃e (ξ) + γnm ,e ),

U+

h (t , x̃m ,e (ξ)) � lim
γ→0+

U h (t , x̃e (ξ) + γnm ,e ).
(7.30)

In the following, we use the upwind numerical flux such that we have:

F (U h (t , x̃e (ξ)) · (±eγ) � ±Fγ (U−h (t , x̃m ,e (ξ)),U+

h (t , x̃m ,e (ξ))), (7.31)

where γ � x , y are the two space directions and the numerical flux Fγ (., .) is defined in (7.15).

7.3.2 Polynomial basis choice and quadrature integration

In order to simplify the presentation of the method in 2D, we use two indexes for the degrees
of freedom (W α, β)1≤α, β≤k+1 and the polynomial basis (φα, β)1≤α, β≤k+1. We also consider that
each cell is indexed by two variables m ∈ ~1; Ncell� → (mx ,my) ∈ ~1; Nx� × ~1; Ny� one for
each direction:

my �

[ m
Nx

]

mx � m − Nx my

(7.32)
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where Nx (resp Ny) is the number of cells in direction of x (resp y) and Ncell � Nx Ny.

For the polynomial basis, we choose the Lagrangian polynomial basis associated to 2D abscissa
points of Gauss Legendre quadrature in [−1/2, 1/2]2:

φα, β (ξ) � (ξx , ξy)) � Lα (ξx)Lβ (ξy) (7.33)

and

Lα (ξ) �

∏
β,α (ξ − ξβ)∏
β,α (ξα − ξβ)

, (7.34)

where ξα′, β′ � (ξα′ , ξβ′) and (ξα′)1≤α′≤k+1 is the abscissas of the (k + 1)-point Gauss-Legendre
quadrature in [−1/2, 1/2]. In this case, the degrees of freedom are equal to the values of the
solution at the points xα, β � Ξm (ξα, β) for each cell m:

Uh (t , xα, β) � W m
α, β . (7.35)

This choice will simplify the resolution of the source terms (see appendix C), where we solve
directly an Ordinary Differential equation (ODE) for each degrees of freedom separately. Solver
of ODE source terms is presented in chapter 8.

The integrals in (7.28) can be approximated by quadratures of sufficient accuracy. An analysis
of the requirement on the quadrature choice, presented in Cockburn et al.(1990), shows that
a quadrature that is exact for polynomials of order 2k + 1, is sufficient to preserve the order
accuracy of the DG scheme. In this work, we use k+1-point Gauss-Legendre quadrature in each
direction to evaluate respectively 2D and 1D integrals. This integral approximation is an exact
evaluation of the integral for the polynomial functions of degree 2k + 1. The numerical scheme
(7.28) becomes:(
M

dW m

dt

)
α, β

�
1

∆x
∑

0≤α′, β′≤k+1
wα′wβ′

(
F (W α′, β′) · ∇ξ

(
φα, β (ξα′, β′)

))
−

1

∆x
∑

0≤β′≤k+1
wβ′

(
φα, β (ξmx+1/2, β′)(Fx

(
W L

mx+1/2, β
,W R

mx+1/2, β

)
−

φα, β (ξmx−1/2, β′)Fx
(
W L

mx−1/2, β′
,W R

mx−1/2, β′
))

−
1

∆x
∑

0≤α′≤k+1
wα′

(
φα, β (ξα′,my+1/2)F y

(
W L

α′,my+1/2
,W R

α′,my+1/2

)
−

φα, β (ξα′,my−1/2)F y
(
W L

α′,my−1/2
,W R

α′,my−1/2

))
,

(7.36)

where the subscripts mγ ± 1/2 (γ � x , y) refer to the positions in the cell edges, for example
ξα′,my±1/2 � (ξα′ ,±1/2) and W α,my±1/2 � U h (Ξ(ξα′,my±1/2)), etc. The two superscripts L and R
are used to denote respectively, the left and right state solution with respect to the corresponding
edge. Finally, this system can be written as an ODE system of the unknown vector of degrees
of freedom:

dW m

dt
� RHS(W m ,W m ,N ,W m ,W ,W m ,S ,W m ,E), (7.37)

where W m ,e is the vector of degrees of freedom in the neighbor cell which shares edge e with
cell m. This ODE can be integrated with a time integrator of order p � k + 1, in order to
obtain a global numerical scheme of the same order. In the present work, we use a k + 1-steps
Runge-Kutta method Gottlieb et al.(2001).
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7.3.3 Positivity limitation

In this section, we explain how we can preserve the realizability constraint on the moments. For
this purpose, we use the same idea as the one proposed by Zhang et al.(2012). This method has
already been used for the Euler equation. The method can be also used, in general, to preserve
convex constraint of the solution of hyperbolic equations. The moment space is a convex set,
which allows to apply this method to the present system of equations.

Since the Lagrangian basis function sum to 1 within one cell, by summing over all the degrees of
freedom in equation (7.28), and using the forward Euler discretization in time, we obtain that
the scheme followed by the mean value in a cell reads:

W
m ,n+1

� W
m ,n
−
∆t
∆x

∑
e∈D

1/2∫
ξ�−1/2

F
(
U L

h (t , x̃e (ξ)),U R
h (t , x̃e (ξ); nm ,e )

)
dξ, (7.38)

where W
m ,n

�
∫

x∈Km
U h (tn , x)dx is the mean solution in cell m at t � tn.

The main idea of Zhang & Shu consists in using a quadrature rule which solves for the mean
solution in the cell exactly. Using adequate quadrature points, the authors showed that the
updated mean solution (7.38) can then be written as a convex combination of the solution at
these quadrature points. Thus, the updated mean solution is realizable. This result is valid when
we use a realizability preserving numerical flux as the one proposed in (7.15) and an adequate
CFL condition. In 2D, Zhang & Shu used two sets of quadrature points in [−1/2, 1/2]2 given by
the Gauss-Legendre-Lobbato (GLL) quadrature abscissas:

Sx � {(ξα , ξ̂r ) : 1 ≤ α ≤ k + 1, 1 ≤ r ≤ k + 2}

Sy � {(ξ̂s , ξβ) : 1 ≤ r ≤ k + 2, 1 ≤ β ≤ k + 1},
(7.39)

where (ξ̂r )1≤r≤k+2 is the sequence of 1D Gauss-Lobbato abscissas of order k+2. The main result
of Zhang & Shu work can be summarized in the following proposition:

Proposition 7.3.1 Let G be a convex set, and we suppose that for all ξ ∈ Sx ∪ Sy we have
U h (tn ,Ξm (ξ)) ∈ G and the resolution of (7.36) is achieved with a realizability preserving nu-
merical flux, then the mean solution at tn+1 � tn + ∆t belongs to the convex set G, W

m ,n+1
∈ G

under the following CFL condition:

∆t
∆x

� CFL
ŵ1

max(|λx
l |) + max(|λy

l |)
(7.40)

where CFL ≤ 1, ŵ1 is the first Gauss-Labotto weight of order k + 2 and λx
l (respectively λy

l ) are
the eigenvalues of the hyperbolic system in the direction x (respectively y). In the present case,
system (7.1) is weakly hyperbolic: it has one eigenvalue in each direction λx

l � u and λy
l � v.

We underline that the above proposition can be generalized to the case of other Strong Stability
Preserving (SSP) time integrator Gottlieb et al.(2001).
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θq un+1
q + (1 − θq)un+1

∂G

Figure 7.3: Illustration of the limitation procedure: the solution associated to a GLL quadrature
point U n+1

q � U h (tn+1 , xq) is lying outside the space of constraints, the red point shows its
projection on the border of this space.

In the following, we define a convex set Gε parametrized by a small variable ε:

Gε � {U � (mt ,m1ut )t
: c(m) ∈ M1/2

3 , and p(c) ∈ [ε, 1 − ε]3} (7.41)

where c(m) � (m1/2/m0/2 ,m2/2/m0/2 ,m3/2/m0/2) is the normalized fractional moment associ-
ated to the moment vector m and p(c) is the canonical fractional moment defined in 4.4.3. The
parameter ε > 0 is chosen by the user to be strictly positive to force the moment vector to
stay in the interior of the moment space and keep a strictly distance from the moment space
border. Indeed, for a moment vector in or very close to the moment space border, the recon-
struction of the NDF through entropy maximization encounters some numerical difficulties, see
Vié et al.(2013b). In practice, we set ε � 1.e−4. For the resolution of the numerical scheme,
we use a family of SSP Runge-Kutta method Gottlieb et al.(2001) and the realizability preserv-
ing upwind numerical flux, defined in (7.15). So far, the only remaining point is to ensure the
realizability of the solution at GLL points:(

∀x ∈ Ξm (Sx ∪ Sy)
)
, U h (t , x) ∈ Gε , (7.42)

at each time step. Indeed, the initial condition is supposed to be physical and thus realizable
everywhere, in particular at the quadrature points. By using a realizability-preserving numerical
flux, SSP time integrator and keeping the restricted CFL condition, we obtain realizable mean
values in each cell for the first step. But nothing ensures the realizability at the GLL points.
Therefore, we use a limitation procedure, after each time step, to bring the solution at GLL
points back in the convex space Gε. Let us suppose that at the time tn the mean solution is in
the space Gε. We denote by (xq)1≤q≤2(k+1)(k+2) a sequence of points of Ξm (Sx ∪ Sy). Since Gε is
a convex set, there exists a unique θq ∈ [0, 1], so that Ũ h (tn , xq) � θqU h (tn , xq) + (1−θq)W

m ,n

lies on the boundary of Gε, see Figure 7.3. The numerical solution is then corrected as follows:

W̃
m ,n+1
α, β � θW m ,n+1

α, β + (1 − θ)W
n+1

, θ � min
1≤q≤2(k+1)(k+2)

(θq) (7.43)

This limitation procedure preserves the mean cell value, therefore the numerical method remains
conservative and it is shown in Zhang and Shu(2011) that the accuracy of the scheme is not
impacted in the case of regular solutions. The solution Ũ h (t , x) is then (k + 1)th order accurate
and realizable at all GLL quadrature nodes.
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7.3.4 Maximum principle on the velocity

PGD systems, like system (7.1), can lead to δ-shocks. High order numerical methods often fail
in such critical situations, where the numerical resolution leads to high oscillations and violate
the maximum principle on the transported variables and particularly on the velocity. In order to
cope with this issue, we propose to use a limitation method on the velocity by using a procedure
similar to the one used to ensure the realizability of the moments. The objective here is to
satisfy the maximum principle on the velocity for the mean solution W

m ,n
. Numerically, this

can be written as follows:

min
m′∈O(m)

(
um′,n

)
≤ um ,n+1

≤ max
m′∈O(m)

(
um′,n

)
,

min
m′∈O(m)

(
vm′,n

)
≤ vm ,n+1

≤ max
m′∈O(m)

(
vm′,n

)
,

(7.44)

where O(m) is the set of neighbor cells of m, including cell m itself.

In the following, we denote byMm ,n to the set of all possible solutions (um ,n+1 , um ,n+1) satisfying
the conditions in (7.44) for a given time step tn and cell m. This set is convex, we can then apply
the procedure of Zhang & Shu in the same way as presented in the last section. We summarize
the limitation procedure to preserve the realizability of moments and the maximum principle on
the velocity as follows:

• We first compute the solution at t � tn+1 at the GLL points:

U h (tn , xq) �
∑

1≤α, β≤k+1

W α, βφα, β (Ξ−1m (xq)). (7.45)

• We determine the maximum θ ∈ [0, 1] such that for all 1 ≤ q ≤ 2(k + 1)(k + 2), we have:

θW (tn+1 , xq) + (1 − θ)W
n+1
∈ Gε . (7.46)

• We determine the maximum 0 ≤ ϑ ≤ θ such that for all 1 ≤ q ≤ 2(k +1)(k +2), we have:

ϑW (tn+1 , xq) + (1 − ϑ)W
n+1
∈ M

m ,n . (7.47)

• Finally, we limit the solution as follows:

W̃
m ,n+1
α, β � ϑW m ,n+1

α, β + (1 − ϑ)W
n+1
. (7.48)

7.4 Numerical tests and validation

This section is dedicated to some representative 1D test cases and analysis of numerical results,
to verify the robustness and the accuracy of the two transport schemes (KFV and RKDG).
First, we investigate the accuracy of the two schemes using different order of accuracy on a
simple regular advection case. Then, we continue the accuracy study in a more complex case,
which presents high gradients of the solution. In this test case, we compare and analyze the
two scheme classes. Finally, a critical δ-shock case is performed to evaluate the robustness of
the two schemes. For the three test cases, we consider a periodic domain [0, 1] and we use a
CFL � 0.75, where the CFL condition for KFV is defined in (7.16)-(7.25), and for RKDG is
defined in (7.40). Multi-dimensional simulations are not presented in this chapter. The reader
can find 2D and 3D simulations in chapters 8, 9 and 10.



134 Chapter 7 - Numerical resolution of the transport equations of the
fractional moments model

7.4.1 Advection test case

In this section, we consider a simple advection with a constant velocity u � −1. The initial
moments are presented in Figure 7.4 and are expressed as follows:

mk/2(t � 0, x) �
2

k + 2
(S(k+2)/2

max − S(k+2)/2
min ) exp(−(x − xc)2/σ2x) (7.49)

where (Smin , Smax) � (0.3, 0.7), xc � 0.5 and σx � 0.1. The initial moments correspond to
the moments of a rectangular spray size distribution n(t , S) � 1[Smin ,Smax ](S) multiplied by a
Gaussian spatial distribution.

Figure 7.4: Initial moments for the advection case: m0/2 (cross), m1/2 (circle), m2/2 (square)
and m3/2 (triangle).

In Figure 7.5, we compare the numerical solutions of KFV (order 1 and 2) with RKDG (order 1,
2 and 3). The first order solution of both schemes leads to a high numerical diffusion, while the
second order is accurate enough to preserve the spatial profile after crossing twice the domain at
t � 2. However, the second order RKDG scheme is more accurate, such that we can not identify
the difference with the exact solution. Figure 7.6 gives more details of the convergence order of
the different schemes. In the logarithmic scale, the L1-errors of the solution obtained with the
second order RKDG decreases asymptotically with a slope of −2.5 and the third order RKDG
with a slope −3.3, while for the second order KFV scheme the errors decreases only with a slope
of −1.55 as we increase − ln(∆x).
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Figure 7.5: Number density for the advection case at t � 2. Left: using KFV scheme of order
1 (cross) and order 2 (circle). Right: using RKDG scheme order 1 (cross), order 2 (circle) and
order 3 (square).

Figure 7.6: Error curves of m0 with respect to grid refinement in logarithm scale. Left: KFV
schemes. Right: RKDG schemes. First order (cross) and second order (circle) for the two
scheme types and third order (square) only for RKDG scheme.
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7.4.2 Compression test case

We consider an initial size distribution with a form depending on the coordinate space x. In
fact, we need a non trivial initial size-space distribution, such that the slopes used in the second
order scheme of the FKV method do not vanish all the time. The chosen initial size distribution
has the following profile:

n(t � 0, S, x) � 10 exp

(
−

(x − xc)2

σ2x

)
exp *

,
−

(
√

S − (1 − x)/2)2

σ2R

+
-
, (7.50)

where xc � 0.25, σx � 0.1 and σR � 0.3. The initial velocity field is initiated as follows:{
u(t � 0, x) � 0.5 − x x < 0.5,
u(t � 0, x) � 0. x ≥ 0.5.

(7.51)

Figure 7.7 shows the initial conditions for the fractional moments and the velocity. We can
obtain an analytic solution of this test case using the characteristic curves method. For t < 1.0,
the characteristic curves do not cross as shown in Figure 7.8, and we can show that the NDF
solution of the transport equation (7.10), can be written as follows:

n(t , S, x) �
1

1. − t
n(0, S, xo (t; x))

xo (t; x) �
x − 0.5t
1. − t

(7.52)

At t � 1.0 (see Figure 7.8), all the characteristic curves cross at point (t � 1.0, x � 0.5), what
leads to a δ-Dirac distribution in space. In the following, we study the numerical accuracy of
the two methods KFV and RKDG. We investigate the numerical solution for t ≤ 0.8, before
the formation of the shock. In Figures 7.9-7.10, we display the solution at two different times
(t � 0.4 and t � 0.8) and we use the two method using different orders. The first order version
of the two schemes smears out the solution, in the same way, due to a high numerical diffusion.
Furthermore, it is simple to show that the first order KFV scheme is equivalent to the RKDG
one. Nonetheless, the solutions obtained with the two methods higher order resolution are
different. We can first remark the gain of accuracy brought by the second order RKDG and
KFV in comparison to the first order scheme. But the numerical solution obtained with the
RKDG second order scheme is more accurate than the one obtained with KFV second order
scheme. To go further in this analysis, we compute the L1

−error at t � 0.8 for each numerical
schemes and for different orders depending on the grid size. In Figure 7.11, we display the
convergence curves, highlighting the difference of precision between the two methods (KFV and
RKDG). As it can be seen from these curves, the order accuracy of the KFV is much lower than
the theoretical order. Indeed, the order of accuracy of the first order is around 0.4 and the second
order is only 1.3. The low resolution of KFV is due to the numerical diffusion, which is present
naturally for the first order, while for the second order, it is introduced by the slope limitation
procedure. Indeed, this is a difficult test case, where the solution starts to have high gradient
variations as we can see in Figure 7.9. The slope limitation procedure ensures the realizability of
the moments and the maximum principle on the velocity and canonical moments. But has a cost
in terms of accuracy. However, RKDG second and third order seem not to be so affected by the
Zhang & Shu limitation procedure. For the second order RKDG, the logarithmic of L1

− error
of the solution decreases with a slope of 2.02 and the third order RKDG with a slope of 2.64
depending on − ln(dx).
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Figure 7.7: Initial condition for the compression test case. Left: Initial moment fields, the
curves represent the moment with decreasing order in terms of value. Right: initial velocity

Figure 7.8: Illustration of the characteristic curves of the solution corresponding to the second
test case. Remind that the equation on the velocity is a Burger’s equation.
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Figure 7.9: Number density for the compression test case at t � 0.4 (left) and t � 0.8 (right).
Solution obtained with the KFV scheme of order 1 (cross) and order 2 (circle).

Figure 7.10: Number density for the compression test case at t � 0.4 (left) and t � 0.8 (right).
Solution obtained with the RKDG scheme of order 1 (cross), order 2 (circle) and order 3 (square).

Figure 7.11: Error curves of m0 with respect to grid refinement in logarithm scale. Left: KFV
schemes and on the right: RKDG schemes. First order (cross) and second order (circle) for the
two scheme types and third order (square) only for RKDG scheme.
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Figure 7.12: Initial condition for the crossing case. Left: Initial moment fields, the curves
represent the moment with decreasing order in terms of value. Right: initial velocity.

7.4.3 Robustness and capacity of capturing δ-shocks

The monokinetic-assumption is not more valid hypothesis when droplets cross. In case of such
an event, the monokinetic-model generates a δ-shock. Despite the non-physical solution, the
two schemes should be able to run in all critical situations and even resolve singularities. In this
section, we test the robustness of the numerical schemes in the case of a strong crossing. Initially,
we consider two spatial Gaussian distributions centered at two different symmetric positions and
traveling at opposite velocity, as shown in Figure 7.12.

Figures 7.13-7.14 show the spatial profile of the moment m0 at two different times (t � 0.25
and t � 0.5). We can see the shock generation when the two packets cross. At the end, the
droplets accumulate at the center and the corresponding spacial distribution has the form of a
delta distribution. We compare the solutions with an exact solution, which is represented in
Figure 7.13-7.14, in Finite Volume cells2. It is not obvious to compare the accuracy of the two
schemes for different orders due to the presence of a Dirac-Delta function. However, the main
objective of this test case is to evaluate the robustness of high order schemes (second order for
KFV and second and third orders for RKDG) in such critical situations. Second order KFV is
more robust compared to high order RKDG schemes. Indeed, the scheme is designed in such
way to respect the maximum principle of both the velocity and the canonical moments. For
the second and the third order RKDG schemes, we use the limitation procedure described in
the section 7.3.4, in order to satisfy the maximum principle on the velocity and thus to obtain
a stable solution. The method works well for the second order, however for the third order we
have needed to modify the parameter ϑ given in (7.47) to end up with a stable solution. In this
simulation, we multiply ϑ by 0.9 to obtain the solution in Figure 7.14. In future work, we will
need to investigate further the limitation procedure used to respect the maximum principle on
the velocity and eventually to use a third limitation to ensure the maximum principle on the
canonical moments.

2Dirac-function is represented by the function 1./dx1[0.5−dx/2.,0.5+dx/2.](x).
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Figure 7.13: Number density for the crossing test case at t � 0.25 (left) and t � 0.5 (right).
Solution obtained with KFV scheme of order 1 (cross) and order 2 (circle).

Figure 7.14: Number density for the crossing test case at t � 0.4 (left) and t � 0.8 (right).
Solution obtained with KFV scheme of order 1 (cross) and order 2 (circle).
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7.5 Conclusion

This chapter is dedicated to high order and realizable numerical schemes to solve the transport
part of the fractional moment model presented in chapter 4. Two types of schemes are presented
during this chapter. The first one is based on a finite volume discretization. The numerical
flux is obtained by using the equivalence between the fractional moments PGD-like system and
kinetic equation for a monokinetic distribution in the velocity. We show how we can obtain first
and second order schemes, while ensuring the realizability of the moments and also satisfying
the maximum principle on the velocity and on the canonical moments. We refer to this type of
scheme by Kinetic Finite Volume (KFV) schemes. The second type is the Runge Kutta Galerkin
Discontinuous (RKDG) scheme. The method can be extended to an arbitrary order of accuracy.
The realizability of the moments is ensured by using the limitation procedure proposed the first
time by Zhang & Shu. We have also used this limitation technique to ensure the maximum
principle on the velocity. In fact, the maximum principle on the velocity allows to obtain a
stable solution, especially in the critical case of δ-shocks formation. However, we still have
some open issues to ensure the robustness of high order RKDG schemes in such cases. Indeed,
we show in the last test case that we need to tune the limitation coefficient to obtain a stable
solution for the third order RKDG scheme. On the other side, KFV shows a robust behavior
in this critical situation. Finally, we show for other test cases that we obtain accurate solutions
using high order RKDG schemes compared to KFV schemes. Furthermore, the accuracy orders
obtained with the RKDG are very close to the theoretical ones. While for KFV schemes, we
find that the second order improve the accuracy compared to the first order, but the accuracy
order is lower than the theoretical order because of the slope limitation.





Chapter 8

A new algorithm for the time
integration of the source terms in the
fractional moments model

8.1 Introduction

This chapter presents a numerical procedure for the resolution of the source terms of the frac-
tional moments model derived in chapter 4. Recall that the numerical resolution of the transport
part has been treated in chapter 7. The resolution of the source terms turns to a time integra-
tion of an ODE system. However, classical ODE solvers do not ensure the realizability of the
moments. In the present work, we propose a new realizable algorithm to solve the evolution
of the fractional moments due to evaporation. The resolution of the evaporation is first done
by evaluating the droplets disappearance flux. The reconstruction through Maximum Entropy
formalism is used here to evaluate this flux. Then, we compute the internal size evolution by
using a specific quadrature, which involves negative order moments and requires an original
strategy compared to the integer moment problem Massot et al.(2010). Indeed, we show that
the evaporation algorithm proposed for the EMSM model is not accurate to evaluate correctly
the evaporation in the case of the fractional moments model. The proposed strategy is then
assessed by a careful investigation of the numerical errors, as well as a detailed comparison with
analytic solutions in 0D test cases. Finally, we compare the EMSM and the fractional moments
model on 2D acedemic configuration. In this last simulation, we conduct a complete resolution
of the system of equations (4.24) including the transport and the evaporation and the drag force
source terms.

8.2 Resolution of the evaporation

Let us consider a pure evaporation, without transport nor drag. The kinetic equation in this
case reads:

∂t n − ∂S (Kn) � 0. (8.1)
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The equations corresponding to the fractional moments model with a continuous reconstruction
of the NDF through Entropy maximization reads:




dtm0/2 � −KnME
|S�0 ,

dtm1/2 � −
K

2
m−1/2 ,

dtm2/2 � −Km0/2 ,

dtm3/2 � −
3K

2
m1/2 ,

(8.2)

where the instantaneous disappearance flux for zero size, KnME
|S�0(m0/2 ,m1/2 ,m2/2 ,m3/2) is

obtained through an Entropy Maximization detailed in section 4.4.5. The RHS of this ODE
system corresponds to the evaporation source term of the system of equations (4.24).

Solving this system using classical integrator such as Euler or Runge-Kutta methods does not
ensure the realizability of the moments Massot et al.(2010). This property is essential for robust-
ness and accuracy to reconstruct a positive NDF. For this reason, we design a new algorithm to
solve the evaporation based on the kinetic evolution of the NDF, given by equation (8.1). First,
we present a simple method to compute directly the updated moments from the exact kinetic
solution of the NDF. This method is not well suitable for real spray applications with complex
evaporation laws, because it requires intense arithmetic computations. However, we use this
method as a reference solution. The evaporation algorithm used for the EMSM model can be
used for general evaporation law with less arithmetic operations. We will show in a second part
that this algorithm is inaccurate when evaluating the evaporation in the case of the fractional
moments model. Finally, we highlight the main problem of this algorithm and we propose a new
strategy to cope with this difficulty.

8.2.1 Exact kinetic solution through the method of characteristics

The exact solution of the NDF evolution, in the case of d2 evaporation law, can be obtained
easily by solving analytically the kinetic equation (8.1):

n(t , S) � n(0, S + Kt). (8.3)

For more general evaporation law, when the evaporation rate RS (S) is a smooth function of
the size, the kinetic equation can be solved by using the method of characteristics. Indeed, by
multiplying the kinetic equation by RS (S), we obtain the following equation in the function
Γ(t , S) � RS (S)n(t , S):

∂tΓ(t , S) + RS (S)∂S (Γ(t , S)) � 0. (8.4)

Then, for a given initial time t0 and size So, we define the one variable function g(t) �

Γ(t , φ̃(t; t0 , So)), such that φ̃(t; t0 , So) is the characteristic curve verifying:




dφ̃(t; t0 , So)
dt

� RS (φ̃(t; t0 , So)),

φ̃(t0; t0 , So) � So .
(8.5)

It is a simple fact that the derivative of g(t) vanishes, and thus, we obtain the following expres-
sion:

Γ(t , φ̃(t; t0 , So)) � Γ(t0 , So). (8.6)
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Finally, we obtain the exact solution of the size distribution as follows:

n(t , S) �
RS (φ̃(t0; t , S))

RS (S)
n(t0 , φ̃(t0; t , S)). (8.7)

8.2.2 Fully kinetic scheme

At each time step tn, the reconstructed NDF nME (t � tn , S) is determined using the ME
algorithm. The exact kinetic solution of the NDF can then be expressed analytically as a
function of this initial NDF thanks to (8.3), for a d2 evaporation law. Finally, the updated
moments are computed as follows:

mk/2(tn + ∆t) �
∫ 1

0
Sk/2n(tn + ∆t , S)dS

�
∫ 1

0
Sk/2n(tn , S + K∆t)dS

�
∫ 1−K∆t
0

Sk/2n(tn , S + K∆t)dS

�
∫ 1

K∆t (S − K∆t)k/2nME (tn , S)dS.

(8.8)

In these equalities, we consider n(t , S ≥ 1) � 0, since the dimensionless maximum size is
Smax � 1.

The integral calculation can be achieved by using a Gauss-Legendre quadrature. The method is
simple and accurate. However, its extension to complex evaporation laws, where the evaporation
rate depends on several parameters, could involve heavy calculations. To clarify this point, we
consider a smooth evaporation rate RS (S), function of the droplet size. Using the solution (8.7),
we can that the updated moments can be expressed as follows:

mk/2(tn+1) �
∫ 1

φ̃(tn ;tn+1 ,0)
φ̃(tn+1; tn , s)k/2n(tn , s)ds . (8.9)

To compute accurately this integral, we use 24 Gauss quadrature points. However, we also
need to compute the size φ̃(tn+1 , tn , S j), for all abscissas S j of the 24-quadrature points and
φ̃(tn; tn+1 , 0), by solving the ODE system (8.5). For this reason, we consider this direct method
in solving the moments will be very costly in terms of CPU time.

8.2.3 Inefficiency of the original EMSM algorithm for evaporation

Massot et al Massot et al.(2010) proposed a realizable algorithm to solve correctly the evapo-
ration moment system in the case of integer moments. The idea of this algorithm is also based
on the known solution of the kinetic equation (8.1). In order to design a generalized algorithm
for a d2 evaporation law or for more complex laws, while keeping low computational cost, the
calculation of the moments is done in three steps instead of computing directly the integrals
(8.13) or (8.9) using a large number of Gauss-Legendre quadratures. This algorithm reads in
the case of fractional moments as follows:

• From the moment vector m(tn) � (m0/2 ,m1/2 ,m2/2 ,m3/2)t , we reconstruct the NDF by
using the ME algorithm. Then, we compute the disappearance flux of the droplets which
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will be totally evaporated at the next step:

Φ−(tn) �
∫ K∆t

0

nME (tn , s)
*....
,

1

s1/2

s
s3/2

+////
-

ds . (8.10)

• Using the Product-Difference (PD) algorithm Gordon(1968), we compute the abscissas
S j ≥ K∆t and the weights w j ≥ 0 of the lower principal representation of the moments1

m[K∆t ,1](tn) � m(tn) −Φ−(tn). This corresponds to solving the system:

m
[K∆t ,1]
k/2 (tn) �

2∑
j�1

w jS
k/2
j , k ∈ {0, 1, 2, 3}, (8.11)

where m[K∆t ,1](tn) is the moment vector on [K∆t , 1].

• Finally, we calculate the moments at the next step:

mk/2(tn + ∆t) �
2∑

j�1

w j (S j −K∆t)k/2. (8.12)

However, this algorithm is not adapted for the fractional moments and can not predict the
correct kinetic evolution of the NDF. We illustrate this problem in Figure 8.1. Two solutions of
the NDF are constructed through ME algorithm from two solutions of the moments: the first
set of moments is computed using the above algorithm and the second one by using the fully
kinetic scheme. These two solutions are compared to the exact kinetic solution as proposed
in equation (8.3). The NDF obtained with the fully kinetic scheme fits accurately the exact
solution. However, the one obtained using the above algorithm shows the inefficiency of this
method to predict the right kinetic evolution of the NDF from the fractional moments. In
the next section, we give a mathematical explanation of this unexpected failure of the method
described above, then we propose a new original solution to adapt the algorithm.

8.2.4 Adapted evaporation scheme for fractional moments

In order to understand the inefficiency of the previous algorithm proposed in section 8.2.3, we
propose to consider again a constant evaporation rate RS (S) � −K. The moment solution
expressed directly from the exact kinetic solution reads:

mk/2(t+∆t)�
∫ 1

0
Sk/2n(t+∆t , S)dS �

∫ 1

0
Sk/2n(t , S+K∆t)dS

�
∫ 1+K∆t
K∆t (S−K∆t)k/2n(t , S)dS �

∫ 1

K∆t (S−K∆t)k/2n(t , S)dS.
(8.13)

In the previous equality, we consider that n(t , S) � 0 for S ≥ 1. In the following, we show that
the updated moments can be written as a function of an infinite set of moments on the support
[K∆t , 1].

Lemma 8.2.1 For all positive integer k and for all x ∈ [−1, 1] the function f : x → (1 − x)k/2

admits a power series which converges normally to the function f :

(1 − x)k/2
�

+∞∑
n�0

ak/2
n xn , (8.14)

1We can also use hybrid approach with multi-size sections, in this case we take into account the evaporation
fluxes coming from the right section: m(tn ) −Φ(i)

− (tn ) +Φ(i+1)
− (tn ), where i indexes the size-section.
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Figure 8.1: Initial size distribution (dashed line) and the reconstructed size distribution at
t � 0.2: kinetic solution (solid line), EMSM (cross), fully kinetic scheme (circle).

Proof: The even integer case k � 2m is trivial with ak/2
n � (−1)n (m

n
)
1[0,m](n). Let us consider

the case where k � 2m + 1 is an odd number. The function f admits a power series of the form
(8.14). Moreover, its coefficients can be written: ak/2

0 � 1 and

ak/2
n � (−1)n (m + 1/2)(m − 1/2) . . . (m + 1/2 − n + 1)

n!
, n > 0. (8.15)

By using the Stirling’s approximation, for n ≥ m + 3/2, we can show the following equivalence
relation when n tends to infinity.

|ak/2
n | �

�����
(−1)m+1 (2(n − m − 1))!(2m + 1)!

(n − m − 1)!m!22n−1n!

�����
∼

(2m + 1)!
4m
√
πm!

1

n3/2+m . (8.16)

Therefore the series
∑
|ak/2

n | is convergent for any integer k ≥ 0, thus concluding the proof. �

We deduce that
∞∑

n�0
ak/2

n (K∆t)n sk/2−n converges normally to (s −K∆t)k/2 for

s ≥ K∆t. Thus, we can invert the sum and the integral in the moment expression:

mk/2(t + ∆t) �
∫ 1

K∆t (s −K∆t)k/2n(t , s)ds ,

�
∞∑

n�0
ak/2

n (K∆t)n
∫ 1

K∆t sk/2−n n(t , s)ds ,

�
∞∑

n�0
ak/2

n (K∆t)nm
[K∆t ,1]
k/2−n (t).

(8.17)

where m
[K∆t ,1]
l/2 �

∫ 1

K∆t sk/2−n n(t , s)ds is a fractional moment of support [K∆t , 1].

Equation (8.17) shows that the fractional moments at t + ∆t depend on the four fractional
moments (m[K∆t ,1]

l where l � 0/2, 1/2 . . . 3/2) and on an infinite set of the moments of support

[K∆t , 1] (m[K∆t ,1]
l where l � −1/2,−2/2, . . . − ∞). In the case of the EMSM model, where

only integer moments are used, the same expansion of the exact kinetic solution of the integer
moments involves only the moments of the support [K∆t , 1] and of order l ∈ {0, 1, 2, 3}. For
this reason, the evolution of the integer moments can be evaluated exactly by translating the
abscissas (8.12) of the quadrature (8.11). The same strategy for fractional moments leads to
the divergence of the method observed previously. Since we aim at describing the evolution of
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the moments through the evolution of a minimal number of quadrature nodes, we propose a
new quadrature, suitable for fractional moments, such that the updated moments in (8.12) can
approximate accurately the exact kinetic evolution (8.17).

8.2.5 A specific quadrature for negative moment order

Our objective is to find an adequate quadrature with the lowest possible quadrature number nq,
such that the following approximation:

mk/2(t + ∆t) ≈
nq∑
j�1

w j (S j − K∆t)k/2 , (8.18)

is accurate. More precisely, we would like to find a quadrature such that the difference, for
k ∈ {0, 1, 2, 3}

εk/2(∆t) � mk/2(t + ∆t) −
nq∑
j�1

w j (S j −K∆t)k/2

�
∞∑

n�0
ak/2

n (K∆t)n *
,

m[K∆t ,1]
k/2−n (t) −

nq∑
j�1

w jS
k/2−n
j

+
-
,

(8.19)

is at least o(∆t) to ensure the convergence of the numerical scheme. It is a difficult task to
prove such a result, but we provide here a first result is this direction. Our strategy consists in
using a quadrature, which cancels a finite set of the first terms in the sum (8.19), by enforcing

Ep/2 � m
[K∆t ,1]
p/2 (t)−

nq∑
j�1

w jS
p/2
j to be zero for p ∈ {−2nq

− , . . . , 2, 3}. Thus 2nq fractional moments

on [K∆t , 1] are considered, with nq � nq
− + 2, from order −nq

− to 3/2. As soon as nq
−
≥ 0,

this is sufficient to have ε0/2 � 0 and ε2/2 � 0. The following Lemma shows the existence and
uniqueness of such quadrature and gives the corresponding value of the error terms εk/2(∆t).

Lemma 8.2.2 Let
(
m

[K∆t ,1]
p/2

)
p∈{−2nq− ,...,3}

be a set of fractional moments on [K∆t , 1] in the inte-

rior of the moment space and nq
− a non negative integer. There exists a unique set of abscissas

(S j) j∈{1,...,nq } and weights (w j) j∈{1,...,nq }, with nq � nq
− + 2 such that

∀k ∈ {−2nq
− , . . . , 3} m

[K∆t]
k/2 �

nq∑
j�1

w jS
k/2
j . (8.20)

Moreover one have w j � w′j r
2nq

−

j and S j � r2j , where r j and w′j are the abscissas and weights of

the Gauss quadrature corresponding to the moments mk � m
[K∆t ,1]
k/2+nq−

for k ∈ {0, . . . , 2nq − 1}.
Using this quadrature, the error terms defined by (8.19) can be written:

ε0/2(∆t) � 0, ε1/2(∆t) � *
,

+∞∑
n�nq−1

a1/2n Ē(2n−1)/2+
-

(K∆t)1/2 ,

ε2/2(∆t) � 0, ε3/2(∆t) � *
,

+∞∑
n�nq

a3/2n Ē(2n−3)/2+
-

(K∆t)3/2 ,
(8.21)

where Ēp/2 � (K∆t)p/2 *
,
m

[K∆t ,1]
−p/2 (t) −

nq∑
j�1

w jS
−p/2
j

+
-
is bounded by m

[K∆t ,1]
0/2 .
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Proof: To be able to compute the weights w j and abscissas S j of the quadrature (8.20), the
fractional moments are transformed to integer ones, with non negative orders. Indeed, using the
change of variable r �

√
S, Ep/2+nq− can be written, for k ∈ {0, . . . , 2nq − 1}:

Ep/2+nq− �

∫ 1

K∆t
sk/2−nq

−

n(s)ds−
nq∑
j�1

w jS
k/2−nq

−

j �

∫ 1

√
K∆t

rkµ(r)dr−
nq∑
j�1

w′j r
k
j , (8.22)

with µ(r) � (2rn(r2))/(r2nq
−

) for r ∈ [
√

K∆t , 1], r j �
√

S j ∈ [
√

K∆t , 1] and w′j � w j r
−2nq

−

j ≥ 0.
Then w′j and r j are defined as the unique weights and abscissas of the Gauss quadrature of order

nq corresponding to moments mk � m
[K∆t ,1]
k/2+nq−

of µ on [
√

K∆t , 1] for k ∈ {0, . . . , 2nq − 1}.

By using this quadrature in equation (8.19), we cancel the k + nq
− first terms in the series, thus

obtaining (8.21). The quantities Ēp/2 are bounded, since S j ≥ K∆t and

|Ēp/2 | ≤ max




(K∆t)p/2m
[K∆t ,1]
−p/2 , (K∆t)p/2

nq∑
j�1

w jS
−p/2
j



≤ m

[K∆t ,1]
0/2 .

�

However, it is still a rough bound, since this only leads to ε1/2 � O(∆t1/2), when ∆t goes to zero,
which is not sufficient to prove the convergence. An accurate estimation of the Gauss quadrature
errors is needed to improve the bound, which should be investigated further in future works.

It seems now clear that the time evolution of the fractional moments depends on other moments
than the ones involved in the moment system (4.24) and we cannot restrict the quadrature to
the mere moments of positive order, which also corresponds to taking nq

− � 0, if we want to be
able to provide a good approximation of the moment evolution. This is thus the key issue with
fractional moment evolution, since we need at least to consider some moments of negative order
in the quadrature, i.e. nq

− > 0. After a series of test-cases, we would be tempted to conjecture
that for nq

− � 1, where two supplementary moments of negative order (m[K∆t ,1]
−1/2 and m[K∆t ,1]

−2/2 )
are also represented by the quadrature, the solution approximates accurately the exact kinetic
solution. We were not able to complete the proof of such a conjecture and some of these results
are presented in Section 8.4. It seems that the terms Ēl/2 where l � 1, 2 in equation (8.21) cause
the divergence of the standard algorithm proposed in section 8.2.3. This is an important result,
since we need only a total of three quadrature nodes nq � 3 to cancel the terms El/2 for l � 1, 2
and to capture correctly the kinetic evolution. Besides, we can use more quadrature points to
increase the precision by choosing nq

−
≥ 2. Let us underline that the proper approximation and

closure of the negative moments is here a key issue.

New adapted algorithm: according to the last results, we propose an adapted 4-steps algo-
rithm. This algorithm is named NEMO (Negative Moments) algorithm and described below:

A. We reconstruct nME (S) corresponding to the moment vector m(tn) by the ME algorithm,
then we calculate the disappearance flux as in (8.10),

B. We calculate the negative order moments in the interval [K∆t , 1]

m
[K∆t ,1]
−a/2 �

∫ 1

K∆t
s−a/2nME (s)ds , (8.23)
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for a � 1, . . . , 2nq
−, where 2nq

−
≥ 2 is the number of additional moments of negative order

used in this algorithm and chosen by the user. The other moments of positive order are
computed using the disappearance flux:

m
[K∆t ,1]
k/2 � mk/2(0) −Φ−,k/2(tn), k � 0, . . . , 3, (8.24)

where Φ is the disappearance flux given in (8.10).

C. The abscissas S j � r2j ∈ [K∆t , 1] and the weights w j � w′j r
2nq

−

j of the quadrature corre-

sponding to the moments m[K∆t ,1]
p/2 for p � −2nq

− , . . . , 3 are computed using the Product-

Difference Algorithm Gordon(1968) corresponding to the moments mk � m
[K∆t ,1]
k/2+nq−

for
k ∈ {0, . . . , 2nq − 1}, leading to

m[K∆t ,1]
p/2 �

nq∑
j�1

w jS
p/2
j , p � −2nq

− , . . . , 3 (8.25)

D. Finally, we calculate the updated moments as follows:

mk/2(tn + ∆t) �
nq∑
j�1

w j (S j −K∆t)k/2. (8.26)

The singularities of the negative moments integrals, when ∆t is very small, limits the use of high
values of nq

−. But in practice K∆t > 1.e − 4 and we will show that the choice of nq
− � 1 or

nq
− � 2 are sufficient to obtain an accurate solution. In these cases, the integral computation

of the negative order moments can be achieved correctly with 24 Gauss-Legendre quadrature
points. For more complex evaporation laws, the algorithm can be straightforwardly general-
ized by computing the Lagrangian evolution of the abscissas. In other words, equation (8.26)
becomes:

mk/2(tn + ∆t) �
nq∑
j�1

w j φ̃(tn + ∆t; tn , S j)k/2 , (8.27)

and the integral of negative moments in (8.23) becomes:

m
[K∆t ,1]
−a/2 �

∫ 1

φ̃(tn ;tn+∆t ,0)
s−a/2nME (s)ds . (8.28)

Remark 3 The realizability of the moment is satisfied for this new algorithm. Indeed, the
Product-Difference Algorithm ensures that the abscissas S j ≥ K∆t in equation (8.25). Therefore,
the updated moments in (8.26) correspond to a positive distribution.



Part III - Numerical methods 151

8.3 Evaporation coupled with drag

In this paragraph, we present a coupled solver for the spray evolution under evaporation and
drag force. The corresponding system of equations reads:




dtm0 � −Kn(S � 0),

dtm1/2 � −
K

2
m−1/2 ,

dtm1 � −Km0 ,

dtm3/2 � −
3K

2
m1/2 ,

dt (m1u) � −Km0u + m0

u g − u
θ

.

(8.29)

Since the first four equations do not depend on the last one, the updated moments can be
computed using the NEMO algorithm. For the last equation, we use the method developed in
Vié et al.(2013b) to solve the velocity evolution due to the drag force and evaporation.

The momentum evolution is conducted in two steps: first, we remove the part of the droplets,
which will completely evaporate during the time interval [tn , tn+1], by evaluating the disappear-
ance fluxes of the moments and momentum:

U
[K∆t ,1]

�U −

(
Φ−
Φ−,2/2u

)
, (8.30)

where U � (m0/2 , . . . ,m3/2 ,m2/2ut )t and Φ− is the disappearance flux vector of the moments
(8.10). Then, we use the lower principal representation to approximate the size distribution of
the moments on the support [K∆t , 1] (8.25). The computation of the moments is achieved with
(8.26). To update the momentum in this last step, we consider a size-velocity correlation, such
that, at a given time t ∈ [tn , tn+1], we attribute the velocity c i (t) to each abscissa Si (t). Then,
we write:

(m1u)[K∆t ,1](t) �
nq∑
i�1

wiSi (t)c i (t), (8.31)

the abscissas Si (t) and the velocities c i (t) are determined by solving the following ODE systems:




dc i

dt
� −

u g − c i

θSi
, c i (t � tn) � u(tn),

dSi

dt
� −K, Si (t � tn) � Si (tn)

(8.32)

The final momentum is computed at t � tn+1 using equation (8.31). The method can be
generalized to more complex evaporation law by replacing −K in equation (8.32) by a general
evaporation rate RS (S), see appendix A.

8.4 Numerical results

This section is dedicated to some representative test-cases and analysis of the numerical results,
to verify the robustness and the accuracy of the proposed numerical schemes. First, we test
the new evaporation algorithm in the case of a d2 law with K � 1, for two different initial
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Figure 8.2: Solutions of the reconstructed size distribution using: NEMO with nq
− � 1 (cross),

fully-kinetic (circle), exact kinetic solution (solid line) and the initial distribution (dashed line),
at time t � 0.1 (left) and t � 0.2 (right).

Figure 8.3: Evolution of the relative moment errors (in percent): m0 (solid line), m1/2 (dash-
dotted line), m1 (cross) and m3/2 (circle). Left: fully kinetic algorithm; Right: NEMO algorithm
(nq
− � 1).

conditions. An evaporation test in the case of non constant evaporation rate is also given as a
complementary result, to show that the present algorithm is not restricted to d2 law. Finally,
a 2D case of an evaporating spray in the presence of a steady gas field, given by Taylor-Green
vortices, is presented, in order to qualify the robustness and accuracy of the method compared
to the EMSM in the same configuration. In this last simulation, we have used the second order
Finite Volume Kinetic (FVK) scheme to solve the transport part. The same simulation using
RKDG method is presented in chapter 10.

8.4.1 Evaporation in 0D simulation

8.4.1.1 Evaporation with a d2 law for an initial smooth NDF

In this section, we use an initial smooth NDF, which is the same initial condition as the one
used in Figure 8.1:

n0(S) � exp(−20(S1/2
− 1/4)2(S1/2

+ 1)). (8.33)

We underline that this distribution can be written in the form of a ME-reconstructed NDF,
which is given in (4.37).
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In this section, we compare the fully-kinetic and NEMO algorithms (nq
− � 1), using the time

step ∆t � 0.002, with the exact kinetic solution. In Figure 8.2, we plot the ME-reconstructed
NDFs from the solution of the moments obtained respectively by the two methods and the
exact kinetic distribution at t � 0.1 and t � 0.2. One can see that the two ME-reconstructed
distributions follow accurately the exact distribution. Capturing the correct size distribution
using only four moments is not an obvious result. However, the results obtained with NEMO
algorithm are more attractive, since we obtain the same accuracy using only three quadrature
nodes compared with the 24-quadrature nodes of the fully kinetic scheme. To go further in
the quantitative comparison, Figure 8.3 shows the evolution of the relative error of the four
fractional moments. We can see that for the two algorithms the moment errors relatively to the
initial values do not exceed 0.3%.

8.4.1.2 d2 law evaporation for a discontinuous initial NDF

In this second case, we test the new algorithm NEMO in the case of a discontinuous initial
NDF:

n0(S) �



1, if S ∈ [0.1, 0.6]

0, otherwise
(8.34)

The initial NDF defined in (8.34) and the initial ME reconstructed NDF are plotted in Figure
8.4. In Figure 8.5, we present the reconstructed NDF computed using the theNEMO algorithm
with nq

− � 1 at two different times. In the same figures, we compare these results to the ones
obtained with the fully kinetic solution and the exact kinetic solution2. As in the previous case,
the NEMO algorithm shows an accurate prediction of the exact kinetic solution. Furthermore,
Figure 8.6 shows that the relative error of the moments are less than 1.%, in the case of NEMO
algorithm with nq

− � 1 and ∆t � 6.e − 3. This is an accurate result. However, we can see that
the fully-kinetic algorithm is more accurate and the moment relative errors do not exceed 0.3%.
We can improve the accuracy of the NEMO algorithm by using a smaller time step ∆t � 6.e−4
or by using nq

− � 2 and keeping the same time step as the previous case. In Figure 8.7, we
present the relative moment errors using NEMO algorithm with nq

− � 2 and ∆t � 6.e − 3. In
this case, we are in the same level of accuracy as the fully kinetic algorithm.

8.4.2 Accuracy of the NEMO algorithm for a linear evaporation rate

NEMO scheme has been developed under the assumption of a d2 law, but as it was explained be-
fore, the algorithm can be generalized to more complex laws by solving the Lagrangian equation
(8.5) for each abscissas S j given in the third step of the algorithm. In this section, we propose to
evaluate the accuracy of the algorithm in the case where the evaporation rate depends linearly
on the size:

Rs (S) � −(a + bS). (8.35)

The exact kinetic solution can be computed according to equation (8.7). In the following, we set
a � 0.5 and b � 1. Figure 8.8 presents the NDFs computed by the NEMO algorithm, the fully
kinetic algorithm and compares them to the exact solution at t � 0.3 and t � 0.6. The relative
error are given in Figure 8.9. We can see from these results, the accuracy of the generalized
NEMO algorithm to predict the kinetic evolution.

2The exact kinetic solution is computed for the initial ME reconstructed size distribution.
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Figure 8.4: The ME reconstructed NDF (solid line) and the initial discontinuous NDF (dashed
line).

Figure 8.5: Solutions of the reconstructed size distribution at at t � 0.3 (left) and t � 0.6
(right) using: NEMO with nq

− � 1 (cross), fully-kinetic (circle), exact kinetic solution (solid
line) and the initial distribution (dashed line).

Figure 8.6: Evolution of the relative moment errors (in percent): m0 (solid line), m1/2 (dash-
dotted line), m1 (cross) and m3/2 (circle). Left: fully kinetic algorithm using ∆t � 6.e−3; Right:
NEMO algorithm using nq

− � 1 and ∆t � 6.e − 3.
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Figure 8.7: Evolution of the relative moment errors (in percent) using NEMO algorithm
(nq

− � 2 and dt � 6e − 3): m0 (solid line), m1/2 (Dash-dotted line), m1 (cross) and m3/2

(circle).

Figure 8.8: The evolution of the NDF in the case of a linear evaporation rate: initial ME
reconstructed solution (dashed line), NEMO algorithm using nq

− � 1 (cross), fully kinetic
algorithm (circle) and exact kinetic solution (solid line), at times t � 0.3 and t � 0.6.

Figure 8.9: Evolution of the moment errors (in percent) relatively to their initial value cal-
culated with fully kinetic algorithm (left) and NEMO algorithm (right): m0 (solid line), m1/2

(dash-dotted line), m1 (cross) and m3/2 (circle).
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8.4.3 2D complete simulation: transport, evaporation and drag force

After the model and the numerical schemes have been tested in 0D and 1D, we propose in
this part to compare in a classical 2D configuration, the present model and numerical schemes
with the EMSM model, in a case where we consider transport, evaporation and drag. The
simulations are performed using the CanoP code, developed within the collaboration of Maison
de la Simulation, IFPEN and EM2C Laboratory. It is based on the p4est library Burstedde
et al.(2011), a library providing highly scalable in massively parallel computations Adaptive
Mesh Refinement (AMR) capability Drui et al.(2016a); Essadki et al.(2016). In the present
simulation, we use only a uniform grid, since we are not concerned with AMR in the present
work. In the following, we consider an evaporating spray in the presence of Taylor-Green vortices
for the gas, which is a steady solution of the inviscid incompressible Euler equations. The non-
dimensional velocity field of the gas is given as follows:

ug (x , y) � sin(2πx) cos(2πy),
vg (x , y) � − cos(2πx) sin(2πy), (8.36)

where (x , y) ∈ [0, 1]2 and we consider periodic boundary conditions. Initially, the spray is
localized in the bottom-left vortex. The initial spatial size-distribution is given as follow:

n(t , x , S) � 1[a ,b](S)1{
x′,| |x−xc | |2<

√
2r

} (x) exp(−||x − xc | |
2
2/r2), (8.37)

where [a , b] � [0.25, 0.75], xc � (0.15, 0.15) and r � 0.1. The initial Stokes number computed ac-
cording to the mean size S̄ � m1/m0 is equal to St(S̄) � 0.05, which is close to the critical Stokes
number Stc � 1/8π ' 0.04 de Chaisemartin(2009). The Stokes number decreases over the time
because of the evaporation. The spray evaporation rate is K � 0.5. Figures 8.10-8.11 present
the computed spatial distribution of the volume fraction at two different times, using the EMSM
model (left) and the new fractional moment model (right). We have used the second order KFV
scheme for the transport resolution in both cases and the EMSM evaporation algorithm to solve
evaporation in the EMSM model and the NEMO algorithm with nq

− � 1 for the fractional
moments. For the EMSM model, the volume fraction is not resolved but it is calculated through
ME reconstruction of the size distribution α � (1/6

√
π)

∫ 1

0
S3/2nME (S)dS. Instead, for the new

model with fractional moments, the volume fraction is directly calculated by (1/6
√
π)m3/2. The

results of the two computations are closely similar, and the L1-norm difference relatively to the
initial volume fraction field is less than 3% at t � 1. This validates the results of the new model.
In fact, the EMSM model was compared with the Multi-fluid model in Kah et al.(2012), and
this comparison showed a high capacity of the EMSM model to predict the evaporation and the
mean dynamics3 of the spray.

3Both the EMSM model and the present model, with one size-section, are limited in predicting the size-
conditioned dynamics compared with Multi-fluid model because the Stokes number is computed with mean size.
The extension of the EMSM model to CSVM model Vié et al.(2013b) tackles these issues.
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Figure 8.10: The spatial distribution of the volume fraction for the Taylor-Green simulation at
t � 0.5. The computation is carried out in a uniform grid 128 × 128.

Figure 8.11: The spatial distribution of the volume fraction for the Taylor-Green simulation at
t � 1.0. The computation is carried out in a uniform grid 128 × 128.
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8.5 Conclusion

This chapter presents the time integration of the source terms involved in the fractional moments
model. A new realizable algorithm to solve the evaporation is proposed in this work. The
proposed strategy consists in making the link between the kinetic evolution of the NDF and thus
capture the evolution of the fractional moments due to evaporation. We found that the moments
of negative order should be taken into account for an accurate evaluation of the evaporation. The
proposed NEMO algorithm, which is based on these developments, has improved remarkably
the convergence and the accuracy of the solution. The new algorithm is validated in a set
of 0D simulations. So far, the present chapter with chapters 4 and 7 give complete building
blocks of a new spray model and dedicated robust and accurate numerical methods to simulate
a polydisperse evaporating spray. A first result is presented in this chapter for a 2D academic
configuration and compared to the EMSM model. In the next part of this manuscript, we
show more advanced simulations using two different parallel codes, to evaluate the parallel
performance.
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Chapter 9

Implementing and testing the
fractional moment model for spray
simulation in an AMR code

9.1 Introduction

The two previous chapters were mainly dedicated to the numerical resolution of the system of
equations of the fractional moments model to simulate an evaporating polydisperse spray. We
showed in these chapters, how we can improve the accuracy of the resolution by using robust
and accurate high order schemes. Nevertheless, in many computational fluid dynamics appli-
cations as in two-phase flow ones, the spatial representation of the phenomena is localized in
thin regions. Therefore, very fine meshes may be needed in some specific locations of the com-
putational domain to capture correctly these small scale structures, such as gas-liquid interface,
flame front, etc. A uniform mesh would impose to use very fine meshes in the whole domain to
obtain an accurate resolution. Consequently, the simulation would require high computational
resources. When the small scales are localized in certain static zones of the domain, one may
use fixed unstructured grids. In this case, the meshes are designed before the start of the sim-
ulation and kept fixed during the computation. The user then determines a priori the regions
where high resolution is needed. However, for non-stationary and complex flows, such as the
applications of our interest: an evolving gas-liquid interface in separated phases flow Drui(2017)
and a dynamic spray in a combustion chamber, fixed unstructured grids fail to provide an ac-
curate numerical resolution with low computational cost. Another alternative to reduce these
computing requirements and to track a gas-liquid interface or dynamics of droplet segregations
is to rather consider Adaptive Mesh Refinement (AMR) grids. Here, the meshes are refined or
coarsened dynamically during the computation, thus, AMR can save computational time and
memory in such applications, while ensuring an accurate numerical resolution.

However, developing an efficient AMR code can be a very complex task that needs to take into
consideration different issues related to the management of adaptive meshes and parallel compu-
tations. Indeed, managing the meshes (refining/coarsening cells, iterating within the cells,. . .)
is not free in terms of CPU and leads to an extra computational time (overhead of mesh man-
agement) compared to a pure Cartesian mesh. In order to have an interesting performance
compared with standard uniform grids code, the overheads of AMR should be lower than the
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CPU time spent in the numerical resolution. The second issue concerns the scalability of the
AMR code in parallel computations. Refining and coarsening the meshes need to be accompa-
nied with a load balancing algorithm to ensure the partition of the load between the different
computational resources after each operation on the meshes. Finally, structured AMR, which
is the considered method in the following, needs some special methods to represent complex
domain geometries.

In this chapter, we present the CanoP code Drui et al.(2016a) that enables to solve systems of
balance laws with finite volume schemes on 2D and 3D adptive grids. CanoP is based on the
p4est library Burstedde et al.(2011). We present here the main features of this library, that
allows to manage dynamically meshes in a massively parallel context. The implementation of
the kinetic finite volume scheme in a non-conforming meshes, applied to the fractional moments
model to simulate evaporating polydisperse spray, is also presented in this chapter. Finally,
a series of test-cases is presented and analyzed, thus assessing the proposed approach and its
parallel computational efficiency while evaluating its potential for complex applications.

9.2 AMR generalities

In the following, we consider only structured AMR (SAMR) methods. Contrary to unstructured
AMR (UAMR), SAMR methods do not require to store explicitly all neighborhood relations
(connectivities) between mesh elements. SAMR methods allow to develop an efficient mapping
of the meshes, that can be encoded cheaply, compared to UAMR. However, SAMR methods
are less flexible at mapping complex domain geometries compared to UAMR. This will require
special treatments that we discuss in the present chapter. In the following, we simply substitute
SAMR by AMR. In the literature, one finds two AMR approaches:

A. Block-based AMR methods Berger and Oliger(1984); Dubey et al.(2014) rely on pre-
defined blocks (also called macro-meshes). Then, each block is refined or coarsened uni-
formly during the computation. Each macro-mesh consists of elementary meshes that can
be mapped with regular grids and permit to reuse uniform mesh code. The Block-based
AMR methods are easier to implement and do not need complicated encoding methods.
However, they are less flexible in refining/coarsening the meshes since each macro-mesh
has to be uniformly refined or coarsened, what is not optimal in terms of the compression
rate (η) defined by:

η �
Nunif − NAMR

Nunif
, (9.1)

where Nunif is the number of cells in a uniform grid with spatial discretization as fine as
the finest cells of the AMR grid, and NAMR is the total number of cells in the AMR grid.

B. Tree-based or cell-based AMR methods are more flexible in refining and coarsening the
meshes, which allows to reach higher compression rate. Indeed, the mesh refinement is
performed through a recursive refinement of each cell independently of the other cells (see
Figure 9.1). The recursive refinement stages of the mesh can be represented by a tree
structure. The tree consists of nodes related by edges. Each node of the tree can be a
parent of four (respectively eight) children in the case of 2D (respectively 3D) space domain
or/and a child of another parent node. In this tree-structure, the nodes of the tree are
called octant in 3D or quadrant in 2D. Each octant (respectively quadrant) is either a leaf
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Figure 9.1: Illustration of AMR techniques: left (block-based AMR method) and right (cell-
based AMR method).

or has eight (respectively four) children. The coarsen operation consists in replacing some
leaves by their parent, while refining consists in creating new children quadrants/octants
(new leaves) from a leaf quadrant/octant. The computational cells of the physical domain
correspond to the leaves of the octree (in 3D) or quadtree (in 2D). It is then important
to have an efficient encoding scheme. One could store the whole tree structure, since it
contains all the connectivities between the cells. However, this solution stores unnecessary
tree-data and consumes memory. Furthermore, the iteration among the cells (the leaves
of the tree), like finding neighbors of a given cell, can lead in the worst cases to the whole
tree traversal. For this reason, it is more convenient to consider a linear storage of the
leaves using minimal possible mesh-data. It allows to encode cheaply the cell positions
and connectivities in a linear array.

Some AMR definitions in this paragraph, we sum up some import definitions related to
AMR and more specifically to the tree-based AMR approach, that will be used in this chapter.

• Octree/quadtree: these two words already used in the introduction of the tree-based
approach, denote the recursive tree structure, where the nodes correspond to an octant
(3D) or a quadrant (2D). An octree (respectively quadtree) can be associated with 3D
(respectively 2D) domains.

• level of refinement: the level of refinement of an octant/quadrant corresponding to the
tree root is zero. Recursively, the level of refinement of a child octant/quadrant lc is its
parent refinement level lp plus one: lc � lp + 1.

• non conforming mesh: in AMR grids, a cell can have more than one neighbor at each of
its faces. This occurs when the level of refinement is different between the two neighboring
cells. We underline that, in such situation, one needs to adapt the numerical method to
non-conforming meshes.

• meta-data: the set of data used to manage the mesh. They can contain the connectivity
between a set of trees used to map a domain, cell coordinates, refinement level, etc.

From now on, by abuse of notation, we use the notation of 3D space domain(octant, octree,
cube, etc.) even for 2D domains.
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Different AMR libraries and codes are developed and referenced in the literature. We refer here
to Drui(2017) for a general review of the existing AMR codes and methods. In the following,
we choose to use the p4est library to manage adaptive refinement meshes in parallel context.
The choice of this library is guided by its high parallel performance, it can allow an interesting
compression ratio of the data by using the cell-based AMR approach, it is an agnostic library
(independent of the numerical method and the models) and it can handle domains with complex
geometries.

9.3 The p4est library

The p4est library is a tree-based and parallel AMR library written in C programming language.
This library has shown a good parallel scalability up to O(105) CPU cores Burstedde et al.(2011).
The p4est library makes a heavy use of the z-order space filling curve to manage the meshes.
It can map domains of complex geometry by using a set of octrees (called a forest). It also
provides the user with different functionalities to manage the meshes in a parallel computation
with sufficient flexibility to implement different numerical schemes and different models. In the
following, we present the outlines of the p4est library: how the meshes are stored and managed
and the main functionalities provided by this library to develop new applications.

9.3.1 Management of adaptive meshes

Octrees connectivity p4est enables to use an initial coarse-discretization of a physical space
that can be defined manually by the user, or generated by some meshing software, such as CUBIT
or Gmsh. The initial discretization, also called macro-mesh, allows to map complex domain
geometry. However, it has to respect the following rules: 1-it is made of four-angled cells in 2D
and hexahedral cells in 3D, 2-it should be conforming. In this representation, each macro cell
covers a subdomain of the global domain that can be refined recursively into a tree structure
(octree), where the collection of octrees that maps the whole domain is called here a forest of
octrees. Each macro cell is mapped by a one-to-one correspondence to a reference cube. These
macro-cubes represent the octant-root of the octrees. Their topological elements are: 6 faces
in 3D and 4 in 2D; 12 edges in 3D (there is no edges in 2D); and 8 corners in 3D and 4 in
2D. Figure 9.2 illustrates the indexes of these elements used by p4est. The elements indexing
depends on the orientation of the axes (x , y , z) used in the octree. Let us underline that, for two
adjacent trees, p4est allows to have different coordinate systems. Therefore, the connectivity
and orientation between the octrees are encoded in two arrays of dimension K × n f , where K
is the number of the octrees, n f � 2d is the number of octree faces and d is the dimension of
the physical space. The first array takes as entries an octree index k ∈ {0, 1, . . . , K − 1} and
a face f ∈ {0, . . . , n f − 1} and returns the neighboring octree k′ which shares the face f with
the octree k: NO( f , k) � k′. For the same entries, the second array NF encodes in one integer
number: the corresponding index number f ′ of the face f with respect to the octree k′ and
the relative orientation r ∈ {0, . . . , 2d

− 1} of the face f ′ with respect to the face f , since the
orientation of the coordinate system can be different for two different octrees, such that we have
NF(k , f ) � n f r + f ′ ∈ {0, . . . , 2d n f − 1}. For more details about the connectivity encoding, we
refer the reader to Burstedde et al.(2011).
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Figure 9.2: Topological elements numbering. Reprinted from Burstedde et al.(2011).

Linear storage and cells encoding in p4est , only the leaves of an octree are stored using
the z-order curve (Morton’s index). Since cells are linearly stored, its partition between MPI
processes is simple. If the computational load is the same for all the domain cells, the target
number of octants in the process p, denoted by Np, can be derived from the total number of
octants N and the number of processes P, according to Burstedde et al.(2011), as follows:

Np �

[
N (p + 1)

P

]
−

[
Np
P

]
. (9.2)

In the case of non-uniform computational load between cells, the user can attribute a weight
for each octant. The weight should be proportional to an estimated computational time in the
octant.

The linear storage also simplify the iteration among the octant and the search of the neighbors. In
forest of trees, an octant is uniquely defined by its corresponding octree number, the coordinate
position of its front lower left corner and the level of refinement. First, p4est groups the octants
per-octree array. Therefore, It does not require to store the octree number associated to each
octant. For each octree, p4est stores the position x , y , z ∈ {0, . . . , 2b

−1} of the lower left corner
of an octant respect to the coordinate system of the octree and the level of refinement 0 ≤ l ≤ b,
where b is the maximum level of refinement fixed in the p4est library. The relative coordinates
of an octant in an octree are stored with d × b bits. The integer-based representation of the
octant coordinate positions avoids topological errors due to roundoff of floating-point errors.
Finally, to store an octant position in a linear array, p4est encodes the position (x , y , z) in an
integer m using d × b bits as follows:

m2
3i+2 � z2i , m2

3i+1 � y2
i , m2

3i � x2
i , (9.3)

where 0 ≤ i ≤ b − 1. The notation •2 indicates numbers written in base 2 and •2i is the i-
th bit of the binary representation. We underline that the physical coordinates are computed
through the transformation mapping function between the macro-mesh and its cube [0, 2b

− 1]d

octree-representation.
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Figure 9.3: z-order traversal of the quadrants in one tree of the forest and load partition into
four processes. Dashed line: z-order curve. Quadrant label: z-order index. Color: MPI process.

9.3.2 Main functionalities of p4est

In this section, we summarize the main functionalities of p4est used to manage the meshes
in parallel simulations. The library p4est has been developed to serve as a parallel cell-based
AMR-grid generator and manager for an increasingly large spectrum of physical applications,
since there is a decoupling between the mesh and the numerical resolution. Moreover, due to its
flexibility, p4est library is easy to use in the development of new numerical simulation codes.
In fact, while p4est handles the meta-data of the mesh structure, it is up to the user to define
the application data per cells such as: density, velocity, energy, moments, etc, as well as the
functions that can be used in the numerical computation such as: update the data, compute
the reconstruction variables (slopes, gradients, interpolations, etc.) used mainly for high order
numerical schemes, mark the cells to be refined or coarsened, etc. The functions defined by
the user is used as callback functions of p4est functions. Here, we summarize the main p4est
functions as follows:

• Create new refined forest and repartition the load between MPI processes.

• Iterate among quadrants and call a call-back function defined by the user to mark the
quadrants to be refined (creation of new children) or coarsened (remove the quadrants
from the tree).

• Ensure 2:1 balance (the size ratio between two neighbouring quadrant does not exceed
two).

• Partition the linearly stored mesh between the processes after each modification of the
trees.

• Communicate the data of the quadrants located at the boundaries of each "processor-
decomposition" domain to the neighboring processors, by mean of ghost quadrants.

To sum up, the p4est library only manages the meta-data associated with the mesh structure,
and no application is associated with the library. The user has to specify the application data,
also called user-data in this chapter, and implements the functions that will perform tasks in
the user-data. These user-defined functions are mainly call-back functions called by the p4est
functions defined above.
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9.4 The CanoP code

CanoP is a C/C++ code, that can be used to solve systems of balance laws with Finite Volume
(FV) schemes on 2D and 3D adaptive grids. The management of the meshes is based on the
p4est library, where p4est functions are used to create the meshes, allocate the memory, refine
and coarsen meshes and distribute the load between MPI processes. CanoP can be considered as
an abstraction layer of p4est library, which facilitates the implementation of new applications
and benefits from a flexible use of p4est. Thus, the implementation of new applications can be
achieved with minimum programming efforts: the user needs to specify a data model specific
to his application (for example: density, velocity, energy, etc.) encapsulated in a C++ object,
which is denoted by user_data and he needs to define specific functions (function to compute
numerical fluxes of a FV scheme, update the solution, mark cells to be refined or coarsened,
etc.). These functions defined by the user are used as callback functions of other common CanoP
functions or p4est functions.

CanoP code is developed within a collaboration between La Maison de la Simulation, EM2C
laboratory, CMAP laboratory and IFPEN. The collaboration between these institutes has
allowed to implement different physical applications using different FV schemes:

• a scalar advection upwind solver was implemented during CEMERACS 2014 summer
school, and it was the first application in CanoP. The objective, during this project,
was to experience the p4est library and its performances in parallel computations Drui
et al.(2016a),

• Euler’s equations with gravity source terms are solved using a HLLC scheme for the con-
vective part and an elliptic solver for the gravity source term. This model is used mainly
for astrophysics applications,

• 3-equation system to model two-phase flows is solved numerically with a Suliciu’s solver
Drui et al.(2016b). This model is tested and compared with some experimental data and
DNS code results Drui(2017),

• spray models based on moment methods (fractional and integer size moments), presented
in chapters 2 and 3, are also implemented and tested in CanoP code Essadki et al.(2016),

• and a new two-phase flow model, coupling a moment model for spray with a two-fluid
model for separated phases is still under development.

CanoP code is permanently evolving, because of the continuous integration of new applications.
Indeed, the main objective of this code is to facilitate for new users the integration of new
applications without modifying the main code structure. Therefore, an effort has been recently
conducted to split the code into two parts:

• The solver part is the CanoP core, common to the different applications and the different
libraries used in this code. It is in this part where CanoP calls the different p4est functions
to manage the mesh and defines some common functions for all CanoP applications.

• The application part is dedicated to the user, where he defines his desired data models
user_data and specific functions to be used as callback functions called by p4est function
or other common functions defined in the solver part.

In order to simplify even more the process of integrating new application, a refactoring of the
code using C++ classes and templates has recently been conducted to make the solver part more
generic. New applications can now be implemented without the need to modify in the solver
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CanoP_FV_Solver

+ solver_adapt()
+ solver_new(): User_Data_Model
+ solver_next_iteration(User_FV_Fluxes)
+ solver_save_solution(User_Data_Model)

User_Data_Model

- m_scalar_field: p4est_scalar_data
- m_vector_field: p4est_vector_data

User_FV_Fluxes

+ iterator_scheme_update()
+ iterator_source_term_update()

P4EST library

+ p4est_alloc()
+ p4est_ghost_exchange_data(): int
+ p4est_init()
+ p4est_iterate()
+ p4est_refine()

HDF5 
library

Lua 
library

Handle memory 
and distributed 
dynamic mesh

Shared numerical 
basis

User application (data 
and scheme fluxes)

Figure 9.4: General CanoP architecture.

part.

9.4.1 CanoP code architecture

In this section, the main features and the structure of the code are presented. Figure 9.4
illustrates the main code architecture and its links with the different libraries. This figure shows
the articulation between the application part, where specific functionalities are implemented and
the solver part which contains common functionalities and interfaces between the application
part and different libraries:

• The HDF5 library used for parallel output,

• The LUA library used to read input data,

• The p4est library.

The main stages of the code are summarized in Figure 9.5. In these steps, we first have the
initialization step, which consists in initializing the MPI processes, reading the LUA input file
and instantiating C++ classes according to the setting parameters of the input file. Then, in
the time loop step, we update the solution, adapt the meshes in each iteration and write the
solution in parallel manner using HDF5 library functions. Finally, in the finalization step, all
created objects and pointers are destroyed.

The different steps are detailed further in Figures 9.6 to 9.9. For mesh initialization, we have
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Initialization init MPI

init solver luaL_newstate, lua_intexpr...

init mesh p4est_new, p4est_load, p4est_refine

Time loop while t < tmax

solver update p4est_iterate, p4est_ghost_exchange_data...

mesh adapt p4est_refine, p4est_load_partition...

output p4est_save, H5Dwrite

Destroy

Figure 9.5: Sketch of the CanoP code structure and calls for p4est functions, reprinted from
Drui(2017).

Init mesh load file?

load file p4est_load_ext

yes

create connectivity

no

p4est_connectivity_new_copy

new forest p4est_new_ext

for i ∈ [Lmin , Lmax ]

coarsen p4est_coarsen_ext

Figure 9.6: Zoom in the init part structure and calls for p4est functions, reprinted from
Drui(2017).

Mesh adapt mark cells p4est_iterate

refine p4est_refine_ext

coarsen p4est_coarsen_ext

2:1 balance p4est_balance_ext

partition p4est_partition_ext

Figure 9.7: Zoom in the mesh adapt part structure and calls for p4est functions, reprinted
from Drui(2017).
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refine
callback function replace flag

return old flag

Figure 9.8: Zoom in the refine callback function, that informs p4est if the cell should be refined.
Reprinted from Drui(2017).

replace
callback function nb of outgoing quads?

copy to new quads

N � 1
refining

mean value over N

N > 1
coarsening

copy to new quad

Figure 9.9: Zoom in the replace callback function, that computes the value of the newly created
quadrants. Reprinted from Drui(2017).

two possibilities: the first consists in loading the meta-data (mesh data) and solution data
from a previous output simulation or to create new mesh and a new initial solution. For mesh
adaptation (Figure 9.7), the function p4est_iterate is called to iterate over all the octants and
flag cells to be coarsened or refined according to the refinement criterion and the refinement
thresholds that are provided by the parameters of the simulation. Then, p4est_refine_ext and
p4est_coarsen_ext are called to refine or coarsen the meshes. In this second stage, two types of
data have to be updated: the meta-data (p4est mesh data) and the solution data (user_data)
in the new cells. To refine and coarsen the meshes, CanoP uses the flags determined in the
previous step and calls the replace callback function to copy the data of a parent octant in its
children octant when it is about refining a cell or average the old children variables in their new
parent octant when it consists in coarsening cells. Once the adaptation of the mesh is over, the
function p4est_partition_ext is called to redistribute the load between the processors.

9.4.2 Object-oriented programming in CanoP

The first versions of CanoP were written in a standard C language. Consequently, the implemen-
tation of new application has often required to modify the code structure and to use preprocessor
conditions (#ifdef, etc) each time some parts of the code were not generic. Difficulties have then
arisen about the code readability and maintenance. A recent refactoring of the code and using
object-oriented programming (OOP) C++ language allowed to improve its readability and the
extensibility. Indeed, the actual version benefits from the different advantages of C++ classes,
template classes and inheritance. The re-factored code proposes:

• a clear modular structure of the code through abstract classes,

• a complete separation between the solver part and the application part allowing new users
to implement new applications without affecting the rest of the code,

• a simplify maintenance and a better readability.
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Figure 9.10: Diagram of the principal class objects in CanoP code.

Figure 9.10 illustrates the main classes used in the code, which are separated into abstract
classes that belong to the solver part and implemented classes defined in the application part.
The classes in the application part inherit from the abstract classes of the solver part. The class
Solver is the principal class that provides all necessary information of the simulation: meta-
data (p4est mesh data), user data (data per cell) and simulation parameters. The parent class
contains:

• the class SolverWrap encapsulating the p4est meta-data,

• the class SolverCoreBase defining an interface to the user_data,

• the class UserDataMangerCore containing quadrant data functions,

• and the class IteratorsBase defining the iterators functions (the callback function called
by p4est_iterate).

All these classes are abstract classes and are instantiated in the initialization step (see the
previous section), where constructors of the inherited classes of the application part are used in
this step. We underline that each application defines its owns classes derived mainly from the
abstract classes of the solver part and Figure 9.10 illustrates only a case with one application.



172 Chapter 9 - Implementing and testing the fractional moment model
for spray simulation in an AMR code

To sum up, CanoP was developed with the idea to simplify the use of p4est library and to share
it for several applications more easily. Now, CanoP provides to new users a simple framework
to implement their applications and benefit from the high performance of the p4est library. A
new implementation will only consist in providing the data model (user_data), implementing
the numerical scheme (a function to compute the numerical flux for the finite volume scheme)
and the refinement criterion or using the already existing implementations.

9.5 Numerical resolution of a spray model in a cell-based AMR

9.5.1 The kinetic finite volume scheme on non-conforming meshes

The kinetic finite volume (KFV) numerical scheme presented in section 7.2 dedicated to the
resolution of the transport part of the system of moment equations (7.1), needs to be adapted
to non conforming meshes. As in chapter 7, we use a dimensional splitting. In the following,
we consider only the transport step in the x-direction. Let us denote by q a 2D non conforming
cell verifying the 2 : 1 size balance, which means that the size ratio of two neighboring cells is
either 1, 2 or 1/2. In general, we write the finite volume scheme in q as follows:

U n+1
q � U n

q −
∆t
∆xq

(Fq+1/2 − Fq−1/2), (9.4)

where U � (m0/2 , . . . ,m3/2 ,m2/2u ,m2/2v)t is the vector of conservative variables of the system
(7.1) and q − 1/2 (resp. q + 1/2) refers to the left (resp. right) faces in the x-direction. To
illustrate how we adapt the scheme in a 2:1 balanced mesh, let us consider the case when the
cell q has two neighboring cells on his right: ηr

1 and ηr
2 as is illustrated in Figure 9.11. The flux

across the common edge depends on the states of the three cells q, ηr
1 and ηr

2:

F i+1/2 � F (U n
q ,U

n
ηr
1
,U n

ηr
2
), (9.5)

The exact expression of the fluxes, derived from the integral expression of the moments and the
kinetic solution (7.13), is:

Fq+1/2 � F+

q+1/2 + F−q+1/2 , (9.6)

•

•

•

•

F (ηl
→ q)

F (q → ηl
1)

F (q → ηl
2)

q
ηr
1

ηr
2

ηl

Figure 9.11: Non-conforming grid and the different fluxes associated with cell q in one space
direction.
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such that

F+

q+1/2 �
1

∆yq∆t

∫
x�(x ,y)∈q

U (tn , x)1Σ+q (∆t) (x , y)dxdy , (9.7)

and

F−q+1/2 �
1

∆yq∆t

( ∫
x�(x ,y)∈ηr

1
U (tn , x)1Σ−

ηr
1

(∆t) (x , y)dxdy

+
∫

x�(x ,y)∈ηr
2

U (tn , x)1Σ−
ηr
2

(∆t) (x , y)dxdy
)
.

(9.8)

Where for a cell c, Σ±c �
{
(x′, y) ∈ c ,±(xc+1/2 − ∆tu(tn , x′)) < ±x′

}
is the set of droplets in the

cell c that will reach its right (resp. left) side during the time [tn , tn+1 � tn + ∆t].

In the case of first order scheme, the solution is constant per cell and the numerical flux can be
expressed as follows:

Fq+1/2 �
∆xηr

1

∆xq
F

(
U q ,U ηr

1

)
+
∆xηr

2

∆xq
F

(
U q ,U ηr

2

)
, (9.9)

where the flux F
(
U i ,U j

)
is computed as in the case of a uniform mesh, using equation (7.15).

The variable ∆xi is the length of the cell i.

For the second order, we use affine reconstruction of the transported variables: canonical mo-
ments and velocity as explained in chapter 7. However, in the case of non-conforming meshes,
there are different ways to reconstruct the solution based on the states of the neighboring cells
and their positions. A first possibility consists in estimating a gradient tensor of the transported
variables from the whole neighboring cells. In CanoP, we use a simple way to compute the slopes.
We illustrate the method in the case of Figure 9.11: cell q has a double-size neighbor ηl on its
left and two half-size neighbors ηr

1 and ηr
2 on its right. We first compute the slopes of the recon-

structed variables (canonical moments and the velocity) as in (7.21) using the cells (ηl , q , ηr
1),

then we compute the slopes in the same way but using now (ηl , q , ηr
2). The final slopes are

computed as the minmod limiter of the two last slopes. Since cells of different sizes are used and
the limitation of the slopes is rather restrictive, second order is not guaranteed near extrema of
the solution. However the robustness and the realizability of the method are ensured. Moreover
the results show a good accuracy improvement compared to the first order scheme.

9.5.2 Refinement criterion

The determination of an efficient criterion remains a complex subject, since the simulation
depends on the physical phenomena and on the numerical methods. Multiresolution analysis
provides some robust tools to compress the data using wavelet functions and control the com-
pression errors at each refinement level (see Muller(2003), Harten(1995) and Duarte(2011) and
the references therein). In CanoP, these methods are difficult to implement because the tree
structure does not respect some necessary properties (like threaded tree, see Harten(1995)) for
multiresolution methods. Therefore, we use a heuristic criterion based on some consideration of



174 Chapter 9 - Implementing and testing the fractional moment model
for spray simulation in an AMR code

the main results cited in Harten(1995).
Harten Harten(1995) introduced a method to control the error, based on an interpolating func-
tion to approximate the variables at refined level l+1 from the coarsen level l, then he computes
the details which are the difference between the predictive variables and the true variables. The
details are considered as the errors at level l. Following Harten’s idea, we implement a refine-
ment criterion adapted to CanoP for spray applications. The method consists in estimating the
moment m0 for the children quadrants of a given parent quadrant q. The prediction is based on
the slope computation in each direction for each face depending on the neighbor quadrants not
necessary of the same size as the quadrant q1.

m̃0(x , y) �




m0,q + Dm l
0(x − xq ) + Dmu

0 (y − yq ), if (x , y) ∈ child1

m0,q + Dmr
0(x − xq ) + Dmu

0 (y − yq ), if (x , y) ∈ child2

m0,q + Dm l
0(x − xq ) + Dmd

0 (y − yq ), if (x , y) ∈ child3

m0,q + Dmr
0(x − xq ) + Dmd

0 (y − yq ), if (x , y) ∈ child4

(9.10)

The subscripts l , r, d , u refer respectively to the left, right, down and up edge. Dm j
0 is the slope

variation in the direction x if j � l or j � r and y otherwise. Finally, the children index follows
the z-order.

The slopes are computed from the neighboring quadrants. To illustrate this calculation for the
slopes in direction x, we consider the case of Figure 9.11:

Dm l
0 �

m0,q − m0,ηl

(∆xq + ∆xηl )/2
,

Dmr
0 �

(m0,ηr
1
+ m0,ηr

2
)/2 − m0,q

(∆xq + ∆xηr
1
)/2

.
(9.11)

Let us emphasize that the reconstruction in (9.10) does not necessarily respect some physical
and mathematical properties (the conservation of the variables, the maximum principle and the
realizability). In fact, the reconstruction is only used to estimate the error and is not used in
the numerical scheme.
Then we compute the L1-norm of the difference between m0,q and the predicted m̃0(x , y).

err(m0)q �

∫
q
|m0,q − m̃0(x , y) |dxdy , (9.12)

where |q | is the total surface of the quadrant q.

This estimated error is used as a refinement criterion, such that the error is compared to a given
threshold ξ and if err(m0)q > ξ then the quadrant is refined. If all siblings of a given quadrant
verify err(m0)q < cξ then the quadrant is marked for coarsening. The parameter c ≤ 1 is chosen
by the user.

9.6 Results

This section is dedicated to some numerical results using CanoP code. We use the KFV numerical
scheme to solve the convective part of the system of equations (7.1). This scheme is presented

1 For Harten’s predictor operator, the author used neighbors of the same level to predict the variable in the
next high level).
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in chapter 7 for the case of uniform meshes. In the present chapter, we use its extension in
the case of non-conforming meshes. The resolution of the source term is detailed in chapter 8.
The robustness and the accuracy of these methods have been verified in the last two chapters
in a set of 0D, 1D and 2D uniform Cartesian tests. Now, we aim at proving that 1- the AMR
solver reaches a very nice level of accuracy once we have chosen a proper refinement criterion, 2-
the proposed strategy is valid for complex droplet models, that is for source term with a much
higher level of complexity leading to much higher arithmetic intensity and 3- that we have a
high level of scalability and efficiency of the parallel implementation of the numerical strategy
relying on realizable schemes and splitting methods.

To do so, we have chosen three test-cases:

• The first case consists in a localized spray in the presence of Taylor-Green (TG) vortices,
Figure 9.12. This case though simple, does illustrate a realistic configuration occurring in
automotive engine, where the droplets are concentrated in some local regions, while large
vacuum regions can be found everywhere else. This first case is a non evaporating spray.
Here, we only assess the performance of the AMR calculation compared to a uniform grid
and then study the scalability at a given level of accuracy.

• The second case is the same as the first one, but with an evaporating spray. The objec-
tive of this simulation is twofold. First, we show the robustness and the accuracy of the
evaporation algorithm coupled with transport and drag. Second, the evaporation algo-
rithm is representative of the high arithmetic intensity within an embarrassingly parallel
configuration using operator splitting. The aim is to illustrate the impact of the AMR
techniques coupled to the operator splitting on the computational cost for intensive source
terms, such as the inversion algorithm used to reconstruct the approximated spray density
function.

• The third case is a non evaporating Homogeneous Isotropic Turbulence in 2D and 3D.
A comparison of droplet segregation is conducted for an AMR Eulerian solution with a
uniform Eulerian solution and a Lagrangian reference solution. This comparison shows
the efficiency of the AMR Eulerian solution to predict correctly the main physical features
with low computational resources. The gain in the CPU time is obtained in this framework
of a much richer configuration in terms of physics, while in a really non-favorable case since
the spray is present in the whole domain.

For the three cases, we fix the CFL (7.25) at CFL � 0.9 and the constant c used in the refinement
criterion at c � 2−(d+1), where d is the space dimension .

9.6.1 Droplet cloud in Taylor-Green vortices

We simulate a non evaporating polydisperse spray in a two dimensional periodic domain in the
presence of Taylor-Green vortices for the gas. This gas velocity profile is a steady solution of the
inviscid incompressible Euler equations. The non-dimensional velocity field of the gas is given
by the following expression:

ug (x , y) � sin(2πx)cos(2πy),
vg (x , y) � −cos(2πx)sin(2πy), (9.13)

where (x , y) ∈ [0, 1]2.
Initially, we consider a motionless cloud located in the bottom-left vortex in Figure 9.12.

The initial spatial distribution of the spray is Gaussian inside a small disk of a radius r � 0.1
and equals to zero outside. The initial size distribution, uniform inside the disk, is equal to 1
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Figure 9.12: Stationary gaseous velocity vector field of the Taylor-Green vortices and spray
initial number density.
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Figure 9.13: The initial NDF in the dashed line and its reconstruction through ME in the solid
line.

for S ∈ [0, Smid] and 0 otherwise. The moments are thus given by:

mk/2(t � 0, x) �
2

k + 2
(S(k+2)/2

mid )exp(−||x − xc | |
2
2/r2), (9.14)

where k � 0 . . . 3, Smid � 0.5 and | |x − xc | |
2
2 ≤ r. The initial exact size distribution as well as

its Maximum Entropy reconstructed density nME (S) from the four fraction moments (9.14) are
presented in Figure. 9.13 for x � xc.

We consider low inertia droplets such that the mean Stokes number2 St � 0.025 is less than the
critical value Stc � 1/(8π). It has been shown in de Chaisemartin et al de Chaisemartin(2009),
that for St < Stc the droplets stay in their origin vortex and cannot travel from one to another,
while, for St ≥ Stc they are ejected out of their original vortices. In this last configuration,
we encounter particle trajectory crossings, that are not taken into account in the monokinetic
assumption considered here and lead to delta-shocks. Notice that these singularities are com-
pletely handled numerically, thanks to the Kinetic Finite Volume (KFV) numerical scheme and
the robustness is ensured as it was shown in chapter 7.

In Figure 9.14, we display the spatial evolution of the number density m0 using a second order
scheme and AMR grid at different times, as well as the mesh grid given at two instants in Figure
9.15. The maximum refinement level is lmax � 9 and the minimum level is lmin � 4. We use the
refinement criterion presented in the section 9.5.2 and choose a small threshold ξ � 1.e − 7.

2The mean Stokes number is computed with respect to the mean droplet size S � m2/2/m0/2.
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t � 0.25 t � 0.5

t � 0.75 t � 1.

Figure 9.14: Taylor-Green simulation using the second order scheme in adaptive refinement
grid, the maximum level is lmax � 9 and the minimum level is lmin � 4
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Figure 9.15: The AMR grid in the case of Taylor-Green with non evaporating spray, with
lmax � 9, lmin � 4 and threshold ξ � 5.e − 7: at t � 0.5 (left) and t � 1.0 (right).

9.6.1.1 Refinement criterion and solution quality

In this section, we study the influence of the refinement criterion in the accuracy of the solution
and its impact on the computational time. The objective is to show that we can keep an accurate
solution while reaching a high compression rate, thus saving time and memory. It also allows
to set up a fair framework in order to conduct a parallel efficiency study in the next subsection.
After investigating the influence of the refinement criterion depending on the order of the scheme,
we focus on the intrinsic accuracy of the solution.

Threshold relative compression CPU
ξ L1-error rate % time
1.e − 7 0.7% 87.3% 5.81

5.e − 7 5.2% 92.4% 3.89

1.e − 6 10.1% 94.4% 3.24

5.e − 6 29.6% 97.3% 1.71

1.e − 5 35.4% 97.8% 1.15

Table 9.1: Relative L1-error, compression rate and CPU time depending on the threshold ξ
using the first order scheme.

In Tables 9.1 and 9.2, we present the results for the first order and the second order scheme
using 36 processors. The L1-error is computed relatively to the solution on a refined uniform
grid 512×512, considered as the reference solution. The compression rate and the CPU time are
also provided. The purpose is to evaluate the impact of the compression rate on both accuracy
and computational efficiency.

The two tables show a significant CPU time saving compared to the reference solution. First
for the first order scheme, the CPU time of the reference solution (uniform meshes) is 29.15s.
Using the smallest threshold ξ � 1.e − 7, we reduce the computation time by a factor of five
with a good level of precision. We could save more CPU time and memory (see the compression
rate) by increasing the threshold but we lose the accuracy of the solution. For ξ ≥ 1.e − 6, the
relative L1-error is more than 10%. Since the computing time of the second order finite volume
scheme is much larger than the communication and mesh adaptation time, we save more CPU
time in this case, whereas the CPU time used in the computation of the second order reference
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Threshold relative compression CPU
ξ L1-error rate % time
1.e − 7 0.6% 88.8% 28.38

5.e − 7 3.2% 92.6% 19.32

1.e − 6 5.3% 94.7% 14.6
5.e − 6 15.6% 97.2% 6.9
1.e − 5 19.7% 97.7% 3.73

Table 9.2: Relative L1-error, compression rate and CPU time depending on the threshold ξ
using the second order scheme.

Figure 9.16: L1-error for the first order scheme in logarithm scale versus the minimum level
of compression lmin plotted for different maximum refined levels lmax: using ξ � 1.e − 6 (left)
and ξ � 1.e − 7 (right).

solution is much larger: 231.63s. By using mesh adaptation with the threshold ξ � 1.e − 7, we
reduce this CPU time by a factor of eight, maintaining a good precision. We could save more
CPU time and memory by choosing ξ � 1.e − 6 with a good accuracy (relative L1-error ∼ 5%).
Let us underline that these two tables do not compare the solution accuracy depending on the
scheme order because the relative L1-error is computed for each order as the difference between
the solution on a uniformly refined grid and the solution for an adaptively refined grid using the
same order.

In a second study, we consider a common reference solution for the first and second order sim-
ulations. The reference solution is computed using a second order scheme on a uniform grid of
1024 × 1024 cells, which corresponds to the level l � 10. The two Figures 9.16 and 9.17 show
that the relative L1-error does not evolve much when we vary the minimum level except when we
reach a uniform grid. However, for a given maximum level of refinement, there is a strong impact
of ξ on the ability of the adapted solution (lmin < lmax) to capture an accurate solution. In fact
for each maximal level of refinement, there is a threshold in terms of refinement criterion above
which compressing the solution deteriorates its quality. Its is clear in Figure 9.16 and 9.17 that
ξ � 1.e − 7 is below this threshold and ξ � 1.e − 6 is above it. For ξ � 1.e − 7 the relative-error
remains almost constant and we can use mesh refinement while preserving an accurate solution,
whereas for ξ � 1.e − 6, we can observe that mesh refinement for lmax � 9 results in a clear
increase of the error. Once we have found a well chosen threshold, for which the accuracy of the
uniform and AMR solutions are equivalent, we can then study the computational efficiency and
parallel performance of the numerical strategy.
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Figure 9.17: L1-error for second order scheme in logarithm scale versus the minimum level of
compression lmin plotted for different maximum refined levels lmax: using ξ � 1.e − 6 (left) and
ξ � 1.e − 7 (right).

Figure 9.18: Strong scaling of the second order scheme in AMR grid, the maximum level is
lmax � 9 and the minimum level is lmin � 4.

9.6.1.2 Parallel performance

We assess the parallel performance by measuring the computational time of various operations:

• Solver time corresponds to the time needed in the finite volume scheme and source evalu-
ation in the splitting strategy,

• Adaptation time corresponds to the time of refinement, coarsening, partitioning and 2:1
size balancing,

• And finally the total time which is the sum of both solver and adaptation times without
I/O.

We use the second order Taylor-Green simulation in an adaptive refinement grid such that the
maximum level l � 9 corresponds to the finest meshes and the minimum level l � 4 corresponds
to the coarsest meshes. We choose the previously obtained threshold ξ � 5.e − 7 to ensure the
quality of the compressed solution.
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In Figure 9.18, we display strong scaling results. The simulation is performed in CentraleSuplec
cluster (2 Intel Xeon procs, memory per node 24Go, total core number 156) using up to 60
MPI processes. The solver time (transport and drag) shows an efficiency of more than 88%.
The adaptation time shows a weak efficiency due to the large time spent in the communication
between processors essentially for the balance algorithm Burstedde et al.(2011). Nevertheless,
the global time of computation shows a good parallel performance and the efficiency reaches
81% for 60 processors. In fact, the solver time represents 85% of the total CPU time. Let us
underline that the number of effective cells in this simulation with a compression rate of about
90% is close to 30,000 so that an efficiency of 81% on 60 cores is very satisfactory.

9.6.2 Taylor-Green evaporating spray

Using exactly the same configuration with Stokes number St � 0.025, we switch to an evaporating
spray with K � 1/2. Since we use an inversion algorithm in order to reconstruct the NDF from
the moments by ME algorithm in each cell and time step for the evaluation of the disappearance
flux of droplet at zero size, we expect a significant computational cost related to source terms.
Thus, this simulation is representative of the complexity that we will have to face by switching
to more complex droplet models in realistic configurations.

Table 9.3 presents the computational time ratio spent in solving each part of the numerical
resolution: the transport and the source terms, using two uniform grids (256×256 and 512×512)
and running the simulation on 96 processors. As expected, the resolution of the source terms
requires around 95% of the total time. It is then interesting to investigate how the mesh
adaptation behaves in such a configuration, where the operator splitting technique, used here
to solve independently the source terms in various cells, can lead to an embarrassingly parallel
configuration.

Transport solver Source term solver
512 × 512 2.2% 97.5%

256 × 256 5.6% 93.5%

Table 9.3: Time ratio (in percent) spent in transport solver and source solver (including evap-
oration and drag) using 96 MPI processes on a uniform mesh.

In the previous study without evaporation, ξ � 5.e − 7 was shown to be an adequate threshold
for a high compression and good solution quality, therefore we maintain this value in the present
case. Figure 9.20 shows the spatial number density at four different times of the evaporating
Taylor-Green simulation on AMR grid (lmax � 9 and lmin � 4) and Figure 9.21 presents the
corresponding meshes. Compared to the simulation running on the uniform grid 512 × 512, the
relative L1-error of the AMR solution computed at t � 0.5 is 3.9%, the compression rate is 97.7%
and we have reduced the computational time by a factor of more than 45. In fact, the CPU
time used in the resolution of evaporation is much larger than the CPU time that we spend in
the resolution of the transport and the mesh adaptation. More precisely, in this simulation, the
CPU time spent in the evaporation resolution is 76.5s, the transport resolution 2.4s and the
mesh adaptation 5.2s, which means that the evaporation alone takes more than 90% of the total
CPU time, Table 9.4 gives further details of the time ratio spending at each operation using
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Figure 9.19: Strong scaling of the Taylor-Green evaporated case in AMR grid, the maximum
level is lmax � 9 and the minimum level is lmin � 4

MPI process Mesh Transport Source term
number adaptation solver solver
1 0.1% 2.5% 97.3%

24 0.7% 2.2% 97.3%

60 0.9% 2.2% 95.7%

84 4.8% 2.7% 91.6%

96 6.16% 2.8% 90.5%

Table 9.4: The time ratio (in percent) spent at each operation: Transport solver and Source
term solver (Evaporation +drag) for different MPI process number.

different MPI process number. In Figure 9.19, we present the strong scaling of the various step
of the solving process (mesh adaptation, transport solver, source term solver and the total time).
Up to 60 processes, we observe a good scalability. Once again, let us insist on the fact that for
60 processes and considering the level of compression reached, we end up with about 100 cells
per core, which is few but still has a good level of efficiency. The transport part has about 80%
of efficiency and the source term scales vary properly considering that load balancing could be
also a problem (p4est also provides the ability to integrate computational complexity in the
the load balance algorithm, which has not been used in the present simulations). Increasing
the number of processes to 96, we have a remarkable decrease of the scalability, which reaches
56% for transport resolution, and that can be explained by the very small number of cells per
process, which is going to kill the efficiency in terms of communications. However, the total
efficiency is still about 67%, which shows both the efficiency of CanoP and p4est as well as the
proper choice of the numerical strategy.
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t � 0.25 t � 0.50

t � 0.75 t � 1.0

Figure 9.20: Evaporating Taylor-Green simulation using second order scheme for transport in
AMR grid with lmax � 9, lmin � 4 and ξ � 5.e − 7.

Figure 9.21: The AMR grid in the case of Taylor-Green evaporating spray, with lmax � 9,
lmin � 4 and threshold ξ � 5.e − 7.
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9.6.3 Homogeneous isotropic turbulence in 2D/3D

In this section, we assess the code behavior in a more complex gaseous flow field representative
of complex applications, where the spray is to be found everywhere in the domain. We consider
a non evaporating spray respectively in a two- and three-dimensional configurations with a
frozen Homogeneous Isotropic Turbulence (HIT) of the gas. The HIT gas field was generated
independently by Sabat et al.(2014) with the ASPHODELE code of CORIA Reveillon and
Demoulin(2007), that solves the three-dimensional Navier-Stokes equations for the gas phase
under the low-Mach assumption.

2D HIT The characteristics of this HIT are given in Table 9.5, where Ret is the turbulent
Reynolds number, ut is the velocity root-mean-square, ε is the mean dissipation rate, ηk is the
scale of smallest structures, lint is the integral scale of the turbulence, τk is the Kolmogorov
time scale of the turbulence, and τint is the eddy turnover time. We consider a non evaporating
spray. The initial spatial distribution is uniform.

Ret ut ε ηk lint τk τint
7.12 0.1 0.01 0.022 0.1 0.36 1.0

Table 9.5: Turbulence properties of the frozen HIT gaseous flow field.

In order to limit the Particle Trajectory Crossings and to have comparable results between
the monokinetic Eulerian simulation and the Lagrangian simulation, we consider low inertia
droplets such that the Stokes number is taken St � 0.5 based on τk . Numerical dissipation
in the simulation of Eulerian models for spray dynamics is a key issue, since we have to use
very robust numerical schemes due to the presence of singularities and asymptotic limits (zero
density), but still want an accurate resolution in the smooth regions. In particular, numerical
dissipation has a negative effect in predicting properly segregation of the spray in turbulent
flows.

In order to limit this diffusion, we use the second order scheme and AMR in order to reach
an accurate resolution in the regions of high concentration, while limiting the computational
cost and memory trace. Figure 9.22 shows the spatial distribution of the number density at
dimensionless time t � 5 (this dimensionless time corresponds to t � 1.8s in the real time,
because the characteristic time in this case is τk � 0.36s). The droplets are ejected from vortices
and concentrated in zones of low vorticity, thus, they segregate in regions of low vorticity. The
segregation is computed using the spray moment m0 as follows:

< (m0)2 >
< m0 >2

where < • >�
1

V

∫
V
• dV .

In Figure. 9.23, we compare the time evolution of the segregation for a Lagrangian simulation
(see Sabat et al.(2014)) and two Eulerian simulations :

• on uniform grid of 1024 × 1024 cells;

• using AMR with lmax � 10 and lmin � 6.

In both Eulerian simulations, we make a small error on the segregation compared to the La-
grangian simulation. However, the three results stay closely comparable. Furthermore, the
segregation evolution of the two Eulerian simulations is closely the same. Therefore, we preserve
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Figure 9.22: Number density m0 at t � 1.8 with AMR ( lmax � 10 and lmin � 6) and with
threshold ξ � 5.e − 7.

the same solution quality while using less cells in AMR simulation. We have reduced the com-
putational time by a factor of two compared to the uniform grid computation and we obtain a
compression rate of 55%. Let us underline that the chosen configuration is probably the worst
configuration for such a strategy. However, we wanted to investigate the ability of the proposed
strategy to cope with such a case, knowing that in realistic configurations, the flow is going to
be turbulent, whereas the spray is going to occupy only a fraction of the computational domain.

3D HIT A 3D simulation of the spray in the presence of a frozen homogeneous isotropic tur-
bulence was performed to test the AMR capacity in compressing the solution. The characteristic
of the HIT is given in Table 9.6. The mean Stokes number of the polydisperse spray is taken as
St � 0.5.

Ret ε ηk τk TKE
25 1e − 3 3.2e − 2 1. 1.e − 2

Table 9.6: Turbulence properties of the frozen HIT gaseous flow field in 3D.

The simulation is performed with an adaptive mesh, where the maximum and minimum refine-
ment levels, lmax � 9 and lmin � 7, correspond respectively to a mesh of size δxmin � 2−9 and
δxmax � 2−7 for a dimensionless grid [0, 1]3 (the real physical domain dimension is 5m×5m×5m).
In Figure 9.24, we display a three cut sections of the spray density, as well as the corresponding
mesh in Figure 9.25. The first figure shows the segregation of the spray in low vorticity regions.
For the present choice of refinement criterion, the compression rate is 91.56%. In Figure 9.26,
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Figure 9.23: Evolution of the segregation with time for the Lagrangian (black line), Eulerian
on uniform grid 1024 × 1024 (blue line) and Eulerian with AMR (red line).

we compare the segregation evolution obtained in this Eulerian simulation with a Lagrangian
result (see Sabat(2016)).

We can see that in the AMR Eulerian simulation, we make a small error in the prediction of
the segregation compared to the Lagrangian simulation because of the numerical diffusion. We
underline that the monokinetic Eulerian model can also lead to overestimate the segregation
of droplet, especially for high Stokes number. But here, the segregation computed from the
Eulerian simulation is lower than the one of Lagrangian simulation, which is due to the numerical
diffusion.
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Figure 9.24: Number density of the droplets given by the moment m0, on an AMR grid at
t � 12.

Figure 9.25: The AMR grid at t � 12.
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Figure 9.26: Evolution of the segregation with time for the Lagrangian simulation (black solid
line) and our Eulerian model with AMR (red dotted line).

9.7 Conclusion

The aim of this chapter was first to present CanoP AMR code, which is based on the p4est library
for mesh management in parallel computation. The main feature of this code is its flexibility and
easiness to implement new finite volume applications and benefit from the efficiency of the p4est
library with less programming effort. Different applications have been already implemented and
tested. In this chapter, we also show how to extend the kinetic finite volume scheme in non-
conforming meshes used here for the numerical resolution of the fractional moments model
to simulate an evaporating polydisperse spray. A set of numerical tests, using the fractional
moments model presented in chapter 4, have been performed in CanoP code to validate the
numerical strategy and the parallel performance. The implementation of more complex and
physical models with the possibility to couple a spray model with a two fluid model for the
simulation of the whole process injection is envisioned in future works. In the present work,
we show that we can reach a level of accuracy for AMR solution equivalent to uniform-mesh
solution with lower computational time and memory. We also show a good scaling in parallel
computation, especially for high workload per-cell compared to the communication and mesh
management time. This is the case for the second order scheme for the transport and the source
term that requires high arithmetic intensity. In future works, we aim to go further in developing
high order schemes using Discontinuous Galerkin (DG) method. This method uses local degrees
of freedom and do not require large stencil to achieve high order, which makes the method more
attractive for AMR, since other methods that use large stencil may be expensive due to the need
of recursive research of neighboring cells.





Chapter 10

The StarPU Runtime scheduler and
the acceleration of the source term
computations

This chapter is based on the work of Essadki et al.(2017), during CEMRACS 2015
summer school

10.1 Introduction

Nowadays, multi-cores machines are equipped with different Processing Unit (PU) types. We
classify these devices into CPUs and accelerators (GPUs, Xeon-Phi, etc). Accelerators can ac-
celerate numerical computations that involve intensive arithmetics. GPUs, for instance, are
massively parallel devices, that can run Single Instruction Multiple Data (SIMD) programs very
efficiently. Consequently, they can speed up the execution of tasks that perform intensive arith-
metic operations on multiple data points simultaneously. However, it is not obvious to take
advantages from these technologies without taking into consideration the architecture hetero-
geneity of the new generation of multi-cores machines. They involve different types of PUs and
non uniform memory access. Indeed, approaching the theoretical performance of these archi-
tectures is a complex issue. The high performance computing community needs to face this
challenge and propose reliable solutions that can allow other scientific communities to benefit
from the computing power of these technologies. Many research efforts have focused on en-
hancing existing solutions: programming languages, compilers and libraries that can take into
consideration accelerator-based machines. However, these solutions rely on a statistic distribu-
tion of the work among the processing units that is generally determined manually by the user.
Another recent possible solution consists in using a runtime scheduler. Its role is to distribute
the tasks of a program among the available computation resources (CPUs and accelerators)
and to manage the memory, following a strategy that can optimize the CPU time and memory
consumption.

StarPU Runtime Scheduler Augonnet et al.(2011) is a good candidate to provide these perfor-
mances. In this chapter, we present the main results of the HODINS (High Order DIscontinu-
ous methods with ruNtime Scheduler) project conducted during the CEMRACS 2016 summer
school. During this project, we experienced StarPU in a 2D code, where we have solved nu-
merically hyperbolic equations with possible source terms using Runge Kutta Discontinuous
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Galerkin (RKDG) methods, which have been presented in chapter 7. The choice of Discontin-
uous Galerkin (DG) method is guided by its arbitrarily high order accuracy, its compactness
and its memory locality. Two models have been separately implemented and tested in this 2D
code: the Euler equations and the fractional moments model for polydisperse and evaporating
sprays (see chapter 4 for more details). The main objective of this chapter is to illustrate a
new solution that can accelerate the numerical simulation of complex models, similar to the one
of the fractional moment model (chapter 4), thanks to a dynamic offloading of some tasks in
GPUs, while using the numerical framework that has been presented in chapters 7-8. In this
chapter, we briefly present the main features of StarPU and the implementation of the RKDG
in a task-based program using StarPU library. Finally, we perform a set of numerical tests
to first validate our implementation, assess and analyze the granularity of the tasks compared
with the task overhead, the parallel performance of the code and the acceleration of the source
terms resolution thanks to an execution on GPUs.

10.2 StarPU

StarPU is a task-based programming library for hybrid architectures. Therefore, the numerical
method should be formulated in terms of tasks that can be executed in parallel. In StarPU,
the tasks of an application are translated in a Direct Acyclic Graph (DAG) of tasks, where the
nodes represent the tasks and the edges between the nodes express the dependencies between
the associated tasks. The dependency is expressed implicitly through read/write access mode
for each data memory i.e. for example if we submit successively two tasks "T1" and "T2", which
perform some operations on the same data memory, such that the task "T1" reads the data
while the task "T2" writes in the same data, the task "T2" then depends on the task "T1". After
specifying the attributes of a task (data to handle, kernel functions, access mode to data, ects.),
the function startpu_insert() is used to submit the task. The task insertion is asynchronous,
where the tasks can be inserted each one after the other even if the first task is not yet executed.
Following the order of task submissions and data dependencies, StarPU generates DAG of tasks
and then distributes the tasks among the available computational resources

10.2.1 StarPU tasks

A StarPU task is made of:

• kernels are the functions that will be executed on a dedicated architecture: CPU, GPU,
etc. A task may have the choice between different kernels implementation and it is the role
of the StarPU scheduler to distribute the tasks on the available processing units following
a certain criterion (in general minimizing the global execution time).

• data handles are the memory managers. Each data handle can be viewed as the encap-
sulation of a memory allocation, which allows to keep trace of the action (read or/and
write) of the task kernel on the memory layout. In particular, this allows to build the task
dependency graph.

• a codelet, the task descriptor. It contains numerous information about the task, including
the number of data handles, the list of available kernels implemented to execute this task
(for CPU, CUDA (for GPUs), OpenCL, ects.) and the memory access mode for each data
handle: "Read" (R), "Write" (W) or "Read and Write" (RW).

We illustrate the creation, definition and submission of a task in StarPU in the following
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example:

A. We first create an empty task:

Algorithm 2 Create a task
starpu_task *task_A = starpu_task_create();

B. We provide this task with the data buffers, which are encapsulated in data_handle StarPU ob-
ject:

Algorithm 3 Example of encapsulating a data_handle buffer
starpu_data_handle_t data;
starpu_matrix_data_register(&data,STARPU_MAIN_RAM, ptr_data ,. . .);/* a method to
encapsulate the ptr_data in data StartPU structure*/
task_A->handles[0] = data;

C. Then, we define the codelet that contains the kernel functions, the number of data buffers
and the mode of the access to the data_handle buffer:

Algorithm 4 Example to define a codelet
starpu_codelet_init(&cl_A);
cl_A.nbuffers = 1; /*in this example we consider only one buffer */
cl_A.modes[0] = STARPU_W; /*state of data_handle: STARPU_W is only for write,
STARPU_R is only for read and STARPU_RW is for read and write*/
cl_A.cpu_funcs[0]=cpu_kernel_A;/*precise the CPU kernel function to execute the task in
a CPU*/
cl_A.cuda_funcs[0]=cuda_kernel_A;/*precise the CUDA kernel function to execute the task
in GPU*/
task_A->cl=&cl_A;

D. The kernel functions can be written for different devices. Below, we give prototypes for
CPU and CUDA kernels:

Algorithm 5 Kernel function CPU and CUDA prototypes
void cpu_kernel_A(void *buffers[], void *cl_arg);
void extern "C++" void cuda_kernel_A(void *buffers[], void *cl_arg) ;

E. Finally we can submit the task as follows:

Algorithm 6 Submit a task
int submit_status = starpu_task_submit(task_A);

10.2.2 Schedulers

The purpose of the scheduler is to launch the tasks when they become ready to be executed. In
StarPU, many different scheduling policies are available. In the present work, we consider only
the two following:
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Figure 10.1: Task size overhead with the eager scheduler: scalability results obtained with
duration of tasks varying between 4 and 4096 µs on two different machines. Reprinted from
Essadki et al.(2017).

• the eager scheduler: it is the default scheduler. It uses a central task queue. As soon as
a worker has finished a task, the next task in the queue is submitted to this worker.

• the dmda scheduler: this scheduler takes into account the performance models and the data
transfer time for the tasks. It schedules the tasks so as to minimize their completion time
by carefully choosing the optimal execution architecture.

10.2.3 Task overhead

StarPU tasks management is not free in terms of CPU time. In fact, each task execution
presents a latency called "overhead". We want to know when this additional time can be
neglected or not. There is a StarPU benchmark that allows to measure the minimal duration
of a task to ensure a good scalability. We send 1000 short tasks with the same (short) duration
varying between 4 and 4096 µs and we study the scalability. In Figure 10.1, we plot the results
obtained on a 2 dodeca-core Haswell Intel Xeon E5-2680 and on a Xeon Phi KNL with the
scheduler eager. On few cores, we have a good scalability result, even if the duration of the
tasks is short (< 0.2ms). On many cores, we need longer tasks duration to get satisfying scaling
(≈ 1ms).

To sum up, if the duration of the tasks is smaller than the microsecond, their overhead cannot
be neglected anymore.

10.3 RKDG task-based programming implementation

10.3.1 Principal task formulation of RKDG method

In this section, we present the essential steps in the implementation of a RKDG scheme to solve
hyperbolic equations system with the source terms. The implementation is done in a 2D code,
where we solve numerically the Euler equations or the fractional moment model (see chapter 4).
In the following, we present a generic implementation of the two models, while we focus only
on the fractional moments model for the numerical tests. The two systems of equations can be
written in the following form:

∂tU + ∂xF x (U ) + ∂yF y (U ) � S(U ), (10.1)
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where U ∈ RnVar is the vector of conservative variables, nVar being the number of these vari-
ables (for Euler equations nVar � 4 and for fractional moments model nVar � 6), F (U ) �(
F x (U ),F y (U )

)
is the flux tensor and S(U ) is a source term.

The discontinuous Galerkin discretization of the transport part is given in (7.28) and (7.36). We
recall here the integral version of this scheme:

(k+1)2∑
j�1
∆x2M i , j

dW m
j

dt
� ∆x

∫
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F (U h (t , x̃m ,e (ξ)) · nm ,eφi (Ξm (x̃m ,e (ξ)))dξ.

(10.2)

See chapter 7 for the definition of the different terms in this equation.

As we can see from this scheme, some terms can be precomputed in the beginning of a simulation.
These terms are:

• 1D and 2D Gauss-Legendre quadratures: we use these two quadratures to evaluate the
integrals involved in the scheme (10.2).

• 2D Gauss-Legendre-Lobbato (GLL) quadrature nodes: these points are used in the limita-
tion procedure of the Zhang & Shu method Zhang et al.(2012) (see section 7.3.3 for more
details).

• The values of the gradient of the polynomial basis, at 2D Gauss-Legendre quadrature

points of the domain
[
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2

]2
. Indeed, the first term in the RHS of equation (10.2) is an

integrated using 2D 2D Gauss-Legendre quadrature and it involves the gradients of the
polynomial basis.

• The values of the polynomial basis, computed at the 1D Gauss-Legendre quadrature points

on the four edges of the domain
[
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1

2
,
1

2

]2
are used in the second of the RHS of equation

(10.2).

These terms are precomputed before submitting any task and stored in 1D and 2D arrays.

In the following, we consider uniform and Cartesian 2D grids. First, we compute the initial
solution in each cell node. The number of degrees of freedom (k + 1)2 in a cell is given by the
numerical order of the DG discretization p � k +1, where k is the polynomial degree used in the
DG method. The temporal integration is preformed through an explicit Runge-Kutta method.
Each step of Runge-Kutta method is updated as follows:

A. First, we check if the time step ∆t satisfies the CFL condition (7.40). In the actual version
of the code, the time step is fixed by the user. For future work, we will use a variable time
step, which satisfies the CFL condition.

B. We compute the first part of the Right Hand Side (RHS) of the scheme (10.2), which
corresponds to the integral in a cell of the flux F (U h) multiplied by the gradient of
the polynomial basis elements. This integral is approximated by a 2D Gauss-Legendre
quadrature approximation.

C. For each cell, we interpolate the solution at the 1D Gauss-Legendre quadrature nodes
of the edges of the cell. After performing this interpolation for all cells, we obtain two
values for each node in a given edge: those are used to compute a numerical flux. For
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the fractional moments model, we use the upwind numerical flux described in (7.31) and
(7.15).

D. For each cell, we compute the last part of the RHS of equation (10.2), by integrating
the numerical flux multiplied by the polynomial basis elements over each edge of the
computational cell. For this purpose, we use the numerical fluxes computed in the previous
step.

E. The RHS of (10.2) is now completely computed. The ODE system (10.2) can be then
integrated according to the corresponding Runge-Kutta step.

F. In the case of the fractional moments model with evaporation source term, we apply
the modified limitation procedure of Zhang & Shu in the solution at 2D Gauss-Legendre
quadrature points1 for each cell as described in appendix C.

G. The source term is integrated at each degree of freedom see section 8.3.

H. We interpolate the solution at the GLL points. Then, we apply the limitation method of
Zhang & Shu at these points (see section 7.3.3 for more details).

10.3.2 Data buffers and memory allocation

Since the tasks dependency graph is based on the memory dependency between successive tasks,
memory allocation is a crucial part of our application. This starts with the definition of the
following two structures: Cell and Edge. The Cell structure corresponds to internal variables in
each computational cell and which contains an array of nDoF×nVar variables: nVar conservative
variables per cell node and nDoF degrees of freedom. For the Euler model, the conservative
variables are the mass density, the two momentum components and the total energy thus nVar �
4, while for the fractional moments nVar � 6 and the conservative variables are the four fractional
moments and the two components of the velocity weighted by the surface area density of the
droplets: (m0/2 ,m1/2 ,m2/2 ,m3/2 ,m2/2u ,m2/2v) (see chapter 4 for the definition of the fractional
moments). The Edge structure contains nEdge × nVar conservative variables. This structure
corresponds to the interpolated solution in each edge. Finally, we summarize the principal
Cell and Edge variables used in our implementation as follows:

• u, the computed solution is a Cell object buffer. In each mesh cell, it contains nDoF×
nVar floats, where nDoF � (k + 1)2 is the number of degrees of freedom for each cell,
k � p − 1 is the polynomial order in DG discretization and p is the theoretical order of
accuracy.

• u0, the copy of the computed solution is a Cell object buffer. It copies and saves the
contents of u at the beginning of each time iteration. The value u0 does not vary during
the internal steps of the Runge-Kutta method.

• RHS, the vector of residuals is a Cell object buffer. This variable corresponds to the
Right Hand Side (RHS) of equation (10.2) multiplied by ∆t. At each Runge-Kutta stage
step 1 ≤ s ≤ k + 1, the update is done by:

u � a (k+1)
s u0 + b (k+1)

s (u + RHS) (10.3)

where a (k+1)
s and b (k+1)

s are the Runge-Kutta coefficients given in the table 10.1.
1We call it here a modified limitation procedure, because normally the limitation of Zhang & Shu is located

at the GLL points to compute the coefficient θ (see chapter 7), but here we use directly the Gauss-Legendre
points which corresponds to the degrees of freedom. Thus, we obtain a realizable degrees of freedom which can
be integrated to solve the source terms.
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k a (k+1) b (k+1)

0 0 1.0
1 (0., 0.5)t (1., 0.5)t

2 (0., 3/4, 1/3)t (1, 1/4, 2/3)t

Table 10.1: Strong Stability-Preserving Runge-Kutta coefficients.

• e, the vector of edge solution is an Edge object array. It corresponds to the right and
left values of the solution in 1D (k+1)-Gauss-Legendre quadrature nodes over each edge.
The solution at these points is computed by interpolating u at the edges of the cell, as
described in C. Each edge element contains nEdge × nVar floats, where nEdge � 2(k + 1).

The domain is decomposed into NPartX× NPartY sub-domains. Thus, allows to define tasks per
sub-domain that can be executed on parallel. The Cell and Edge buffers are decomposed per
subdomain. Typically, for each of the NPartX× NPartY subdomains (see Figure 10.4), we create
local vectors for each of the four buffers defined above that are encapsulated in a StarPU data
handle to follow the memory dependency.

Overlap additional memory buffer In order to minimize the communications and the
dependencies between subdomains, each subdomain comes with four additional one-dimensional
buffers corresponding to the four possible overlap-data needed at the subdomain boundaries
(East, North, West and South), as illustrated in Figure 10.3.

Two vectors of size NxLoc × sizeof(Cell) (ovlpS and ovlpN) and two vectors of size NyLoc ×
sizeof(Cell) (ovlpE and ovlpW) are always allocated, whether the overlap needs to be used
or not. The reason for that is that the number of data handlers passed to a StarPU kernel
needs to be constant. Therefore, when copying the overlap-data for example, all the overlap
data handlers are passed anyway but nothing is done if they are not needed, like in the case of
a periodic subdomain in one direction.

Of course, here lies a small communication optimization, when sending a task on another device,
since some useless data is transfered. However, we think that the overlap tasks should be of
negligible size compared to the task acting on the entire subdomains and should be mainly
executed on the host node.

10.3.3 Description of the tasks

In the section 10.3.1, we have presented the essential operations needed by a single update
of a Realizable RKDG scheme. Based on this general decomposition, here the list of tasks
implemented in our application. Between brackets is specified the memory data handlers accessed
by the task, with their respective access rights given between parentheses:

• initialCondition[uLoc(W)]: fills each subdomain solution with the initial condition.

• checkTimeStep[uLoc(R)]: computes the largest characteristic speed within the subdomain.
In order to avoid gathering these time constraints globally, we only check that the fixed
time step ∆t initially given by the user respects locally the stability constraint.

• Fill_Overlaps[ovlpE(W),ovlpN(W),ovlpW(W),ovlpS(W),uLoc(R)]: each subdomain fills
the corresponding neighbors overlap data vectors. Figure 10.4 depicts the copyOverlaps
task for two domains.
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Figure 10.2: Partitioning of an initial mesh of
{
Nx � 30 × N y � 30

}
cells into {NPartX � 2 × NPartY � 2} 225

cells domains.

North

South

EastWest

Figure 10.3: Partition (in blue) with its overlap (in red) in the East, North, West and South direction. Data
of each partition is composed of these five handles.
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East West

Copy

Copy

Figure 10.4: Copy to overlaps tasks, example with two domains. The global computational
domain is vertically divided into two parts, blue (left) and green (right). The green one is
supplemented with a west overlap, whereas the blue one is supplemented with an east overlap.
One residual computation includes two communications tasks: copying the right column of the
blue domain into the west overlap of the green domain, and copying the left column of the green
domain into the east overlap of the blue domain.

• interpolate[uLoc(R), eLoc(W)]: for each cell, we interpolate the solution, given by the
degrees of freedom and which is stored in uLoc, in 1D Gauss nodes over the four edges of
the cell. We store the interpolated solution to the edges in eLoc.

• InnerNumericalFluxes[eLoc(RW) ]: computes the numerical flux at 1D Gauss-Legendre
quadrature points over the edges of the subdomain, except those of the boundaries. Finally,
we store the numerical fluxes in eLoc.

• project[uLoc(R),eLoc(R),RHS(W)]: computes the residual at each 2D Gauss-Legendre
quadrature points in the cells. The residual corresponds to the RHS of (10.2).

• RK_update[uLoc(RW),RHS(R)]: updates the numerical solution subdomain-wise, thanks
to the update relation (10.3).

• Source_term[uLoc(RW)]: integrates the ODE system corresponding to the source terms.

• Positivity[uLoc(RW)]: applies the limitation procedure of Zhang & Shu to ensure real-
izable solution at GLL points.

The corresponding task diagram for one time step and two sub-domains is given in Figure 10.5.
This graph is an output we can get from StarPU to verify the correct sequence of the tasks.
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Figure 10.5: Task diagram built by StarPU for one time iteration of our first order RKDG
task-driven implementation on two subdomains, hence the horizontal symmetry.

10.4 Results

In this section, we study the numerical accuracy of the RKDG scheme and the performance
of our task-driven implementation on test cases solving the two-dimensional fractional moment
equations over a 2D periodic domain. We perform two numerical test cases. The first one
is a simple advection with a constant velocity and without source terms and the second one
corresponds to an evaporation spray in the presence of a steady gas flow: Taylor-green vortices.
In the first test case, we study the accuracy of the first and the second order RKDG scheme in a
2D domain. Using the advection test case, we perform a strong scaling study and we investigate
the influence of the granularity of the tasks on the parallel efficiency. Finally, we use the second
test case to illustrate the benefit of scheduling the tasks between CPUs and accelerators (GPUs).
We show that the integration of source terms is very CPU time consuming, when its computation
can be remarkably accelerated ton GPUs.

10.4.1 Mesh convergence study

We consider an advection of fractional moments with a constant velocity vector (u , v) � (1, 1)
in a periodic domain. The initial moments are expressed as follows:

mk/2(t � 0, x) �
2

k + 2
(S(k+2)/2

max −S(k+2)/2
max )r(x−xc), r(x) � 1+1(| |x | |2<0.25) cos4(4π | |x | |2), (10.4)

where xc � (0.5, 0.5). The initial solution corresponds to the moments of rectangular size
distribution n(t , S) � 1[Smin ,Smax ](S) multiplied by a spatial distribution given by r(x − xc). The
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Figure 10.6: Convergence curves for m0 with respect to the grid refinement in logarithm scale.
On the left RKDG of order 1 and on the right RKDG of order 2. Errors are computed using
norm L1 (plus), L2 (cross) and L∞ (diamond).

exact solution is a simple advection at the initial uniform velocity (u , v) � (1, 1). In Figure 10.6,
we show the convergence results obtained with RKDG of order one and two. In this figure, we
display in a logarithmic scale the L1, L2 and L∞ numerical error depending on ∆x. We obtain an
order accuracy close to the theoretical order. For the RKDG of order one, the numerical order
computed from the error solution of m0/2 is around 0.9 for the three norms. For the second
order moment, the order accuracy for m0/2 is around 2.0 for the three norms. This validates the
implementation of our numerical method up to the second order.

10.4.2 Parallel efficiency

In this section, we perform a strong scaling study using the same test case. We recall that
the source terms are still not activated here. In the following, we keep the same problem size
256 × 256 cells and we increase the number of cores. We analyze the parallel efficiency of our
implementation and its dependency on the domain partition number and the size of the tasks.
Indeed, it is important to have a sufficient number of domain partitions, at least the number
of cores, in order to allow StarPU to distribute the tasks among the available CPU resources
and perform some scheduling optimization that can for example reduce the computational time
depending on the scheduler policy. The second point concerns the size of the tasks. As discussed
in the section 10.2.3, the task management by StarPU presents a time overhead. To obtain a
good scalability, the task duration should be much larger enough than the overhead time. To sum
up, in order to scale correctly on many cores, we need a sufficient number of long duration tasks.
In Figure 10.7, we display the speedup curves of parallel computation for different numbers of
domain partition NPart: using the first and the second order RKDG schemes. In this figure,
we distinguish three situations. First, the cases for which we do not provide enough tasks
NPart < 24. In these cases, the parallel computation does not scale correctly (NPart � 1and9).
The second type of curves corresponds to large number of partition: NPart � 256, 576 (for first
order RKDG scheme) and NPart � 576 (for second order), which are saturated due to task
overhead. And finally, the cases where we use the right number of partition that allows to
obtain a good scaling: NPart � 25, 64 (resp NPart � 25, 64, 256) for the first order (resp second
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Figure 10.7: Strong scaling with eager scheduler: scalability results obtained on 2 dodeca-core
Haswell Intel Xeaon E5-2568 architecture using first order scheme (left) and second order scheme
(right) with NPart varying from 1 to 576.

Figure 10.8: The numerical solution of the evaporating droplets number density using the
second order RKDG scheme: at t � 0.5 (left) and t � 1.0 (right).

order). The granularity of the tasks does not only depend on the number of cells but also on
the amount of the work in each cell. That explains why the first order saturates faster than the
second order when we increase the number of partitions.

10.4.3 Source terms acceleration through GPU

In this section, we use the same numerical test case as the one described in section 8.4.3.
The numerical resolution is achieved through a second order RKDG scheme with the algorithm
described in 8.3 to integrate the source terms (drag force and evaporation). Zhang & Shu method
is activated to ensure realizable a solution at Gauss-Legendre-Lobbato and Gauss Legendre
points. Figure 10.8 shows the numerical results at two different times.

First, we evaluate the execution time of the different tasks in CPUs. Figure 10.9 shows a Gantt
chart of the time duration of each task for 5 iterations and the distribution of the tasks between
four CPU cores.
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Figure 10.9: Gantt chart for 5 time iterations of the second order RKDG scheme on four
CPUs and using eager scheduler. Source term tasks correspond to the blue stripes, the red
stripes correspond to slipping time and the other colors correspond to the other tasks.

It is clear that the execution time of the source term tasks are mush larger than the other task
ones. The source term tasks require intensive arithmetic operations because of the reconstruc-
tion of the size distribution by entropy maximization. Accelerator devices can accelerate the
execution and reduce the computational time in these cases. In the following, we test the exe-
cution time of 50 iterations on a 256 × 256 mesh with or without GPU. Table 10.2 summarizes
the computational time for different subdomain decomposition and using the eager or the dmda
scheduler.

As it is expected, we see that activating the GPU immediately decreases the computational
time for both eager and dmda schedulers. However, the eager scheduler is not smart enough
to anticipate the global computational time of the tasks. Consequently, it distributes the tasks
between GPUs and CPUs without taking into account the performance of each processing unit
in executing the tasks. Using the dmda scheduler, we remark a gain in performance by better
distributing the tasks on their best devices: this is illustrated on the Gantt charts in Figure 10.10
for both eager and dmda schedulers. On the top figure, we look at the task scheduling in CPUs
and GPUs using the eager scheduler. First, we can see, as mentioned before, that the execution
of source terms on the CPUs takes an important time while their execution in GPUs is much
faster. The total execution time is reduced thanks to the GPUs but it could be reduced further
with a smarter scheduler. For the dmda scheduler, the first tasks are distributed randomly in
CPUs and GPUs since we do not initially provide a performance model of the tasks. But, after
few iterations the dmda scheduler uses the performance of CPUs and GPUs on executing the first
iterations to build a performance model of tasks execution on the different available PUs. For
the last iterations, we see that the source terms tasks are mostly executed on the GPUs. This
explains why, when turning the dmda scheduler on, the computational time is again reduced by
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scheduler part. 0 GPU 1 GPU

eager

2 × 2 529.608 549.166
2 × 4 536.686 299.048
4 × 4 530.345 193.645
4 × 8 536.425 185.621

dmda

2 × 2 790.951 130.22
2 × 4 679.207 92.6217
4 × 4 564.299 100.019
4 × 8 540.095 137.222

Table 10.2: Computational time (in seconds) for 50 iterations on a 256 × 256 domain divided
into 2× 2, 2× 4, 4× 4 or 4× 8 subdomains, when activating or not a GPU accelerating unit and
using the eager or dmda scheduler.

more than a factor of 2. Nonetheless, we also see that some red stripes corresponding to slipping
time, still remain on the CPU line, meaning that one could gain even a little more by activating
the computation of the transport tasks on the GPU card.
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Figure 10.10: Gantt chart for 10 time iterations of the second order RKDG scheme on four
CPUs and one CPU. Source term tasks correspond to the blue stripes and the red stripes corre-
spond to slipping time: using eager scheduler (top) and dmda scheduler (down).



206 Chapter 10 - The StarPU Runtime scheduler and the acceleration of
the source term computations

10.5 conclusion

In this chapter, we explore the possibility to reduce the computational time by taking advantages
of nowadays heterogeneous supercomputer architectures. The proposed solution consists in
implementing our numerical method in a task-based programming environment and in using
a runtime scheduler to distribute the tasks among the different processing units (CPUs and
accelerators) in a smart way. For this purpose, we use the StarPU runtime scheduler.

We have described and shown experimentally the main features of our code and the decompo-
sition of the numerical method steps into different tasks. For the numerical resolution, we use
on RKDG scheme with an arbitrarily high order implementation. This method is presented in
details in chapter 7, where we show how to ensure a realizable and a robust solution, while the
implementation in a task-based manner is described in this chapter. For this implementation, we
validate the numerical method up to the second order. Then, we investigate the parallel scaling
of the computations and its dependency on the number of domain decompositions and the size of
the tasks. The main conclusion of this part shows that a correct scaling on many cores requires
a sufficient number of tasks of long duration. Finally, we use GPUs to accelerate tasks that
require intensive arithmetic computations. That is the case for source terms of the fractional
moments model, but it can be generalized for other tasks that require an important workload.
We also illustrate briefly the impact of the scheduler policy in distributing the tasks between
the different PUs and in reducing the computational time. These encouraging results show a
promising potential of tasked-based programming with a runtime scheduler to take benefit from
the new hybrid-multicores machines and reduce the computational time of complex simulations.



General conclusion and perspectives

The studies conducted in this PhD thesis are dedicated to the numerical simulations of the
fuel injection in combustion chambers and in particular automotive engines. In this context,
we aim at developing new solutions that can enable the design of new combustion chambers
through new models as well as robust and accurate numerical methods, which can simulate the
whole injection process. At the same time, we need to satisfy some industrial requirements in
terms of predictive simulation, but still ensuring an acceptable computational cost and a high
performance computing on parallel architectures. The numerical modeling of the fuel injection
flow raises a number of challenges and difficulties. Indeed, we have to deal with a two-phase
flow that involves multi-scale processes. In this complex flow, many physical phenomena play
an important role: the turbulence, the deformation of the gas-liquid interface, the breakup
mechanisms, the polydisperse cloud of droplets and the interaction between the two phases
(evaporation, drag force, etc.). Direct Numerical Simulation aims at solving all the involved
scales and provides fine details about the flow. Therefore, it is computationally very expensive
for industrial applications. For this reason, developing Eulerian reduced order models is a
promising option for industrial applications. In this type of models, the equations are not solved
for all the scales, but instead the small scale effects are taken into account through an appropriate
sub-scale description, where a threshold scale has been chosen.

Up to now, the existing reduced order two-phase flow models can not simulate the whole injection
process, instead each of these models depends on the flow regime: separated or disperse phases.
In this PhD, we have considered two reduced-order models families. First, the two-fluid and
homogeneous models are suitable to simulate the injection flow in the separated phases region.
However, we have underlined two major difficulties: the artificial diffusion of the interface and
the the lack of information at the interface sub-scales. Second, we choose the Eulerian moment
approach to simulate the disperse phase and in particular the high order size-moment with a
continuous reconstruction of the size distribution as it was done in the EMSM model Kah(2010).
This Eulerian model shows good results to capture the polydispersion using only one size-section.
However, it is important to point out that the EMSM model is restricted to spherical droplets
and it is not yet adapted for a coupling with a separated phases sub-scale model, when the
interface has complex topology. Therefore, to design a unified model based on these two models
families (two-fluid and high order size-moment models) as well as robust and accurate numerical
methods dedicated to highly parallel computation, we have addressed these issues in three main
axes:

• In terms of modeling: we have proposed a new approach to design a unified model for
both separated and disperse phases. Our strategy consists in introducing variables that
can be defined for all regimes and can be used to enhance the sub-scale description of
the interface and at the same time to describe the polydispersion in the disperse phase.
Such strategy would allow to avoid a coarse coupling between two different models using
different variables. In this perspective, we have introduced new concepts and tools to
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model the sub-scales:

– First, we have defined a new distribution on surface, called SDF, to extend the distri-
bution in number given by the NDF for the disperse phase. The phase space of this
new distribution is decomposed of the mean and Gauss curvatures and the interface
velocity. We also derived the link between the two distributions SDF and NDF. The
SDF is defined independently of the flow regime and it can be related to the NDF
in the case of a dilute disperse phase. Evolution equation of the SDF describes the
evolution of the interfacial variables and the surface stretching. From this equation,
we have derived a system of the SDF moments. We have also showed that the first
order moments of the SDF are the averaged geometrical variables of the gas-liquid
interface proposed in Drew(1990).

– In the case of spherical droplets, we showed that the averaged geometrical variables
are expressed as fractional size-moments of the NDF, where the size is given by
the surface area of the droplets. We also showed that the different properties of
integer moments already used for the EMSM model can be extended and used for the
fractional moments model. In chapter 8, we showed that the new fractional moments
model has the same capacity to describe the polydispersion as the EMSM model.

– In chapter 6, we have classified the internal variables of the SDF into resolved and
unresolved phase space. The moments of the SDF integrated only over the unresolved
part of the phase space define the sub-scale geometrical moments. The equations
satisfied by these sub-scale variables involve exchange source terms with the resolved
scales. These source terms will have to be closed and related to the variables of a
two-fluid model.

– Finally, we have designed an algorithm to compute the curvatures from a level-set
field dedicated to the post-processing of DNS two-phase flow simulations. This new
algorithm preserves some geometrical and topological information, which essentially
allows us to compute a NDF from an averaged SDF. The main objective of such
post-processing is to provide a deep insight on the evolution of the flow and propose
closure relations of the source terms involved in the system of equations of the sub-
scale geometrical moments.

• In terms of numerical schemes: we have developed accurate and robust numerical
schemes for the resolution of the fractional size-moment model dedicated to the numer-
ical simulation of polydisperse and evaporating spherical droplets. In this context, we
have adopted a discretization strategy based on an operator splitting method, where we
separately solve the transport part, then the source terms of the system of equations.

– For the numerical resolution of the transport part of the equations, we proposed two
types of numerical method. The first one is based on a Finite Volume Kinetic (FVK)
discretization de Chaisemartin(2009); Kah et al.(2012). From this approach, realiz-
able and robust schemes up to the second order have been derived. The second one is
the Runge Kutta Discontinuous Galerkin (RKDG) scheme Cockburn and Shu(1998).
The realizability of this method is ensured through a limitation method developed
in Zhang et al.(2012). The RKDG method is an arbitrary high order scheme. In
our work, we limited the study to the third order. A comparison between the FVK
and RKDG methods was conducted in chapter 7. The comparison shows accurate
results of RKDG compared to FVK. However, FVK schemes are more robust and
stable in critical situations such as delta-shock formation that appears in the case of
the jet-crossing.
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– In chapter 8, we proposed an original ODE solver to solve the evolution of the mo-
ments due to the source terms. A new evaporation solver dedicated to the fractional
moments is developed based on ideas similar to the ones proposed the first time in
Massot et al.(2010). In fact, we use a continuous reconstruction through entropy max-
imization to evaluate the disappearance fluxes due to the evaporation and we combine
a kinetic-based scheme with a Direct Quadrature Method of Moment to evaluate the
evolution of the size. However, the new algorithm involves negative order moments.
Thus, special treatments have been proposed in chapter 8 to deal with this difficulty.

• In terms of scientific and high performance computing: we have studied some
solutions in order to save the computational CPU time and memory or to accelerate some
intensive arithmetic tasks, while ensuring an accurate resolution and parallel computations
in standard and heterogeneous architectures.

– First, we implemented the fractional moments model in the CanoP code, which is
based on the p4est AMR cell-based library. The choice of using cell-based AMR was
initially determined by the high resolution needed for localized sharp interfaces, as in
separated-phase flows Drui(2017). The results of a series of 2D and 3D simulations
in chapter 9 showed that the use of AMR grids can preserve the accuracy of the
solution and reduce significantly the computational time compared to the uniform
grids. Furthermore, we showed a good parallel performance in CPUs machine thanks
to the p4est library which is not obvious to obtain for an AMR grid.

– On the other hand, we implemented the fractional moments model in a 2D task-based
program using the StarPU library to schedule the tasks in heterogeneous architectures
(CPUs and accelerators). StarPU scheduler distributes the different tasks among the
available computation resources and manages the memory following a strategy that
can optimize the consumption of CPU time and memory. The results showed an
important acceleration of tasks that require intensive arithmetic computations and in
particular the ODE evaporation solver. These encouraging results show a promising
potential of tasked-based programs with a runtime scheduler to take benefit from
the new hybrid-multicore machines and reduce the computational time of complex
simulations.

The present PhD proposes new solutions for the numerical simulation of the fuel injection in
terms of modeling, numerical method and high performance computing. The results obtained in
these three major fields are encouraging to continue the investigation in these directions. Future
works should provide appropriate closures for the sub-scale model proposed in chapter 6, ensure
a robust and accurate resolution of this model and satisfy a good scalability in massively parallel
computation using AMR grids. The future works can follow the following directions:

• First, in terms of modeling, closure expressions of the time evolution of interfacial variables
(curvatures and interface velocity) should be derived by post-processing and analyzing re-
alistic jet DNS results in different regions of the jet as it was illustrated in chapter 6.
The statistical evolution of the curvatures and the interface velocity need to be closed and
expressed as a function of the transported variables of the two-fluid model and the other
sub-scales variables. Furthermore, we need to propose an appropriate reconstruction of the
SDF or the multi-variable NDF. Closing these terms will allow to close the source terms
involved in the system of equations of the sub-scale geometrical moments (see chapter 6
for more details). On the other hand, we will need to take into account the effect of the
sub-scales on two-fluid models. A first contribution to enrich a two-fluid model with some
micro-scale effects is proposed in the PhD of Drui(2017). The proposed model has been
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derived from the Hamilton’s variational and the second thermodynamics principles Gavri-
lyuk and Saurel(2002), where a pulsation energy is used in the Hamiltonian formulation.
The obtained two-fluid model takes into account some micro-inertia and micro-viscosity ef-
fects that are related to the pulsations of the interface. However, this model is restricted to
spherical and monodisperse bubbles/droplets. In Di Battista(2020); Cordesse(2019) PhDs,
a similar work aims at expressing some surface energies as a function of the sub-scale ge-
ometrical moments. Then, by using these energies in the Hamiltonian formulation, the
authors aim at deriving a new two-fluid model that takes into consideration the sub-scale
description given by the sub-scale geometrical moments.

• Second, in terms of the numerical implementation and the parallel computing, we will
pursue the developments in CanoP code. The next step would be the implementation of
the Galerkin Discontinuous scheme in AMR grid. The implementation in uniform 1D
and 2D grids has been already investigated and showed very promising results. Now, we
should adapt the scheme to non-conforming meshes. We will first implement this method
in the fractional moments model for the disperse phase and the mixture two-fluid model
Drui et al.(2016b) for separated phases. Furthermore, the improvement of the numerical
accuracy also requires to control the compression error generated by the computations
on adapted grids. More appropriate refinement strategies could be considered by using
a multiresolution approach Harten(1994); Duarte(2011) or by using criteria based on the
local truncation error as in Berger and Oliger(1984). Finally, developments of methods to
enable the computation over heterogeneous architectures should be considered to benefit
from the performance of the accelerators to run some specific tasks and also to ensure the
parallel scaling in the new multi-core heterogeneous machines.



Appendix A

Realistic droplet models

The closure models used in Section 3.3 of the main paper are based on simplified assumptions. In
this appendix, we demonstrate that the present contribution can be generalized to more realistic
physical models. In this part, we consider a dilute spray of spherical droplets, where the droplets
experience evaporation, drag and thermal transfer, and we neglect the collision, coalescence and
fragmentation. In this context, WBE can be written as follows:

∂t f + ∂x ·
(
c f

)
+ ∂c ·

(
F f

)
+ ∂S

(
RS f

)
+ ∂T

(
e∗ f

)
� 0, (A.1)

where the drag force F (t , x , c , S) depends on time, space, velocity and size. The evaporation
rate RS (t , x , S, c , T) and thermal transfer e∗(t , x , S, c , T) depend on the time, space, velocity,
size and temperature.

We consider the following presumed NDF form:

f (t , x , c , T, S) � n(t , x , S)δ(c − u(t , x , S))δ(T − Td (t , x , S)) (A.2)

The semi-kinetic equation can then be obtained by integrating (A.1) with respect to (c , T) after
multiplying it by (1, c , e (T))t , where e (T) � e0 +

∫ T
T0

Cv ,l (T′)dT′ and Cv ,l (T) is the liquid fuel
heat capacity at constant volume:

∂t n + ∂x · (nu) � ∂S (Rd n),
∂t nu + ∂x · (nu ⊗ u) � ∂S (nRd u) + nFd
∂t ned + ∂x · (nued) � ∂S (nRd u) + nCv ,l (Td)e∗d ,

(A.3)

where Rd � RS (t , x , u , S, Td), e∗d � e∗(t , x , u , S, Td), Fd � F (t , x , ud , S) and ed � e (Td).

In the following, we consider that the temperature and the velocity are independent of the
droplet size. Then, we derive the moment governing equations from the semi-kinetic system:




∂tm0 + ∂x · (m0u) � −nRd |S�0 ,
∂tm1/2 + ∂x ·

(
m1/2u

)
� Gm1/2 ,

∂tm1 + ∂x · (m1u) � Gm1 ,
∂tm3/2 + ∂x ·

(
m3/2u

)
� Gm3/2 ,

∂t (m1u) + ∂x · (m1u ⊗ u) � Gm1u ,
∂t (m1ed) + ∂x · (m1ued) � Gm1ed ,

(A.4)
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where the source terms are expressed as follows:

Gmk/2 � −

∫ 1

0
k/2Sk/2−1Rd (S)n(S)dS,

Gm1u � −u
∫ 1

0
Rd (S)n(S)dS +

∫ 1

0
SFd (S)n(S)dS,

Gm1ed � −ed
∫ 1

0
Rd (S)n(S)dS + Cv ,l (Td)

∫ 1

0
Se∗d (S)n(S)dS.

(A.5)

The closure of the system is achieved by a continuous reconstruction through the maximization
of Shannon Entropy.

We use the operator splitting technique to solve numerically the system (A.4). The transport
part can be solved in the same way as it was done in chapter 7 of the paper. In the following, we
focus on the resolution of the source term part. Let us consider a spatial homogeneous domain,
where only source terms are involved, the equation system becomes:

dtM � S(t ,M) (A.6)

whereM � (m0 ,m1/2 ,m1 ,m3/2 ,m1u ,m1ed)T is the unknown vector and
S � (−Rd nME (m) |S�0 ,Gm0 ,Gm1/2 ,Gm1 ,Gm3/2 ,Gm1u ,Gm1ed )T is the source term. The four mo-
ments are computed by using NEMO algorithm with a slight adaptation in the fourth step,
where equation (8.26) is replaced by:

mk/2(tn + dt) �
nq∑
j�1

w j φ̃(tn + dt; tn , S j)k/2 , (A.7)

where the weight w j and abscissas S j are determined in the third step of the algorithm and the
φ̃(t; t0 , So) is defined as follows:




dφ̃(t; t0 , So)
dt

� RS (t , φ̃(t; t0 , So), u , Td),

φ̃(t0; t0 , So) � So ,
(A.8)

where the temperature Td can be determined from the averaged internal energy ed.

The updated velocity and the internal energy are computed using the CQMOM technique, as
explained in the section 8.3 of the paper. For t ∈ [tn , tn+1], we write after subtracting the
disappearance flux from the moments:

(m1u)[φ̃(tn ;tn+1 ,0),1](t) �

nq∑
i�1

wi φ̃(t; tn , Si)c i (t)

(m1ed)[φ̃(tn ;tn+1 ,0),1](t) �

nq∑
i�1

wi φ̃(t; tn , Si)ei (t)
(A.9)

with




dc i

dt
� F (t , φ̃(t; tn , Si), c i)

c i (t � tn) � u(tn),
(A.10)
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and




dei

dt
� e∗(t , φ̃(t; tn , Si), c i , Td)

ei (t � tn) � ed (tn),
(A.11)

We recall that the superscript [φ̃(tn; tn+1 , 0), 1] refers to the moments of the measure defined in
the support [φ̃(tn; tn+1 , 0), 1], where φ̃(tn; tn+1 , 0) is the size of the last evaporated droplet.
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Appendix B

Evolution equation for the area density
measure

In this section, let us derive the evolution equation for the area density measure δI . First, let
us recall that δI is defined as a distribution function by:

δI (t , x) � | |∇x
(
g(t , x)

)
| | δ(g(t , x)).

The Lagrangian derivative •̇ of δI reads:

δ̇I (t , x) � ∂tδI + vI · ∇x (δI )
� [∂t

(
| |∇x

(
g(t , x)

)
| |
)
+ vI · ∇x

((
| |∇x

(
g(t , x)

)
| |
))

] δ(g(t , x))
+ [∂t

(
δ(g(t , x))

)
+ vI · ∇x

((
δ(g(t , x))

))
] | |∇x

(
g(t , x)

)
| |

The second term in the right-hand side of the previous equality is null, because of the equation
on g(t , x) which is:

∂t g + vI · ∇x
(
g
)
� 0.

Let us now compute the first term. On a one hand, we have:

∂t
(
| |∇x

(
g(t , x)

)
| |
)
�
∇x

(
g(t , x)

)
| |∇x

(
g(t , x)

)
| |
· ∂t

(
∇x

(
g(t , x)

))
� n · ∇x

((
∂t g(t , x)

))
� −n · ∇x

((
vI · ∇x

(
g(t , x)

)))
� −n · ∇x

((
vI | |∇x

(
g(t , x)

)
| |
))
.

On the other hand, one computes:

vI · ∇x
((
| |∇x

(
g(t , x)

)
| |
))

� vI n · ∇x
((
| |∇x

(
g(t , x)

)
| |
))

� n · ∇x
((

vI | |∇x
(
g(t , x)

)
| |
))
− ||∇x

(
g(t , x)

)
| |n · ∇x ((vI ))

And finally, one can find that:

δ̇I (t , x) � −||∇x
(
g(t , x)

)
| |n · ∇x ((vI )) δ(g(t , x))

� −δI n · ∇x ((vI )). (B.1)
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Equation (B.1) can be further developed, by noting that:

−δI n · ∇x ((vI )) � −δI [∇x · vI − vI∇x · n]

and

∇x · n � 2H.

Finally, one has:

δ̇I (t , x) � −δI ∇x · vI + 2HδIvI . (B.2)



Appendix C

Taking into account the degrees of
freedom of the DG discretization

In this section, we reuse the same notation as in section 7.3. The objective is to present the
resolution of source terms in the framework of the Runge Kutta Discontinuous Galerkin (RKDG)
discretization. We recall that the solution in a cell m is written as follows:

U h (t , x) �
(k+1)d∑

i�1

W m
i (t)φi (Ξm (x)), (C.1)

where d is the space dimension. In chapter 7, the method is presented for d � 2, but its
extension to other dimension is straightforward. We use, as in the last chapter, a Lagrangian
polynomial basis associated to the abscissa of (k + 1)2 Gauss Legendre quadrature points in
the domain [−1/2, 1/2]d. We denote simply by (xq)1≤q≤(k+1)d the sequence of abscissa points of
Gauss Legendre quadrature in the domain of the cell m. We have then for all 1 ≤ q ≤ (k + 1)d:

U h (t , xq) � W m
q (t). (C.2)

Considering only the source terms part of the system of equations, we can show that each degree
of freedom W m

q (t) satisfies the ODE system (8.29) and its evolution can be solved using the
method described in section 8.3. However, we need to ensure that the solution at Gauss-Legendre
points is realizable, i.e. the first four components of W m

q (t)[1 : 4] � (mm ,q
0 (t), . . . ,mm ,q

3/2 (t))
t

represent real fractional moments. Indeed, the limitation procedure of Zhang et al.(2012) ensures
a realizable solution only at the Gauss-Legendre-Lobatto (GLL) points and for the mean solution
in the cell. Our solution consists in using the same limitation procedure but this time at the
Gauss-Legendre points instead of the GLL points. Thus, we obtain a realizable solution for the
degree of freedoms, which can be updated using the source terms solver presented in the section
8.3. The final resolution with transport RKDG transport scheme can be summarized as follows:

• We solve the ODE system (7.36), using a Runge-Kutta method, to compute the evolution
of degrees of freedom due to the transport in the physical space.

• We apply the limitation procedure to ensure the realizability at Gauss-Legendre points 1.

• We solve the source terms ODE (8.29) for each degree of freedom.

1The coefficient θ in (7.46) is computed here according to Gauss-Legendre points instead of Gauss-Legendre-
Lobbato points.
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• We apply the limitation procedure given in (7.47) to ensure the realizability of the moments
and the maximum principle on the velocity at GLL points.

We note that we can alternate the resolution of the transport part and the source terms to
preserve high order resolution.
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Titre : Contribution à la modélisation eulérienne unifiée de l’injection : de la zone dense au spray
polydispersé.
Mots Clefs : Écoulements diphasiques; spray polydisperse; phases séparée; méthodes numeriques
d’order élevée; géometrie d’interface; modèles bifluides; schémas cinétiques; realizabilité; Calcul Haute
Performance.

Résumé :

L’injection directe à haute pression du carburant dans
les moteurs à combustion interne permet une atomisa-
tion compacte et efficace. Dans ce contexte, la simula-
tion numérique de l’injection est devenue un outil fon-
damental pour la conception industrielle. Cependant,
l’écoulement du carburant liquide dans une chambre oc-
cupée initialement par l’air est un écoulement diphasique
très complexe ; elle implique une très large gamme
d’échelles. L’objectif de cette thèse est d’apporter de
nouveaux éléments de modélisation et de simulation
afin d’envisager une simulation prédictive de ce type
d’écoulement avec un coût de calcul abordable dans un
contexte industriel. En effet, au vu du coût de cal-
cul prohibitif de la simulation directe de l’ensemble des
échelles spatiales et temporelles, nous devons concevoir
une gamme de modèles d’ordre réduit prédictifs. En

outre, des méthodes numériques robustes, précises et
adaptées au calcul de haute performance sont primor-
diales pour des simulations complexes.
Cette thèse est dédiée au développement d’un modèle
d’ordre réduit Eulérien capable de capter tant la polydis-
persion d’un brouillard de goutte dans la zone dispersée,
que la dynamique de l’interface dans le régime de phases
séparées. En s’appuyant sur une extension des méth-
odes de moments d’ordre élevé à des moments fraction-
naires qui représentent des quantités géométriques de
l’interface, et sur l’utilisation de variables géométriques
en sous-échelle dans la zone où l’interface gaz-liquide
ne peut plus être complètement résolue, nous pro-
posons une approche unifiée où un ensemble de variables
géométriques sont transportées et valides dans les deux
régimes d’écoulement [. . .].

Title: Contribution to a unified Eulerian modeling of fuel injection: from dense liquid to polydisperse
spray

Keywords : Two-phase flows; polydisperse sprays; separated phases; high order moment methods;
interface geometry; two-fluid models; kinetic-based numerical schemes; realizability; HPC.
Abstract:

Direct fuel injection systems are widely used in combus-
tion engines to better atomize and mix the fuel with
the air. The design of new and efficient injectors needs
to be assisted with predictive simulations. The fuel in-
jection process involves different two-phase flow regimes
that imply a large range of scales. In the context of this
PhD, two areas of the flow are formally distinguished:
the dense liquid core called separated phases and the
polydisperse spray obtained after the atomization. The
main challenge consists in simulating the combination
of these regimes with an acceptable computational cost.
Direct Numerical Simulations, where all the scales need
to be solved, lead to a high computational cost for in-
dustrial applications. Therefore, modeling is necessary
to develop a reduced order model that can describe all
regimes of the flow. This also requires major break-
through in terms of numerical methods and High Per-
formance Computing (HPC).
This PhD investigates Eulerian reduced order models to
describe the polydispersion in the disperse phase and

the gas-liquid interface in the separated phases. First,
we rely on the moment method to model the polydis-
persion in the downstream region of the flow. Then,
we propose a new description of the interface by using
geometrical variables. These variables can provide com-
plementary information on the interface geometry with
respect to a two-fluid model to simulate the primary at-
omization. The major contribution of this work consists
in using a unified set of variables to describe the two
regions: disperse and separated phases. In the case of
spherical droplets, we show that this new geometrical
approach can degenerate to a moment model similar to
Eulerian Multi-Size Model (EMSM). However, the new
model involves fractional moments, which require some
specific treatments. This model has the same capacity
to describe the polydispersion as the previous Eulerian
moment models: the EMSM and the multi-fluid model.
But, it also enables a geometrical description of the in-
terface [. . .].
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