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École doctorale n◦575 Physique et Ingénierie - électrons, photons, sciences
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Introduction

Context

According to the World Health Organization, schizophrenia has been identified as one of the

ten most debilitating diseases affecting human, with approximately 1% prevalence worldwide.

Schizophrenia has a highly heterogeneous phenotypic expression although its most common

symptoms include abnormal social behaviour and a severe decline in cognitive function. The

symptoms most commonly emerge when individuals are in their late adolescence and early

adulthood. It is thus associated with a huge burden on the patient, its relatives and the soci-

ety due to the early onset of the disease and its incurable nature with persisting symptoms.

Despite years of scientific research, the etiology and the underlying pathophysiological mech-

anisms of schizophrenia still remain elusive. The risk of developing schizophrenia, however,

primarily involves a combinations of genetic contribution and environmental factors

Etiology

The etiology of schizophrenia is poorly understood but is thought to be multifactorial, with

both genetic and environmental origins. Indeed, it has been demonstrated that schizophre-

nia has some strong genetic basis and is hereditary: Observations of familial schizophrenia

incidence reveal that there exists a genetic susceptibility to this disease. The risk rate for

children whose parents both suffer from schizophrenia equals 28% [1].Yet, the genetic archi-

tecture of the disorder is heterogeneous. So far, schizophrenia has been linked to more than

100 genes that affect various aspects of functioning and neurodevelopment [2].

However, the genetic component may not always be sufficient to trigger symptoms. Indeed,

schizophrenia is a complex disease in which interaction between genes and the environment

occurs [3]: A combination of environmental components are thought to determine the oc-

currence of schizophrenia in genetically predisposed people. Environmental factors include

a wide range of influences that can interact with each other: such as obstetric condition

[4], exposure to chemicals during prenatal stage [5], prenatal stress [6]. The link between

cannabis use and onset of psychosis have also been highlighted: In a longitudinal study of

45570 Swedish conscripts, it was found that those who smoked cannabis had double the risk

1
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of developing schizophrenia during a 15 year period of follow- up [7]. Subsequent studies

correlated the degree of exposure to cannabis with the risk of developing schizophrenia [8].

Symptoms and Medication

Two major dimensions of symptoms have been described in schizophrenia: the positive symp-

toms, and the negative symptoms. Basically, they reflect the extent of diminished function

(for negative symptoms) and the extent of the excess of function (for positive symptoms)

• Negative symptoms point out a significant decrease of normal functioning, such as the

lack of interest in everyday life activities. Those symptoms are arduous to diagnose

since they are frequently confounded with other mental disorders such as depression.

Those negative symptoms include lack of emotion, neglect of personal hygiene, social

withdrawal, lack of motivation, decreased ability to plan activities.

• Positive symptoms point out an excess of normal functioning. They include hallucina-

tions, delusion (false belief), thought disorders, (trouble organizing thoughts, and often

result in stopping mid-sentence, speaking nonsensically) disorganized and inappropriate

behavior, movement disorder (agitated or repeated movements).

Most of the time, negative symptoms appear years before the positive symptoms. However,

the positive symptoms respond more successfully to medication, than the negative symptoms.

Schizophrenia patients also suffer from cognitive deficits. They include impaired memory and

attention, trouble making sense of information, impaired ability to organize, poor decision

making.

Medication is the key element of the treatment of schizophrenia. It is typically treated with

antipsychotic medications, to attenuate symptoms such as hallucination and delusion that

invalidate the most patients in their everyday life [9]. Some studies have conclusively proved

their effects: Only 20% of patients on antipsychotic medication relapse compared to 80% of

untreated patients [10]. However, a non-negligeable proportion of patients do not respond

to antipsychotic treatment and still suffer from severe symptoms, that can be extremely

disruptive for ones life.

Course of Illness

Currently, an increasing number of studies focus on the early stages of schizophrenia to

understand the origin of the disease. The developmental hypothesis postulates that a vul-

nerability to the onset of psychosis might be present in some patients. Indeed, some genes

that are involved in the neurodevelopement and/or some environmental factors occurring in

the early life of the subjects might induce some brain development abnormalities, which in
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turn might predispose to the subsequent onset of psychosis. Current research aims to de-

fine prevention targets and increase the effectiveness of care, which would in particular help

reduce the development of the deficits associated to schizophrenia, improve the functional

prognosis (social relationship and, professional integration) and possibly reduce the incidence

of the disease.

In the majority of cases, at the beginning of the disorders, it is possible to distinguish several

evolutionary phases [11, 12], see Figure 1. The premorbid phase extends from birth until

the onset of the first signs of the disease. Schizophrenia disease lies mostly dormant during

this premorbid phase and begins to express itself after puberty, when individuals enter the

high-risk period of adolescence and early adulthood. Indeed, this first phase is followed by

a prodromal phase whose onset is marked by the emergence of the first clinical signs of the

disease. These are identified by the subject and his entourage. They are called prodromal

symptoms. When those symptoms progress to the syndromal level, the person is said to

suffer from a first-episode psychosis. Treatment during the first episode of psychosis can

be very effective and patients who are treated at this early stage have a good chance of

symptomatic remission and subsequent recovery. However, patients do not all achieve the

same level of response to treatment and they may not recover as well either.

Figure 1: Stages of schizophrenia disease

Diagnosis

Early detection of schizophrenia is crucial: It allows early intervention methods and we know

that providing early care to reduce the duration of untreated psychosis has been identified

as a predictor of long-term outcome in schizophrenia [13]. Indeed, the duration of untreated

psychosis is highly correlated to an unfavourable evolution of the disease. Thus, reducing

the delay of first care is crucial. Therefore, being able to spot patients that are still in an
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early stage of the disorder is essential. Moreover the annual economic cost of schizophrenia

is significant and the largest factors contributing to such cost are lost productivity and adult

care. With successful application of early intervention methods, in addition to improving the

quality of life of the patients and their relatives, the economic cost related to schizophrenia

can also be significantly reduced. For successful application of early intervention methods,

early detection of schizophrenia is required.

Currently, the diagnosis of schizophrenia is mostly based on clinical manifestations, that

are the results of observations of the patients behavior. Schizophrenia specific criteria are

described in the Diagnostic and Statistical Manual (DSM) published by the American Psy-

chiatric Association [14]. The DSM states that schizophrenia is characterized by delusions,

hallucinations, disorganised speech and behaviour, and other symptoms that cause social or

occupational dysfunction. For a diagnosis, at least two symptoms must have been present for

six months. However, such diagnosis approach is somewhat time-consuming, subjective, and

not always accurate at the early stage of schizophrenia because of the high co-morbidity with

other mental disorders. Increasing research interest focuses on the schizophrenia prodromal

stage and ways to identify the disease earlier. Future goals intend to find a more biologically

based diagnostic of schizophrenia. However, schizophrenia remains an elusive illness as it

encompasses a wide range of symptoms with no clear disease biomarker that can be readily

assesed.

The availability of additional objective measures would assist clinicians in the process of

diagnosis with obvious benefits to improve the efficiency of treatment and the outcome.

[15]. Magnetic resonance imaging (MRI) has proven to be an effective approach to uncover

structural brain abnormalities at the group-level in schizophrenia patients [16, 17]. Recent

progress in machine learning together with the availability of large datasets now pave the

way for automatic detection of schizophrenia-specific features, solely based on MRI data. We

will see in this thesis how advances in machine learning applied to neuroimaging can provide

relevant insights into the brain architecture of patients to support clinicians in the diagnosis

process.

Challenges

The use of machine-learning in neuroimaging offers new perspectives in early diagnosis and

prognosis of brain diseases. Indeed, ML algorithms can jointly examine all brain features

to capture complex relationships in the data in order to make inferences at a single-subject

level. However, despite initial promising results, this progress has not yet been converted into

new clinical applications and significant challenges still need to be tackled for translational

implementation of such findings in psychiatry. First, in the context of predictive signature

discovery, it is crucial to understand the brains structural patterns that underpin a prediction.

Unfortunately, in most cases, despite accurate prediction performance, classifiers still behave
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as black box models, not providing objective neuroanatomical markers and by that ruling

out the prospect of clinical applications. Second, reproducibility of the predictive model

across sites is also questionable. So far, most studies use individuals scanned at a single

acquisition site. Such results are difficult to generalize to large-scale clinical setting, with

subjects scanned in multiple sites. Third, from a clinical perspective, the true value of MRI-

based prediction yet to be unlocked lies in early diagnosis. Indeed, accurately predicting

chronic schizophrenia patients affected by the disorder for a long time does not provide

ground-breaking insight. Instead, what is clinically relevant is the identification of patients

still in an early stage of the disease. Fourth and last, the heterogeneity of schizophrenia

disease impedes an objective diagnosis of the disorder and the implementation of a targeted

treatment. Indeed, the accuracy reached by previous studies do not offer a trust-worthy

level of prediction. The identification of homogeneous subtypes of patients based on their

neuroanatomical profiles would provide relevant information on the heterogeneity of the

disorder while at the same time improve the specificity of diagnosis.

We will discuss those major challenges faced by machine learning methods applied to neu-

roimaging data in this thesis.

Thesis organization

The subject of this thesis spans over several fields (Figure 2):

Figure 2: Big data in Neuroimaging is at the intersection of 3 disciplines

Fundamental principles are presented in Chapters 1 and 2: Relevant concepts related to brain

imaging will be introduced in Chapter 1, together with details on the pre-processing steps
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required to perform a standard MRI analysis. Chapter 1 also include a comprehensive review

of MRI findings in schizophrenia in the literature. Chapter 2 provides a overview of state-of-

the-art machine learning tools and how they can cope with the specificities of neuroimaging

data. It also contains a broad review of machine learning studies in schizophrenia.

Chapter 3 intends to target the interpretability issue in supervised machine learning tasks.

We discuss the incorporation of sparse and spatial regularizations in the learning problem, to

force the solution to adhere to biological priors, producing more plausible and interpretable

solutions. Additionally, the algorithm used to solve the problem is presented. Similarly,

Chapter 4 focuses on the interpretability issue in unsupervised machine learning tasks. We

show how structured sparsity in PCA has the ability to provide interpretable components

that capture most of the variability in brain images.

Subsequent chapters 5 and 6 contain experimental results using the structured and sparse

ML methods on sMRI and fMRI data of schizophrenia patients. Chapter 5 intends to lever-

age different sMRI-based features and state-of-the-art classifiers in a large multi-site cohort

to evaluate prediction performance and predictive signature interpretability across sites and

stages of schizophrenia. Chapter 6 demonstrates the performance and versatility of ma-

chine learning with structured sparsity in the study of resting-state fMRI scans that precede

hallucinations.

Chapter 7 addresses the issue of heterogeneity in schizophrenia using a stratification pipeline

based on sMRI, to obtain more homogeneous subgroups of patients. Finally, the conclusion

chapter contains a comprehensive summary of the main findings yielded in this thesis and a

general discussion concerning the limitation of this work and future perspectives.
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Amicie de Pierrefeu, Tommy Löfstedt, Charles Laidi, Fouad Hadj-Selem, Julie Bourgin,

Tomas Hajek, Filip Spaniel, Marian Kolenic, Philippe Ciuciu, Nora Hamdani, Marion Leboyer,

Thomas Fovet, Renaud Jardri, Josselin Houenou, Edouard Duchesnay.

Acta Psychiatrica Scandinavica, 2018

Interpretable and stable prediction of schizophrenia on a large multisite dataset

using machine learning with structured sparsity
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Chapter 1

Background: Brain Imaging

Recent advances in neuroimaging have enabled scientists to visualize and study the hu-

man brain in vivo and develop tools to uncover its anatomy and function. Commonly used

neuroimaging modalities include X-ray computed tomography (CT), positron emission to-

mography (PET) and magnetic resonance imaging (MRI). The work presented in this thesis

will focus on MRI, which is described in this chapter, after a brief introduction to human

brain anatomy.

1.1 Neuroanatomy

The human brain is broadly divided into three main areas: the cerebellum, the cerebrum,

and the brain stem.

The cerebrum is the largest section of the brain and is composed of the cerebral cortex

and several subcortical structures, such as the hippocampus and basal ganglia. Outlying

the cerebrum is the cerebral cortex. The cerebral cortex is divided into four lobes (see

Figure 1.1): Frontal, Parietal, Occipital and Temporal. Each lobe is specialized in different

functions. The frontal lobe is the part of the brain that governs reasoning and decision-

making. It also plays an important role in long-term memory. The parietal lobe, is primarily

responsible for visuo-spatial processing, recognition and navigation. The occipital lobe is the

visual processing center of the brain. Finally, the temporal lobe, is responsible for auditory

processing and also associated with memory and speech.

9
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Figure 1.1: The four lobes of the brain

The cerebral cortex is composed of grey matter (GM). The grey matter mainly contains

neuronal cell bodies responsible for neural processing and others functions. In contrast, white

matter (WM) mostly involves glial cells and myelinated axon tracts connecting the different

regions of the brain, and play support function to the neurons (e.g. by providing nutrients

to the neurons). At the center of the brain are the ventricles, filled with cerebrospinal fluid

(CSF) that facilitates the transmission of several substances across brain areas.

1.2 MRI to study the brain

MRI provides an effective and noninvasive approach to investigate the brain. We will review

two main MRI modalities that will be used in this manuscript.

1.2.1 Structural MRI

sMRI uses the phenomenon of nuclear magnetic resonance (NMR) of the hydrogen atom in

order to produce high-resolution, detailed images of internal body structures and tissues.

The strength of the magnetic field determines the resolution of the images. sMRI provides

good contrast between grey matter and white matter.

1.2.2 Functional MRI

functional Magnetic Resonance Imaging (fMRI) is a functional neuroimaging approach to

monitor local brain activity. fMRI uses the same technology than MRI with the difference

that it exploits the local variations in the blood oxygen level instead of the hydrogen atom.

Indeed, it indirectly tracks the brain activity by measuring the blood-oxygen- level-dependent
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(BOLD) signal [18], which reflects the amount of brain activity. When a brain region becomes

active, the amount of blood flow through that specific local area is increased. It subsequently

leads to a relative surplus in local blood oxygen. This variation in the level of oxygenated

blood induces a change in the local magnetic field and thus affects the MR signal.

In next section, we will review the different types of features than can be extracted from

both sMRI and fMRI images in the scope of machine learning algorithms in neuroimaging.

1.3 Image Processing, Features Engineering and Univariate

Statistics

The success of machine learning analysis not only depends on the algorithm itself, but also

on the features used to represent the information contained in the brain images. It is thus

crucial to extract powerful data features from the images. Each MRI brain scan is composed

of thousands of 3D volumetric units called voxels, in which the local anatomical or functional

information is recorded. However, A certain number of pre-processing steps are required for

statistical testing. We need to end up with a data matrix X containing the p features for each

subject. We will review below the pre-processing steps necessary for the statistical analysis

of both structural and functional MRI.

1.3.1 Structural MRI features

The choice of the features to extract from the sMRI scan is crucial since it reflects different as-

pects of the brain anatomy. Along this thesis, we worked with three different type of features:

voxel-based grey matter density, vertex-based cortical thickness and region of interest-based

measurements. All three features types have been widely used in various studies focusing on

the neuroanatomical abnormalities in schizophrenia patients.

• Grey matter voxel-based morphometry (VBM) : The features represent the prob-

ability of grey matter density for each voxel (see Figure 1.2).

Figure 1.2: Voxel-based features

The preprocessing steps necessary to obtain voxel-based features, described in [19],

are conducted using SPM12 software: Segmentation, Normalization and Modulation.
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Briefly, the sMRI images are first segmented into GM, WM and CSF. The second

step is crucial to achieve spatial correspondence of voxels across subjects: All brain

images are normalized into a common standard space. All the normalized images are

finally modulated by the jacobian of their transformation. This enables to preserve

the quantity of tissue. No spatial smoothing is conducted. This produced thousands

of features representing the local grey matter volume at each voxel. One advantage

of VBM is that it is not restricted to a specific brain region,such as region-of-interest

(ROI) analysis (described below) that requires a priori assumptions.

• Vertex-based cortical thickness: The goal is to obtain a measurement of the cortical

thickness at each vertex of the cortical surface of the brain (see Figure 1.3). The cortical

thickness directly characterizes the amount of cortex atrophy. Thus, this is a potentially

relevant biomarker to assist in the diagnostic of schizophrenia. The measurements of

cortical thickness are realized with Freesurfer software v6.1. All cortical thickness maps

are registered on the default template of Freesurfer. Thus, the dimensionality of the

vertex-based features is very high, since it corresponds to the number of vertex on the

cortical mesh of the brain.

Figure 1.3: Vertex-based features

• Regions-of-interest : Freesurfer software is used to segment the brain into cortical

parcels and subcortical regions using Desikian atlas. It automatically extract mea-

surements on those ROIs: Cortical thickness and volume of subcortical regions (see

Figure 1.4). Compared to voxel-based and vertex-based approach, the number of fea-

tures yielded by ROIs-based approach is limited.

Figure 1.4: Region-of-interest based features



Chapter 1 Background: Brain Imaging 13

1.3.2 Functional MRI features

fMRI data is typically composed of temporal sequences of 3D images acquired every 2 to 3

seconds (see Figure 1.5). Spatial resolution is usually 3mm3 when acquired with 3 Tesla (T)

scanners.

Figure 1.5: Functional neuroimaging data consist in 4D images.
Figure from nilearn

However, the fMRI signal is very noisy, raw fMRI images are not interpretable with naked

eyes. Indeed, we are mostly interested in relatively small signal co-variation across voxels

and not by the values themselves. Quality assessment of preprocessed fMRI data has to

be conducted manually and by relying on dedicated medical imaging software. It requires

numerous preprocessing steps before extracting correct features for subsequent analyses.

Preprocessing steps

First step is the slice timing correction that temporally realigns the slices of each 3D volume.

Second, the motion correction step allows spatial realignement between each 3D volume

acquired at different point in time. It allow to filter out potential movement of the subject

within the scanner. Third step, is the coregistration of each 3D fMRI volume acquires with

the anatomical image of the subjects (the sMRI). The last step is the normalization of each

subject in the common brain template.

General Linear Model

Once the fMRI time series are preprocessed, features can be extracted from the images.

The most used approach is the General Linear Model (GLM) [20]. The idea is to regress

the signal of each individual voxel independently, onto a set of regressors explaining the

setting of the experiment (such as condition/task). Therefore, for each voxel, regression

coefficients associated with each regressor are computed. Thus different activation maps

can be derived, corresponding to each condition/task. Those activation maps are used for

subsequent statistical inferences. Usually, in fMRI studies we want to test an effect of interest,

to identify voxels that are significantly activated in condition A compared to condition B.

This is answered by conducted a contrast between the activation map yielded under condition

A, and the activation map yielded in condition B. The difference between the two maps
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yields a statistical map, with independent statistical test for each voxel of the image. This

results into thousands of statistical tests. To avoid multiple comparison issue, it is crucial to

correct for the number of statistical tests carried out. Activation maps can also be used for

group analysis to investigate the consistency of an effect of interest across subject of a given

population.

1.3.3 Univariate methods of analysis

In univariate analysis, each voxel is treated independently from each other when testing

an effect of interest. We assume parametric statistical models at each voxel, using the

General Linear Model (GLM). The objective is to describe the data as a linear combination

of experimental effects, potentially confounding variables and an error term [20]. Regular

statistical inference is then used to test hypotheses with the GLM parameters. Inferences

in neuroimaging settings may be related to the anatomical (VBM) of functional differences

between two populations.

Figure 1.6: Univariate statistics: Associations at the group level

1.4 Review of MRI findings in schizophrenia

A large number of brain imaging studies have attempted to uncover the pathophysiology of

schizophrenia. They have reported numerous structural and functional brain abnormalities

associated with the disorder.
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1.4.1 MRI findings in chronic schizophrenia

The first CT study of schizophrenia [21] revealed particularly enlarged lateral ventricles in

patients suffering from schizophrenia. Such finding has been widely replicated in subsequent

MRI studies [22]. First MRI studies have also reported significant reduction in total brain

volume in schizophrenia patients compared to healthy controls: An extensive meta-analysis

of regional brain volume studies in schizophrenia, [23] revealed that the mean cerebral volume

of schizophrenia patients was 2% smaller than the mean volume of healthy controls in 58

studies involving 1,588 schizophrenia patients. Decreased volumes in frontal and temporal

lobes have also been consistently observed in studies comparing schizophrenia patients and

healthy controls using ROI or VBM ([16, 22–24]). Medial temporal lobe structures, notably

the amygdala, hippocampus and superior temporal gyrus were found to be highly reduced

in patients. In a large meta-analysis conducted by [24], almost 50% of the studies involved

revealed grey matter deficits in the left superior temporal, parahippocampal and inferior

frontal gyrus. Abnormalities in the parietal and occipital lobes have also been reported but

less consistently across studies. Contradictory findings have been reported concerning the

anterior cingulate: Two recent meta-analyses have reported decreased volume in the anterior

cingulate gyrus in schizophrenia patients [25, 26] while some other studies found an increased

volume in that same area. [27, 28]

This considerable between-studies heterogeneity in findings might be explained by different

factors. First, the methodological differences in the pre-processing steps could partly account

for this heterogenity. Specifically, it has been shown that the smoothing kernel and/or the

choice of statistical analysis (either voxel-level or cluster-level significance) can significantly

impact the results [24].

Moreover, schizophrenia is a complex and very heterogeneous disorder. Small size cohorts,

typically composed of highly-selected patients, suffer from a bias in the recruitment. They

do not represent the full and broad cross-sectional spectrum of the disorder phenotype.

Groups of patients may vary with respect to age, anti-psychotic treatment and/or treatment

duration, symptom severity, presence of comorbidity or substance use. Given this variability,

a significant heterogeneity can be found in the effect-sizes and patterns of brain differences

across studies [29–31]. To date, most studies recruited subjects scanned at a single acquisition

site (i.e., the subjects were scanned at the same site, using similar scanner hardware and MRI

protocols). Such results are difficult to generalize to large-scale clinical settings, i.e., with

patients scanned at widely different locations [32]. Consequently, multi-site populations are

instrumental to achieve consistency and reproducibility in the results.

Meta-analyses, that combine statistical findings from numerous research studies are ex-

tremely helpful to assess the effect size of each result. They also have the ability to identify

and sometimes explain the heterogeneity of the findings across studies. A recent meta-

analysis, [33], revealed that GM abnormalities in the superior temporal gyrus, anterior cin-

gulate gyrus and the thalamus were more widespread in studies with more males, more
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patients with chronic schizophrenia and more severe negative symptoms. Prospective meta-

analysis studies, such as those conducted by the Enhancing NeuroImaging Genetics through

Meta-Analysis (ENIGMA) Consortium [34] have the benefit of standardizing the analyses

across sites and thus promoting consistency and robustness of the results, rather than the

ad hoc aggregation of statistical results. The recent study from the ENIGMA-Schizophrenia

Working Group [35] gathered 2,028 patients and 2,540 controls. They reported large deficits

in the volume of the hipocampus, amygadala, thalamus and accumbens of patients. Signifi-

cant positive associations were also reported between increase of the volume of the putamen

and pallidum volume in schizophrenia patients and duration of illness and age.

A potential confounding factor in most schizophrenia studies is the impact of antipsychotic

medications on the brain. Indeed, the impact of antipsychotic treatments on the brain

anatomy have been previously reported in the literature [36, 37]. Increased volume in the

basal ganglia, and specifically in the caudate nucleus, have been consistently associated to

the use of antipsychotic medication [38, 39]. Therefore, it is arduous to assess whether

progressive brain volume changes are a result of antipsychotic medication.

1.4.2 MRI findings in early stages of schizophrenia

In order to control the confounding effect of anti-psychotic medication on the brain and shed

light on the nature and extent of pathophysiological processes underlying schizophrenia, it

is of great interest to study subjects at the early stages of the disorder.

First Episode Psychosis

The study of first episode pyschosis (FEP) is very relevant since it allows the detection of

brain abnormalities at the time of onset. Thus, it is a useful tool to evaluate hypotheses

about progressive brain changes in the longitudinal course of schizophrenia. Structural ab-

normalities found in populations of patients that are in the early stages of the disorder, such

as First episode Psychosis, are very similar to those described above in chronic schizophrenia

patients. Specifically, MRI-based studies [29, 40, 41] reported diminution in total brain vol-

ume, GM volume reductions in temporal and prefrontal areas such as the anterior cingulate

gyrus and the thalamus, volumetric deficits in the hippocampus and an enlargement of the

lateral ventricles in FEP patients compared controls. However, such anatomical abnormal-

ities are less severe in FEP patients compared to the patients with chronic schizophrenia.

Therefore, the fact that more extended brain alterations are observed in chronic schizophre-

nia than in FEP patients suggests that an active neurodegeneration process might be ongoing

from the disease onset.

Indeed, it is thought that progressive loss of grey matter in specific regions of the brain, is

not limited to the early stage of the disease, but instead progresses through the course of the

disorder. Longitudinal studies of schizophrenia have demonstrated progressive lateral ven-

tricle increases, progressive whole-brain volume loss [42] and brain tissue volume decreases,
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especially in frontal and temporal GM volume [43] in chronic patients with schizophrenia

compared to healthy individuals.

The observation of progressive brain changes along the course of the disorder is of funda-

mental importance to decipher whether schizophrenia is a neurodevelopmental or neurode-

generative disorder. Indeed, the ongoing brain alterations that take place over the course

of the disorder suggests that a certain pathophysiological process occurs. Identifying this

pathophysiological process would be highly relevant in a clinical perspective. This could lead

toward therapeutic strategies to reverse or slow down the degenerative process. For this

purpose, longitudinal studies of both schizophrenia patients and healthy controls are crucial

to distinguish pathological from normal brain changes over time.

At-Risk Subjects

The study of anti-psychotic naive subjects at imminent risk of developing the disorder either

due to sub-threshold clinical symptoms (clinical HR paradigms) and/or increased genetic

liability (genetic HR) is also very relevant. Indeed, the identification of neuroanatomical

abnormalities already present in At risk subjects allow the assessment of a vulnerability

to psychosis, possibly reflecting a neurodevelopmental origin. Studies focusing on At risk

subjects using a VBM methodology have reported structural abnormalities in frontal, lateral

temporal, medial temporal and limbic regions already present in HR subjects compared to

healthy individuals [44, 45].

1.5 Conclusion

Over the years, MRI has been increasingly used to gain insight into the neurobiological cor-

relates of schizophrenia. Brain abnormalities have been observed in patients at different

stages of the disorder, with more severe deficits reported in chronic schizophrenia patients.

Active neurobiological alterations occur before and after the onset of schizophrenia. Identi-

fying a brain signature of schizophrenia is highly relevant in a clinical perspective. Assisting

clinicians in the process of diagnosis might have obvious benefits to improve the efficiency

of treatment and the clinical outcome. However, the identification of a neuroanatomical

signature of schizophrenia requires a certain degree of consensus in MRI findings. Yet, as

presented above, results are highly heterogeneous across studies due to cohort variability or

methodological issues.

Unfortunately, group analyses do not offer the possibility to uncover individual subject de-

viation from normality: There is a wide overlap between brain-imaging measurements in

schizophrenia patients and the normal range. Mass-univariate methods are thus, limited to

making inferences at the group level. They cannot be used to assist in the diagnosis process.

Moreover, in univariate analysis, each feature is treated independently from each other: they

can hardly detect subtle and diffuse networks of neuroanatomical deficits across the brain.
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To address those limitations, the neuroimaging community has turned to machine learning

approaches with the objective to uncover the MRI correlates of schizophrenia. ML methods

are particularly appealing in a clinical perspective since they can explore voxels jointly to

spot patterns and can make inferences at a single-subject level. Recent progress in machine

learning together with the availability of large datasets now pave the way for automatic

detection of schizophrenia specific features, solely based on MRI data. We will review in

the next chapter the main machine learning algorithms and how they can cope with the

specificities of neuroimaging datasets.





Chapter 2

Background: Machine Learning

2.1 Overview

Machine learning (ML) is a term that encompasses a series of methods to uncover patterns

in data. Specifically, supervised ML approaches aim to performing trustworthy future pre-

dictions at the individual level (Figure 2.1).

Figure 2.1: Machine learning: Prediction at individual level

20
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2.1.1 Supervised Algorithms

In supervised machine learning algorithms, the objective is to predict a target variable (a

given phenotype for instance) from several predictor variables (the features). Those predic-

tors can be neuroimaging measurements (i.e. voxels or mesh vertices) plus some additional

co-variables (i.e. age or sex). In the rest of this thesis we will note x1, x2,...,xp, the p pre-

dictor variables gathered in the matrix X ∈ Rn×p, where n is the number of samples and

y ∈ {0, 1}n the target variable to explain. The goal is to find the optimal β to minimize a

loss function: L(β) measuring the data-fidelity. Popular choices of loss function include:

L(β) =
1

n

n∑
i=1



1
2(XT

i β − yi)2, for Ordinary Least-squares regression

log(1 + exp(−yiXT
i β)), for Logistic regression,

(1− yiXT
i β)+, for Hinge loss (used in SVMs)

...

One weight is attributed per input feature. Therefore, the matrix of coefficients β has the

same dimensionality of the input data and can be plotted as an image. This is usually called

the predictive pattern, or predictive function. β provides potential insights into brain func-

tion or structure that drives the prediction

Two distinct classes of multivariate predictive models can be distinguished: Linear regression

for continuous output regression problems and classifiers for binary output problems.

2.1.1.1 Linear Regression

Linear regression models are used when the target to predict is a quantitative score. For

example, when we intend to investigate the relationship between a set of variables X (ex:

the volume of several brain regions) and a cognitive score y. Linear regression intends to

model the output or target variable y as a linear combination of the p dimensional input X.

The linear model will predict the y given X using the parameter vector, or weight vector β

according to:

y = Xβ + ε (2.1)

where ε are the residuals, or the errors of prediction.

The β is found by minimizing the loss function L(β), i.e. the error measured on the data.

This error is the sum of squared errors (SSE) loss. Minimizing the SSE is the Ordinary
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Least Square OLS regression as objective function. We are searching the optimal vector of

coefficients β of size n×1 that minimises the quadratic error between y and its estimate Xβ.

Thus, the loss L to minimize is:

L(β) = min
β
‖y −Xβ‖22 = − 1

n

n∑
i=1

{yi − xTi β}2 (2.2)

When the problem is well-posed: when X is full rank and thus X ′X is invertible, the solution

is easily obtained by computing the unbiased Ordinary Least Squares (OLS) estimate:

β̂OLS = (X ′X)−1X ′y (2.3)

2.1.1.2 Linear Classification

When the target to predict is a qualitative variable, we use classification models. For example,

when we intend to investigate the relationship between brain features and a subject’s clinical

status (healthy control or schizophrenia patient).

A wide variety of classifiers with different loss functions exist. We will review the well known

Support Vector Machine classifier [46] that minimizes the hinge loss and the logistic regression

classifiers that minimizes the logistic loss.

Linear Support Vector Machine

SVM tries to find the widest possible separating margin between points closest to the clas-

sification boundary. SVM’ loss function L to be minimized is the Hinge loss:

L(β) = max(0, 1− yiβTxi) (2.4)

Logistic Regression

Logistic regression is a linear model with a link function that maps the output of the linear

multiple regression to the posterior probability of each class using the logistic sigmoid func-

tion. In the context of binary classification problem, the conditional probability of yi given

the data xi is defined through a non-linear function of the unknown predictors coefficients

β ∈ Rp by

pi ≡ p(yi = 1|xi) =
1

1 + exp(−xTi β)
and p(yi = 0|xi) = 1− pi. (2.5)
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Therefore, the loss function L to be minimized is the negative log-likelihood:

L(β) = − 1

n

n∑
i=1

{
yix

T
i β − log

[
1 + exp(xTi β)

]}
. (2.6)

2.1.2 Regularization strategy

2.1.2.1 Overfitting

However, the estimation of β is very sensitive to the conditioning of X, and sometimes

produces dangerous situation of overfitting. In statistics and machine learning, overfitting

occurs when a statistical model describes random errors or noise instead of the underlying

relationships. In such situations, the model performs perfectly on the training data, but will

lead to poor performances of independent subjects. Such issue of replicability of a model’s

performance on unseen data is extremely undesirable. The overfitting phenomenon has three

main explanations: excessively complex models, multicollinearity and high dimensionality.

The risk of overfitting is specifically high in the context of neuroimaging data, where the

number of features (e.g. number of voxels/vertices) for a subject is much larger than the total

number of subjects, resulting in high-dimensional data. This unbalance situation between

the number of parameters to estimate (thousands) and the number of samples to learn from

(usually a few hundred) is problematic. It sometimes results in extremely complex models

with low generalization capabilities. Moreover, neuroimaging measurements are frequently

correlated. In this situation the coefficient estimation in the multiple regression may fluctuate

erratically in response to small changes in the model or the data. Multicollinearity does

not reduce the predictive power or reliability of the model as a whole, at least not within

the sample data set; it only affects computations regarding individual predictors. That

is, a multiple regression model with correlated predictors can indicate how well the entire

bundle of predictors predicts the outcome variable, but it may not give valid results about

any individual predictor, or about which predictors are redundant with respect to others.

Moreover, in case of perfect multicollinearity, the predictor matrix is singular and therefore

cannot be inverted. Under these circumstances, the ordinary least square solution does not

exist.

2.1.2.2 Penalties

A common solution to address this overfitting issue is penalized (or regularized) regression

[47], in which the magnitude of the model coefficients are penalized to stabilize them. This

is accomplished by adding a penalty term on the coefficient vector β. The penalty term can

favor some specific configurations of the weight map according to certain criteria. Those

criteria can be interpreted as a prior, reflecting information one may already have or deem

plausible.
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The objective function f(β) to minimize with respect to β is composed of the loss function

L(β) for goodness-of-fit and a penalty term Ω(β) (for regularization to avoid overfitting).

This is a trade off where the respective contribution of the loss and the penalty terms is

controlled by the regularization parameter λ.

f(β) = L(β) + λΩ(β), (2.7)

Indeed, by adding some constraints on the estimation of β, we introduce some bias in the

estimation of β but reduce its variance, leading to a better estimation. A well known regu-

larization strategy is to leverage weight decays such as the `1 and `2 norms of the coefficients,

to penalize models with high weights. Indeed, we know that extreme weights in a learning

model is usually the result of overfitting, where the model is trying to learn all the regularities

of the training data. Therefore, the idea is to enforce the coefficients to stay in low-range

values, so that the learning model is less dependent of the training data, and thus yields

an increased capacity to generalize on unseen data. Three typical regularization terms are

widely used in regression settings:

Ridge penalty:

The Ridge penalty imposes an `2 penalty on the regression coefficients. This approach

penalizes the objective function by the Euclidian norm of the coefficients such that solutions

with large coefficients become unattractive. [48]. Thus, the criterion to optimize becomes:

min
β
L(β) + λ2‖β‖22 (2.8)

with λ2 ≥ 0 and ‖β‖2 =
√∑p

i=1 βi
2

The benefit of this constraint is to reduce the coefficients variability occurring in case of

high dimensionality and multicollinearity of the predictors. Indeed, increasing λ will enforce

similar coefficients on the related predictors and at the same time shrink the β coefficients to-

ward zero. However, the Ridge penalty does not assign exactly zero coefficients to predictors.

Yet, with high dimensional features, such as with neuroimaging datasets, many variables are

expected to be irrelevant for the prediction task. They should be removed from the model.

One solution to conduct such variable selection is the use of Lasso penalty.

Lasso penalty

The lasso (Least Absolute Shrinkage and Selection Operator) constraint [49] is based on a

penalty on the `1-norm of the coefficients vector. It is used to enforce only few coefficients

to have non-zeros weights. The criterion to optimize becomes:
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min
β
L(β) + λ1‖β‖1 (2.9)

with λ1 ≥ 0 and ‖β‖1 =
∑p

i=1 |βi|

In contrast to the ridge regression, the lasso regression has the ability to perform variable

selection. Indeed, it yields sparse solution β by selecting at most n non-null coefficients for

n� p. This sparse configuration of the solution is desirable for interpretability of prediction.

However, in a set of correlated predictors, the lasso regression tends to select only one variable

on the set. Such selection might be unstable and thus interpretability is still limited

The Lasso regression problem lacks an analytic solution. It is convex but not differential

anymore due to the addition of the `1 penalty. It requires specific optimization algorithms

such as FISTA: the fast iterative shrinkage-thresholding algorithm described in [50].

ElasticNet penalty:

The ElasticNet model combines both `1 and `2 penalties [51]:

min
β
L(β) + λ1‖β‖1 + λ2‖β‖22 (2.10)

ElasticNet associates the advantages of both Ridge and Lasso penalties by favoring sparse

and stable configurations in case of correlated predictors. Elastic net encourages a grouping

effect, where strongly correlated predictors tend to be in or out of the model together.

Similarly to Lasso regression, ElasticNet can be solved with FISTA algorithm.

2.2 Review of Machine Learning studies

In the past few years, an increasing number of studies have utilized machine learning tools

to investigate the neuroanatomical correlates of schizophrenia.

2.2.1 Diagnostic Studies of Schizophrenia

These studies can be separated into two types: studies focusing on the diagnostic power

of machine learning in distinguishing between healthy controls and schizophrenia patients

and studies assessing the potential of machine learning to provide an early diagnosis of

schizophrenia using First Episode pyschosis patients or at-risk subjects (with either clinical

or familial criteria).
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Chronic schizophrenia:

The first study to perform sMRI-based classification [52], used a SVM to classify 69 schizophre-

nia patients and 79 matched healthy controls. They obtained a prediction accuracy of 81%

via leave-one-out cross-validation. Another study by the same group [53] reached 91.8%.

Leveraging an adaptive regional feature extraction method, that automatically grouped mor-

phological traits of similar classification power, together with a SVM-Recursive Feature Elim-

ination method to select the most discriminating features, they obtained, what still remains,

one of the best diagnostic performance reported in chronic schizophrenia diagnostic studies

published so far. However, such result was obtained using a group of features that might

be highly specific to this sample group. The result may lack reproductibility and thus, not

generalize well to independent samples.

A summary of studies that used machine learning classifiers based on sMRI to distinguish

patients from controls is presented in Table 2.1.

Table 2.1: Studies using machine learning classifiers based on structural MRI
to distinguish patients with schizophrenia from healthy controls.

Abbreviations: DA, discriminant analysis; HC, healthy controls; LDA, linear discriminant
analysis; MLDA, Maximum-uncertainty linear discrimination analysis; MLM, multivariate
linear model; PCA, principal components analysis; RF, random forests; SCZ, schizophre-
nia patients; SMLR, sparse multinomial logistic regression; SVM, Support Vector Machine;

SVM-RFE, Support Vector Machine with Recursive Feature Elimination

Authors Samples Methods Accuracy

Davatzikos et al, 2005 HC =79, SCZ = 69 SVM 0.81

Fan et al, 2007 HC = 41, SCZ = 46 SVM-RFE 0.91

Kawasaki et al, 2007
Training set: HC = 30, SCZ = 30

Testing set HC = 16, SCZ = 16
DA and MLM 0.80

Yoone et al, 2007 HC = 52, SCZ = 53 SVM 0.90

Sun et al, 2009 HC = 36, SCZ = 36 SMLR 0.86

Karageorgiou et al, 2011 HC = 47, SCZ = 28 PCA-LDA 0.92

Kasparek et al, 2011 HC = 39, SCZ = 39 MLDA 0.72

Greenstein et al, 2012 HC = 99, SCZ = 98 RF 0.74

Nieuwenhuis et al, 2012
Training set: HC = 128, SCZ = 111

Testing set: HC = 122, SCZ = 155
SVM 0.71

Schnack et al, 2014
Training set: HC = 66, SCZ = 66

Testing set: HC = 43, SCZ = 46
SVM 0.76

Rozycki et al, 2017 HC = 396, SCZ = 440 SVM 0.72

Early stages of schizophrenia:

ARMS and FEP subjects are relatively difficult to recruit, and there are still only a limited

number of specialized clinics that are able to recruit these individuals. Therefore, the size of

the cohorts are relatively small.
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A summary of studies that used machine learning classifiers based on sMRI to distinguish

early-staged patients from controls is presented in Table 2.2.

Koutsouleris et al [54], were the first team to leverage machine learning algorithms to assess

individual vulnerability to psychosis and predict disease onset. In this study, a SVM classi-

fier was built upon structural MRI data of individuals in early (ARMS-E, n = 20) and late

at-risk mental state of psychosis (ARMS-L, n = 25) and a group of matched healthy controls

(HC1, n = 25). The performance of the classifier was evaluated by distinguishing sMRI

data derived from baseline scans of individuals with subsequent transition to schizophrenia

(ARMS-T, n=15), those who did not make the transition (ARMS-NT, n = 18) and matched

healthy controls (HC2, n = 17). Three pairwise classifiers were constructed, all achieving

classification performance above 80%. The most clinically relevant classifier is the ARMS-T

vs ARMS-NT pairwise classifier, that achieved an accuracy of 82%, suggesting the poten-

tial of a MRI-based approach to predict transition to schizophrenia. In a follow-up study,

Koutsouleris and colleagues [55] highlighted the predictive potential of SVMs in classifying

an independent cohort of 22 HC, 16 ARMS-T and 21 ARMS-NT subjects. They used a

robust classification pipeline, based on SVM ensemble classifiers that performed feature se-

lection, model learning and predictive ensemble learning wrapped in a nested cross-validation

framework. The cruciall ARMS-T vs ARMS-NT pairwise classifier showed slightly improved

classification results compared to their previous work [54], whereas diagnostic performance

was lower in the pairwise HC vs ARMS-NT classifier (66.9% accuracy as opposed to 86%

in [54]), possibly due to greater heterogeneity in the control sample. In an effort to identify

neuroanatomical markers of transition to psychosis across clinically defined high-risk pop-

ulations, Koutsouleris et al, [56] extended their previous single-site investigations [54, 55]

by pooling two independent cohorts of subjects with ARMS recruited at two different early

recognition centres. In this study, the authors constructed an ensemble SVM classifier by

using baseline structural MRI data from a pooled data set of 33 ARMS-T and 33 ARMS-NT

subjects while an independent group of 7 ARMS-NT subjects was used to further validate the

classification. The classifiers performance was evaluated by cross-validation and classifica-

tion of the independent test set and achieved a balanced accuracy of 80% in the pooled data

set (sensitivity=75.8%, specificity=84.8%) and 80.4% (sensitivity=75.8%, specificity=85%)

in the entire dataset (N=73), suggesting the existence of a neuroanatomical signature across

recruitment sites.
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Table 2.2: Studies using machine learning classifiers based on structural MRI
to distinguish early stages patients from healthy controls.

Abbreviations: ARMS-T, at-risk mental state with transition to schizophrenia; ARMS-
NT, at-risk mental state without transition to schizophrenia; HC, healthy controls; SCZ,
schizophrenia patients; FEP, Firs Episode Psychosis; SVM, Support Vector Machine; MLDA,

Maximum-uncertainty linear discrimination analysis;

Authors Samples Methods Accuracy

Koutsouleris et al, 2009
HC = 17, ARMS-T = 15,

ARMS-NT = 18
PCA-SVM

HC vs ARMS-T: 94

HC vs ARMS-NT: 86

ARMS-T vs ARMS-NT: 82

Kasparek et al, 2011 HC = 39, FEP = 39 MLDA HC vs FEP: 72

Borgwardt et al, 2012
HC = 22, FEP = 23,

ARMS-T = 16
Ensemble SVM

HC vs FE: 86.7

HC vs ARMS-T: 80.7

FE vs ARMS-T: 80

Koutsouleris et al, 2012
HC = 22, ARMS-T = 16,

ARMS-NT = 21
Ensemble SVM

HC vs ARMS-T: 92.3

HC vs ARMS-NT: 66.9

ARMS-T vs ARMS-NT: 84.2

Zanetti et al, 2013 HC = 62, FEP = 62 SVM HC vs FEP: 73.4

Koutsouleris et al, 2015

Training set: ARMS-T=33

ARMS-NT =33

Testing set: ARMS-NT=7

Ensemble SVM

ARMS-T vs ARMS-NT:

Cross validation: 80

Independent test set Spe: 85

Overall BAC: 80

Despite the fact that these studies have yielded promising results in the context of prediction

of disease transition, it should be noticed that the at-risk mental state sample included in

those studies involved help-seeking, symptomatic subjects. It is therefore unclear if such

predictive models could generalize to asymptomatic, high-risk individuals as well.

2.2.2 Limitations

Machine learning predictions in neuroimaging have yielded promising results (see Tables 2.1

and 2.2). There are however, important limitations yet to be fully considered and overcome,

before translation into routine clinical practice.

2.2.2.1 Independent validation datasets

Schizophrenia is a complex and very heterogeneous disorder. Small size cohorts, typically

composed of highly-selected patients, suffer from a bias in the recruitment. They do not

represent the full and broad cross-sectional spectrum of the disorder phenotype. Given this

variability, a significant heterogeneity can be found in the effect-sizes and patterns of brain
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differences found across studies. To date, most studies recruited subjects scanned at a sin-

gle acquisition site (i.e., the subjects were scanned at the same site, using similar scanner

hardware and MRI protocols). Such results are difficult to generalize to large-scale clinical

settings, with patients scanned at widely different locations [32]. Validation on indepen-

dent datasets is a more realistic approach to quantify generalization accuracy. Consequently,

multi-site populations are instrumental to achieve consistency and reproducibility in the re-

sults. To our knowledge, only few studies have relied on a completely independent validation

cohort to estimate prediction performances of a classifier [15, 57–59]. All these studies ob-

tained much lower intersite diagnostic accuracies (See table 2.1), (from 71% to 80%) which is

lower, but a much more realistic performance, since it takes into account the site-variability.

2.2.2.2 Sample size

Sample size is an important factor to take into consideration in neuroimaging-based studies

since it might alter prediction performance. Despite being counterintuitive, the classifiers

that use small size samples tend to yield higher diagnostic performance [53, 57] while in

studies with larger populations, the classification accuracy yielded is usually lower [58, 59].

Such finding can be possibly explained by the fact that larger studies have collected patients

with a wider range of phenotypic manifestations. However, it is still extremely important to

collect large datasets in order to have enough statistical power to learn robust and reliable

models. Furthermore, to be relevant in a clinical setting, the predictive models have to

encompass a wide range of clinical profiles of schizophrenia.

2.2.2.3 Medication effects

Additionally, the frequent use of anti-psychotic drug treatment is also a confounding effect

since medication have been shown to have impacts on the brain structure [36, 37]. This raises

questions concerning the validity of the classifiers. The concern is that patients and controls

might be classified with regard to their medication status rather than their diagnosis. A pos-

sible way to control for the confounding effect of anti-psychotic medication is to remove from

the features, the brain regions that are known to be affected by anti-psychotic medication,

as seen in the study conducted by Nieuwenhuis et al. 2012 [58], where the authors masked

out the striatum and tested the diagnostic accuracy of the classifier by excluding this area.

However, the localization of the impacts of medications on brain structure is inconsistent

across studies. Thus, it is challenging to determine which brain regions should be left out

from the predictive model.
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2.2.2.4 Interpretability

In the context of predictive signature discovery, it is crucial to understand the brains struc-

tural patterns that underpin a prediction. Unfortunately, in most cases, despite accurate

prediction performance, classifiers still behave as black box models, not providing objective

neuroanatomical markers, and by that ruling out the prospect of clinical applications. Most

of the times (for example, with the SVM classifier), the predictive signature is dense and

hard to interpret. Some studies thresholded the predictive weight map or used the patterns

of abnormalities yielded with mass univariate statistics as a signature of schizophrenia. [59].

However, it would be highly relevant to obtain an interpretable predictive signature per se.

2.3 Conclusion

Over the past years, there has been a growing interest for using machine learning techniques in

clinical neurosciences, and specifically for disentangling schizophrenia patients from healthy

controls with structural MRI (sMRI) markers. However, despite initial promising results, this

progress has not yet been converted into new clinical applications and significant challenges

still need to be tackled for translational implementation of such findings in psychiatry to

become a reality.





Chapter 3

Supervised Machine Learning with

Structured Sparsity

3.1 Interpretable Machine Learning

3.1.1 The need for interpretability

So far, due to the growing amount of data, the availability of computation power, machine

learning algorithms have been widely used in neuroimaging. Machine learning approaches

are convenient tools to identify predictive markers of a brain disease. In the case of linear

models, the estimated model parameters form a spatial map in the image domain: the

predictive pattern.

However, minimizing a prediction error gives little control on the fine details of the cor-

responding maps. Unfortunately, in most cases, despite accurate prediction performance

achieved, classifiers still behave as a black box model. Indeed, most of the state-of-the

art classifiers, such as the SVM, produce dense patterns of predictors that are difficult to

interpret. Although some methods exist to define thresholds to uncover brain regions than

significantly contribute to the classification process [60, 61], they do no produce interpretable

weight maps per se. They do not provide objective neuroanatomical markers on which the

decision is built. However, it is essential that the method provides meaningful predictive

patterns in order to reveal the neuroimaging markers of the pathology. In the context of

predictive signature discovery, it is crucial to understand the brain structural patterns that

underpin the prediction. This absence of interpretability of the decision is ruling out the

prospect of clinical application. We therefore seek for a complementary approach able to

select a reduced number of predictive regions.

We will therefore focus on the interpretability of such predictive patterns on this present

chapter.

32
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3.1.2 Sparse penalties limitations

When using a classifier with an `2 penalty (a SVM for instance) with neuroimaging data, the

weight maps are dense and potentially irregular (i.e. with abrupt, high-frequency changes).

With the `1 penalty, they are scattered and sparse with only a few non-zero voxels. In both

cases, the weight maps are hard to interpret in terms of neuroanatomy. The combination

of both penalties in Elastic Net, promotes sparse models while still maintaining the regular-

ization properties of the `2 penalty. However, a major limitation of the Elastic Net penalty

is that it does not take into account the spatial structure of brain images, which leads to

scattered patterns.

3.2 Spatial Regularization

We have seen in Chapter 2 that one solution to improve the interpretability of the pre-

dictive model is to add constraints in the minimization problem to favorize some specific

configurations of the predictive weight map. The objective is to relate the prediction to

neuroanatomical structures.

3.2.1 GraphNet penalty

One solution to obtain more interpretable models is to take benefit of the known structure of

brain MRI images, in order to force the solution to adhere to biological priors, thereby pro-

ducing more plausible and interpretable solutions. Indeed, MRI data is naturally encoded on

a 3-dimensional grid where some voxels are neighbors, and others are not. Structured spar-

sity can be obtained with several differents penalties. One of them is the Graph-constrained

Elastic-Net, GraphNet (GN) penalty, described in [62]. GraphNet closely resembles the

Elastic-Net, but with a modification of the `2 -norm penalty term:

min
β
L(β) + λ1‖β‖1 + λG‖∇β‖22 (3.1)

∇ denotes a finite differences spatial gradient operator acting upon an image. For a 3D

grid of size p = pxpypz, ravelled into a long vector, we have ∇ ∈ R3p. It promotes local

smoothness of the weight map by forcing adjacent voxels/vertices to have similar weights,

and it does this by imposing a squared `2 penalty on the gradient of the weight map. The

GN penalty induces smoothness by penalizing the size of the pairwise differences between

coefficients that are adjacent in the graph. However, GN methods allow for smooth rather

than piecewise constant structure in the non-sparse parts of the weight map. This is of

interest in cases where we might expect the magnitudes of nonzero coefficients to be different
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within a volume of interest. Due to the smoothness of the graph penalty GraphNet methods

are also easier from an optimization perspective.

However, in some situations, obtaining a piecewise smoothness is a required prior. For ex-

ample, in clinical status prediction based on structural MRI, we intend to uncover a disease

predictive signature, composed of clearly defined regions. We hypothesized that GN would

provide smooth solutions rather than clearly identified regions. On the basis of this hypoth-

esis, we propose to use an alternative to the GN penalty, the TV-Enet penalty.

3.2.2 TV-Enet penalty

The Total Variation (TV ) penalty is widely used as a tool in image denoising and restora-

tion. It accounts for the spatial structure of images by encoding piecewise smoothness and

enabling the recovery of homogeneous regions separated by sharp boundaries. We propose

to add TV to the Elastic Net penalty to improve the interpretability and the accuracy of

regression. The Enet-TV penalty [63] combines `1, `2 and the total variation (TV ) penalties.

This combination of penalties enforces spatial smoothness of the solution while simultane-

ously segmenting predictive regions from background. We hypothesize that the predictive

information is most likely organized in regions rather than scattered across the brain. The

`1 and `2 penalties served the purpose of addressing overfitting induced from the MRI data’s

high intrinsic dimensionality. Meanwhile, the TV penalty also regularizes the solution, but

also take advantage of the spatial 3D structure. It has been demonstrated that these penal-

ties, together, generate a coherent, parsimonious, and interpretable weight map. Moreover,

these penalties provide a segmentation of the predictive weight map into spatially contigu-

ous parcels with almost constant values, a highly desirable characteristic in the scope of

predictive signature discovery.

min
β
L(β) + λ1‖β‖1 + λ2‖β‖2 + λ‖∇β‖2,1 (3.2)

where λ1, λ2 and λ are hyper-parameters controlling the relative strength of each penalty.

3.3 Reformulating TV as a linear operator

Before discussing the optimization strategy, we provide details on the encoding of the spatial

structure within the TV penalty. This section presents the formulation and the design of

a linear operator A in the specific case of a TV penalty applied to the loading vector β

measured on a 3-dimensional (3D) image or a mesh of the cortical surface.
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3.3.1 3D image

The brain mask is used to establish a mapping g(i, j, k) between the coordinates (i, j, k)

in the 3D grid, and an index g ∈ [[1;P ]] in the collapsed image. We extract the spatial

neighborhood of g, of size ≤ 4, corresponding to voxel g and its 3 neighboring voxels, within

the mask, in the i, j and k directions. By definition, we have

TV (β) ≡
P∑
g=1

∥∥∇ (βg(i,j,k)) ∥∥2. (3.3)

The first order approximation of the spatial gradient ∇(βg(i,j,k)) is computed by applying

the linear operator A
′
g ∈ R3×4 to the loading vector βg in the spatial neighborhood of g, i.e.

∇
(
βg(i,j,k)

)
=

 −1 1 0 0

−1 0 1 0

−1 0 0 1


︸ ︷︷ ︸

A′g


βg(i,j,k)

βg(i+1,j,k)

βg(i,j+1,k)

βg(i,j,k+1)


︸ ︷︷ ︸

βg

, (3.4)

where βg(i,j,k) is the loading coefficient at index g in the collapsed image corresponding to

voxel (i, j, k) in the 3D image. Then A
′
g is extended, using zeros, to a large but very sparse

matrix Ag ∈ R3×P in order to be directly applied on the full vector β. If some neighbors lie

outside the mask, the corresponding rows in Ag are removed. Noticing that for TV there is

one group per voxel in the mask (G = [[1;P ]]), we can reformulate TV from Eq. (3.3) using

a general expression:

TV (β) =
∑
g∈G
‖Agβ‖2. (3.5)

Finally, with a vertical concatenation of all the Ag matrices, we obtain the full linear operator

A ∈ R3P×P .

3.3.2 Mesh of cortical surface

The linear operator A
′
g used to compute a first order approximation of the spatial gradient

can be obtained by examining the neighboring vertices of each vertex g. With common

triangle-tessellated surfaces, the neighborhood size is ≤ 7 (including g). In this setting, we

have A
′
g ∈ R3×7, which can be extended and concatenated to obtain the full linear operator

A.
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3.4 Optimization of TV-Enet

The difficulty is that `1 and TV are convex but not smooth functions. Therefore, we cannot

use classic gradient descent algorithms. In [64], the authors use a primal-dual approach for

`1 and TV penalties (which can be extended to include `2) but their method is not applicable

to logistic regression because the proximal operator of the logistic loss is not known. Another

strategy for non-smooth problems is to use methods based on the proximal operator of the

penalties. For the `1 penalty alone, the proximal operator is analytically known and efficient

iterative algorithms such as ISTA and FISTA are available in [50]. However, the proximal

operator of the TV penalty is not analytically defined. Therefore, those algorithms are not

suitable in this situation.

There are two general strategies to address this problem. The first one involves using an

iterative algorithm to numerically approximate the proximal operator of each convex nons-

mooth penalty [65]. This algorithm is then run for each iteration of ISTA or FISTA (leading

to nested optimization loops). This was done for TV alone in [66] where the authors use

FISTA to approximate the proximal operator of TV . The problem with such methods is that

by approximating the proximal operator we may loose the sparsity induced by the `1 penalty.

The second strategy is to approximate the non-smooth penalties for which the proximal op-

erator is not known (e.g. TV ) with a smooth function (of which the gradient is known).

Non-smooth penalties with a known proximal operator (e.g. `1) are not changed. Therefore

it is possible to use an exact accelerated proximal gradient algorithm. Such a smoothing

technique has been proposed by Nesterov in [67].

We choose to apply the second strategy to obtain an algorithm able to solve TV -Elastic Net

penalized regression with an exact `1 penalty.

min
β

smooth︷ ︸︸ ︷
L(β) + λ2‖β‖22︸ ︷︷ ︸

l(β)

+

non−smooth︷ ︸︸ ︷
λ1 ‖β‖1︸︷︷︸

h(β)

+λ
∑
g∈G
‖Agβ‖2︸ ︷︷ ︸
s(β)

(3.6)

where l(β) is the penalized smooth (i.e. differentiable) loss, h(β) is a sparsity-inducing

penalty whose proximal operator is known and s(β) is a complex penalty on the structure

of the input variables with an unknown proximal operator.

3.4.1 Nesterov’s smoothing of the structured penalty

We consider the convex non-smooth minimization of Eq. (3.6) with respect to β. This

problem includes a general structured penalty, s, that covers the specific case of TV. The
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accelerated proximal gradient algorithm (FISTA) [68] can be used to solve the problem when

applying only e.g. the `1 penalty. A widely used approach when dealing with non-smooth

problems is to use methods based on the proximal operator of the penalties. For the `1

penalty alone, the proximal operator is analytically known and being solved with ISTA [69]

or FISTA [68]. However, since the proximal operator of TV, together with the `1 penalty, has

no closed-form expression, standard implementations of those algorithms are not suitable. In

order to overcome this barrier we used Nesterov’s smoothing technique [70], which consists

of approximating the non-smooth penalty for which the proximal operator is unknown (e.g.,

TV) with a smooth function (for which the gradient is known). Non-smooth penalties with

known proximal operators (e.g., `1) are not affected by this smoothing. Hence, as described

in [71], this allowed us to use an exact accelerated proximal gradient algorithm.

Using the dual norm of the `2-norm (i.e. the `2-norm), Eq. (3.5) can be reformulated as

TV(β)=
∑
i,j,k

‖Aφ(i,j,k)β‖2

=
∑
i,j,k

max
‖αφ(i,j,k)‖2≤1

α>φ(i,j,k)Aφ(i,j,k)β, (3.7)

where αφ(i,j,k) ∈ Kφ(i,j,k) = {αφ(i,j,k) ∈ R3 : ‖αφ(i,j,k)‖2 ≤ 1} is a vector of auxiliary vari-

ables in the `2 unit ball, associated with Aφ(i,j,k)β. As with A ∈ R3P×P , which is the

vertical concatenation of all the Aφ(i,j,k), we concatenate all the αφ(i,j,k) to form α ∈ K =

{[αT1 , . . . ,αTP ]T : αl ∈ Kl, ∀ l = φ(i, j, k) ∈ {1, . . . , P}} ∈ R3P . The set K is the Cartesian

product of closed 3D unit balls in Euclidean space and, therefore, a compact convex set.

Eq. (3.7) can now further be written as

TV (β)= max
α∈K

αTAβ = s(β), (3.8)

and with this formulation of s, we can apply Nesterov’s smoothing technique. For a given

smoothing parameter, µ > 0, the function s is approximated by the smooth function

sµ(β) = max
α∈K

{
αTAβ − µ

2
‖α‖22

}
, (3.9)

for which limµ→0 sµ(β) = s(β). Nesterov [70] demonstrates this convergence using the in-

equality in Eq. (3.13). The value of α∗µ(β) = [α∗Tµ,1, . . . ,α
∗T
µ,φ(i,j,k), . . . ,α

∗T
µ,P ]T that maximizes

Eq. (3.9) is the concatenation of projections of the vectors Aφ(i,j,k)β ∈ R3 onto the `2 ball

Kφ(i,j,k), i.e. α∗µ,φ(i,j,k)(β) = projKφ(i,j,k)

(
Aφ(i,j,k)β

µ

)
, where

projKφ(i,j,k)(x) =

x if ‖x‖2 ≤ 1

x
‖x‖2 otherwise.

(3.10)
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The function sµ, i.e. Nesterov’s smooth transform of s, is convex and differentiable. Its

gradient is given by Nesterov [70] as

∇sµ(β) = ATα∗µ(β). (3.11)

The gradient is Lipschitz-continuous, with constant

L
(
∇(sµ)

)
=
‖A‖22
µ

, (3.12)

in which ‖A‖2 is the matrix spectral norm of A. Moreover, Nesterov [70] provides the

following inequality, relating sµ and s

sµ(β) ≤ s(β) ≤ sµ(β) + µM, ∀β ∈ RP , (3.13)

where M = maxα∈K 1
2‖α‖

2
2 = P

2 .

Thus, a new (smoothed) function, closely related to Eq. (3.6), arises as

fµ(β) =

smooth︷ ︸︸ ︷
L(β)+ λ2‖β‖22︸ ︷︷ ︸

g(β)

+λ
{
α∗µ(β)TAβ − µ

2
‖α∗‖22

}
︸ ︷︷ ︸

sµ(β)

+λ1

non-smooth︷︸︸︷
‖β‖1︸︷︷︸
h(β)

. (3.14)

Hence, we can explicitly compute the gradient of the smooth part,∇(g+λsµ) using Eq. (3.11),

its Lipschitz constant (using Eq. (3.12)) and also the proximal operator of the non-smooth

part.

For a linear regression loss:

∇ (g + λsµ) = ∇(g) + λ∇(sµ)

= XT (Xβk − y) + λA>α∗µ(βk), (3.15)

L (∇ (g + λsµ)) = 2 + λ
‖A‖22
µ

. (3.16)

For a logistic regression loss:

∇ (g + λsµ) = ∇(g) + λ∇(sµ)

= XT (y − 1

1 + e−Xβk
) + λA>α∗µ(βk), (3.17)
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L (∇ (g + λsµ)) = 1/2‖X‖22 + λ
‖A‖22
µ

. (3.18)

We thus have all the necessary ingredients to minimize the function using e.g. an accelerated

proximal gradient method [68]. Given a starting point, β0, and a smoothing parameter, µ,

FISTA (Algorithm 1) minimizes the smoothed function and reaches a given precision, εµ.

Algorithm 1 FISTA
(
β0, εµ, µ, A, g, sµ, h, λ, λ1

)
1: β1 = β0; k = 2

2: Step size tµ =
(
L(∇(g)) + λ

‖A‖22
µ

)−1
3: repeat
4: z = βk−1 + k−2

k+1

(
βk−1 − βk−2

)
5: βk = proxλ1h

(
z− tµ∇(g + λsµ)(z)

)
6: until Gapµ(βk) ≤ εµ (see Section 3.5.1)

7: return βk

3.5 The CONESTA algorithm

The step size, tµ, computed in Line 2 of Algorithm 1, must be smaller than or equal to the

reciprocal of the Lipschitz constant of the gradient of the smooth part, i.e. of g + λsµ [68].

This relationship between tµ and µ implies a trade-off between speed and precision: A high

precision (small µ and tµ) will lead to a slow convergence. Conversely, poor precision (large

µ and tµ) will lead to rapid convergence.

To optimize this trade-off, we propose a continuation approach (Algorithm 2) that decreases

the smoothing parameter with respect to the distance to the minimum. On the one hand,

when we are far from β∗ (the minimum of Eq. (3.6)), we can use a large µ to rapidly decrease

the objective function. On the other hand, when we are close to β∗, we need a small µ in

order to obtain an accurate approximation of the original objective function.

The resulting algorithm is called CONESTA (short for COntinuation with NEsterov smoth-

ing in a Shrinkage-Thresholding Algorithm). The convergence proofs of this algorithm are

presented in [72]

3.5.1 Duality gap

The distance to the unknown f(β∗) is estimated using a duality gap. Duality formulations

are often used to control the achieved precision level when minimizing convex functions.
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The duality gap provides an upper bound of the error, f(βk)− f(β∗), for any βk, when the

minimum is unknown. Moreover, it vanishes at the minimum:

Gap(βk) ≥ f(βk)− f(β∗) ≥ 0,

Gap(β∗) = 0.
(3.19)

The duality gap is the cornerstone of the CONESTA algorithm. Indeed, it is used three

times:

(i) As the stopping criterion in the inner FISTA loop (Line 6 in Algorithm 1). FISTA will

stop as soon as the current precision is achieved using the current smoothing parameter,

µ. This prevents unnecessary iterations toward the approximated (smoothed) objective

function.

(ii) In the ith CONESTA iteration, as a way to estimate the current error f(βi) − f(β∗)

(Line 7 in Algorithm 2). The error is estimated using the gap of the smoothed problem,

Gapµ=µi(β
i+1), which avoids unnecessary computation since it has already been com-

puted during the last iteration of FISTA. The inequality in Eq. (3.13) is used to obtain

the distance, εi, to the original non-smoothed problem. The next desired precision,

εi+1, and the smoothing parameter, µi+1 are derived from this value.

(iii) Finally, as the global stopping criterion in CONESTA (Line 10 in Algorithm 2). This

guarantees that the obtained approximation of the minimum, βi, at convergence, sat-

isfies f(βi)− f(β∗) < ε.

Eq. (3.14) decomposes the smoothed objective function as a sum of a strongly convex loss, L,

and the penalties. Therefore, we can equivalently express the smoothed objective function

as

fµ(β) = L(β) + Ωµ(β)

= l(Xβ) + Ωµ(β),

where Ωµ represents all penalty terms of Eq. (3.14). Our aim is to compute the duality gap

to obtain an upper bound estimation of the distance to the optimum. At any step k of the

algorithm, given the current primal βk and the dual σ(βk) ≡ ∇L(Xβk) variables [73], we

can compute the duality gap using the Fenchel duality rules [74]. This requires computing

the Fenchel conjugates, l∗ and Ω∗µ, of l and Ωµ, respectively. While the expression of l∗ is

straightforward, to the best of our knowledge, there is no explicit expression for Ω∗µ when

using a complex penalty such as TV or group Lasso. Therefore, as an important theoret-

ical contribution of this paper, we provide the expression for Ω∗µ in order to compute an

approximation of the duality gap that maintains its properties (Eq. (3.19)).
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Theorem 3.1 (Duality gap for the smooth problem). The following estimation of the duality

gap satisfies Eq. (3.19) , for any iterate βk:

Gapµ(βk) ≡ fµ(βk) + l∗(σ(βk)) + Ω∗µ,k(−XTσ(βk)), (3.20)

For a linear regression:

L(β) = 1
2‖Xβ − y‖22, can be re-written as a function of Xβ by l(z) ≡ 1

2‖z − y‖2, where

z = Xβ. the dual variable is :

σ(βk) ≡ ∇l(Xβk) = Xβk − y, (3.21)

and the Fenchel conjugates:

l∗(z) =
1

2
‖z‖22 + 〈z, y〉

Ω∗µ,k(z) ≡
1

2λ2

P∑
j=1

([∣∣∣zj − λ(ATα∗µ(βk)
)
j

∣∣∣− λ1]2
+

)

+
λµ

2

∥∥α∗µ(βk)
∥∥2
2
, (3.22)

where [ · ]+ = max(0, · ).

For a logistic regression: the dual variable is:

σ(βk) ≡ ∇l(Xβk) =
1

1 + e−Xβk
− y (3.23)

and the Fenchel conjugates

l∗(z) =

P∑
j=1

(zj log(zj) + (1− zj) log(1− zj)) (3.24)

with z = 1

1+e−Xβk

The expression in Eq. (3.20) of the duality gap of the smooth problem combined with the

inequality in Eq. (3.13) provides an estimation of the distance to the minimum of the original

non-smoothed problem. The sought distance is decreased geometrically by a factor τ∈ (0, 1)

at the end of each continuation, and the decreased value defines the precision that should

be reached by the next iteration (Line 8 of Algorithm 2). Thus, the algorithm dynamically

generates a sequence of decreasing precisions, εi. Such a scheme ensures the convergence

towards a globally desired final precision, ε, which is the only parameter that the user needs

to provide.
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3.5.2 Determining the optimal smoothing parameter

Given the current precision, εi, we need to compute a smoothing parameter µopt(ε
i) (Line 9

in Algorithm 2) that minimizes the number of FISTA iterations required to achieve such a

precision when minimizing Eq. (3.2) via Eq. (3.6) (i.e., such that f(βk) − f(β∗) < εi). We

have the following theorem giving the expression of the optimal smoothing parameter, for

which a proof is provided in the supp:optimalmu.

Theorem 3.2 (Optimal smoothing parameter, µ). For any given ε > 0, selecting the smooth-

ing parameter as

µopt(ε) =
−λM‖A‖22 +

√
(λM‖A‖22)2 +ML(∇(g))‖A‖22ε
ML(∇(g))

, (3.25)

minimizes the worst case bound on the number of iterations required to achieve the precision

f(βk)− f(β∗) < ε.

Note that M = P/2 (Eq. (3.13)) and the Lipschitz constant of the gradient of g as defined

in Eq. (3.14) is L(∇(g)) = λmax(XTX) + λ, where λmax(XTX) is the largest eigenvalue of

XTX.

3.5.3 Algorithm

The user only has to provide the globally prescribed precision ε, which will be guaranteed

by the duality gap. Other parameters are related to the problem to be minimized (i.e. g, λ,

s, λ1, h) and the encoding of the data structure A. Finally, the value of τ was set to 0.5.

Indeed, experiments shown in [72] have demonstrated that values of 0.5 or 0.2 led to similar

and increased speeds compared to larger values, such as 0.8.

Algorithm 2 CONESTA
(
ε, A, g, s, h, λ, λ1, τ = 0.5

)
1: Initialize β0 ∈ RP
2: ε0 = τ ·Gapµ=10−8(β0)
3: µ0 = µopt

(
ε0
)

4: repeat
5: εiµ = εi − µiλM
6: βi+1 = Fista(βi, εiµ, µi, A, g, sµi , h, λ, λ1)
7: εi = Gapµ=µi(β

i+1) + µiλM
8: εi+1 = τ · εi
9: µi+1 = µopt

(
εi+1

)
10: until εi ≤ ε
11: return βi+1

CONESTA can be understood as a smooth touchdown procedure that uses the duality gap

to probe the distance to the ground (global optimum) in order to dynamically adapt its
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speed (the smoothing). Indeed, each continuation step of CONESTA (Algorithm 2) probes

(Line 7) an upper bound εi of the current distance to the optimum (f(βi) − f(β∗)) using

the duality gap. Then, Line 8 computes the next precision to be reached, εi+1, decreasing

εi by a factor τ ∈ (0, 1). Line 9 derives the optimal smoothing parameter, µi+1, required to

reach this precision as fast as possible. Finally, Line 5 transforms back the precision with

respect to the original problem into a precision for the smoothed problem, εiµ, using the

inequality in Eq. (3.13). Therefore, at the next iteration, FISTA (Line 6) will decrease f iµ

until the error reaches εiµ. Thanks to Line 5, this implies that the true error (toward the

non-smoothed problem) will be smaller than εi. The resulting weight vector, βi+1, will be

the initial value for the next continuation step using updated parameters. Note that we use

the duality gap for the smoothed problem, Gapµ=µi (and εiµ), and transform it back and

forth using Eq. (3.13) to obtain the duality gap for the non-smooth problem, Gap (and εi).

We do this because the gap on Line 7 has already been computed at the last iteration of the

FISTA loop (Line 6), since it was used in the stopping criterion. Moreover, Gapµ converges

to zero for any fixed µ unlike Gap.

The initialization (Line 2) is a particular case where we use Gapµ with a negligible smoothing

value of e.g. µ = 10−8. We then derive the initial smoothing parameter on Line 3. Therefore,

if we start close to the solution the algorithm will automatically pick a small smoothing

parameter, which makes CONESTA an excellent candidate for warm-restart.

3.6 Conclusion

In summary, the optimization algorithm is able to minimize any combination of the `1, `2

and TV penalties while preserving the exact `1 penalty. This algorithm uses Nesterovs

technique to smooth the TV penalty such that objective function is minimized with an exact

accelerated proximal gradient algorithm. The approximation of TV is controlled by a single

smoothing parameter µ . This continuation algorithm uses successively smaller values of µ

to reach a prescribed precision while achieving the best possible convergence rate.

Overall, the use of structured sparse supervised machine learning is highly relevant in pro-

viding a major breakthrough in terms of support recovery of the predictive brain regions.

We will demonstrate the performance, interpretability and versatility of TV-Enet on two

datasets of schizophrenia patients containing sMRI and fMRI, respectively in Chapters 5

and 6. In addition, we will see in Chapter 4 that the existence of structured and sparse

regularization terms is not limited to supervised machine learning tools. Indeed, for some

specific unsupervised machine learning analysis, the use of sparse and spatial constraint is

also of great interest.
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Chapter 4

Unsupervised Machine Learning

with Structured Sparsity

The work presented in this chapter has been published in:

Structured sparse principal components analysis with the TV-elastic net penalty.

Amicie de Pierrefeu, Tommy Löfstedt, Fouad Hadj-Selem, Mathieu Dubois, Renaud Jardri,

Thomas Fovet, Philippe Ciuciu, Vincent Frouin, Edouard Duchesnay.

IEEE Transaction in Medical Imaging, 2018

4.1 Abstract

Principal component analysis (PCA) is an exploratory tool widely used in data analysis to

uncover dominant patterns of variability within a population. Despite its ability to represent

a data set in a low-dimensional space, PCA’s interpretability remains limited. Indeed, the

components produced by PCA are often noisy or exhibit no visually meaningful patterns.

Furthermore, the fact that the components are usually non-sparse may also impede inter-

pretation, unless arbitrary thresholding is applied. However, in neuroimaging, it is essential

to uncover clinically interpretable phenotypic markers that would account for the main vari-

ability in the brain images of a population. Recently, some alternatives to the standard PCA

approach, such as Sparse PCA, have been proposed, their aim being to limit the density

of the components. Nonetheless, sparsity alone does not entirely solve the interpretability

problem in neuroimaging, since it may yield scattered and unstable components. We hy-

pothesized that the incorporation of prior information regarding the structure of the data

may lead to improved relevance and interpretability of brain patterns. We therefore present

a simple extension of the popular PCA framework that adds structured sparsity penalties

on the loading vectors in order to identify the few stable regions in the brain images that

capture most of the variability. Such structured sparsity can be obtained by combining e.g.,

45
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`1 and total variation (TV) penalties, where the TV regularization encodes information on

the underlying structure of the data. This paper presents the structured sparse PCA (de-

noted SPCA-TV) optimization framework and its resolution. We demonstrate SPCA-TV’s

effectiveness and versatility on three different data sets. It can be applied to any kind of

structured data, such as e.g., N -dimensional array images or meshes of cortical surfaces. The

gains of SPCA-TV over unstructured approaches (such as Sparse PCA and ElasticNet PCA)

or structured approach (such as GraphNet PCA) are significant, since SPCA-TV reveals

the variability within a data set in the form of intelligible brain patterns that are easier to

interpret and more stable across different samples.

4.2 Introduction

Principal components analysis (PCA) is an unsupervised statistical procedure whose aim is

to capture dominant patterns of variability in order to provide an optimal representation of

a data set in a lower-dimensional space defined by the principal components (PCs). Given

a data set X ∈ RN×P of N samples and P centered variables, PCA aims to find the most

accurate rank-K approximation of the data:

min
U,D,V

∥∥X−UDVT
∥∥2
F
, (4.1)

s.t. UTU = I,VTV = I, d1 ≥ · · · ≥ dK > 0

where ‖.‖F is the Frobenius norm of a matrix, V = [v1, · · · ,vK ] ∈ RP×K are the K

loading vectors (right singular vectors) that define the new coordinate system where the

original features are uncorrelated, D is the diagonal matrix of the K singular values, and

U = [u1, · · · ,uK ] ∈ RN×K are the K projections of the original samples in the new coordi-

nate system (called principal components (PCs) or left singular vector). Using K = rank(X)

components leads to the singular value decomposition (SVD). A vast majority of neuroimag-

ing problems involve high-dimensional feature spaces (≈ 105 features i.e. voxels or mesh

(nodes over the cortical surface) with a relatively limited sample size (≈ 102 participants.

With such “large P , small N” problems, the SVD formulation, based on the data matrix, is

much more efficient than an eigenvalue decomposition of the large P ×P covariance matrix.

In a neuroimaging context, our goal is to discover the phenotypic markers accounting for the

main variability in a population’s brain images. For example, when considering structural

images of patients that will convert to Alzheimer disease (AD), we are interested in revealing

the brain patterns of atrophy explaining the variability in this population. This provides

indications of possible stratification of the cohort into homogeneous sub-groups that may

be clinically similar but with a different pattern of atrophy. This could suggest different

sub-types of patients with AD or some other etiologies such as dementia with Lewy bodies.

Clustering methods might be natural approaches to address such situations, however, they

can not reveal subtle differences that go beyond a global and trivial pattern of atrophy. Such
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patterns are usually captured by the first component of PCA which, after being removed,

offers the possibility to identify spatial patterns on the subsequent components. However,

PCA provides dense loading vectors (patterns), that cannot be used to identify brain markers

without arbitrary thresholding.

Recently, some alternatives propose to add sparsity in this matrix factorization problem

([75], [76], [77]). The sparse dictionary learning framework proposed by [76] provides a

sparse coding (rows of U) of samples through a sparse linear combination of dense basis

elements (columns of V). However, the identification of biomarkers requires a sparse dic-

tionary (columns of V). This is precisely the objective of Sparse PCA (SPCA) proposed in

[78–82] which adds a sparsity-inducing penalty on the columns of V. Imposing such sparsity

constraints on the loading coefficients is a procedure that has been used in fMRI to produce

sparse representation of brain functional networks [83],[84]. However, sparse PCA is limited

by the fact that it ignores the inherent spatial correlation in the data. It leads to scattered

patterns that are difficult to interpret. Furthermore, constraining only the number of features

included in the PCs might not always be fully relevant since most data sets are expected to

have a spatial structure. For instance, MRI data is naturally encoded on a grid; some voxels

are neighbors, while others are not.

We hypothesize that brain patterns are organized into distributed regions across the brain([85–

87]). Recent studies tried to overcome this limitation by encoding prior information concern-

ing the spatial structure of the data (see [88–90]). However, they used methods that are

difficult to plug into the optimization scheme (e.g., spline smoothing, wavelet smoothing)

and incorporated prior information that sometimes may be difficult to define. One simple

solution is the use of a GraphNet penalty ([91–95]). It promotes local smoothness of the

weight map by simply forcing adjacent voxels to have similar weights using an λ2 penalty

on the gradient of the weight map. Nonetheless, we hypothesized that Graph-net provided

smooth solution rather than clearly identified regions. In data classification problems, when

extracting structured and sparse predictive maps, the goals are largely aligned with those of

PCA. Some classification studies have revealed stable and interpretable results by adding a

total variation (TV) penalty to the sparsity constraint (see [63]).

For simplicity, rather than solving Eq. (4.2), we solve a slightly different criterion which

results from using the Lagrange form, rather than the bound form, of the constraints on V.

Then, we extend the Lagrangian form by adding penalties (`1, `2 and TV) to the minimization

problem:

min
U,D,V

1

N
‖X−UDV>‖2F

+
K∑
k=1

{
λ2‖vk‖22 + λ1‖vk‖1 + λ

∑
g∈G
‖Agvk‖2

}
, (4.2)

s. t. ‖uk‖22 = 1,∀k = 1, · · · ,K,
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where λ1, λ2 and λ are hyper-parameters controlling the relative strength of each penalty.

We further propose a generic optimization framework that can combine any differentiable

convex (penalized) loss function with: (i) penalties whose proximal operator is known (here

‖·‖1) and (ii) a large range of complex, non-smooth convex structured penalties that can be

formulated as a ‖·‖2,1-norm defined over a set of groups G. Such group-penalties cover e.g.,

total variation and overlapping group lasso.

This new problem aims at finding a linear combination of original variables that points

in directions explaining as much variance as possible in data while enforcing sparsity and

structure (piecewise smoothness for TV) of the loadings. To achieve this, it is necessary to

sacrifice some of the explained variance as well as the orthogonality of both the loading and

the principal components. Most existing SPCA algorithms [79–82], do not impose orthogonal

loading directions either. While we forced the components to have unit norm for visualization

purposes, we do not, in this formulation, enforce ‖vk‖2 = 1. Instead, the value of ‖v‖2 is

controlled by the hyper-parameter λ2. This penalty on the loading, together with the unit

norm constraint on the component, prevents us from obtaining trivial solutions. The optional
1
N factor acts on and conveniently normalizes the loss to account for the number of samples

in order to simplify the settings of the hyper-parameters: λ1, λ2, λ.

This paper presents an extension of the popular PCA framework by adding structured

sparsity-inducing penalties on the loading vectors in order to identify the few stable re-

gions in the brain images accounting for most of the variability. The addition of a prior

that reflects the data’s structure within the learning process gives the paper a scope that

goes beyond Sparse PCA. To our knowledge, very few papers ([88–90, 96]) addressed the

use of structural constraint in PCA. The study [88] proposes a norm that induces structured

sparsity (called SSPCA) by restraining the support of the solution to be sparse with a certain

set of group of variables. Possible supports include set of variables forming rectangles when

arranged on a grid. Only one study, recently used the total variation prior [96], in a context

of multi-subject dictionary learning, based on a different optimization scheme [97].

Section 4.3 presents our main contribution: a simple optimization algorithm that combines

well known methods (deflation scheme and alternate minimization) with an original con-

tinuation algorithm based on Nesterov’s smoothing technique. Our proposed algorithm has

the ability to include the TV penalty, but many other non-smooth penalties, such as e.g.

overlapping group lasso, could also be used. This versatile mathematical framework is an es-

sential feature in neuroimaging. Indeed, it enables a straightforward application to all kinds

of data with known structure such as N -dimensional images (of voxels) or meshes of (cortical)

surfaces. Section 4.4 demonstrates the relevance of structured sparsity on both simulated

and experimental data, for structural and functional MRI (fMRI) acquisitions. SPCA-TV

achieved a higher reconstruction accuracy and more stable solutions than ElasticNet PCA,

Sparse PCA, GraphNet PCA and SSPCA (from [88]) . More importantly, SPCA-TV yields

more interpretable loading vectors than other methods.
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4.3 Method

A common approach to solve the PCA problem, see [80–82]), is to compute a rank-1 ap-

proximation of the data matrix, and then repeat this on the deflated matrix [98], where

the influence of the PCs are successively extracted and discarded. We first detail the nota-

tion for estimating a single component (Section 4.3.1), and its solution using an alternating

minimization pipeline (Section 4.3.2). Last, we discuss the algorithm used to solve the min-

imization problem and its ability to converge toward stable pairs of components/loading

vectors (Section 4.3.3) and (Section 4.3.4).

4.3.1 Single component computation

Given a pair of loading/component vectors, u ∈ RN ,v ∈ RP , the best rank-1 approximation

of the problem given in Eq. (4.2) is equivalent [81] to:

min
u,v

f ≡

smooth︷ ︸︸ ︷
− 1

N
u>Xv + λ2‖v‖22︸ ︷︷ ︸

g(v)

+

non-smooth︷ ︸︸ ︷
λ1 ‖v‖1︸︷︷︸

h(v)

+λ
∑
g∈G
‖Agv‖2︸ ︷︷ ︸
s(v)

(4.3)

s. t. ‖u‖22 ≤ 1,

where l(v) is the penalized smooth (i.e. differentiable) loss, h(v) is a sparsity-inducing

penalty whose proximal operator is known and s(v) is a complex penalty on the structure

of the input variables with an unknown proximal operator.

This problem is convex in u and in v but not in (u,v).

4.3.2 Alternating minimization of the bi-convex problem

The objective function to minimize is bi-convex [99]. The most common approach to solve

a bi-convex optimization problem (which does not guarantee global optimality of the solu-

tion) is to alternatively update u and v by fixing one of them at the time and solving the

corresponding convex optimization problem on the other parameter vector.

On the one hand, when v is fixed, the problem to solve is

min
u∈RN

− 1

N
u>Xv (4.4)

s. t. ‖u‖22 ≤ 1,
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with the associated explicit solution

u∗(v) =
Xv

‖Xv‖2
. (4.5)

On the other hand, solving the equation with respect to v with a fixed u presents a higher

level of difficulty. It is solved with the CONESTA algorithm detailed in Chapter 3.

4.3.3 Minimization of the loading vectors with CONESTA

Using Nesterov’s smoothing of the structured penalty, a new (smoothed) optimization prob-

lem, closely related to Eq. (4.3) (with fixed u), arises from this regularization as

min
v

smooth︷ ︸︸ ︷
− 1

n
u>Xv+ λ2‖v‖22︸ ︷︷ ︸

g(v)

+λ
{
α∗µ(v)>Av − µ

2
‖α∗‖22

}
︸ ︷︷ ︸

sµ(v)

+λ1

non-smooth︷︸︸︷
‖v‖1︸︷︷︸
h(v)

. (4.6)

Since we are now able to explicitly compute the gradient of the smooth part ∇(g + λsµ)

(Eq. (4.8)), its Lipschitz constant (Eq. (4.9)) and also the proximal operator of the non-

smooth part, we have all the ingredients necessary to solve this minimization function using

the CONESTA algorithm.

However, in order to control the convergence of the algorithm (presented in Section 3.5.1),

we introduce the Fenchel dual function and the corresponding dual gap of the objective

function. The Fenchel duality requires the loss to be strongly convex, which is why we

further reformulate Eq. (4.6) slightly: All penalty terms are divided by λ2 and by using the

following equivalent formulation for the loss, we obtain the minimization problem

min
v
fµ ≡

g(v)︷ ︸︸ ︷
1

2

∥∥∥∥v − X>u

nλ2

∥∥∥∥2
2︸ ︷︷ ︸

L(v)

+
1

2
‖v‖22 +

λ

λ2

sµ(v)︷ ︸︸ ︷{
α∗µ(v)>Av − µ

2
‖α∗‖22

}
+
λ1
λ2

h(v)︷︸︸︷
‖v‖1︸ ︷︷ ︸

ψµ(v)

. (4.7)

This new formulation of the smoothed objective function (noted fµ) preserves the decom-

position of fµ into a sum of a smooth term g + λ
λ2
sµ and a non-smooth term h. Such

decomposition is required for the application of CONESTA as detailed in Chapter 3. More-

over, this formulation provides a decomposition of fµ into a sum of a smooth loss L and a

penalty term ψµ required for the calculation of the gap presented in Section 3.5.1.
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We provide all the required quantities to minimize Eq. (4.7). Using Eq. (3.11) we compute

the gradient of the smooth part as

∇
(
g +

λ

λ2
sµ

)
= ∇(g) +

λ

λ2
∇(sµ)

= (2v − X>u

nλ2
) +

λ

λ2
A>α∗µ(vk), (4.8)

and its Lipschitz constant (using Eq. (3.12))

L

(
∇
(
g +

λ

λ2
sµ

))
= 2 +

λ

λ2

‖A‖22
µ

. (4.9)

Based on Eq. (4.7), which decomposes the smoothed objective function as a sum of a strongly

convex loss and the penalty,

fµ(v) = L(v) + ψµ(v),

we compute the duality gap that provides an upper bound estimation of the error to the

optimum. At any step k of the algorithm, given the current primal vk and the dual σ(vk) ≡
∇L(vk) variables [73], we can compute the duality gap using the Fenchel duality rules [74]:

Gap(vk) ≡ fµ(vk) + L∗
(
σ(vk)

)
+ ψ∗µ

(
− σ(vk)

)
, (4.10)

where L∗ and ψ∗µ are respectively the Fenchel conjugates of L and ψµ. Denoting by v∗ the

minimum of fµ (solution of Eq. (4.7)), the interest of the duality gap is that it provides an

upper bound for the difference with the optimal value of the function. Moreover, it vanishes

at the minimum:

Gap(vk) ≥ f(vk)− f(v∗) ≥ 0

Gap(v∗) = 0.
(4.11)

The dual variable is

σ(vk) ≡ ∇L(vk) = v − X>u

nλ2
, (4.12)

the Fenchel conjugate of the squared loss L(vk) is

L∗(σ(vk)) =
1

2
‖σ(vk)‖22 + σ(vk)>

X>u

nλ2
. (4.13)

4.3.4 The algorithm for the SPCA-TV problem

The computation of a single component through SPCA-TV can be achieved by combining

CONESTA and Eq. (4.5) within an alternating minimization loop. Mackey [98] demon-

strated that further components can be efficiently obtained by incorporating this single-unit
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procedure in a deflation scheme as done in e.g. [80, 82]. The stopping criterion is defined as

StoppingCriterion =

∥∥∥Xk − ui+1vi+1>
∥∥∥
F
−
∥∥∥Xk − uivi

>
∥∥∥
F∥∥Xk − ui+1vi+1>

∥∥
F

. (4.14)

All the presented building blocks were combined into Algorithm 3 to solve the SPCA-TV

problem.

Algorithm 3 SPCA-TV(X, ε
)

1: X0 = X

2: for all k = 0, . . . ,K do . Components

3: Initialize u0 ∈ RN

4: repeat . Alternating minimization

5: vi+1 = CONESTA(X>kui, ε)

6: ui+1 = Xkv
i+1

‖Xkvi+1‖2
7: until StoppingCriterion ≤ ε
8: vk+1 = vi+1

9: uk+1 = ui+1

10: Xk+1 = Xk − uk+1vk+1> . Deflation

11: end for

12: return U = [u1, · · · ,uK ],V = [v1, · · · ,vK ]

4.4 Experiments

We evaluated the performance of SPCA-TV using two experiments: One simulation study

carried out on a synthetic data set and one neuroimaging data set. In order to compare the

performance of SPCA-TV with existing sparse PCA models, we also included results ob-

tained with Sparse PCA, ElasticNet PCA, GraphNet PCA and SSPCA from [88]. We used

the scikit-learn implementation [100] for the Sparse PCA while we used the Parsimony pack-

age (https://github.com/neurospin/pylearn-parsimony) for the ElasticNet, GraphNet

PCA and SPCA-TV methods. Concerning SSPCA, we used the MATLAB implementation

provided in [88].

Model selection

The number of parameters to set for each method is different: For Sparse PCA, the λ1

parameter selects its optimal value from the range {0.1 , 1.0 , 5.0 , 10.0}. ElasticNet PCA

requires the setting of the λ1 and the λ2 penalties weights. Meanwhile, GraphNet PCA and

SPCA-TV requires the settings of an additional parameter, namely the spatial constraint

penalty λ. We operated a re-parametrization of these penalty weights in ratios. A global

https://github.com/neurospin/pylearn-parsimony
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parameter α ∈ {0.01, 0.1, 1.0} controls the weight attributed to the whole penalty term,

including the spatial and the `1 regularization. Individual constraints are expressed in terms

of ratios: the `1 ratio: λ1/(λ1 +λ2 +λ), ∈ {0.1, 0.5, 0.8} and the `TV (or `GN for GraphNet)

: λ/(λ1 + λ2 + λ), ∈ {0.1, 0.5, 0.8}. For ElasticNet, we explore the grid of parameters

composed of the Cartesian product of α and `1 ratio subsets. For GraphNet PCA and

SPCA-TV, we perform a parameter search on a grid of parameters given by the Cartesian

product of respectively (α, `1 `GN ) subsets and (α, `1 `TV ) subsets . Concerning SSPCA

method, the regularization parameter selects its optimal value in the range {10−8, ..., 108}

However, in order to ensure that the components extracted have a minimum amount of

sparsity, we also included a criteria controlling sparsity: At least half of the features of the

components have to be zero. For both real neuroimaging experiments, performance was eval-

uated through a 5-fold x 5-fold double cross validation pipeline. The double cross-validation

process consists of two nested cross-validation loops which are referred to as internal and

external cross-validation loops. In the outer (external) loop, all samples are randomly split

into subsets referred to as training and test sets. The test sets are exclusively used for model

assessment while the train sets are used in the inner (internal) loop for model fitting and

selection. The inner folds select the set of parameters minimizing the reconstruction error

on the outer fold. For the synthetic data, we used 50 different purposely-generated data sets

and 5 inner folds for parameters selection.

Reconstruction accuracy

In order to evaluate the reconstruction accuracy of the methods, we reported the mean

Frobenius norm of the reconstruction error across the folds/data sets, on independent test

data. The hypothesis we wanted to test was whether there was a substantial decrease in

the reconstruction error of independent data when using SPCA-TV compared to when using

Sparse PCA, ElasticNet PCA, GraphNet PCA and SSPCA . It was tested through a related

two samples t-test. This choice to compare methods performance on independent test data

was motivated by the fact that the optimal reconstruction of the training set is necessarily

hindered by spatial and sparsity constraints. We therefore expect SPCA-TV to perform

worse on train data than other less constrained methods. However, the TV penalty has

a more important purpose than just to minimize the reconstruction error: the estimation

of coherent and reproducible loadings. Indeed, clinicians expect that, if images from other

patients with comparable clinical conditions had been used, the extracted loading vectors

would have turned out to be similar. Therefore, since the ultimate goal of SPCA-TV is

to yield stable and reproducible weight maps, it is more relevant to evaluate methods on

independent test data.

Stability

The stability of the loading vectors obtained across various training data sets (variation in

the learning samples) was assessed through a similarity measure: the pairwise Dice index

between loading vectors obtained with different folds/data sets [101]. We tested whether

pairwise Dice indices are significantly higher in SPCA-TV compared other methods. Testing
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this hypothesis is equivalent to testing the sign of the difference of pairwise Dice indices

between methods. However, since the pairwise Dice indices are not independent from one

another (the folds share many of their learning samples), the direct significance measures

are biased. We therefore used permutation testing to estimate empirical p-values. The null

hypothesis was tested by simulating samples from the null distribution. We generated 1 000

random permutations of the sign of the difference of pairwise Dice index between the PCA

methods under comparisons, and then the statistics on the true data were compared with

the ones obtained on the reshuffled data to obtain empirical p-values.

4.4.1 Simulation study

Dataset

We generated 50 sets of synthetic data, each composed of 500 images of size 100×100 pixels.

Images are generated using the following noisy linear system :

u1V
1 + u2V

2 + u3V
3 + ε ∈ R10 000, (4.15)

where V = [V 1, V 2, V 3] ∈ R10 000×3 are sparse and structured loading vectors, illustrated in

Figure 4.1. The support of V 1 defines the two upper dots, the support of V 2 defines the two

lower dots, while V 3 ’s support delineates the middle dot. The coefficients u = [u1, u2, u3]

that linearly combine the components of V are generated according to a centered Gaussian

distribution. The elements of the noise vector ε are independent and identically distributed

according to a centered Gaussian distribution with a 0.1 signal-to-noise ratio (SNR). This

SNR was selected by a previous calibration pipeline, where we tested the efficiency of data

reconstruction at multiple SNR ranges running from 0 to 0.5. We decided to work with a

0.1 SNR because it is located in the range of values where standard PCA starts being less

efficient in the recovery process.

We splitted the 500 artificial images into a test and a training set, with 250 images in each

set and learned the decomposition on the training set.

Results
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component 1 component 2 component 3
Figure 4.1: Loading vectors V = [V 1, V 2, V 3] ∈ R10 000×3 used to generate the images

Figure 4.2 represents the loading vectors extracted with one data set. Please note that the

sign is arbitrary. Indeed, if we consider the loss of Eq. (4.3), u> and v can be both multiply

by -1 without changing anything. We observe that Sparse PCA yields very scattered loading

vectors. The loading vectors of SPCA-TV, on the other hand, are sparse; but also organized

in clear regions. SPCA-TV provides loading vectors that closely match the ground truth.

Table 4.1: Scores are averaged across the 50 independent data sets. We tested whether the
scores obtained with existing PCA methods are significantly different from scores obtained

with SPCA-TV. Significance notations: ***: p ≤ 10−3

Scores

Methods Test Data Reconstruction Error MSE Dice Index

Sparse PCA 1576.0*** 0.91*** 0.28***

ElasticNet PCA 1572.4*** 0.83*** 0.43***

GraphNet PCA 1570.8*** 0.83*** 0.30***

SSPCA 1571.9*** 1.54*** 0.07***

SPCA-TV 1570.1 0.64 0.52

The reconstruction error is evaluated on the test sets (4.1), with its value over the 50 data

sets being significantly lower in SPCA-TV than in Sparse PCA (T = 94.5, p = 3.9 · 10−57),

ElasticNet PCA (T = 33.2, p = 2.7 · 10−35, GraphNet PCA (T = 12.7, p = 3.6 · 10−17 and

SSPCA from [88] (T = 18.9, p = 3.9 · 10−24) ) methods.
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Sparse PCA

ElasticNet PCA

SPCA - TV

component 1 

component 1 

component 1 

component 2 

component 2 

component 2 

component 3

component 3

component 3

GraphNet PCA

component 1 component 2 component 3

SSPCA (Jenatton et al, 2010)

component 1 component 2 component 3

Figure 4.2: Loading vectors recovered from 250 images using different sparse methods.
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A different way of quantifying the reconstruction accuracy for each method is to evaluate

how closely the extracted loadings match the known ground truth of simulated data set.

We computed the mean squared error (MSE) between the ground truth and the estimated

loadings. The results are presented in Table 4.1. We note that the MSE is significantly

lower with SPCA-TV than with Sparse PCA (T = 6.9, p = 8.0 · 10−9), ElasticNet PCA

(T = 6.2, p = 1.1 · 10−07), GraphNet-PCA (T = 4.1, p = 1.4 · 10−04) and SSPCA (T = 22.6,

p = 1.5 · 10−27).

Moreover, when evaluating the stability of the loading vectors across resampling, we found a

higher statistically significant mean Dice index when using SPCA-TV compared to the other

methods (p < 0.001). The results are presented in Table 4.1. They indicate that SPCA-TV

is more robust to variation in the learning samples than the other sparse methods. SPCA-TV

yields reproducible loading vectors across data sets. These results indicate that the SPCA-

TV loadings are not only more stable across resampling but also achieve a better recovery

of the underlying variability in independent data than the Sparse PCA, ElasticNet PCA,

GraphNet PCA and SSPCA methods.

Convergence of the algorithm

One of the issues linked to biconvex optimization is the risk of falling into locals minima.

Conscious of this potential risk, we set up an experiment in which we ran 50 times the

optimization of the same problem, with a different starting point at each run. We then com-

pare the resulting loading vectors obtained at each run, and computed a similarity measure,

the Dice index. It quantifies the proximity between each independently-run solution with a

different starting point. We obtained a Dice index of 0.99 on the 1st component, 0.99 on

the 2nd component, and 0.72 on the 3rd component. Off the strength of this indices, we

are confident of this algorithm robustness and ability to converge toward the same stable

solution independently from the choice of the starting point.

4.4.2 Surfaces meshes of cortical thickness in Alzheimer disease

Dataset

Finally, SPCA-TV was applied to the whole brain anatomical MRI from the ADNI database,

the Alzheimer’s Disease Neuroimaging Initiative, (http://adni.loni.usc.edu/). The MR

scans are T1-weighted MR images acquired at 1.5 T according to the ADNI acquisition

protocol. We selected 133 patients with a diagnosis of mild cognitive impairments (MCI)

from the ADNI database who converted to AD within two years during the follow-up period.

We used PCA to reveal patterns of atrophy explaining the variability in this population. This

could provide indication of possible stratification of the population into more homogeneous

subgroups, that may be clinically similar, but with different brain patterns.

Objective

In order to demonstrate the relevance of using SPCA-TV to reveal variability in any kind

http://adni.loni.usc.edu/
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of imaging data, we worked on meshes of cortical thickness. The 317 379 features are the

cortical thickness values at each vertex of the cortical surface. Cortical thickness represents a

direct index of atrophy and thus is a potentially powerful candidate to assist in the diagnosis

of Alzheimer’s disease ([102], [103]). Therefore, we hypothesized that applying SPCA-TV to

the ADNI data set would reveal important sources of variability in cortical thickness mea-

surements. Cortical thickness measures were performed with the FreeSurfer image analysis

suite (Massachusetts General Hospital, Boston, MA, USA), which is documented and freely

available for download online (http://surfer.nmr.mgh.harvard.edu/). The technical de-

tails of this procedure are described in [104], [105] and [106]. All the cortical thickness maps

were registered onto the FreeSurfer common template (fsaverage).

We applied all PCA methods under study to this data set except SSPCA. Indeed, we could

not applied SSPCA method to this data set due to some intrinsic limitations of the method.

SSPCA ’s application is restricted to N -dimensional array images. It does not support

meshes of cortical surfaces such as the data set used here.

Results

The loading vectors obtained from the data set with sparse PCA and SPCA-TV are presented

in Figure 4.4. As expected, Sparse PCA loadings are not easily interpretable because the

patterns are irregular and dispersed throughout the brain surface. In contrast, SPCA-TV

reveals structured and smooth clusters in relevant regions. The first loading vector, which

maps the whole surface of the brain, can be interpreted as the variability between patients,

resulting from a global cortical atrophy, as often observed in AD patients. The second

loading vector includes variability in the entorhinal cortex, hippocampus and in temporal

regions. Last, the third loading vector might be related to the atrophy of the frontal lobe

and captures variability in the precuneus too. Thus, SPCA-TV provides a smooth map that

closely matches the well-known brain regions involved in Alzheimer’s disease.[107]

Indeed, it is well-documented that cortical atrophy progresses over three main stages in

Alzheimer disease.([108], [109]) The cortical structures are sequentially being affected because

of the accumulation of amyloid plaques. Cortical atrophy is first observed, in the mild stage of

the disease, in regions surrounding the hippocampus ([110], [111], [112]) and the enthorinal

cortex ([113]), as seen in the second component. This is consistent with early memory

deficits. Then, the disease progresses to a moderate stage; where atrophy gradually extends

to the prefrontal association cortex as revealed in the third component ([114]). In the severe

stage of the disease, the whole cortex is affected by atrophy ([109]) (as revealed in the first

component).

In order to assess the clinical significance of these weight maps; we tested the correlation

between the scores corresponding to the three components and performance on a clinical test:

ADAS. The Alzheimer’s Disease Assessment Scale-Cognitive subscale, is the most widely used

general cognitive measure in AD. ADAS is scored in terms of errors, so a high score indicates

poor performance. We obtained significant correlations between ADAS test performance

http://surfer.nmr.mgh.harvard.edu/
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and components ’scores in Figure 4.3. r = −0.34, p = 4.2 · 10−11 for the first component,

r = −0.26, p = 3.6 · 10−7 for the second component and r = −0.35, p = 4.0 · 4.5−12 for the

third component) The same behavior is observable for all three components: The ADAS

score grows proportionately to the level to which a patient is affected and to the severity

of atrophy he presents (in temporal pole, prefrontal region and also globally). Conversely,

controls subjects score low on the ADAS metric and present low level of cortical atrophy.

Therefore, SPCA-TV provides us with clear biomarkers, that are perfectly relevant to the

scope of Alzheimer’s disease progression.

Figure 4.3: Correlation of components scores with ADAS test performance

The reconstruction error is significantly lower in SPCA-TV than in Sparse PCA (T = 12.7,

p = 2.1 · 10−4), ElasticNet PCA (T = 6.8, p = 2.3 · 10−3) and GraphNet PCA (T = 2.83,

p = 4.7 · 10−2). The results are presented in Table 4.2. Moreover, when assessing the

stability of the loading vectors across the folds, the mean Dice index is significantly higher

in SPCA-TV than in other methods.

Table 4.2: Scores are averaged across the 5 folds. We tested whether the averaged scores
obtained with existing PCA methods are significantly lower from scores obtained with SPCA-

TV. Significance notations: ***: p ≤ 10−3, **: p ≤ 10−2, *: p ≤ 10−1.

Scores

Methods Test Data Reconstruction Error Dice Index

Sparse PCA 2991.8*** 0.44**

ElasticNet PCA 2832.6** 0.43**

GraphNet PCA 2813.6* 0.62*

SPCA-TV 2795.0 0.65
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Figure 4.4: Loading vectors recovered from the 133 MCI patients using different methods



Chapter 4 Unsupervised Machine Learning with Structured Sparsity 61

4.4.3 Parameters effects

The SPCA-TV method has 3 parameters. Each of them has an impact on the aspect of

the generated weight maps. In order to attempt to build an empirical intuition of each

parameter we shall look at the weight maps. We conducted a sensitivity analysis on the real

neuroimaging data set in order to increase the understanding of the relationships between

input parameters and output weight maps.

• First, let’s focus on the impact of the `TV ratio parameter, in Figure 4.5. The three

rows corresponds to three weight maps yielded by three different values of the `TV ratio

parameter, together with fixed parameters α and `1. The top row corresponds to a low

value of `TV , the middle row corresponds to a medium value of `TV while the bottom

row correspond to a high value of `TV . As a result, increasing `TV increases the spatial

constraint applied to the map, resulting in a more structured and smoother map. In

addition, it tends to increase the extent of the support, even with a fixed `1.

Figure 4.5: Sensitivity analysis : Effect of the variation of the `TV ratio parameter on the
weight maps.

• Second, let’s focus on the impact of the `1 ratio parameter in Figure 4.6. The three

rows correspond to three weight maps yielded by three different values of the `1 ratio

parameter, together with fixed parameters α and `TV . The top row corresponds to a

low value of `1, the middle row corresponds to a medium value of `1 while the bottom

row corresponds to a high value of `1. In this case, increasing `1 increases the sparsity

penalty applied on the map, resulting in a more parsimonious map.
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Figure 4.6: Sensitivity analysis : Effect of the variation of the `1 parameter on the weight
maps.

• Last, let’s focus on the impact of the α parameter in Figure 4.7. The three rows

correspond to three weight maps yielded by three different values of the α parameter,

together with fixed parameters `1 and `TV . The top row corresponds to a low value of α,

the middle row corresponds to a medium value of α while the bottom row corresponds

to a high value of α. The takeaway this time around is that increasing α increases the

amount of penalties applied on the map, resulting in a more constrained map. Since

the penalty term is composed of both spatial and sparsity constraints, we can observe

both aspects beeing reinforced when we increase the α: The weight maps get sparser

and more structured. However, if the amount of global penalization is too high, it

yields weight maps that are way too sparse with zero-coefficients almost everywhere.

(such as the weight map of the third row)

Figure 4.7: Sensitivity analysis : Effect of the variation of the α parameter on the weight
maps.

It is also interesting to note the extreme effects of `TV and `1 parameters: Extremely high

values of these two parameters tend to push the solution toward two opposite weight maps

configuration. Extremely high values of `TV will provide a very extended support with
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constant coefficient values. On the other hand, extremely high value of `1 will tend to yield

fully sparse weight maps where every voxels have a zero coefficient.

4.5 Conclusion

We proposed an extension of Sparse PCA that takes into account the spatial structure of the

data. We observe that SPCA-TV, in contrast to other existing sparse PCA methods, yields

clinically interpretable results and reveals major sources of variability in data, by highlighting

structured clusters of interest in the loading vectors. Furthermore, SPCA-TV ’s loading

vectors were more stable across the learning samples compared to other methods. SPCA-TV

was validated and its applicability was demonstrated on two distinct data sets: we may reach

the conclusion that SPCA-TV can be used on any kind of structured configurations, and is

able to present structure within the data. Moreover, we will demonstrate its performance on

an fMRI dataset of patients with schizophrenia in Chapter 6.





Chapter 5

Identifying a neuroanatomical

signature of schizophrenia

The work presented in this chapter can be found in:

Identifying a neuroanatomical signature of schizophrenia, reproducible across

sites and stages, using machine-learning with structured sparsity.

Amicie de Pierrefeu, Tommy Löfstedt, Charles Laidi, Fouad Hadj-Selem, Julie Bourgin,

Tomas Hajek, Filip Spaniel, Marian Kolenic, Philippe Ciuciu, Nora Hamdani, Marion

Leboyer, Thomas Fovet, Renaud Jardri, Josselin Houenou, Edouard Duchesnay.

Acta Psychiatrica Scandinavica , 2018

Interpretable and stable prediction of schizophrenia on a large multisite dataset

using machine learning with structured sparsity

Amicie de Pierrefeu, Tommy Löfstedt, Charles Laidi, Fouad Hadj-Selem, Marian Kolenic,

Philippe Ciuciu, Josselin Houenou, Edouard Duchesnay.

8th International Workshop on Pattern Recognition in Neuroimaging, June 2018

5.1 Abstract

Over the years, structural MRI (sMRI) has been increasingly used to gain insight into the

abnormalities inherent to schizophrenia. Previous prediction applications relying on ma-

chine learning suggest that individual classification is both feasible and increasingly reliable,

however, they focused on predictive performance of the clinical status in cross-sectional de-

signs which is limited in terms of biological perspectives. Indeed, off-the-shelf algorithms

are insufficient in providing insight into the neurobiological predictive signature. Moreover,

all but one studies depend on relatively small cohort sizes or a single recruiting site. Fi-

nally, no study controlled for the disease stage or medications effect. All the above evidence

65
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cast doubt on previous findings reproducibility. First, based on structural MRI (sMRI) we

propose a machine learning algorithm, with sparse and spatial regularization (structured

sparsity), whose aim is to provide an interpretable brain signature. Second, using large

dataset collected from 4 international sites (606 sMRI images collected on 276 schizophrenia

patients and 330 matched healthy controls) we assessed the reproducibility across sites of the

prediction and the associated predictive signature. Third, for the first time, we evaluated

the predictive signature regarding medication and duration of illness using an independent

dataset of first-episode patients. Machine learning classifiers based on neuroanatomical fea-

tures yield significant inter-site prediction accuracies (up to 72%) together with an excellent

stability of the predictive signature. This signature provides a neural score which is sig-

nificantly correlated with the symptom severity and the extent of cognitive impairments.

Moreover, this signature demonstrates its efficiency on patients with first-episode psychosis

(73% accuracy). These results highlight the existence and emphasize the relevance of a com-

mon neuroanatomical signature for schizophrenia, shared by a majority of patients ( 75%)

even from an early stage of the disorder. In contrast, the remainder of patients (25%), do

not present such brain abnormalities, which in turn directly questions the need for a disorder

stratification into more homogeneous subgroups.

5.2 Introduction

Schizophrenia is a disabling chronic mental disorder characterized by various symptoms such

as hallucinations, delusions as well as impairments in high-order cognitive functions. The

development of magnetic resonance imaging (MRI) provides an effective and noninvasive

approach to investigate the neuroanatomy of the brain. Specifically, structural MRI (sMRI)

allows the study of structural changes in the brain and their relationship with the clinical

diagnosis. Over the years, sMRI has been increasingly used to gain insights on the structural

abnormalities inherent to the disorder and to identify brain regions where schizophrenia

patients differ significantly from healthy controls [35]. Unfortunately, group analyses do

not offer the possibility to uncover individual subject deviations from normality. There is

indeed a wide overlap between brain-imaging measurements in schizophrenia patients and

the normal range [115]. Thus, group analyses cannot be easily used to assist in the diagnosis

process.

Recent progress in machine learning together with the availability of large datasets now pave

the way for automatic detection of brain disorders, solely based on MRI data [116, 117].

In the past, an extensive number of studies have focused on the prediction of schizophrenia

based on neuroanatomical features [59, 118, 119]. These studies uncovered relevant structural

brain patterns that are different between controls and patients and that achieve a prediction

at the individual level. Based on these structural discrepancies alone, classifiers reached

various prediction performances ranging from 65% to 90% of accuracy. However, to date,
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despite initial promising results, these studies have barely impacted clinical practice. Signif-

icant challenges still need to be tackled for translational implementation of such findings in

psychiatry.

Schizophrenia is a complex and very heterogeneous disorder. Small size cohorts, typically

composed of highly-selected patients, suffer from a bias in the recruitment. They do not

represent the full and broad cross-sectional spectrum of the disorder phenotype. Given this

variability, a significant heterogeneity can be found in the effect-sizes and patterns of brain

differences across studies [29–31]. To date, most studies recruited subjects scanned at a

single acquisition site (i.e., the subjects were scanned at the same site, using similar scanner

hardware and MRI protocols). Such results are difficult to generalize to large-scale clinical

settings, i.e., with patients scanned at widely different locations [32]. Validation on inde-

pendent datasets is a more realistic approach to quantifying generalization accuracy. Con-

sequently, multi-site populations are instrumental to achieve consistency and reproducibility

in the results. To our knowledge, only few studies have relied on a completely independent

validation cohort to estimate prediction performances of a classifier [57–59]

Leveraging those studies, we intend to further develop our findings along two different as-

pects. First, in the context of predictive signature discovery, it is crucial to understand the

brains structural patterns that underpin a prediction. Unfortunately, in most cases, despite

accurate prediction performance achieved, classifiers still behave as a black box model, not

providing objective neuroanatomical markers thus ruling out the prospect of clinical appli-

cation. We will therefore focus on the interpretability of such predictive patterns. Second,

we strive to filter-out chronic pharmaceutical treatments impact on the brain. Given that

the literature has consistently reported that some regions of the brain are affected by an-

tipsychotic medication [36], our intention is to evaluate the generalization of the developed

predictive models on subjects that are still in an early stage of the disease. Hence, we need to

address the non-negligible probability that previous classifiers rely heavily on the medication

impacts over the brain rather than as true markers of the disorder able to distinguish healthy

individuals from those affected by schizophrenia.

Here, we validated automatic methods to classify schizophrenia using exclusively sMRI scans.

We tested different sMRI-based features to assess inter-site performance replicability using

data from 606 subjects scanned at four distinct sites with no prior coordination. In addition,

we investigated the interpretability of the obtained neuroanatomical predictive signature

and its independance regarding medication. Finally, we tested the ability of our classifiers

to generalize to an independent set of patients with first-episode psychosis.

5.3 Methods
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5.3.1 Participants

Brain imaging data from 4 independent studies with no prior coordination were gathered in

the current analysis (http://schizconnect.org). The full dataset included 276 patients

with strict schizophrenia, according to DSM-IV criteria, and 330 healthy controls. One

additional independent set of healthy controls and patients with first-episode psychosis (FEP)

was used for additional validation of the prediction performance. Subjects provided informed

consent to participate in their respective studies. Demographic details of all four datasets

are summarized in Table 5.1

Table 5.1: Demographic and clinical characteristics of the dataset. The validation set is
exclusively used for evaluation of the generalization of the learnt predictive model.

Datasets Diagnosis n age
gender

(%F)

Clinical symptoms

scores type

(mean + sd)

NUSDAST
Schizophrenia 118 33.95 + 12.87 32

SAPS (17.84 15.2)

SANS (21.15 13.6)

Controls 152 27.96 + 12.58 54 NA

COBRE
Schizophrenia 77 37.28 + 13.56 16

PANSS POS (14.92 5.23)

PANSS NEG (15.07 5.21)

Controls 87 38.33 11.80 27 NA

NMorphCH
Schizophrenia 39 32.21 + 9.48 28

PANSS POS (14.91 7.14)

PANSS NEG (21.40 8.59)

Controls 53 35.97 11.32 56 NA

VIP
Schizophrenia 39 32.21 + 9.48 28

PANSS POS (14.91 7.14)

PANSS NEG (21.40 8.59)

Controls 53 35.97 11.32 56 NA

All sites
Schizophrenia 276 34.46 + 11.99 27 N/A

Controls 330 32.36 12.53 47 N/A

PRAGUE
FEP 43 29.18 + 6.14 56

PANSS POS (11.33 3.63)

PANSS NEG (13.64 5.86)

Controls 90 27.74 6.74 55 NA

Information regarding the MRI acquisition protocols are gathered in Table 5.2. Prior to the

analysis, raw MRI scans were visually controlled for motion and artifacts. 57 scand did not

survived this strict quality control and were excluded from further analysis. (Those subjects

are not included in the 606 individuals detailed in Table 5.1.)

http://schizconnect.org
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Table 5.2: MRI acquisition protocols

Site Brand

Field

strength

(T )

Protocol
TR

(ms)

TE

(ms)
FOV

Slice

thickness

(mm)

1 Siemens 1.5 MPRAGE 9.7 4 256x256 1.2

2 Siemens 3 MPRAGE 2530 3.5 256x256 1

3 Siemens 3 MPRAGE 2400 3.16 256x256 1

4 Siemens 3 MPRAGE 2300 2.98 256x256 1.1

5 Siemens 3 MPRAGE 2300 4.63 256x256 1

5.3.2 MRI preprocessing and features extraction

Prior to training classifiers, the first step was to compute samples from the structural MRI

scans. We retain 3 differents types of features that are potentially powerful candidates to

assist in the diagnosis of schizophrenia (22):

• VBM: Grey matter voxel-based morphometry maps were computed for each subject using

the procedure described in Chapter 1, using SPM12. This produced 125,959 features

representing the local grey matter volume (tissue probability with Jacobian intensity

modulation) at each voxel.

• Vertex-based cortical thickness features were obtained using FreeSurfer, by map-

ping the cortical thickness value at each vertex on the cortical surface. This produced

299,862 features representing the cortical thickness at each vertex.

• Regions of interest features: 66 structural measurements of regions of interest were

extracted with FreeSurfer which automatically compute the volume of subcortical re-

gions and the average thickness of cortical parcels.

5.3.3 Machine learning algorithms

Classification analyses were performed with several classifiers to compare prediction perfor-

mance, stability and interpretability of the weight maps: We used a linear Support Vector

Machine (SVM), implemented in the scikit-learn python library (http://scikit-learn.org), and

logistic regressions with respectively ElasticNet, GraphNet and TV-Enet penalties, imple-

mented in the Parsimony package. Those classifiers are detailed in Chapter 2 and 3.

Therefore, grey matter VBM and vertex-based cortical thickness features models were evalu-

ated using SVM, Enet, GraphNet and Enet-TV classifiers while ROIs-based model was only

conducted using SVM and Enet, given that there is no explicit spatial structure in this last

set of features. We expect all classifiers to perform similar in terms of absolute prediction
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performance, but in addition the TV-Enet models will produce an interpretable predictive

signature of the disorder organized in few regions of imaging features (voxels or vertices).

For all analyses, we included age, gender and site as covariates.

5.3.4 Cross-validation and performance assessment

Performance was evaluated using a double cross-validation (CV) scheme. It consists of two

nested cross-validation loops. In the outer (external) loop, a set of subjects is considered as

the training data, while the remaining subjects are held out and used as the test data. The

test sets were exclusively used for model assessment while the training sets were partitioned

into sub-training and validation sets, using the nested 5-fold CV, to set all regularization

parameters. The splitting process of the samples into train and test subsets is crucial for

performance evaluation. In order to investigate the reproducibility of prediction performance

across sites, we chose to carry out a leave-one-site-out procedure (See Figure 5.1) for the

outer CV. Subjects from all sites except one are referred as the training data, while all

subjects of the remaining site are held out and used as the test data. This inter-site setting

is paramount in order to assess the reproducibility of a prediction model on completely

independent datasets.

Site 4Site 3Site 2Site 1

Test setTraining set

Figure 5.1: Leave-one-site-out procedure

The classifier performances were assessed by computing the balanced accuracy, sensitivity

and specificity using the test samples. Sensitivity is defined as the ability to correctly classify

patients whereas specificity evaluates the ability to identify healthy controls. The balanced

accuracy score is defined as the average of the sensitivity and specificity. We also implemented

the receiver operating characteristic (ROC) curve for each classifier, from which the area

under the curve (AUC) was computed. To measure the significance of the prediction scores

against chance-level, we used an exact binomial test.

Along with the prediction performances, we also targeted a more important goal: the es-

timation of reproducible weight maps against variations of the learning samples. Indeed,

clinicians expect that the identified biomarkers, i.e. the non-null weights of the weight map,

to be similar if other patients, with similar clinical conditions, would have been used. We

therefore used a similarity measure to assess the stability of those weights maps across re-

sampling: The mean correlation between pairs of weights maps computed across the four
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folds, and denoted rβ. This measure of stability was evaluated on the weight maps provided

by the parse classifiers: Enet, GraphNet and Enet-TV. Indeed, SVM yields dense weight

map and thus comparing the region selected across fold is not relevant.

5.3.5 Interpreting the predictive signature

In order to analyse the brain regions that drive the prediction, we refitted the best model,

determined by the CV, on all subjects of the database and we extracted the associated

discriminative weights. These weights revealed the spatial patterns that best discriminate

schizophrenia patients from healthy controls. The weights revealed the relative contribution

of each feature to the decision function. Negative weights reflect that the associated features

(local grey matter density or thickness of the cerebral cortex) were higher in controls than

in patients with schizophrenia. Positive weights reflect the converse: feature value is higher

in patients than in the controls.

5.3.6 Brain signature and symptomatic level

The neuroanatomical predictive signature can be applied to each individual scan to produce

a neural score of the disorder for each patient. In a post-hoc analysis, we investigated to

what extent this neural score can track the symptomatic level. We leveraged the cognitive

scores and symptom severity scales assessed on on patients. Patient’s cognitive functions

were evaluated using a battery of neuropsychological tests that are relevant to cognition ab-

normalities previously reported in schizophrenia: Crystallized intelligence, Working memory,

Episodic memory and Executive functions. Those measurements were only available for a

subset of 118 patients. Clinical symptoms scores were evaluated through clinical rating of

the symptoms dimensions: the Scale for the Assessment of Positive Symptoms (SAPS) and

the Scale for the Assessment of Negative Symptoms (SANS). We evaluated the correlation

between the neural score provided by the brain predictive signature and those clinical scores.

To do so, we regressed each clinical score on the neural score (obtained with the brain sig-

nature), while controlling for the effects of age and gender. A p-values threshold of 0.05 was

considered as significant.

5.3.7 Brain signature and medication/duration of illness

The impact of antipsychotic treatments on the brain anatomy have been previously reported

in the literature [36, 37]. This raises questions about the validity of the learned models and

the predictive signature. Our concern was that patients and controls might be classified with

regard to their medication status rather than their diagnosis. In order to discard the hy-

pothesis of a confounding effect of medication on discriminative patterns, we conducted two

additional analyses. First, we trained a new classifier with a restricted set of features. Based
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on the literature, we masked out the regions that are known to be affected by antipsychotic

drugs, such as the striatum [38, 39]. We created a new predictive model using the remaining

features and evaluated its performance. Second, we took benefit of a validation cohort, con-

stituted of 133 subjects: 90 healthy controls and 43 participants with first episode-psychosis

(See Table 5.1). Some of those patients have taken antipsychotic medication. However, the

duration of treatment is very limited (average: 2.56± 5.1 months). Thus, we assumed that

the medication impacts on the brain are very limited in this cohort. We evaluated the ability

of the models learned on the full cohort, to predict diagnosis in this new, additional popula-

tion. These two complementary strategies were designed to ensure that the learned models

are independent from medication and duration of illness effects, and mainly rely on brain

markers inherent to schizophrenia per se.

5.4 Results

5.4.1 Prediction performances

Classification results obtained with the inter-site cross-validation splitting strategy are pre-

sented in Table 5.3. The classifiers did not differ in terms of absolute prediction performances.

They were all able to significantly distinguish patients from healthy controls using all three

features sets. Grey matter VBM and ROIs-based features seem to yield better predictive

performance (with an AUC of 0.74 and 0.78 respectively) than vertex based cortical thickness

features (with and AUC of 0.70).

Table 5.3: Intersite prediction performances and stability using different sets of features
and classifiers. Prediction accuracies: Sensitivity (Sen, recall rate of trans samples), Speci-
ficity (Spe, recall rate of off samples) and Balanced accuracy (Acc): (Sen+Spe)/2; AUC
indicates area under the curve. rβ : mean correlation between pairs of weights maps com-

puted across the four folds.
SIGNIFICANCE NOTATIONS: *: p ≤ 102

Features Classifier AUC Acc Spe Sen rβ

Grey Matter VBM

SVM 0.74 0.69 0.68 0.69 -

Enet 0.76 0.71 0.68 0.73 0.34

GraphNet 0.75 0.70 0.71 0.69 0.42

TV-Enet 0.74 0.68 0.68 0.68 0.74

Vertex based cortical thickness

SVM 0.69 0.64 0.63 0.65 -

Enet 0.60 0.61 0.61 0.61 0.09

GraphNet 0.67 0.62 0.57 0.67 0.19

TV-Enet 0.70 0.66 0.60 0.71 0.76

ROIs based volume
SVM 0.78 0.72 0.71 0.72 -

Enet 0.74 0.69 0.69 0.70 -
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The prediction performance yielded on each site are reported in Table 5.4.

Table 5.4: Accuracy of prediction on each independent site

Features Classifier Site 1 Site 2 Site 3 Site 4

Grey Matter VBM
SVM 0.71 0.72 0.66 0.67

TV-Enet 0.74 0.71 0.70 0.67

Vertex based cortical thickness
SVM 0.68 0.65 0.63 0.64

TV-Enet 0.68 0.68 0.66 0.65

ROIs based volume SVM 0.73 0.75 0.74 0.73

5.4.2 Neuroanatomical predictive signature

We were also interested in the interpretability of the discriminative weight maps. Predictive

weight maps yielded by the classifiers are presented in Figure 5.2 and Figure 5.3:
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Figure 5.2: Freesurfer predictive signatures obtained with the classifiers- SVM, ElasticNet,
GraphNet and Enet-TV
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Figure 5.3: VBM predictive signatures obtained with the classifiers- SVM, ElasticNet,
GraphNet and Enet-TV

When using the regular SVM classifier, the relevance of the obtained discriminative weight

maps appear limited: It produces a dense map where all voxels/vertices contribute to the

prediction. It is challenging to interpret without arbitrary thresholding. Understanding the

structural brain patterns that drive the prediction is crucial. Meanwhile, the predictive maps

obtained with TV-Enet classifier appear much more interpretable, since it provides a smooth

map made of several clearly identifiable regions.

Besides the prediction scores, we also targeted a more important goal with the classifier

Enet-TV: the estimation of reproducible weight maps across folds. For VBM features, the

mean correlation rβ = 0.74 and for vertex-based features; the mean correlation rβ = 0.76.

The weight map yielded for each fold by TV-Enet are presented in Figure 5.4.
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Figure 5.4: VBM and Freesurfer discriminative weight maps yielded by Enet-TV at each
fold

5.4.3 Brain signature and symptomatic level

Since the VBM feature yields better predictive performance than the vertex-based features;

we restricted the correlation analysis with clinical scores to the VBM predictive signature.

We found significant positive correlations between the VBM predictive signature and both,

the negative symptoms scores (r = 0.17, p = 3.5e−2) and the positive symptoms scores (r

= 0.18, p = 2.2e−2). The predictive signature also correlated with the extent of cognitive

deficits in all domains tested: Crystallized intelligence, working memory, episodic memory

and executive functions (see Table 5.5).
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Table 5.5: Associations between cognitive and symptoms severity scores and the predictive
signature.

Clinical scores r p-value

Symptoms

SANS 0.17 3.5e−2

SAPS 0.18 1.2e−2

Crystallized Intelligence

WAIS vocabulary -0.24 4.4e−3

Working Memory

WMS Digit Span -0.23 7.1e−2

WMS Spatial Span -0.18 2.3e−2

WMS Letter Number Sequencing -0.15 4.8e−2

CPT dprime -0.18 3.5e−2

Episodic Memory

WMS Logical Memory -0.23 7.1e−2

WMS Family Picture -0.18 2.3e−2

Executive Functions

WAIS Matrix Reasoning -0.23 7.1e−2

WCST perseverative errors -0.18 2.3e−2

The Figure 5.5 illustrates one of those correlation between the neuroanatomical signature

and the positive symptoms score (SAPS) of patients.

Figure 5.5: Correlation between the neuroanatomical signature score and the negative and
positive symptoms scores (SANS and SAPS) of patients.

5.4.4 Brain signature and medication/duration of illness influence

The classifiers we developed possibly rely more on the effects of treatment or evolution of the

disease on the brain rather than on markers of the disorder to distinguish healthy controls
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from schizophrenia patients. To discard this hypothesis, we ran additional predictive models

by masking out the regions that are known to be affected by antipsychotic medications

(such as the striatum region). Even without these regions, results are encouraging as we

obtained similar prediction accuracy than with the full model. We also assessed the prediction

performance of the learned models on an independent set of subjects with a first-episode

psychosis (validation cohort, see Table 5.1). This sample was not included in the learning

datasets. The prediction performances obtained on those patients are presented in Table

5.6. The prediction performances are promising, ranging from 64 % to 76 % of accuracy,

depending on the features used to build the model

Table 5.6: Intersite prediction performances on independent subjects with first-episode
psychosis. Prediction accuracies: Sensitivity (Sen, recall rate of trans samples), Specificity
(Spe, recall rate of off samples) and Balanced accuracy (Acc): (Sen+Spe)/2; AUC indicates

area under the curve.
SIGNIFICANCE NOTATIONS: *: p ≤ 102

Features Classifier AUC Acc Spe Sen

Grey Matter VBM
SVM 0.78 0.71 0.61 0.81

TV-Enet 0.76 0.73 0.66 0.81

Vertex based cortical thickness
SVM 0.68 0.64 0.59 0.69

TV-Enet 0.64 0.61 0.52 0.69

ROIs based volume SVM 0.72 0.66 0.63 0.69

5.5 Discussion

In this large inter-site study, we showed that machine-learning classifiers based on neu-

roanatomical features are able to accurately distinguish controls from schizophrenia patients

in an inter-site setting. A predictive neuroanatomical signature associated to the classifica-

tion process can be extracted and interpreted. Moreover, the models were found independent

to duration of illness and have the ability to generalize to the prediction of first-episode psy-

chosis.

5.5.1 Prediction performances

The predictive models obtained robust inter-site prediction performances that are consistent

with the average prediction scores reported in the literature [58, 59]. This suggests that the

predictive models of schizophrenia we developed here are able to generalize to subjects from

unseen sites. This is promising in the scope of cross-site classification of individuals. However,

besides the absolute prediction performance, we are also interested in the identification of a

neuroanatomical predictive signature of schizophrenia.
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5.5.2 Neuroanatomical predictive signature

The interpretation of the coefficient map is is not straightforward. As raised by some papers

[120–122], we are facing a backward decoding problem where we intend to predict the causal

clinical status given the brain phenotypes results. Some coefficients can capture a general

variability associated to a latent variable (typically the age) that is not specific to the disease

of interest. Conversely some regions may be overlooked due to the sparsity constraint.

Identifying a neuroanatomical signature of schizophrenia that is clinically interpretable is

crucial. All things considered, while the state-of-the-art SVM classifier provides dense pat-

terns of predictors that are clinically uninterpretable, the Enet and GraphNet classifiers yield

predictive patterns that are sparse and scattered across the brain. Using the advanced ma-

chine learning (TV-Enet) classifier (which performs similar than other classifierst, in terms of

absolute prediction performances), we were able to identify an interpretable neuroanatomical

predictive signature of schizophrenia, that is organized in, brain regions that are in line with

the literature. Moreover, the predictive signature yielded by Enet-TV is reproducible across

folds, with similar predictors selected when different samples are used in the training phase.

The predictive signature yielded is consistent across the three types of features (identified

regions from (i) whole brain voxels or (ii) cortical vertices and (iii) atlas-based ROIs). (See

Figure 5.6 and Figure 5.7 for details of this signature).

The identified patterns appear largely consistent with available neural data in schizophrenia

and may fill the criteria to become a biomarker of the disorder. We indeed found that clas-

sification of patients with schizophrenia relied on reduced gray matter compared to healthy

controls in the cingulate gyrus, precentral and postcentral gyrus, temporal pole, hippocam-

pus, amygdala and thalamus. These regional deficits of grey matter in schizophrenia patients

have been consistently reported in univariate studies [24, 26, 123–125]. On the other hand,

we found a regional increase of grey matter in schizophrenia patients compared to healthy

controls in the putamen, caudate and pallidum. These local increased GM in schizophrenia

were also frequently reported in previous studies [24, 26, 123–126].
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Figure 5.6: Grey matter voxel-based morphometry features: Discriminative clusters. Clus-

ters are presented ordered by weight.
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Figure 5.7: Vertex-based cortical thickness features: Discriminative clusters. Clusters are
presented ordered by weight.

Furthermore, significant correlations were found between this predictive signature and both

negative and positive symptom scores. Such result is consistent with the literature where

negative symptoms have already been reported to be associated to the extent of structural

brain abnormalities in schizophrenia [59, 127]. Additionally, the neural score obtained from
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the predictive signature is also correlated with the extent of cognitive impairments in all the

domains that are known to be impacted in schizophrenia. This result is promising since it

paves the way towards the use of a neuroanatomical signature as an objective measure to

monitor the evolution of the disorder.

5.5.3 Medication/duration of illness influence

We also tested for the prediction performances obtained on the first-episode psychosis co-

hort. Indeed, from a clinical perspective, the true value of MRI-based prediction lies in

the early diagnosis. Indeed, accurately predicting chronic schizophrenia patients affected

by the disease for a long time does not provide ground-breaking insight. Instead, what

is clinically relevant is the identification of patients who are still at an early stage of the

disease. Interestingly, our predictive models appear able to accurately classify first-episode

psychosis subjects as patients. This finding suggests that these classifiers mainly rely on

true markers of schizophrenia rather than medication effects or duration of illness. The iden-

tified neuroanatomical predictive signature seems to generalize to the detection of patients

at the early stage of the disorder. Furthermore, because providing early care to reduce the

duration of untreated psychosis has been identified as a predictor of long-term outcome in

schizophrenia [13], present findings directly question the systematic use of sMRI combined

with predictive models to assist clinicians in the early stages of the disorder.

5.5.4 Future work

We demonstrated in this study that it is possible to accurately discriminate schizophrenia

patients from controls, using structural MRI. At this stage, this does not imply that such

models are able to distinguish patients with various psychiatric conditions. In order to

demonstrate the clinical relevance of predictive models such as the one developed in this

study, the next step would be to evaluate the specificity of the classifiers in differential

diagnosis situations. There is now an urgent need for transdiagnostic studies able to compare

the specificity of the identified neuroanatomical predictive signature in schizophrenia but also

in bipolar disorder or autism spectrum disorder.

5.6 Conclusion

These results highlight the existence of a neuroanatomical signature of schizophrenia, shared

by a majority of patients across different sites and already present a the early stage of the

disorder. Moreover, this signature is associated with the symptoms severity and the amount

of cognitive deficit. Such neuroanatomical signature is made publicly available at ftp:

//ftp.cea.fr//pub/unati/brainomics/papers/scz_predict_vbm. This signature can be

ftp://ftp.cea.fr//pub/unati/brainomics/papers/scz_predict_vbm
ftp://ftp.cea.fr//pub/unati/brainomics/papers/scz_predict_vbm
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used by the community with the same strategy than the polygenic score in genetics to

summarize anatomical information or determine candidate regions. However, a minority of

patients do not present such brain abnormalities, which in turn directly questions the need

for a disorder stratification into more homogeneous subgroups.





Chapter 6

Prediction of pre-hallucinations

patterns in schizophrenia patients

The work presented in this chapter has been published in:

Prediction of activation patterns preceding hallucinations in patients with

schizophrenia using machine learning with structured sparsity.

Amicie de Pierrefeu, Thomas Fovet, Fouad HadjSelem, Tommy Löfstedt, Philippe Ciuciu,

Stephanie Lefebvre, Pierre Thomas, Renaud Lopes, Renaud Jardri, Edouard Duchesnay.

Human brain mapping, 2018

6.1 Abstract

Despite significant progress in the field, the detection of fMRI signal changes during hal-

lucinatory events remains difficult and time-consuming. Thus, this paper first proposes a

machine-learning algorithm to automatically identify resting-state fMRI periods that pre-

cede hallucinations versus periods that do not. When applied to whole-brain fMRI data,

state-of-the-art classification methods, such as support vector machines (SVM), yield dense

solutions that are difficult to interpret. We proposed to extend the existing sparse classifi-

cation methods by taking the spatial structure of brain images into account with structured

sparsity using the total variation penalty. Based on this approach, we obtained reliable

classifying performances associated with interpretable predictive patterns, composed of two

clearly identifiable clusters in speech-related brain regions. The variation in transition-to-

hallucination functional patterns not only from one patient to another but also from one

occurrence to the next (e.g., also depending on the sensory modalities involved) appeared to

be the major difficulty when developing effective classifiers. Consequently, second this paper

aimed to characterize the variability within the pre-hallucination patterns using an extension

of principal component analysis with spatial constraints. The principal components (PCs)

84
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and the associated basis patterns shed light on the intrinsic structures of the variability

present in the dataset. Such results are promising in the scope of innovative fMRI-based

therapy for drug-resistant hallucinations, such as fMRI-based neurofeedback.

6.2 Introduction

Hallucinations are defined as abnormal perceptions in the absence of causative stimuli. These

experiences, especially auditory hallucinations, constitute fundamental features of psychosis

(64-80% lifetime prevalence among schizophrenia-diagnosed patients) and can lead to func-

tional disability and a low quality of life [128] Over the past years, auditory hallucinations

have been studied in-depth using brain imaging methods, such as functional and structural

magnetic resonance imaging (fMRI and sMRI), to decipher their underlying neural mecha-

nisms. Numerous brain changes have been extensively covered in a wide range of studies in

patients suffering from auditory hallucinations (e.g., [129–132]. Beyond location, the func-

tional dynamics of the neural networks involved in auditory hallucinations have also been

studied.

To address this important question, an increasing number of studies have focused on so-called

intrinsic connectivity networks (ICN) and their potential role in the onset of hallucinations

[133, 134]. ICNs typically reveal interactions among brain regions when the subject is not

engaged in any particular task. Frequently reported networks include the default mode

network (DMN), the control executive network (CEN), the salience network (SAL) and

the sensorimotor network (SMN) [133]. Numerous studies have asserted that fluctuations

in those ICNs are associated with the onset of hallucination periods. For instance, the

emergence of hallucinations correlates with a disengagement of the DMN [135]. More recently,

stochastic effective connectivity analyses revealed complex interactions among hallucination-

related networks, DMN, SAL and CEN, during the ignition, active phase, and extinction of

hallucinatory experiences [136].

Despite significant progress in the field, capturing the neural correlates of subjective mental

events (such as hallucinations) remains a time-consuming task with multiple post-processing

steps and analyses. However, recent progress in machine learning has now paved the way

for real-time automatic fMRI decoding of hallucination-related patterns. Such developments

may have crucial impacts on the implementation of innovative fMRI-based therapy for drug-

resistant hallucinations, such as fMRI-based neurofeedback [137, 138]. During fMRI-based

neurofeedback, brain activity is measured and fed back in real-time to the subject to help

her/him progressively achieve voluntary control over her/his own neural activity. Precisely

defining strong a priori strategies for choosing the appropriate target brain area/network(s)

for fMRI-based protocols appears critical. Interestingly, considering the rapid technical devel-

opments of fMRI techniques and the availability of high-performance computing, the pattern
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classification approach now appears to be one of the potential strategies for fMRI-based

neurofeedback sessions.

In this context, the feasibility of fMRI-based neurofeedback relies on robust and reliable

classifying performances and on the ability to detect hallucinations sufficiently early to allow

the patients the necessary time to modulate their own cerebral activity [139]. Rather than

detecting hallucinatory events per se, we aim to help patients become aware of the imminence

of this experience based on online detection of fMRI signal changes in key networks involved

in the ignition of hallucinations. Thus in this study, we specifically focused on the period

preceding the occurrence of an hallucination, i.e., the few seconds corresponding to the brains

transition from a resting-state to a full hallucinatory state. Interestingly, previous fMRI

studies have noted the existence of specific fMRI changes prior to hallucinations [136, 140–

142]. Among the current machine-learning approaches available for fMRI analysis, multi-

voxel pattern analysis (MVPA), a supervised classification method, is gaining recognition for

its potential to accurately discriminate between complex cognitive states [139, 143]. MVPA

seeks to identify significantly reproducible spatial activity patterns differentiated according

to mental states. Extending these methods to the prediction of the phenomena of transition

towards hallucinations should provide better insight into the mechanisms of these subjective

experiences. Thus, leveraging real-time pattern decoding capabilities and applying them

in the case of hallucinations could lay the foundation for potential solutions for affected

individuals.

Variations in transition-to-hallucination functional patterns from one patient to another (e.g.,

due to phenomenological differences) and from one occurrence to the next (e.g., depending

on the modalities involved) appears to be the potential major shortcomings in developing

an effective classifier. Indeed, such disparities may inexorably lead to a decrease in decoding

performances. Therefore, characterizing the variability within the pre-hallucination patterns

across subjects and occurrences is highly desired. Principal component analysis (PCA) is one

such unsupervised method that has been successfully applied in the analysis of the variability

of a given dataset. The principal components (PCs) and the associated basis patterns shed

light on the intrinsic structures of the variability present in a dataset. This unsupervised

approach is complementary to the supervised approach described above, as it can help with

interpreting the classification performances.

Here, we applied both supervised and unsupervised machine-learning methods to an fMRI

dataset collected during hallucinatory episodes. The goal of this paper was two-fold: i) to

predict the activation patterns preceding hallucinations using a supervised analysis and ii) to

uncover the variability in these activation patterns during the emergence of hallucinations us-

ing unsupervised analysis. The goals of these two analyses appear completely complementary

in the context of future fMRI-based clinical and therapeutic applications.
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6.3 Methods

6.3.1 Participants and experimental paradigms

The population was composed of 37 patients with schizophrenia (DSM-IV-TR criteria) who

were suffering from very frequent multimodal hallucinations (i.e., more than 10 episodes/hour).

Participants were recruited through the FR2SM network (Fdration Rgionale de Recherche

en Sant Mentale), which groups all the private/public institutions for mental health in the

Hauts-de-France region (62% of the participants were hospitalized at the time recruited, 38%

received outpatient care). This sample presents a partial overlap with previous works from

our team [136, 144]. The clinical characteristics of the recruited subjects are summarized in

Table 6.1.

Table 6.1: Clinical characteristics of the recruited samples. CGI = Clinical Global Im-
pressions Scale; EqOZ = Equivalent Olanzapine; PANSS = Positive and Negative Syndrome

Scale; AHRS = Auditory Hallucination Rating Scale.

Age (mean ± sd) 35.8 ± (9.8) years

Sex 10 F / 27 M

CGI (mean ± sd) 4.2 ± (1.6)

Dose of anti-psychotic

treatment (EqOZ) (mg/d) 42.5 ± (22,4)

PANSS (mean ± sd) 82.4 ± (20.3)

AHRS (mean ± sd) 26 ± (7)

Average number of hallucination

episodes per patient 4

Number of patients experiencing hallucinations

(by modality) during the fMRI session

Auditory 32

Tactile 7

Visual 6

Gustatory 2

Olfactory 2

fMRI was acquired at rest. Participants were asked to lie in the scanner in a state of

wakeful rest with their eyes closed. The subjects experienced an average of 4 hallucinatory

episodes per scan. The patients states at different acquisition times were labelled using a

semi-automatic difficult procedure, as described in [135, 144] and were assigned to one of the

following four categories: transition towards hallucinations (trans), on-going hallucinations

(on), no hallucinations (off) and end of hallucinations (end).
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This labelling task is a non-straightforward two-steps strategy; the first step is a data-driven

analysis of the fMRI signal using an ICA in the spatial domain. The second step involves the

selection of the ICA components associated with possible sensory experiences that occurred

while scanning. This pipeline is said to be semi-automatic since it combined the following:

(a) an automatic denoising part, based on the classifiers described in [145] and (b) a manual

and time-consuming part, with the use of an immediate post-fMRI interview conducted with

the patient, in which the sensory modalities, number of episodes, and phenomenological

features of the experiences were specified. The study was approved by the local ethical

committee (CPP Nord-Ouest France IV), and written informed consent was obtained for

each participant enrolled in the study.

6.3.2 Imaging parameters

The participants underwent an 11-minute anatomical T1 weighted 3D multishot turbo-field-

echo scan (3 T Philips Achieva X-series, with an 8-elements SENSE head coil). The field-

of-view was 256 mm2 with a voxel resolution of 1 mm in all directions. Participants also

underwent a blood oxygen level-dependent (BOLD) fMRI session. The parameters of the

3D-PRESTO SENSE sequence were field-of-view 206 x 206 x 153 mm3, TE = 9.6 ms, TR

= 19.25 ms, EPI-factor = 15, flip angle = 9, dynamic scan time = 1000 ms. Because of the

multishot nature of the PRESTO sequence, the TR is not equivalent to the scan duration.

Each fMRI session consisted of 900 volumes collected for a total acquisition time of 15 min.

6.3.3 fMRI Preprocessing

The anatomical and functional data were pre-processed using SPM12 (WELLCOME, De-

partment of Imaging Neuroscience, London, UK) running on MATLAB R2016a (MathWorks,

Inc., Natick, Massachusetts, USA). To control for motion-induced artefacts, the point-to-

point head motion was estimated for each subject [146]. Excessive head motion (cumulative

translation or rotation ≥3mm or 3◦ ) was applied as an exclusion criterion. Applying this

filter, one patient was excluded from the analysis. Signal preprocessing consisted of motion

correction (realignment of fMRI volumes) and voxelwise linear detrending. Given that we

excluded subjects in whom motion was too influential, we estimated that noise had a con-

tained and, therefore, tolerable impact on the remaining subjects. Moreover, concerning the

low frequency trends in the fMRI signal, we believed that these slow signal intensity drifts

did not create excessive artefacts over the signal, given that we were dealing with very short

periods of transition. Hence, applying linear detrending was likely sufficient. Then, we per-

formed coregistration of the individual anatomical T1 images to the functional images and

spatial normalization to the Montreal Neurological Institute (MNI) space using DARTEL

based on the segmented T1 scans. We did not perform any spatial smoothing step in the

preprocessing pipeline. The MNI brain mask was used to restrict voxels considered in the

subsequent steps to 67,665 voxels.
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6.3.4 Computation of samples

Prior to training classifiers, the first step involved computing samples from the fMRI signal.

The intention was to convert the fMRI signal into vectors of features reflecting the pattern

of activity across voxels at a point in time. We opted against creating the samples directly

from the fMRI signal. Instead, we created the samples by estimating the activity within each

voxel using a linear model. The design of such a model was a crucial part of the learning

process.

We used a general linear model (GLM) to estimate the activity within each voxel. From

each set of consecutive images within a pre-hallucination state (trans periods) or off state,

we created one sample. On average, each trans or off state lasted for 8 consecutive EPI

volumes, which appeared sufficient to estimate activity. Based on the GLM, we regressed

the fMRI signal time course on a linear ramp function for each set of consecutive volumes.

This choice was based on the hypothesis that activation in some regions presents a ramp-like

increase during the time preceding the onset of hallucinations.

Figure 6.1: (a) Regression of the fMRI signal time course of a voxel on a linear ramp
function (fit is represented in green). (b) Sample created from one set of consecutive pre-
hallucinations scans. The features are the T-statistic values associated with the coefficients

of the regression in each voxel

A sigmoid activation in some regions prior to the occurrence of an hallucination is potentially

more realistic than a ramp-like activation. However, in order to fit a sigmoid function to a
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set of points, two parameters need to be estimated. Given the fact we only had a limited set

of 8 consecutive pre-hallucination EPI volumes, fitting a sigmoid would have meant leaving

only 6 degrees of freedom. Given the arguments above and our wish to reach the highest

possible level of robustness, we, thus, chose to use a ramp model in these conditions. Figure

6.1.A represents the evolution of the signal intensity in one single voxel over the 8 consecutive

volumes of a pre-hallucination period of a subject. In this specific voxel, the signal presents

a ramp-like increase during the pre-hallucination period.

Given that most of the patients hallucinated more than once during the scanning session,

we had more samples than patients (376 samples created from 36 patients). The samples

that we used as inputs to the machine-learning process were the statistical parametric maps

associated with the slope coefficients of the regression. (See Figure 6.1.B as an example of

one sample). We obtained a dataset of 376 samples: 166 in the resting state (off periods)

and 210 in the pre-hallucination state (trans periods) with 67,665 features.

6.3.5 Supervised analysis

Given the slow, partially manual and interview-intensive nature of the cognitive state la-

belling pipeline (see [135]), we constructed an algorithm in parallel to detect a transition-

to-hallucination state in a real-time, automated fashion exclusively relying on the imaging

data. We focused the analysis on the transition towards a hallucination state (trans) with

the intention of distinguishing it from the resting-state activity (off).

Classifiers

Learning with hundreds of samples (376) using high-dimensional data (7x104 voxels) was

associated with a high risk of overfitting in the training subjects, leading to poor performances

of the independent subjects. Such issues of replicability can be addressed using state-of-the-

art regularized learning algorithms as discussed in Chapter 2 and 3. In this study, we

compared the prediction performance and interpretability of weight maps provided by two

different classifiers: the linear Support Vector Machine and the TV-Enet classifier. All

analyses were performed in Python using the scikit-learn toolbox ([147] and the pylearn-

parsimony package (https://github.com/neurospin/pylearn-parsimony).

Performance metric, cross-validation and model selection

Performance was evaluated through a double cross-validation pipeline. The double cross-

validation process consists of two nested cross-validation loops. In the outer (external) loop of

the double cross-validation, we employed a leave-one-subject-out pipeline where all subjects

except one were referred to as the training data, and the remaining subject was used as

test data. The test sets were exclusively used for model assessment, whereas the training

sets were used in the inner 5-fold cross-validation loop for model fitting and model selection.

Classifier performances were assessed by computing the balanced accuracy, sensitivity and

specificity with which the test samples were classified. Sensitivity was defined as the ability to

(https://github.com/neurospin/pylearn-parsimony)
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identify the transition towards hallucination state (trans), whereas specificity evaluated the

ability to identify the resting-state activity (off). The balanced accuracy score was defined

as the average of the sensitivity and specificity. We also implemented the receiver operating

characteristic (ROC) curve for each classifier, from which the area under the curve (AUC)

was computed.

Result significance

To measure the significance of the prediction scores for both classifiers, we used an exact bino-

mial test while leveraging a paired two-samples t-test to compare the decoding performances

of the two classifiers.

Predictive pattern

To analyse the brain regions that drive the prediction, we refitted the model on all samples

of the dataset and extracted the associated discriminative weight map. This weight map

revealed the spatial patterns that best discriminate the two cognitive states (trans and off).

The weights revealed the relative contribution of each voxel to the decision function. Positive

weights indicated a positive contribution towards predicting the trans state, whereas negative

weights signalled a positive contribution towards predicting the off state.

6.3.6 Unsupervised Analysis

Subsequently, in addition to the supervised analysis, we conducted an extensive analysis of

the data using unsupervised machine learning. The goal was to characterize the variabil-

ity within the pre-hallucination scans. PCA can extract the significant mode of variation

from high-dimensional data. However, its interpretability remains limited. Indeed, the com-

ponents produced by PCA are often noisy and exhibit no visually meaningful patterns.

Nonetheless, our ultimate goal was to understand the variability in the form of intelligible

patterns. In this context, we used SPCA-TV tool, describe in Chapter 4, which is an ex-

tension of regular PCA with `1, `2, and TV penalties on the PCA loadings, promoting the

formation of structured sparse components that are relevant in a neuroscientific scope [148].

We hypothesized that the principal components extracted with SPCA-TV could uncover ma-

jor trends of variability within the pre-hallucination samples. Thus, the principal components

might reveal the existence of subgroups of hallucinations, notably according to the sensory

modality involved (e.g., vision, audition, etc.). From the 376 samples, we retained the 210

elements corresponding to the pre-hallucinations samples. We applied SPCA-TV to these

210 samples and interpreted the resulting principal components. Additionally, we computed

the explained variance of each component yielded by SPCA-TV and investigated whether

these components were really capturing a signature of the cognitive process involved in the

onset of hallucinations. To do so, we projected each activation map, off and trans samples,

in the basis formed by the principal components and used the subsequent associated scores

to decode the mental state of each subject. We used an SVM using the same cross-validation

pipeline described in the supervised analysis method section.
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6.4 Results

6.4.1 Supervised analysis

Classification performances

The classification results are presented in Table 6.2. Classification of resting state (i.e.,

non-hallucination) patterns (off) versus transition towards hallucinations patterns (trans)

achieved above chance level decoding performances with both methods. Using the SVM

classifier, we obtained an AUC of 0.73 and a balanced accuracy of 0.73, with a specificity of

0.78 and a sensitivity of 0.67. When using the TV-Enet classifier, we obtained an AUC of

0.79 and a balanced accuracy of 0.74, with a specificity of 0.76 and a sensitivity of 0.71. The

TV-Enet yielded a significantly increased AUC compared to SVM (T = 2.87, p = 0.006).

Table 6.2: The performance of the classifiers. Prediction accuracies: sensitivity (recall rate
of trans samples), specificity (recall rate of off samples) and balanced accuracy: (Sen+Spe)/2;
AUC indicates area under the curve. We tested whether the scores obtained with SVM were
significantly different from the scores obtained with TV-Enet. SIGNIFICANCE NOTA-

TIONS: *: p ≤ 10−2

Classifier AUC Accuracy Specificity Sensitivity

SVM 0.73* 0.73 0.78 0.67

TV-Enet 0.79* 0.74 0.76 0.71

Since the 37 patients included in this study were suffering from multimodal hallucinations (see

Table 6.1), we also evaluated the performance of the prediction of the TV-Enet model on two

subsamples, one of which comprised the 32 subjects suffering from auditory hallucinations,

among other modalities, and the other comprised of the 5 subjects without any auditory

hallucinations (Table 6.3). For the cohort of patients experiencing auditory hallucinations,

we obtained an AUC of 0.80 and a balanced accuracy of 0.75, with a specificity of 0.76

and a sensitivity of 0.73. For the cohort of patients who were not experiencing auditory

hallucinations, we obtained decreased prediction performances, namely, an AUC of 0.75, a

balanced accuracy of 0.63, with a specificity of 0.74 and a sensitivity of 0.55.

Table 6.3: Prediction performances of the TV-Enet on the subgroup of patients experi-
encing auditory hallucinations, among other modalities (top row), and on the subgroup of

patients who were not experiencing auditory hallucinations. (bottom row)

Presence of Auditory

Hallucinations AUC Accuracy Specificity Sensitivity

Yes 0.80 0.75 0.76 0.73

No 0.75 0.63 0.74 0.55
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Predictive weight maps

When using the regular SVM classifier, the relevance of the obtained discriminating weight

maps was limited (Figure 6.2.A). The whole brain seemed to contribute to the prediction.

It is clinically challenging to interpret the weight map. The TV-Enet classifier yields a more

coherent weight map with two defined stable predictive clusters (Figure 6.2.B). The details

of these two clusters are described in Table 6.4.

Figure 6.2: (a) Linear support vector machine (SVM) and (b) TV-Enet predictive weight
map
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Table 6.4: Supervised analysis: The clusters in the discriminative weight map.

Clusters

Center

in MNI

coordinates

(x,y,z)

Cluster

size

Cluster mean

weight
Cortical regions involved

Right (53,0,15) 3,541 4.1e−4

Precentral Gyrus

Postcentral Gyrus

Inferior Frontal Gyrus

Central Opercular Cortex

Anterior and Posterior

Supramarginal Gyrus

Insular Cortex Frontal Pole

Middle Frontal Gyrus

Planum Temporale

Temporal Pole

Superior Temporal Gyrus

Left (-36,0,28) 10,134 2.0e−4

Precentral Gyrus

Frontal Pole

Postcentral Gyrus

Middle Frontal Gyrus

Superior Frontal Gyrus

Insular Cortex

Frontal Orbital Cortex

Central Opercular Cortex

Inferior Frontal Gyrus

6.4.2 Unsupervised analysis

Relevance of components

The first component explained 2.5% of the variance. The second component explained 1.4%

of the variance. The third component explained 0.09% of the variance. The fourth compo-

nent explained 0.05% of the variance. The prediction of mental states based on the scores

associated with each component yielded a significant decoding performance: the classifier

was able to distinguish the trans samples from off samples, with an AUC of 65%, a recall

mean of 65%, a sensitivity of 68% and a specificity of 64%.

Component weight maps
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Figure 6.3: SPCA-TV principal components. Note that the sign is arbitrary

The components extracted with the SPCA-TV method were of great interest from a clinical

point of view (see Figure 6.3). They revealed structured, interpretable patterns of variability

within the different pre-hallucinations periods in our sample. Details regarding the clusters

present in each principal component are provided in Table 6.5.

6.5 Discussion

Here, we wanted to automate the detection of specific functional patterns preceding halluci-

nation occurrences in participants scanned at rest. First, using supervised analyses, we found

evidence of prediction scores with a reliable level of significance. Our prediction of the emer-

gence of hallucinations appeared to be accurate and yielded highly interpretable associated

weight maps. Second, using unsupervised analysis, we characterized the variability of the
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pre-hallucinations patterns across both occurrences and subjects in the form of intelligible

components.

6.5.1 Supervised analysis

Decoding Performances

The present findings indicated that the two classification algorithms were able to signifi-

cantly detect the pre-hallucination patterns in brain activity at rest. Crucially, spatial regu-

larization (TV) combined with the elastic net penalty significantly improved the prediction

performances (increased AUC) and provided more balanced specificity and sensitivity. In-

deed, traditional SVM naturally tends to allocate the off response, which subsequently leads

to a good specificity but to a reduced detection rate (sensitivity) of patterns preceding the

occurrence of hallucinations. The studied cohort contained patients who were suffering from

complex multimodal hallucinations. Thus, the hallucinations captured during acquisition

could have been very heterogeneous not only across subjects but also across occurrences.

When evaluating each classifiers performance on the non-auditory hallucinations only, we

obtained degraded prediction scores as opposed to the ones obtained with the patients ex-

periencing auditory hallucinations, among other modalities. This finding is to be expected

since the learning of the model is conducted on 37 subjects, of whom 32 exhibited auditory

experiences. Therefore, our predictive model seemed to be more specific to the prediction of

auditory hallucinations than any other modalities. Considering the above, the inter-subject

decoding performance that was achieved should be considered reasonably satisfactory.

Furthermore, a comparison to the seminal procedure used for labelling the scans [135] placed

our result into perspective. Compared with the procedure that required the incorporation of

information from post-fMRI interviews with patients into the labelling process, the proposed

machine learning-based method is fully automatic, relying exclusively on the imaging data.

Moreover, the learned model can be applied in real-time during data acquisition.

Despite the challenge of gathering so many subjects in an fMRI hallucinations capture dataset

(n = 37 subjects), we expect that increasing the sample-size may improve performances. We

believe that our prediction model can still gain additional useful information from more

data. Even if it is difficult to define a clear-cut line for clinical applications, an accuracy

of 80% could be considered as acceptable for use in the scope of fMRI-based therapy for

drug-resistant hallucinations, such as fMRI-based neurofeedback. The level of 80% stays an

arbitrary threshold here, but it is considered satisfactory since detecting 4/5 hallucinations

in a clinical setting is already promising.

Predictive weight map interpretation

The predictive maps obtained with the SVM method were dense and difficult to interpret

without arbitrary thresholding. Even though the prediction performance was relatively good,

a physician will never draw a conclusion from such a black-box model in a clinical setting as
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presented in Figure 6.2.A. Understanding the brain activation patterns that drive the pre-

diction is crucial. In addition, the predictive map obtained with TV-Enet was considerably

more interpretable given that it provided a smooth map composed of two clearly identifiable

regions. Interestingly, these regions, especially the speech-related brain regions, were pre-

viously shown to be involved in hallucinations [149]. First, the two large, stable predictive

fronto-temporal clusters appeared consistent with what we currently know of the networks

involved in auditory hallucinations. Indeed, numerous studies have highlighted abnormal

resting-state functional connectivity among some temporo-parietal, frontal and subcortical

regions in patients with auditory hallucinations [129, 150]. Otherwise, patients experiencing

auditory hallucinations while in the MRI scanner (in so-called fMRI capture studies) demon-

strated significantly increased activation in Brocas area, the insula, left middle and superior

temporal gyrus, left inferior parietal lobule and left hippocampal region [135]. Second, the

right cluster identified in our study also emphasized the role of the right-sided homologues

of the classical speech-related areas (i.e., the right inferior frontal gyrus, right superior tem-

poral and supramarginal gyrus) in auditory hallucinations, as previously described in the

literature. It has been hypothesized that activity in these regions, especially the insula and

the right homologue of Brocas area, is associated with the occurrence of auditory hallucina-

tions [130, 132], whereas language production in a natural context predominantly activates

left-lateralized frontal and temporal language areas. The role of right-sided speech-related

areas in the pathophysiology of auditory hallucinations was also mentioned by [151]. By neu-

romodulating a speech-related fronto-parietal network, these authors demonstrated that a

reduction in the resting-state functional connectivity between the left temporo-parietal junc-

tion and right inferior frontal areas could be measured, and this reduction was associated

with a significant reduction in the severity of the hallucinations.

The high rate of auditory hallucinations in this sample may account for the speech-related

regions identified in the predictive map. This explains the fact that these regions are cru-

cial in the prediction process of pre-hallucinations patterns. Given that 32 of the 37 pa-

tients suffered from auditory hallucinations, among other modalities, it is not surprising that

such regions previously associated with auditory-verbal hallucinations have been identified

as highly predictive. Conversely, since the number of patients suffering from hallucinations

in other modalities (visual, tactile and olfactory) is limited, their weights in the classifier

appeared minimal compared to the predictive weights of the auditory hallucinations Conse-

quently, this explained the degraded prediction performances obtained for the non-auditory

hallucinations, as presented in Table 6.3. Classification algorithms may ideally benefit from

modality-specific training on more restrictive datasets of patients hallucinating in just one

sensory modality. However, even if this could be easily performed for voice-hearing, this

appears quite challenging for other modalities.

Taken together, these results confirm that adding a penalty to account for the spatial struc-

ture of the brain seems relevant in fMRI captures, given that it significantly improves the

classifier performance and results in clinically interpretable weight maps.
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Here, we demonstrated that supervised classification methods can accurately predict the

imminence of a hallucinatory episode. Thus, leveraging real-time pattern decoding capabili-

ties and applying them in the case of hallucinations could lay the foundation for alternative

solutions for affected patients in the near future, such as fMRI-based neurofeedback.

6.5.2 Unsupervised analysis

6.5.2.1 Relevance of weight maps

Relevance of weight maps

The total amount of explained variance was surprisingly low. Indeed, the activation maps of

the resting-state fMRI data preceding hallucinations were very noisy, and only a minor part of

its variability could be captured. However, when predicting the mental state of subjects based

on the SPCA-TV scores, the decoding accuracy was significant. Naturally, the performance

was decreased compared to the performance obtained in the supervised part of this paper,

which was expected since we were losing some information from the compression of the 67,655

features into 4 scores. However, the fact that we could still significantly distinguish the pre-

hallucination samples from the resting- state samples using those 4 component scores revealed

that they made sense and were specifically related to hallucinations. Consequently, although

the explained variance was low due to the resting- state nature of the data, the components

were relevant and captured the cognitive processes involved in the onset of hallucinations.

Weight map interpretation

The variability in the pre-hallucination patterns across occurrences and subjects were rep-

resented in the form of intelligible components. The first PC mainly included the weights

in the precuneus cortex and the posterior cingulate cortex. The posterior cingulate cortex,

which is part of the DMN, is associated with auditory hallucinations [152]. We believe that

this component may have captured the visual pathways typically involved in the occurrence

of visual hallucinations.

The second PC was composed of one activation cluster in the paracingulate gyrus and the

anterior cingulate gyrus and two symmetric bilateral activation clusters in the temporal cor-

tex. This fronto-temporal component appeared compatible with the processes at the roots

of the auditory hallucinations. Interestingly, some processes involved in the occurrence of

hallucinations, such as the monitoring of inner speech processes and error detection, are clas-

sical functions of the anterior cingulate cortex included in this component [129, 153]. This

second PC yielded regions classically involved in inhibition (paracingulate gyrus, anterior

cingulate gyrus) [129, 153]. The severity of auditory hallucinations has been found to be in-

versely related to the strength of the functional connectivity between the temporal-parietal

junction, the anterior cingulate cortex (ACC) and the amygdala [154]. This ACC dysconnec-

tivity supposedly drove the external misattribution observed during auditory hallucinations
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[153, 155], and might explain global inhibition impairments in the pathophysiology of hal-

lucinations [156], which may account for this feature beyond the schizophrenia-spectrum, as

for instance in LSD-induced hallucinations, for instance [157].

The third PC revealed a cluster in the frontal gyrus and the anterior insula. These regions are

important for speech production, encompassing the well-known Brocas area and are involved

in auditory hallucinations [130, 132].

Finally, the fourth PC included two clusters of opposing signs. In the right hemisphere, there

was a large activation cluster that involved the temporo-parietal junction and a deactivation

cluster that involved the precuneus cortex and the posterior cingulate gyrus. Interestingly,

this PC revealed activation of the brain regions involved in auditory hallucination-related pro-

cesses and in self-other distinction, such as the right temporo-parietal junction [135, 158, 159],

together with a deactivation of key nodes of the DMN, including the posterior cingulate cor-

tex, medial prefrontal cortex, medial temporal cortex and lateral parietal cortex [160]. Our

results appeared fully compatible with recent fMRI-capture findings demonstrating that aber-

rant activations of speech-related areas concomitant with hallucinatory experiences follow

complex interactions between ICNs, such as the DMN and the CEN [136]. A disengagement

of the DMN during goal-directed behaviours has been seminally evidenced in the resting-state

literature [136, 161], and similar mechanisms might be involved in hallucinatory occurrences

[135, 144]. Such fluctuations in the ICNs are, thus, thought to be highly involved in the

transition from a resting state to an active hallucinatory state.

6.5.3 Perspectives

In the present study, we chose to train a classifier to specifically detect periods preceding

the occurrence of hallucinations (i.e., trans periods). As mentioned earlier, several studies

have demonstrated that this period is potentially associated with specific brain activations

[142] demonstrated reduced activity in the left parahippocampal gyrus, the left superior

temporal gyrus (STG), the medial frontal gyrus and the right inferior frontal gyrus (IFG)

prior to auditory hallucinations. A study by [162] also revealed increased activation in the

right posterior temporal area compared with its right homologue during the same period.

The specific patterns observed in the trans period probably corresponded to the triggering

mechanisms of the auditory hallucinations, which may have a component in memory [149] and

constitute a very interesting target for neurofeedback therapies. Real-time recognition of the

trans period using the TV-Enet classifier could enable the delivery of visual information (i.e.,

visual feedback) regarding the imminent onset of hallucinations to the participant during a

fMRI-NF session. Such a procedure could help the subject learn effective coping strategies

to prevent the occurrence of hallucinations. Similarly, recent effective connectivity findings

revealed that the extinction of auditory hallucinations (end periods) was associated with a

takeover of the fronto-parietal CEN [136, 162]. This finding suggests that the termination

of auditory hallucinations is a voluntary process that could benefit from, and be reinforced
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by fMRI-NF learning. We believe that such fMRI-NF based on the TV-Enet classifier could

reduce the associated distress based on an improvement in the feelings of control and self-

efficacy.

One of the major limits of such fMRI-based therapies remains the accessibility and cost

of the equipment. It appears fundamental to develop less complex devices as potential

second-line treatments for hallucinations, such as near-infrared spectroscopy (NIRS). From

this technological transfer perspective, the discriminative maps obtained using the TV-Enet

classifier also appear advantageous, given that the identified clusters are cortical regions with

activity that are easily measured with NIRS.

6.6 Conclusion

Because the hallucinations were frequently multimodal in the sample of patients recruited

for this study, we expected more disparities in the functional patterns associated with their

complex hallucinations and the transition towards this state compared with pure auditory

experiences. In this context, the significant inter-subject decoding performances obtained

appeared satisfactory and are promising for future fMRI-based therapy for drug-resistant

hallucinations.

We have successfully demonstrated the interest of using structured sparse machine learning

tools on a clinical dataset of fMRI-recorded pre-hallucination patterns in a population of

schizophrenia patients.





Chapter 7

Investigating the heterogeneity

across the schizophrenia spectrum

7.1 Abstract

The pathophysiology of schizophrenia is difficult to understand: We know that it is highly

heterogeneous but we are still unable to determine which are relevant subtypes. Such hetero-

geneity impedes an objective diagnosis of the disorder and the implementation of a targeted

treatment. To challenge the view of a single neuroanatomical entity in the schizophrenia spec-

trum, we investigated whether patients can be stratified into homogenous subtypes based on

their neuroanatomical profiles. We conducted a cluster analysis on the basis of neuroanatom-

ical features (cortical thickness and subcortical volumes measurements) to stratify patients

into subgroups and investigate differences in demographic, cognitive and symptomatic profiles

between those subgroups. The population is constituted of 253 patients, collected at different

sites, with chronic schizophrenia, 43 First Episode Psychosis patients (FEP) and 68 At Risk

Mental State individuals (ARMS). The 253 schizophrenia patients fall into three anatomi-

cally distinct subgroups that have similar demographic characteristics. First, a ”preserved”

subgroup composed of 107 patients shows a neuroanatomical profile that lie in the range

of controls, together with relatively spared cognitive capacities and mild negative symp-

toms. Second, a ”deteriorated” subgroup of 86 patients revealed widespread cortical and

subcortical atrophies, with impaired cognitive performances, and severe negative symptoms.

Last, a third ”intermediate” subgroup of 60 patients presents severe cortical atrophies and

normal-range subcortical volumes. Additionally, these patients suffer from cognitive deficits,

however they have only mild negative symptoms. Furthermore, such stratification general-

izes to FEP and ARMS patients. Using a neuroimaging unsupervised clustering approach,

we demonstrated that distinct patterns of brain abnormalities exist in schizophrenia, with a

subgroup of patients with large atrophies in subcortical areas revealing the most severe neg-

ative symptoms. Those differential patterns of the disorder may be independent from illness

103
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duration and/or medication since similar subgroups are found in patients at the beginning of

the disorder. Our results strongly suggest that they may be associated with different patho-

physiological mechanism. Understanding the heterogeneity of the disorder may pave the way

toward a better characterization of the subgroups of patients and thus the implementation

of a targeted treatment.

7.2 Introduction

Numerous studies have demonstrated a large panel of brain abnormalities in patients suffering

from schizophrenia, even if a considerable between-studies heterogeneity exists in such struc-

tural changes. Subcortical atrophies are the most consistently reported finding in schizophre-

nia, specifically located in the medial temporal lobe (hippocampus and amygdala), and the

thalamus [24, 35]. Widespread cortical thinning have also been reported [163, 164]. How-

ever, to date, these findings were unable to offer a trust-worthy level of reproducibility. One

of the main obstacle to uncover the neuroanatomical correlates of schizophrenia might be

the existence of various causes leading to an equifinal entity [165]. Indeed, schizophrenia

is thought to be a very heterogeneous disorder, at the clinical, neurobiological and genetics

levels [166]. The clinical manifestation of the disorder highly diverges across patients, from

the age of onset to clinical symptoms, cognitive disabilities or prognosis. Such heterogeneity

impedes the identification of stable markers for the disorder. Hence, no brain marker have

been proven so far to have the sensitivity and specificity that is expected for a reliable di-

agnostic test. Most of the brain imaging studies conducted so far considered this disorder

as a single clinical entity and compared heterogeneous schizophrenia patients gathered as a

unique group with a population of healthy controls. This, ineluctably, reduced the statistical

power to spot significant neuroanatomical deviations from controls.

Recently, the use of unsupervised machine learning has become a method of choice to study

the heterogeneity underlying brain disorders [167]. A large number of studies have attempted

to identify subtypes of schizophrenia by stratifying patients suffering from this disorder into

more coherent subgroups. One possible solution is to, first delineate schizophrenia subtypes

based on clinical profiles. And second, evaluate the neuroanatomical differences across the

subgroups. Recently, some studies adopted this strategy and attempted to investigate the

neuroanatomical heterogeneity of the disorder by comparing subgroups of patients, with pos-

itive, negative and disorganized symptom dimensions [168–170], with presence or absence of

cognitive deficit [171, 172] or based on IQ levels [173]. Such clustering strategies (based on

clinical characteristics) however rely on a fundamental assumption: that subgroups have a

common underlying pathophysiology [164]. But it stays difficult to fully exclude that pa-

tients might share similar symptomatic and/or cognitive profiles and at the same time exhibit

distinct pathophysiological mechanisms. We think that clustering patients based on brain

imaging data may provide opportunities to overcome some of the up-mentioned limitations.

To date, very few studies have attempted to directly stratify schizophrenia using MRI data
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[164, 174–176]. A first example comes from [174] who used diffusion tensor analysis to distin-

guish two groups of patients: One subgroup of patients displayed widespread white matter

abnormalities, while another subgroup showed only local abnormalities. Negative symptoms

were more severe in patients with widespread white matter abnormalities. Very recently,

[176] conducted a cluster analysis based on structural MRI to identify two differents sub-

groups of patients. One subgroup was associated with widespread brain atrophies. Another

subgroup of patients was mainly characterized by severe atrophies in cortical areas, present

significantly less negative symptoms and have a reduced illness duration. Those subgroups

could result from two different trajectories of the disease or alternatively, be explained by

the clinical staging model [177, 178].

Leveraging those studies, we intend here to further develop those empirical findings to dis-

entangle these hypothesis. We took advantage of a multisite population of 253 patients

scanned at 4 distinct sites with no prior coordination, to represent the wide, heterogenous

spectrum of schizophrenia patients. We conducted a cluster analysis to stratify patients,

into distinct homogeneous subgroups, based on neuroanatomical characteristics. We then

evaluated differences in demographics, symptoms severity and cognitive performances across

groups. Additionally, we assessed the relevance of stratifying schizophrenia patients by eval-

uating the diagnosis prediction on subgroups using a supervised analysis. Finally, in order

to understand whether such brain differences are already present at the very beginning of

the disorder, we replicated the exact same pipeline of clustering on two cohorts of patients

still in an early stage of the disease: A population of patients suffering from first-episode

psychosis (FEP), and a cohort of At Risk Mental State (ARMS) prodromal patients.

7.3 Methods

7.3.1 Participants

Brain imaging data from 4 independent studies with no prior coordination were gathered

in the current analysis (http://schizconnect.org). The full dataset included 253 patients

with strict schizophrenia, according to DSM-IV criteria, and 330 healthy controls. Two

additional independent set of subjects were used for additional validation: 43 first-episode

psychosis (FEP) patients and 68 At Risk Mental State (ARMS) prodromal individuals. Sub-

jects provided informed consent to participate in their respective studies. Demographic

details of all four datasets are summarized in Table 5.1. MRI acquisition protocols infor-

mation are gathered in Table 5.2. Neuropsychological and symptoms severity data were

available for a subset of 118 chronic schizophrenia patients. Subjects cognitive functions

were evaluated using a battery of neuropsychological tests corresponding to broad domains

of verbal IQ, working memory, episodic memory and executive functioning. The following

cognitive domains were assessed: Crystallised Intelligence: Scaled score from the Vocabulary

subtest of the Wechsler Adult Intelligence Scale (WAIS-III) Working Memory: Scaled scores
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from the Wechsler Memory Scale, third edition (WMS-III) on Digit Span and Spatial Span

subtests. Episodic Memory: Scaled scores from the WMS-III Logical Memory and Family

Picture subtests Executive Functions: Time to completion on the Trail Making Test Part B

(TMTB), scaled scores on the WAIS-III Matrix Reasoning subtest, number of perseverative

errors on the Wisconsin Card sorting Test. Those four cognitive domains have previously

shown performance impairments in schizophrenia patients (Reichenberg 2010). Clinical data

were evaluated through clinical rating of the symptoms dimensions: the Scale for the Assess-

ment of Positive Symptoms (SAPS) and the Scale for the Assessment of Negative Symptoms

(SANS).

7.3.2 MRI features extraction

All MRI scans were controlled and those with poor quality, motion or susceptibility arte-

facts, were rejected from subsequent analysis. Regions of interest (ROIs) measurements

were obtained using Freesurfer, v6.1 (http://surfer.nmr.mgh.harvard.edu/). It automatically

computes subject-specific volume estimation of subcortical regions and average thickness of

cortical parcels. Both cortical and subcortical features were included in the clustering anal-

ysis, in order to cover different aspects of the brain abnormalities reported in schizophrenia.

Subcortical features included the average volume of the left and right hippocampus, amyg-

dala and thalamus. To filter out potential treatment effects on our clustering analysis, we

decided not to include volume of striatal regions since those areas have been shown impacted

by chronic antipsychotic medications [38, 39]. Regarding cortical features, we included the

average cortical thickness for each of the four lobes: temporal, parietal, frontal and occipital

lobes. These features were standardized into z-scores against the controls distribution. This

pipeline was conducted to ensure that each variable has approximately the same influence

on the clusters formation.

7.3.3 Cluster analysis

We performed a cluster analysis using K-means algorithm, implemented in sklearn package

(http://scikit-learn.org). The cluster analysis was achieved using the neuroanatomical fea-

tures previously described. It groups the patients into coherent clusters, such that every

subject in a cluster is more similar to other subjects in the same cluster than in other clus-

ters. The number of clusters selected was the one that yield the highest silhouette score.

We tested k in range 2 to 20 and selected the optimum number of clusters. Additionally,

we conducted a stability analysis to evaluate the reproducibility of the clusters yielded by

the k-mean algorithm: We used a bootstrap resampling approach with 1000 iterations. The

idea is to verify that the clusters holds up under plausible variation in the dataset. Each

iteration, we draw a new dataset by subsampling the patients from the original dataset, with

replacement. Then, for every cluster present in the original clustering scheme, we identified
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the most similar cluster in the new clustering. Finally, we evaluated the agreement of samples

group between original clustering and new clustering. This procedure provided indications

on the stability of the subgroups under variation of the samples.

7.3.4 Generalization

Then we evaluated whether the stratification rule derived from the large chronic patients

population has the ability to generalize to population of patients that are still at an early

stage of the disease. The objective is to understand if subgroups with similar neuroanatomical

specificites, are already observable at the beginning of the disease. To do so, the exact

same pipeline of clustering was conducted on the FEP patients and the ARMS patients.

To quantify the subgroups similarities across the three independent cohorts of patients, we

assessed an agreement score: For each patient we compared the cluster membership yielded

by its own cohort stratification, to the cluster assigned by the stratification rule derived from

chronic schizophrenia population. This provided us an objective measure of the generalization

of the stratification scheme defined in chronic schizophrenia patients, to patients are the

beginning of the disorder. To measure the significance of this agreement score against chance-

level, we leveraged an exact three-class test. (Chance level is 33%)

7.3.5 Statistical analysis

Following the neuroanatomical-based cluster analysis, we examined the group differences in

terms of demography, neuroanatomy, cognitive performances and symptoms severity. Group

differences were evaluated using Analysis of Variance (ANOVA) (for numerical variables)

and chi-square test (for categorical variables), followed by post-hoc pairwise comparisons.

Neuropsychological performances were then evaluated across four cognitive domains: Crys-

tallized intelligence, executive functions, working memory and episodic memory. In addition,

we also evaluated differences between groups in terms of symptoms severity assessed with

the SAPS and SANS scales. We controlled multiple comparisons using the False Discovery

Rate (FDR) approach [179], separately for cognitive tests and symptoms measures.

7.3.6 Supervised analysis

We then conducted a supervised analysis to predict diagnosis (schizophrenia or healthy con-

trol) based on the 7 selected MRI-based features. The goal was to assess the benefits of strati-

fying the schizophrenia patients into more homogeneous subgroups, prior to the classification

process. We compare the prediction performance obtained on the full dataset (all schizophre-

nia patients versus all controls) to the prediction performance obtained on subgroups of
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schizophrenia versus all controls. Classification analyses were performed with linear Sup-

port Vector Machine (SVM), implemented in the scikit-learn python library. (http://scikit-

learn.org). Performance was evaluated using a double 5x5 cross validation (CV) pipeline.

The double cross-validation process consists of two nested cross-validation loops. In the five

outer (external) loop, a set of subjects is considered as the training data, while the remaining

subjects are held out and used as the test data. The test sets were exclusively used for model

assessment while the train sets were used in inner five loops for model fitting and model

selection. The C parameter of the SVM method was set internally in the nested 5-fold cross-

validation loop. To measure the significance of the prediction scores against chance-level, we

used an exact binomial test.

7.4 Results

7.4.1 Anatomical specificities of cluster

The 3 clusters solution appears to be the optimal number of clusters since it maximizes the

silhouette score. All three clusters did not show any statistical differences in age, ratios of

gender and ratios of site of origin (Table 7.1).
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Figure 7.1: Cluster analysis results on Chronic schizophrenia patients, First episode psy-
chosis patients and At Risk Mental State individuals

The anatomical specificities of the three clusters are illustrated Figure 7.1. A first group of 86

patients (34%) appears highly atrophied in all subcortical and cortical regions, compared to

controls (p < 1e−15). We qualified this subgroup as the anatomically deteriorated subgroup.

A second group of 60 patients (24%), displays severe atrophies at the cortical level compared

to controls (p < 1e−13). However, those patients lie in the range of controls regarding

subcortical features. We named it the cortical atrophies subgroup. Last, a third group

of 107 patients (42%), that are anatomically very close to the control population range in

term of neuroanatomy, considered preserved. The stability analysis carried out with the

bootstrap pipeline reveals a good reproducibility of clusters across resampling of subjects.

Indeed, across iterations, the bootstrap analysis demonstrated a mean agreement of 91%.

Therefore, the strength of the clustering patterns seems to be robust and holds up across

resampling. It is significantly better than random assignation into clusters.
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7.4.2 Generalization

Additionally, the clustering analysis conducted on the subjects still in an early stage of the

disease yield similar subgroups (Figure 7.1): Both FEP and ARMS cohorts can be sep-

arated into three subgroups, that reproduce well the neuroanatomical specificities of the

subgroups derived in chronic schizophrenia patients. The agreement rate obtained between

FEP population-specific stratification rule, and the chronic schizophrenia stratification rule

is 56%. Concerning the ARMS cohort, the agreement rate is 72%. Those results are signifi-

cantly better than random assignation, that would be 33.33% in such a three cases problem.

It seems that the stratification scheme defined in chronic schizophrenia patients generalize

well to the subtyping of early-stages individuals.

7.4.3 Clinical specificity of clusters

Regarding cognitive performances, controls perform significantly better than patients in all

domains tested (p < 4.5e−11). More insightful, preserved patients perform significantly better

than both deteriorated and cortical patients in terms of crystallized intelligence and working

memory (Table 7.1 and Figure 7.2), with the noticeable exception of episodic memory and

executive functions. Deteriorated and cortical groups were equally impaired on the four

cognitive domains evaluated.
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Figure 7.2: Cognitive profile of the 3 subgroups. Trails B time and WCST perseverative
errors: Higher scores means worse performance

Regarding symptoms severity, no significant group-differences were found in the amount of

positive symptoms. However, we did find differences in negative symptoms severity across

subgroups. Indeed, deteriorated patients display significantly more negative symptoms than

cortical patients (Table 7.1).

7.4.4 Supervised analysis

Prediction of clinical status based on the MRI-based features yield significant, almost lim-

ited, accuracy (AUC = 0.73) when using all schizophrenia patients and controls. (Table

7.2) Stratifying patients into more homogeneous subgroups, prior to the supervised analysis

yields insightful results by drastically increasing prediction performances when distinguishing

controls from deteriorated patients (AUC = 0.94) and controls from cortical patients (AUC

= 0.91). Preserved patients were more hardly distinguishable from the controls (AUC =

0.57).
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Table 7.2: Prediction performance of clinical status based on MRI-based features. SCZ:
Schizophrenia; HC: healthy controls

AUC Acc Spe Sen

All SCZ vs HC 0.73 0.67 0.66 0.67

Deteriorated SCZ vs HC 0.94 0.81 0.65 0.99

Cortical atrophies SCZ vs HC 0.91 0.80 0.61 1.0

Preserved SCZ vs HC 0.57 0.56 0.51 0.62

7.5 Discussion

So far, the highly diverse forms schizophrenia can take and the late-onset of cognitive and

clinical symptoms have hindered the establishment of a consistent etiology for this disorder.

Using a brain imaging unsupervised approach, we intended to challenge the view of a sin-

gle disease entity in schizophrenia. Each schizophrenia patient from the population under

study falls into one of three anatomically distinct subgroups, despite similar demographic

characteristics: a preserved subgroup of 107 patients, a deteriorated subgroup of 86 patients

and a cortical subgroup of 60 patients. Bootstrap-based analysis demonstrated the stabil-

ity and reproducibility of the proposed clustering across resampling. This finding provides

strong evidence that schizophrenia patients can be categorized into relevant subtypes based

on their neuroanatomical profile. Moreover, we evidenced differences in symptoms severity,

and cognitive deficits across the three neuroanatomically derived subtypes of schizophre-

nia. Such results support our hypothesis that there are distinct pathophysiological processes

underpinning the subgroups condition.

The preserved subgroup is anatomically close to controls. Both subcortical volumes and

cortical thickness of those patients lie in the range of control subjects. Moreover, patients

in this preserved group performed statistically significantly better than other patients in

term of crystallized intelligence and working memory. Therefore, It seems that normal range

brain structure is associated with relatively spared cognitive capabilities. Those findings are

consistent with results largely reported in the literature, that is, a non-negligible proportion

of schizophrenia patients are characterized by a relatively spared cognition [171, 180, 181].

Those patients remain impaired in terms of cognitive profile relative to controls, but are

significantly healthier than other patients [182].

The deteriorated group revealed prominent subcortical and cortical atrophies. Atrophies

of the hippocampus amygdala and thalamus have been widely reported in the literature

[26, 124, 125] and specifically in a recent large scale study from the ENIGMA consortium [35].

Additionally, many studies have also evidenced widespread cortical thinning in schizophre-

nia patients [163, 183]. Those patients display severe cognitive deficits compared to the
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preserved patients. The existence of a deteriorated subgroup of schizophrenia patients, pre-

senting widespread brain atrophies together with severe cognitive impairments is consistent

with previous studies [172, 173, 176, 184]. Additionally, patients within this group exhibit

greater amount of negative symptoms than cortical or preserved patients. Severity of nega-

tive symptoms have already been reported to be associated with amount of brain atrophies

in schizophrenia patients [77, 176, 185, 186].

The cortical group revealed a prominent cortical thinning. Surprisingly, subcortical volumes

of those patients lie in the range of normal controls values. Those patients present severe

cognitive deficits compared to the preserved subgroup. However, they are spared in terms

of negative symptoms. Their amount of negative symptoms is comparable with the amount

seen in preserved patients. This finding replicates the recent results of [176], that is, a

specific group of patients, mainly characterized by cortical atrophies, are relatively spared in

term of negative symptoms severity. Therefore, It seems that negative symptoms are related

to specific deficits in subcortical areas, notably involving the hippocampus, amygdala and

thalamus.

We did not find any significant differences in cognitive profiles between deteriorated and cor-

tical patients. Both groups of patients share similar cognitive impairments despite exhibiting

different neuroanatomical disease signatures. Such findings supports a modern neuroscience

view of cognitive functions that are supported by networks, instead of isolated hyper special-

ized brain modules. Again, this finding highlights the relevance of stratifying patients based

on neuroanatomy. Indeed, it can be argued that studies stratifying patients on the basis of

cognitive profile [170, 173], suffer from a reduced sensibility to detect group-specific structural

brain pattern, since patients within a single group might result from diverse neuroanatomical

signatures.

The existence of the ”preserved” and ”deteriorated” subgroups of patients is compatible with

the hypothesis of a schizophrenia severity spectrum. Those patients would constitute the two

extremes along this spectrum. However, the existence of a third group, characterized by cor-

tical atrophies, challenges this view. Moreover, those three subgroups have been shown to be

present even in early-stages populations. Indeed, we successfully replicated the existence of

those three specific subgroups in both ARMS and FEP population. Overall, these clustering

results conclusively disprove the seminal hypothesis of a unique neuroanatomical abnormali-

ties profile in schizophrenia, with a continuum along which individual patients can be placed.

Moreover, these subgroups might result from differential disease trajectories driven by ge-

netic and/or external variables. Indeed, the fact than those specific subgroups are already

present at very early stages of the disease might be an indication that such neuroanatomical

divergence between patients is not due to time of illness or medication impacts.

So far, despite initial promising results, the impact of computer-aided diagnosis based on

brain markers, has been limited. Indeed, the identification of schizophrenia-specific features

is limited by the anatomical heterogeneity of the disease. The current study have shown that
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prior stratification of patients into subgroups, drastically improves the accuracy of individu-

alized diagnosis. Such a result is promising in the scope of translational implementation of

computer-assisted diagnosis in psychiatry. However, the preserved group of patients is ardu-

ous to predict, because those patients are very similar to controls in terms of neuroanatomy.

Limitations and futur work

We need to acknowledge some limitations. First, we conducted the clustering on a large

database composed of patients scanned at four different sites. Using multisite data allowed to

gather as many samples as possible to obtain a wide overview of the schizophrenia spectrum.

The impact of scanning sites on the features might influence the identification of subgroups.

However, to filter-out those unwanted artifacts, we statistically controlled the features for the

effect of site. Moreover, Freesurfer ROIs measurements has been shown to be relatively robust

to inter-site variations [187]. Furthermore, the 3 groups do not show significant differences

in ratio of patients from each site. All together, we are pretty confident, that the impact of

scanning site did not contaminated too much our clustering analysis.

Second, the stratification can be further improved by adding more features to the clustering

analysis. Indeed, in the current study, we restricted the analysis to simple features, mapping

subcortical volume and cortical thickness. However, the incorporation of other brain char-

acteristics could be used to better define subgroups of patients. For example, the inclusion

of white-matter features could provide complementary information [171, 174].

Third, it would be interesting to investigate the longitudinal behavior of the three subgroups.

Here, we only have cross sectional data, that only evaluate the patient at one point in time.

It would be interesting to investigate the trajectories dynamics across time and groups.

7.6 Conclusion

Overall, this present study disproved the idea that there is one single neuroanatomical entity

in schizophrenia, with a continuum along which individual patients can be placed. Rather,

we demonstrated, in a relatively large multisite sample, that distinct subgroups of patients,

displaying differential brain atrophies, exist and subsequently reveal distinct cognitive and

symptomatic profiles. Moreover, this stratification have shown to be generalizable to early-

stages patients.





Conclusion

Contributions

Throughout this thesis, we have developed interpretable machine learning algorithms that

can capture complex relationships in various neuroimaging datasets. In a clinical perspec-

tive, besides the predictive performance itself, the predictive markers are also very important.

Given the limitations of state-of-the-art sparse algorithms to produce stable and interpretable

predictive signatures, we have pushed forward the regularization approaches by extending

classical algorithms. The incorporation of structural constraints, with the TV penalty, forces

the solution to adhere to biological priors, producing more plausible and interpretable solu-

tions.

Such structured penalty was shown to be highly relevant when incorporated in a super-

vised classification scheme and in an unsupervised PCA problem. We demonstrated the

performance, interpretability and versatility of those algorithms on both sMRI and fMRI

datasets of patients with schizophrenia. On the one hand, we highlighted the existence of

a neuroanatomical signature, across sites and stages, shared by a majority of patients with

schizophrenia disorder and independent of medication impacts on the brain. On the other

hand, we have identified an interpretable functional predictive signature (clusters in speech-

related brain regions) of the upcoming hallucinations in patients with schizophrenia, offering

perspectives of rehabilitation using neuro-feedback approaches.

However, despite initial promising results, progress in machine-learning and MRI-based di-

agnosis has not yet been converted into new clinical applications and significant challenges

still need to be tackled for translational implementation of such findings in psychiatry.

Limitations

• Early Diagnosis: Applications of diagnosis based on MRI are currently limited to exist-

ing, case-control cross-sectional, studies that were retrospectively explored to evaluate

the capacity of ML algorithms to predict the clinical status. From a clinical perspective,
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those predictions have limited interest. Indeed, the true value of MRI-based predic-

tion lies in the early diagnosis. Accurately predicting chronic schizophrenia patients

affected by the disease for a long time does not provide ground-breaking insight. In-

stead, what is clinically relevant is the identification of patients who are still at an

early stage of the disease. Early detection of schizophrenia is crucial. Indeed, it allows

early intervention methods and we know that providing early care to reduce the dura-

tion of untreated psychosis has been identified as a predictor of long-term outcome in

schizophrenia. Therefore, being able to spot patients that are still in an early stage of

the disorder is essential. We have shown that a relatively good prediction performance

can be obtained on first episode psychosis patients (70%).

• Heterogeneity of the disorder: Schizophrenia is thought to be a very heterogeneous dis-

order, at the clinical, neurobiological and genetics levels. The clinical manifestation of

the disorder highly diverges across patients, from the age of onset to clinical symptoms,

cognitive disabilities or prognosis. We have seen in this thesis that such heterogeneity

impedes the identification of stable markers of the disorder. Hence, no brain markers

have been proven so far to have the sensitivity and specificity that is expected for a

reliable diagnostic test. Further, treating patients in a personalized medicine frame-

work requires the identification of homogeneous, neurobiologically based subtypes of

schizophrenia (See Figure 7.3). The exploratory study conducted in Chapter 7 clearly

highlights the existence of subtypes of schizophrenia disorder. It would be interesting to

reproduce such stratification in others cohorts of patients with schizophrenia. Within

these subgroups, associations with genetic mutation are more likely to be discovered

and targeted treatments are more likely to be efficient. Deciphering schizophrenia

into more homogeneous subtypes is therefore a major challenge, and may help to the

development of personalized medicine.

Figure 7.3: Stratification of population into homogeneous subgroups

• Transdiagnostic studies: We demonstrated in this thesis that it is possible to signifi-

cantly discriminate schizophrenia patients from controls, using structural MRI. At this

stage, this does not imply that such models are able to distinguish patients with vari-

ous psychiatric conditions. In order to demonstrate the clinical relevance of predictive

models such as the one developed in this study, the next step would be to evaluate
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the specificity of the classifiers in differential diagnosis situations. There is now an

urgent need for transdiagnostic studies able to compare the specificity of the identified

neuroanatomical predictive signature in schizophrenia but also in bipolar disorder or

autism spectrum disorder.

Perspectives

Transfer of knowledge

Psychiatric disorders are currently defined into categories based on behavioral and clinical

symptoms outlined in the DSM. Designed as a diagnostic tool, the DSM considers different

disorders as distinct entities. However, boundaries between disorders are often not as strict

as the DSM suggests. To provide an alternative framework for research into psychiatric

disorders, the US National Institute of Mental Health has recently introduced the Research

Domain Criteria (RDoC) project. In the RDoC, several domains reflect a different brain sys-

tem in which functioning is impaired, to different degrees, in different psychiatric conditions.

The RDoC methodology distinguishes itself from traditional systems of diagnostic criteria.

Unlike conventional diagnostic systems, such as the DSM which uses categorization, RDoc

is a ”dimensional system” that relies on dimensions that span the range from normal to ab-

normal. The major RDoC research constructs include : Negative Valence Systems, Positive

Valence Systems, Cognitive Systems, Systems for Social Processes and Arousal/Modulatory

Systems.

Such dimensional analysis strategy can be conducted on large heterogenous cohorts, that

are not focused on one specific pathology, but rather include a wide range of patient suffer-

ing from various pathologies. The recent emergence of large transdiagnostic cohorts (> 104

subjects) such as: the Healthy Brain Network (HBN), UK Biobank, EU-IMAGEN, Human

Connectome Project (HCP)) raises questions as to whether such large datasets can be lever-

aged to learn relevant knowledge which can be transferred to smaller and clinically focused

cohorts. The transfer of knowledge from large transdiagnostic cohorts to specific psychiatric

cohorts would be an interesting perspective to identify brain signatures of mental illness.

Toward Deep Learning

While conventional machine learning classifiers, such as SVM or Logistic Regression, remain

very popular approaches within the neuroimaging community, an alternative family of Ma-

chine Learning methods, known as deep learning (DL) is gaining considerable attention in

the scientific community. Deep Learning approaches differ from regular machine learning ap-

proaches by their ability to learn the optimal representation of a dataset through hierarchical,

consecutive nonlinear transformations, achieving increasingly higher levels of abstraction and
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complexity. The building blocks of DL neural networks are inspired by how the human brain

processes information and are organized in layers. A deep neural network typically consists

of an input layer, two or more hidden layers and an output layer. The input layer contains

the raw data, such as the voxels intensities of images; the hidden layers learn and store

increasingly more abstract representations of the data; these features are then transmitted

to the output layer that assigns the observations to classes (such as controls or patients in

case of binary prediction of clinical status). Learning of the model is completed using an

iterative process of adjustment of the weights of the network. The main difference between

DL approaches and conventional machine learning methods is the fact that the features are

not manually engineered before being fed to the classifier in DL. They are directly learnt by

the neural network.

Given its ability to detect hidden complex patterns, very recently, deep learning has been

applied in neuroimaging studies of psychiatric disorders, such as schizophrenia. Indeed,

since high-level features can be more robust against noise, deep architectures may be more

convenient to identify diagnostic and prognostic biomarkers than conventional ML methods.

Specifically, over the past years, Convolutional neural network (CNN) have been shown to

be particularity successful in the field of computer vision (Figure 7.4).

Figure 7.4: Generic structure of a CNN

So far, to the best of our knowledge, only one study [188] has applied a deep learning

approach in the specific case of schizophrenia diagnosis based on sMRI data. Using structural

MRI data from four independent studies, [188] applied a deep model to the original pre-

processed images obtaining an impressive F-score of 91%. This study suggests that DL

can effectively classify schizophrenia patients on the basis of neuroanatomical information.

However, the risk of overfitting is high when using extremely complex models, in the specific
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case of neuroimaging dataset, where the number of features highly exceeds the number of

samples. Moreover, DL is a very flexible approach, where is it possible to combine different

architectures and hyperparameters within the same model. Finding the right architecture of

a model is extremely painful.

Although deep neural networks seem to provide superior performances in pattern recognition,

their interpretability is their Achille’s heel. Currently, it is thought that deep learning meth-

ods reach high discrimination accuracy at the cost of low interpretability of their black-box

representations. In a clinical perspective, not providing objective neuroanatomical markers

to justify the decision, is particularly undesirable. Since the goal of this thesis was to focus

on the interpretability of predictive models, we have preferred focusing on linear machine

learning methods, that are more interpretable. However, new methodological advances are

currently being developed on the interpretability of such model. Therefore the success and

the interpretability of deep learning approach in neuroimaging-based diagnosis of schizophre-

nia remain to be elucidated in future work.

Closing remarks

The ability of MRI to be a diagnosis tool remains under question, particularly because of the

small size of the datasets. This thesis paves the way toward analysis on large heterogeneous

datasets. We show that prediction is doable in a clinical setting. Although the intersite

prediction accuracy (70%) is not sufficient to perform individual diagnosis, we have high-

lighted the existence of a neuroanatomical signature of schizophrenia, shared across sites and

stages of the disease. These results open a wide perspective for the future: with the tech-

nological breakthrough in acquisition methods, the availability of datasets of growing size

and the stratification of schizophrenia into more homogeneous subgroup, MRI may become

a cornerstone for clinical use.
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Introduction

La schizophrénie est un trouble mental chronique caractérisé par une variété de symptômes

tels que des hallucinations, des épisodes délirant ainsi que des déficiences dans les fonc-

tions cognitives. Le développement de l’imagerie par résonance magnétique (IRM) fournit

une approche efficace et non invasive pour étudier le cerveau. Plus précisément, l’IRM

structurelle (IRMs) permet l’étude des changements anatomiques dans le cerveau et leur

relation avec le diagnostic clinique. Au fil des ans, l’IRMs a été de plus en plus utilisée

pour mieux comprendre les anomalies structurelles inhérentes au trouble et pour identifier

les régions du cerveau où les patients atteints de schizophrénie diffèrent significativement

des controles. Malheureusement, les approches d’analyses univariées peuvent difficilement

détecter des réseaux subtils et diffus de déficites neuroanatomiques à travers le cerveau et se

limitent à faire des inférences au niveau du groupe. Ces approches ne peuvent donc pas être

utilisées pour aider au diagnostic.

Pour aborder les limites de l’analyse de groupe, la communauté de neuroimagerie s’est

récemment tournée vers des approches d’apprentissage automatique, dites ”machine learn-

ing”. Ces méthodes sont particulièrement attrayantes car elles permettent d’explorer con-

jointement les caractéristiques du cerveau pour détecter des motifs (patterns) et faire des

inférences au niveau d’un seul individu. Les progrès récents dans l’apprentissage automatique

et l’apparition de grandes bases de données disponibles publiquement ouvrent maintenant la

voie vers la détection automatique des caractéristiques spécifiques à la schizophrénie, unique-

ment basée sur les données acquis en IRM. Cependant, malgré des résultats initialement très

prometteurs, ces progrès n’ont pas encore été convertis en de nouvelles applications clin-

iques. Certains défis significatifs doivent encore être abordés pour utiliser ces résultats en

psychiatrie.

Premièrement, dans un contexte d’identification de signatures prédictives d’une maladie,

il est crucial de comprendre les modèles du cerveau sous-jacent à une prédiction. Mal-

heureusement, dans la plupart des cas, malgré des performances de prédiction relativement

précises, les modèles de classification se comportent toujours comme des modèles ”bôıte

noire”, ne fournissant pas de marqueurs objectifs dans le cerveau, ce qui exclut la possibilité
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d’applications cliniques. Deuxièmement, la schizophrénie est un trouble très hétérogène qui

empêche un diagnostic objectif de celui-ci et la mise en place d’un traitement ciblé.

Vers des modèles interpretables

Pour surmonter ces difficultés, nous avons d’abord développé des algorithmes d’apprentissage

automatique stables et interprétables qui peuvent capturer des relations complexes dans

divers ensembles de données de neuro-imagerie.

Les approches d’apprentissage automatique sont des outils pratiques pour identifier les mar-

queurs prédictifs d’une maladie cérébrale. Dans le cas des modèles linéaires, les paramètres

estimés forment une carte spatiale dans le domaine de l’image. Cependant, la minimisation

d’une erreur de prédiction donne peu de contrôle sur les détails fins des cartes correspon-

dantes. Malheureusement, dans la plupart des cas, malgré des performances de prédiction

précises, les modèles de classification se comportent toujours comme un modèle de bôıte

noire. En effet, la plupart des modèles predictifs, tels que le SVM (Machine à Vecteur de

Support), produisent des modèles denses de prédicteurs difficiles à interpréter. Bien que

certaines méthodes existent pour définir des seuils permettant de découvrir des régions du

cerveau qui contribuent de manière significative au processus de classification, elles ne pro-

duisent pas de cartes de poids interprétables en soi et ne fournissent pas de marqueurs

neuroanatomiques objectifs sur lesquels la décision est prise. Pourtant, il est essentiel que

la méthode fournisse des modèles prédictifs significatifs afin de révéler les biomarqueurs de

neuro-imagerie des pathologies. Dans le contexte de la découverte de signatures prédictives,

il est crucial de comprendre les structures du cerveau qui sous-tendent la prédiction. Cette

absence d’interprétabilité de la décision exclut la possibilité d’une application clinique.

Etant donné les limites des algorithmes parcimonieux à produire de telles signatures prédictives,

nous avons proposé d’améliorer ces approches de régularisation en étendant les algorithmes

classiques. L’incorporation de contraintes structurelles, avec la pénalité ”Variation Totale”,

dit TV, oblige la solution à adhérer à des hypothèses biologiques, produisant des solutions

plausibles et plus interprétables d’un point de vue clinique. La pénalité structurée peut être

intégrée à la fois dans un système de classification supervisé (Enet-TV) et dans un problème

non supervisé d’analyse en composante principale (PCA-TV). Nous avons démontré la per-

formance, l’interprétabilité et la polyvalence d’Enet-TV et de PCA-TV sur des ensembles de

données IRM et IRMf de patients atteints de schizophrénie.

Une signature anatomique de la schizophénie

Au fil des années, l’IRM anatomique a été de plus en plus utilisée pour mieux comprendre

les anomalies inhérentes à la schizophrénie. Les applications de prédiction de la maladie
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reposant sur l’apprentissage automatique suggèrent que la classification individuelle est à la

fois faisable et fiable. Cependant, la plupart des études se concentrent avant tout sur la

performance de prédiction du statut clinique, limitée en termes de perspectives biologiques.

En effet, les algorithmes conventionels ne parviennent pas à identifier une signature prédictive

interprétable de la pathologie dans le cerveau. De plus, toutes les études, sauf une, dépendent

de tailles de cohorte relativement petites ou d’un seul site de recrutement. Enfin, aucune

étude ne contrôle l’impact potentiel du stade d’avancement de la maladie ou l’effet des

médicaments. Toutes les preuves ci-dessus mettent en doute la reproductibilité des résultats

précédents. Tout d’abord, sur la base de l’IRM structurelle, nous avons proposé un algo-

rithme d’apprentissage automatique, avec régularisation de parsimonie structurée, dont le

but est de fournir une signature cérébrale interprétable (Figure 7.6). Deuxièmement, en

utilisant une large base de données recueillies à partir de 4 sites internationaux (606 images

IRM recueillies sur 276 patients schizophrènes et 330 témoins sains appariés), nous avons

évalué la reproductibilité du modèle predictif à travers les sites et la signature prédictive

associée. Troisièmement, pour la première fois, nous avons évalué l’independance de la signa-

ture prédictive concernant les médicaments et la durée de la maladie en utilisant un ensemble

de données indépendantes des patients, au tout début de la maladie, dit ”premier épisode”.

Les modèles prédictifs produisent une précision de prédiction inter-site significative (jusqu’à

72%) ainsi qu’une excellente stabilité de la signature prédictive associée. Cette signature

fournit un score cerebral qui est significativement corrélé avec la sévérité des symptômes

et l’étendue des déficits cognitifs. De plus, cette signature démontre son efficacité chez les

patients présentant un premier épisode de psychose (précision de la prédiction de 73%). Ces

résultats soulignent l’existence et la pertinence d’une signature neuroanatomique commune

pour la schizophrénie, partagée par une majorité de patients (75%) même à un stade précoce

de la maladie. En revanche, le reste des patients (25%) ne présentent pas de telles anomalies

cérébrales, ce qui remet directement en question la nécessité d’une stratification des patients

souffrant de schizophrénie en sous-groupes plus homogènes.

T
V
-E
n
et

Figure 7.5: Signature prédictive de la schizophrénie obtenue à l’aide d’un algorithme
d’apprentissage automatique, avec régularisation de parsimonie structurée
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Une signature fonctionelle de l’hallucination

Malgré des progrès significatifs dans ce domaine, la détection des modifications du signal

d’IRM fonctionelle au cours de périodes d’hallucinations reste longue et difficile. Ainsi, nous

avons d’abord proposé un algorithme d’apprentissage automatique pour identifier les périodes

d’IRMf, collectées au repos, qui précèdent les hallucinations. Lorsqu’elles sont appliquées à

des données d’IRMf de cerveau entier, les méthodes de classification à la pointe, telles que

les machines à vecteurs de support (SVM), fournissent des solutions denses qui sont difficiles

à interpréter. Nous avons proposé d’étendre les méthodes existantes de classification parci-

monieuse en prenant en compte la structure spatiale des images cérébrales et la parcimonie

structurée en utilisant la pénalité de variation totale (TV). Sur la base de cette approche,

nous avons obtenu des performances de classification fiables associées à des modèles prédictifs

interprétables, composés de deux clusters clairement identifiables dans des régions cérébrales

liées à la parole (Figure 7.6). La variabilité des modèles fonctionnels de transition vers

l’hallucination, non seulement d’un patient à l’autre, mais aussi d’une occurrence à la suiv-

ante (par exemple, en fonction des modalités sensorielles impliquées) semble être la difficulté

majeure lors du développement de modèles prédictif efficaces. Par conséquent, en second lieu,

nous avons caracterisé la variabilité au sein des modèles de pré-hallucination en utilisant une

extension de l’analyse en composantes principales avec des contraintes spatiales. Les com-

posantes principales (PC) identifient les structures intrinsèques de la variabilité présente

dans l’ensemble de données. De tels résultats sont prometteurs dans le cadre d’une thérapie

innovante pour les hallucinations pharmacorésistantes, telles que le neurofeedback basé sur

l’IRMf.

Figure 7.6: Signature de la transition vers l’hallucinations. A: SVM et B:Enet-TV
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Stratification de la schizophrénie

La physiopathologie de la schizophrénie est difficile à comprendre parce qu’elle est très

hétérogène. Une telle hétérogénéité empêche un diagnostic objectif du trouble et la mise

en place d’un traitement ciblé. Pour mieux comprendre l’hétérogénéité de la schizophrénie

et comment elle limite la performance du diagnostic, nous avons effectué une analyse de

stratification basée sur les données d’IRMs pour séparer une grande population multi-site de

patients schizophrènes en sous groupe plus homogènes. Nous avons effectué une analyse en

clusters sur la base de caractéristiques neuroanatomiques (épaisseur corticale et mesures de

volumes sous-corticaux) pour stratifier les patients en sous-groupes et étudier les différences

de profils démographiques, cognitifs et symptomatiques entre ces sous-groupes (Figure 7.7).

La population d’etude est constituée de 253 patients atteints de schizophrénie chronique,

de 43 patients premiers episodes psychotiques (FEP) et de 68 avec un état mental à risque

(ARMS).

Les 253 patients atteints de schizophrénie appartiennent à trois sous-groupes anatomique-

ment distincts ayant des caractéristiques démographiques similaires. Tout d’abord, un sous-

groupe préservé composé de 107 patients montre un profil neuroanatomique qui se situe

dans la gamme des contrôles, ainsi que des capacités cognitives relativement épargnées et

des symptômes négatifs légers. Deuxièmement, un sous-groupe de 86 patients ayant subi

une détérioration a révélé des atrophies corticales et sous-corticales étendues, avec des per-

formances cognitives altérées, et des symptômes négatifs sévères. Enfin, un troisième sous-

groupe intermédiaire de 60 patients présente des atrophies corticales sévères et des volumes

sous corticaux normaux. En outre, ces patients souffrent de déficits cognitifs, mais ils n’ont

que des symptômes négatifs légers. De plus, cette stratification est généralisée aux patients

FEP et ARMS.

En utilisant une approche de regroupement non supervisé de neuroimagerie, nous avons

démontré qu’il existe des schémas distincts d’anomalies cérébrales dans la schizophrénie,

avec un sous-groupe de patients présentant de grandes atrophies dans les zones sous-corticales

révélant les symptômes négatifs les plus sévères. Ces profils différentiels de la maladie peu-

vent être indépendants de la durée de la maladie et / ou des médicaments, puisque des

sous-groupes similaires sont trouvés chez les patients au début du trouble. Nos résultats

suggèrent qu’ils peuvent être associés à différents mécanismes physiopathologiques. Com-

prendre l’hétérogénéité du trouble peut ouvrir la voie vers une meilleure caractérisation des

sous-groupes de patients et donc la mise en place d’un traitement ciblé.
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Figure 7.7: Stratification d’une population en sous-groupe homogène

Conclusion

La capacité de l’IRM à être un outil de diagnostic reste remise en question, notamment en

raison de la petite taille des ensembles de données. Cette thèse ouvre la voie à l’analyse

de grands ensembles de données de neuroimagerie hétérogènes. Nous avons montré que la

prédiction est faisable dans un contexte clinique. Bien que la précision de la prédiction

inter-site (70%) ne soit pas suffisante pour effectuer un diagnostic individuel, nous avons

mis en évidence l’existence d’une signature neuroanatomique de la schizophrénie, commune

à travers les sites et les stades de la maladie. Ces résultats ouvrent une large perspective

pour l’avenir: avec la percée technologique dans les méthodes d’acquisition, l’apparition de

base de données de taille croissante et la stratification de la schizophrénie en sous-groupe

plus homogènes, l’IRM pourrait devenir pertinente pour une utilisation clinique.
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René S Kahn, and Hugo G Schnack. Classification of schizophrenia patients and healthy

controls from structural mri scans in two large independent samples. Neuroimage, 61

(3):606–612, 2012.

[59] Martin Rozycki, Theodore D Satterthwaite, Nikolaos Koutsouleris, Guray Erus, Jimit

Doshi, Daniel H Wolf, Yong Fan, Raquel E Gur, Ruben C Gur, Eva M Meisenzahl,

et al. Multisite machine learning analysis provides a robust structural imaging signature

of schizophrenia detectable across diverse patient populations and within individuals.

Schizophrenia bulletin, 2017.

[60] Bilwaj Gaonkar and Christos Davatzikos. Analytic estimation of statistical significance

maps for support vector machine based multi-variate image analysis and classification.

Neuroimage, 78:270–283, 2013.

[61] Ze Wang, Anna R Childress, Jiongjiong Wang, and John A Detre. Support vector

machine learning-based fmri data group analysis. NeuroImage, 36(4):1139–1151, 2007.

[62] Logan Grosenick, Brad Klingenberg, Kiefer Katovich, Brian Knutson, and Jonathan E

Taylor. Interpretable whole-brain prediction analysis with graphnet. NeuroImage, 72:

304–321, 2013.



Bibliography 136

[63] Mathieu Dubois, Fouad Hadj-Selem, Tommy Lofstedt, Matthieu Perrot, Clara Fischer,

Vincent Frouin, and Edouard Duchesnay. Predictive support recovery with tv-elastic

net penalty and logistic regression: an application to structural mri. In Pattern Recog-

nition in Neuroimaging, 2014 International Workshop on, pages 1–4. IEEE, 2014.

[64] Alexandre Gramfort, Bertrand Thirion, and Gaël Varoquaux. Identifying predictive
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density changes in schizophrenia. Archives of General Psychiatry, 58(12):1118–1125,

2001.

[127] Wenting Ren, Su Lui, Wei Deng, Fei Li, Mingli Li, Xiaoqi Huang, Yuqing Wang, Tao Li,

John A Sweeney, and Qiyong Gong. Anatomical and functional brain abnormalities

in drug-naive first-episode schizophrenia. American Journal of Psychiatry, 170(11):

1308–1316, 2013.

[128] Simon McCarthy-Jones, David Smailes, Aiden Corvin, Michael Gill, Derek W Morris,

Timothy G Dinan, Kieran C Murphy, John L Waddington, Gary Donohoe, Robert Dud-

ley, et al. Occurrence and co-occurrence of hallucinations by modality in schizophrenia-

spectrum disorders. Psychiatry research, 252:154–160, 2017.

[129] Paul Allen, Frank Larøi, Philip K McGuire, and Andrè Aleman. The hallucinating

brain: a review of structural and functional neuroimaging studies of hallucinations.

Neuroscience & Biobehavioral Reviews, 32(1):175–191, 2008.

[130] Renaud Jardri, Alexandre Pouchet, Delphine Pins, and Pierre Thomas. Cortical ac-

tivations during auditory verbal hallucinations in schizophrenia: a coordinate-based

meta-analysis. American Journal of Psychiatry, 168(1):73–81, 2011.

[131] Marc Bohlken, K Hugdahl, and Iris Sommer. Auditory verbal hallucinations: neu-

roimaging and treatment. Psychological medicine, 47(2):199–208, 2017.

[132] Iris EC Sommer, Kelly MJ Diederen, Jan-Dirk Blom, Anne Willems, Leila Kushan,

Karin Slotema, Marco PM Boks, Kirstin Daalman, Hans W Hoek, Sebastiaan FW

Neggers, et al. Auditory verbal hallucinations predominantly activate the right inferior

frontal area. Brain, 131(12):3169–3177, 2008.

[133] Ben Alderson-Day, Kelly Diederen, Charles Fernyhough, Judith M Ford, Guillermo

Horga, Daniel S Margulies, Simon McCarthy-Jones, Georg Northoff, James M Shine,

Jessica Turner, et al. Auditory hallucinations and the brains resting-state networks:

findings and methodological observations. Schizophrenia bulletin, 42(5):1110–1123,

2016.

[134] Georg Northoff and Pengmin Qin. How can the brain’s resting state activity generate

hallucinations? a resting state hypothesis of auditory verbal hallucinations. Schizophre-

nia research, 127(1):202–214, 2011.

[135] Renaud Jardri, Pierre Thomas, Christine Delmaire, Pierre Delion, and Delphine Pins.

The neurodynamic organization of modality-dependent hallucinations. Cerebral Cortex,

pages 1108–1117, 2013.



Bibliography 143
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Résumé: La schizophrénie est un trouble men-

tal, chronique et invalidant caractérisé par divers

symptômes tels que des hallucinations, des épisodes

délirant ainsi que des déficiences dans les fonctions

cognitives. Au fil des ans, l’Imagerie par Resonance

Magnétique (IRM) a été de plus en plus utilisée

pour mieux comprendre les anomalies structurelles et

fonctionnelles inhérentes à ce trouble. Les progrès

récents en apprentissage automatique et l’apparition

de large base de données ouvrent maintenant la voie

vers la découverte de biomarqueurs pour le diagnostic

/ pronostic assisté par ordinateur. Compte tenu des

limitations des algorithmes actuels à produire des sig-

natures prédictives stable et interprétable, nous avons

prolongé les approches classique de régularisation

avec des contraintes structurelles provenant de la

structure spatiale du cerveau afin de: forcer la so-

lution à adhérer aux hypothèses biologiques, pro-

duisant des solutions interprétable et plausible. De
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d’abord identifier une signature neuroanatomique de
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Abstract: Schizophrenia is a disabling chronic

mental disorder characterized by various symptoms

such as hallucinations, delusions as well as impair-

ments in high-order cognitive functions. Over the

years, Magnetic Resonance Imaging (MRI) has been

increasingly used to gain insights on the structural

and functional abnormalities inherent to the disorder.

Recent progress in machine learning together with

the availability of large datasets now pave the way

to capture complex relationships to make inferences

at an individual level in the perspective of computer-

aided diagnosis/prognosis or biomarkers discovery.

Given the limitations of state-of-the-art sparse algo-

rithms to produce stable and interpretable predic-
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cal priors, producing more plausible interpretable so-
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been leveraged to identify first, a neuroanatomical sig-

nature of schizophrenia and second a neuroimaging

functional signature of hallucinations in patients with

schizophrenia. Additionally, we also extended the

popular PCA (Principal Component Analysis) with

spatial regularization to identify interpretable pat-

terns of the neuroimaging variability in either func-

tional or anatomical meshes of the cortical surface.
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