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On Feb 14, 1990 Voyager 1 looked back at Earth from a distance of 3.7
billion miles and took a picture... The image is known as the "Pale Blue
Dot." We succeeded in taking that picture, and, if you look at it, you see

a dot. That’s here. That’s home. That’s us. On it, everyone you ever
heard of, every human being who ever lived, lived out their lives. The
aggregate of all our joys and sufferings, thousands of confident religions,
ideologies and economic doctrines, every hunter and forager, every hero
and coward, every creator and destroyer of civilizations, every king and
peasant, every young couple in love, every hopeful child, every mother
and father, every inventor and explorer, every teacher of morals, every
corrupt politician, every superstar, every supreme leader, every saint and
sinner in the history of our species, lived there – on a mote of dust, sus-
pended in a sunbeam.

The Earth is a very small stage in a vast cosmic arena. Think of the
rivers of blood spilled by all those generals and emperors so that in glory
and in triumph they could become the momentary masters of a fraction
of a dot. Think of the endless cruelties visited by the inhabitants of one
corner of the dot on scarcely distinguishable inhabitants of some other
corner of the dot. How frequent their misunderstandings, how eager
they are to kill one another, how fervent their hatreds. Our posturing,
our imagined self-importance, the delusion that we have some privileged
position in the universe, are challenged by this point of pale light. [...]
To my mind, there is perhaps no better demonstration of the folly of
human conceits than this distant image of our tiny world. To me, it
underscores our responsibility to deal more kindly and compassionately
with one another and to preserve and cherish that pale blue dot, the only
home we’ve ever known.

Carl Sagan, speech at Cornell University, October 13, 1994
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Chapter 1
Introduction

1.1 Context of study

The majority of the regions of the electromagnetic spectrum can be used for imaging
the unseen. The different operating frequencies provide various information about
the area of interest that are interesting in many applications. The microwave op-
erating frequencies enable to see at night, through clouds and some materials and
thus provide a valuable supplement to other imaging techniques such as infrared or
X-ray techniques.
The ability to distinguish small details of an object, also known as the spatial reso-
lution, is directly linked to the frequency bandwidth used and the radiating aperture
size of the device. At the visible frequencies, with a human eye having a pupil diam-
eter of about 5 mm, the angular resolution is approximately equal to 0.0084◦. Such
result corresponds to a spatial resolution of about 1 cm at a distance of 70 meter
from the eye. To achieve the same resolution at microwave frequencies, an aperture
length of 250 m at a frequency of 10 GHz is required which makes it rather difficult
to realize. In order to obtain high resolution images even at microwave frequencies,
one of the greatest advance is the principle of synthetic aperture thanks to a radar
system embedded on a moving platform (satellite, plane, drone, ...). It has widely
been used for the earth observation. For near-range applications such as automotive,
concealed object detection under clothes and plenty of other applications, a more
compact system working with real-time acquisitions is required. This is where the
Synthetic Aperture Radar (SAR) technique reaches its limit because it is required
that the area of interest is motionless during the travel path of the moving platform.

To improve the resolution while keeping an acceptable size, increasing the fre-
quency such as going at millimeter-wave is of great interest thanks to its reduced
wavelength and wide frequency bands available. However, for real time acquisitions,
it is needed to physically sample an aperture with a large number of antennas and
associated chains (transmitter/receiver). Due to the small wavelength and then the
small components size, the fabrication process complexity is increased as for the
cost. Nowadays, main researches are concentrating their efforts to find solutions to
reduce the number of chains while keeping an acceptable spatial resolution. Either
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the sampling pattern over the aperture is studied or it is developed advanced signal
processing techniques or tools to improve the spatial resolution.
Among all the methods allowing to improve the Radar imaging capability, the goal
of this study is to investigate various solutions and techniques while keeping and
improving the more relevant ones.

1.2 Thesis Organization

The thesis is organized around four main chapters:
The chapter 2 outlines the basic of radar followed by a brief state-of-arts on radar
imaging systems. Two main radar configurations will be presented. First, the Real
Aperture Radar (RAR), also known as the direct imaging technique. The main solu-
tions to scan the beam of antennas to produce a radar image will be given. Second,
the Synthetic Aperture Radar, also known as indirect imaging technique. Different
modes of SAR may be used. The modes are listed and compared to determine the
relevant one that will be deeper studied. Finally, the theory of the radar principle is
studied and applied on simulated data to determine the achievable range resolution
using frequency diversity. This chapter permits to select among the different meth-
ods presented, the more relevant ones that will be further detailed or improved in
the next chapters.
In the chapter 3 is further presented the Real Aperture Radar configuration, where
the image is realized pixel by pixel using high directive antennas in which the main
beam is scanned. A high directive Fresnel lens antenna is studied, simulated and
measured. As compared to the literature in which the lens is sampled in multiple
but limited zones, in this work, a smooth version is realized thanks to a new tech-
nological process. As compared to other methods, the smooth version of the Fresnel
lens leads to an improvement of efficiency and a stable gain over a wide frequency
band. Finally, the Fresnel lens antenna will be used in a RAR configuration using
only one couple of transmitter (Tx) and receiver (Rx) chains to generate a radar
image of an outdoor scene using a mechanically beam scanning capability. However,
this solution reaches its limit when real-time radar imaging systems are necessary.
In the chapter 4 is presented the SAR theory with the associated focusing algorithm
required to generate the SAR image. Thanks to a scanner system, measurements
are performed at millimeter-wave to create high spatial resolution SAR images of
small objects such as a knife. The scanner synthesizes a receiving array of indepen-
dent elements. When a real receiving array is used, a high number of Rx chains
is required which leads to a complex and costly solution. To reduce the number
of chains, the next study focuses on the use of a Multiple-Input-Multiple-Output
(MIMO) configuration where the main goal is to reduce the number of chains by
means of the virtual array theory. To further reduce the number of chains, a passive
compressive device is studied, realized and measured, which has the capability to
compress multiple signals into one while making each signal decorrelated from each
other in a passive manner. Each channel inside the device is related to its own trans-
fer function in the frequency domain. Two methods to measure or to estimate the
transfer functions with great accuracy are studied. Finally, the passive compressive
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device is used in a MIMO configuration showing the great capability of the passive
compressive device to reduce the number of chains while maintaining unchanged the
spatial resolution.

In the previous chapter, it is shown how it is possible to reduce the number of Tx
and Rx chains while maintaining unchanged the spatial resolution by modifying the
geometry of the transmitting and receiving antenna array. In the chapter 5, from a
limited number of elements (antennas and associated chains), the received signals are
digitally processed by means of spectral estimation methods to improve the spatial
resolution. The method is dedicated to specific configurations and assumptions are
made such as the narrow band and the far-field configuration. A solution able to use
spectral estimation methods in a near-field and wide-band configuration is shown.
The solution is applied on real data showing the improved spatial resolution in a
near-field and wide-band configuration.
Finally, the last chapter concludes the study and points to several directions for
future researches to improve the spatial resolution while keeping as low as possible
the number of Tx/Rx chains available.
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Chapter 2
RADAR systems

Radar systems are used to detect the electromagnetic waves that propagates within
a certain domain of space and to measure the electromagnetic responses. Three
different Radar systems may be used.

• Passive radar [1, 2]: The passive radar system detects the energy naturally
emitted by the scene (naturally emitted black-body radiation). Because, the
passive radar does not transmit any signals, it only requires receiving chains.
However, one of the main drawback of a passive system, is that it is not possible
to focus along the range axis which is a strong limitation for our goal.

• Passive radar using signals of opportunity [3–5]: Because in the elec-
tromagnetic spectrum, frequency bands are already allocated for various ap-
plications such as railway/maritime/aeronautical/spatial/military communi-
cations, wireless multimedia communications, radiolocalisation and satellite
navigation systems, radio astronomy, earth exploration, weather satellite, ac-
tive radar and imaging Synthetic Aperture Radar applications, the passive
radar system using signals of opportunity detects the backscattered signals
coming from the applications listed above. Such a radar has the capability
of operation without any spectrum resource allocation and a potentially null
probability of being intercepted. It only requires receiving chains to acquire
the backscattered signals. However, it is spatially limited by the coverage of
the transmitter.

• Active radar [6, 7]: An active radar transmits its own signal over a limited
frequency band through a certain domain of space and measure the electro-
magnetic responses of obstacles, also called targets or scatterers. The system
requires both transmitting and receiving chains.

A passive imaging system has the advantage to be simpler to implement because
there is no need for a transmitter chain (use of free natural illumination). This kind
of system is safe for humans because there is no illumination to human body. On the
contrary, a passive system suffers from the problem of a small received power due
to the thermal noise of the target. So the image contrast can be very low within a
limited range of distance. If the application needs to extend the distance and increase
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the received power, an active system is desirable even if the global implementation
is more costly and complex. It has to be underlined that using active sensors and
knowing the emitted signal, we are able to compare the emitted and received signals,
and set up an improvement of the signal-to-noise ratio thanks to the matched filter
and therefore improve the ability to analyze and detect the scene and the targets.

2.1 Frequency spectrum

In the past decades, we have witnessed an impressive development to extend the ca-
pability of detection based on magnetic, acoustic, ultrasound, microwave, millimeter-
wave, TeraHertz, infrared and x-ray sensors [8–11]. An overview of the different
imaging technologies available will be briefly considered showing the most relevant
techniques found in the literature.

• Infrared technique (3 THz - 300 THz) [12]: This technique is based on
the detection of thermal radiations which is a function of the frequency and
absolute temperature. In another word, the capability of detection of such a
system depends on the temperature difference between the different objects
to be detected and the human body. When used for Concealed Weapon De-
tections (CWD) operations, infrared imaging has some drawbacks. First of
all, the short wavelength of infrared doesn’t permit to penetrate thick clothes.
Another drawback is that as soon as the temperature of the object is close to
the body’s one, the detection is impossible. This occurs when the object is
kept under clothing for a long time.

• X-ray technique (300 PHz - 30 EHz) [13]: Medical screening is the main
use of X-ray imaging thanks to its ability to penetrate body and clothes with
high spatial resolution but certain studies have focused on concealed human
detection inside a truck. The main drawback of this system is that X-ray
radiation is ionizing and so, a dose is radiated toward human.

• Micro/millimeter-wave technique (3 GHz - 300 GHz) [14]: Millimeter
waves are suitable for security surveillance and especially for the detection
of objects concealed under people’s clothing and baggage. In fact, thanks to
the short wavelengths (from 30 GHz (10 mm wavelength) to 300 GHz (1 mm
wavelength)) which have the ability to penetrate dielectric materials such as
plastic or cloth and are strongly reflected by metallic materials, it is able to
pass through obscurants such as fog, cloud, smoke and night. Unlike X-ray,
millimeter waves are non-ionizing and can be used to detect both metallic
and nonmetallic objects. They can achieve high spatial resolution by going in
higher frequencies but material and atmosphere attenuation also increase so
a trade-off has to be addressed. Depending on the applications, we are able
to define an optimal frequency which allow to detect and image a weapon for
instance at 10 meter from the system.

• Terahertz technique (300 GHz - 3THz) [15, 16]: THz is also interesting
because it allows to classify different type of materials. In fact each material
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has a different absorption spectra in THz frequency range. THz can be used
for security screening but its applications is limited to a very short range 3D
imaging.

The different concealed weapon detection techniques are tabulated in the Ta-
ble 2.1 showing their main advantages and issues but also the type of illumination,
the possibility of penetration and also the distance of the imaging scene capability.
MMW based technology has the widest range of possibility to make an imaging
system. The system can be transportable and both metals and non-metals can be
detected. Even though THz provides high resolution, it doesn’t permit to illuminate
a large scene because of the high atmospheric absorption and its medium penetra-
tion.

As explained before, infrared technique is not a suitable solution due to its low
penetration which doesn’t fit the requirement. Moreover, this kind of systems is not
able to differentiate targets having the same temperature. X-ray imager due to its
safety concerns (ionizing radiation) hinders its acceptance to illuminate human body
but this is also because of its low range of detection and imaging. The choice of
MMW system is the most suitable solution to fit the requirement thanks to its good
penetration ability and high resolution but also the capability of size reduction, wide
available bandwidth and industrial interference frequencies which are really much
weaker than those at microwave bands. In this frequency range, the electromagnetic
wave penetrates most of dielectrics and it exists some particular and advantageous
atmospheric windows (no additional absorption) allowing to implement imaging sys-
tems for security and people protection.

For a near-range imaging system up to about 20 meters, the study will mainly
focus on active systems working at millimeter-wave. As explained previously, the
active system allows to detect targets farther while going through material such as
detecting concealed objects under clothes. Furthermore, thanks to the small wave-
length at millimeter-wave, it allows to manufacture active radar with an acceptable
size.

2.2 Radar equation

Let consider an active radar having only one transmitting and one receiving chain
with antennas in the front-end of the chains. A RF stimulus signal (Se(f)) with
output power Pe is transmitted with a frequency diversity over a frequency band-
width Bf with f ∈ [−Bf/2, Bf/2]. Before being sent through the medium, the
signal has been transposed around the carrier frequency fc, with its counterpart in
the spatial frequency domain (wavenumber domain) kc = 4π/λc = 4πfc/c and the
spatial frequency band k ∈ [−2πBf/c, 2πBf/c]. The speed of light is set out with
c and λc corresponds to the wavelength at the carrier frequency fc. We note that
the expression of the wave number shows a factor of 2 as compared with common
conventions. The transmitted signal will be delayed from the propagation from the
transmitted antenna to a specific target and backscattered to the receiving antenna.
It is because we are only interested in the one-way distance between the radar to
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Table 2.1: The main techniques

Tech-
nologies

Illumi-
nation

Proxim-
ity

Pene-
tration

Main
advantages

Main issues

Infrared Passive Far Low

Passive system
and possible

detection and
imaging at far

distance

Low penetration
and no

differentiation
when

temperature
contrast is low

X-Ray Active Near
Very-
high

Allow to detect
inside the body

Safety concerns
and low

proximity

MMW
Active

or
Passive

Far High

Resolution high
enough to image

concealed
objects, good
penetration,

possible
portable system

high-cost
(non-availability
of components

in high-
frequencies,
important

atmospheric
absorption at

specific
frequency

bands)

THz Active Near Medium

High-spatial
resolution and

possible
detection and
separation of

materials

high-absorption
lost, stand-off

detection
unsuitable, high

atmospheric
absorption
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Table 2.2: Classification of antenna parameters

Radiation properties Circuits properties
Mechanical
properties

Radiation pattern (Directivity,
Beam width, Side lobe level)

Impedance (matching) Type of antenna

Radiation efficiency Frequency bandwidth Shape
Gain Size

Effective area Mass
Aperture efficiency

Phase radiation pattern
Polarization of EM wave

Cross-Polarization

the target, that the factor two in the wavenumber arises. It will be useful when we
will derive the data model.

2.2.1 Antenna parameters

An antenna is a device which converts circuit currents into propagating electro-
magnetic waves and, by reciprocity, collects propagating electromagnetic waves and
converts it into circuit currents. Several quantities may be defined in order to de-
scribe an antenna that are summarized in the Table 2.2.

In this section, a perfect antenna with an optimal efficiency and null cross-
polarization level is considered. The maximum gain corresponds to the directivity
and we are only concerned by the radiation pattern. When it is needed to display
the radiation pattern of an antenna, it is more common to use a spherical reference.
However, in the Section 2.2.2, the configuration that will be used is considered with
respect to an orthogonal Cartesian reference. It is then required a Cartesian to
spherical coordinate transformation. The transformation is shown in (2.1) using the
Fig. 2.1.

For expressing the far-field quantities, a spherical reference coordinate (d, θ, φ)
is considered with θ ∈ [−π, π] measuring the rotation from the x − axis in the
xy − plane and with φ ∈ [0, π] measuring the tilting with respect to the z − axis.
From a particular point Pi(xi, yi, zi), the transformation is given by (2.1).

xi = di cos θi sin φi

yi = di sin θi sin φi

zi = di cos φi

(2.1)

In what follows, G(k, θ, φ) corresponds to the variation of the gain along the
spatial frequency domain within the two angular sectors θ and φ. Here, k is the
wavenumber variable directly linked to the frequency. The expression corresponds
to the ratio between the surface density of the radiated power and that radiated
by an isotropic antenna with a radiation pattern uniformly distributed on a sphere.
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The angles θi and φi correspond to the look angles from the center of the spherical
coordinates.

Figure 2.1: A geometric representation using the polar coordinate (d, θ, φ) from the Cartesian coordinate (x, y, z).

2.2.2 Configuration

In a 3-Dimensional spatial space, a transmitting antenna is located at a fixed position
with a gain variation Gt(k, θ, φ). The location of its phase center is (xt , yt , zt). The
phase center of the receiving antenna is (xa, ya, za) with a gain variation Ga(k, θ, φ).
It is considered Ns point scatterers which are identified by their Cartesian coordi-
nates (xi , yi , zi). The index i yields for the ith point scatterer Pi with σi(k, θi, φi)
the Radar Cross-Section (RCS) of the ith target over the frequency diversity. In this
situation, it is considered that the RCS of the target is a constant through time and
look angles and variations only occur over the frequency band Bf . The one-way
distance (corresponding to the radial distance) for the wave propagating from the
transmitting antenna to the point scatterer Pi and then reflected back upon the
receiving antenna is given by [17]:

di =
1
2

(dTxi + dRxi)

=
q

(xt − xi)2 + (yt − yi)2 + (zt − zi)2/2

+
q

(xa − xi)2 + (ya − yi)2 + (za − zi)2/2

(2.2)

The received signals, at the receiving antenna level, are modeled as a sum of
transmitted signals that are weighted and delayed [18]. The complex weighting
si(k, θi, φi) represents all the attenuations that occur during the round-trip propa-
gation and the reflectivity (RCS) σi(k, θi, φi) of the ith point scatterer Pi. The RCS
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is a characteristic of the observed scatterer and can be expressed as a function of the
reflection coefficient σi(k, θi, φi) = limdi→∞ 4π d2

i
|Es(di)|

2

|E0|2
with E0 that represents the

incident field on the scatterer and Es(di) is the amplitude of the reflected field from
the scatterer at a distance di away from it. The interaction of the electro-magnetic
wave with a scatterer can be briefly described by four elementary mechanisms: reflec-
tion, refraction, diffraction and scattering [19, 20]. Considering that the look angles
θi and φi are similar (mono-static configuration) for the transmitting and receiving
antennas, the complex weighting can be modeled using the radar equation [21] in
(2.3).

si(k, θi, φi) = Pe Gt(k, θi, φi) Ga(k, θi, φi)
(2π)2

((k + kc)/2)2(4π)3 d4
i

σi(k, θi, φi) (2.3)

The delays arise from the round-trip distances determined in (2.2). Furthermore,
a Gaussian white noise n(k) ∼ NC(0, σ2) with zero mean and variance σ2 is present.
The received signals can then be modeled as:

Sr(k) = Su(k) + n(k) =
Ns
X

i=1

si(k, θi, φi) Se(k) e−j(k+kc) di + n(k) (2.4)

with Su(k) corresponds to the useful signals. The Gaussian white noise n(k) is a
measurement noise with a noise power Pn, inherent to the use of electronic devices
and random by nature. We measure the quality of the received signal through the
ratio of powers associated with the useful component and the noise, called the Signal-
to-Noise power Ratio (SNR). As the noise is considered as white on the effective band
(Bf ) of the receiver, it has a spectral density with uniform power on this domain
equal to Nn in W/Hz. A sampling of this signal at a frequency fs = Bf gives
uncorrelated sampled with a variance equal to Bf Nn. The signal to noise ratio is
then derived as in (2.5).

SNR =
si(k, θi, φi)

Bf Nn

(2.5)

The radar system can be optimized to improve the SNR. Because we are con-
sidering a radar working at millimeter-wave, the delivered output power remains
relatively low (from -10 to 10 dBm in general). The RCS and the distance between
the target and the radar are fixed parameters by essence. Then, in order to improve
the SNR, it is only possible to increase the gain (more efficient antenna or more
directive radiation pattern), in the desired look angles at the transmitting and re-
ceiving levels. By doing so, this allows to improve the SNR of the systems but the
field of view of the system will be reduced.

2.3 Range focusing using frequency diversity

From now, we have only received the backscattered signals but it is not possible to
estimate the reflectivities and the distance di of the ith backscattered signal. Thanks
to the frequency diversity, it is possible to estimate the Ns targets range location
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with the help of a sufficient number of frequency components. Considering τ as the
time variable, we therefore use a waveform u(τ) with the bandwidth Bf adapted to
the analysis of the observed scene.

In order to enhance, distinguish and extract the desired signal knowing that
the receiver has the knowledge of the transmitted signal, the optimal filter, also
called the matched filter, is performed on the received raw data [17]. When the
noise affecting the measurement does not present a particular structure, in other
words, when it is white, the filtering solution leading to an optimal SNR is given
by gr(k) = S∗

e (k) with (·)∗ the complex conjugate operator. The function gr(k) is
considered as the transfer function of the radar system. In the Appendix A.1 is
shown the theoretical development to reach the optimal solution.

The impulse response in the time domain of the processing chain is then given
by:

h(τ) =
Z +∞

−∞
se(t)s∗

e(t − τ)dt (2.6)

In Appendix A.2 is shown the theoretical development to reach the impulse re-
sponse when a pulsed linear frequency modulated waveform (chirp) is used [22].
Using the Chirp waveform, it is required to sample the down-converted received
signal at the frequency bandwidth used (Bf ) with respect to the Shannon crite-
rion. The expression of the radar impulse response for the pulsed linear frequency
modulated waveforms is:

hc(τ) = τptri(
τ

2τp

) sinc(Bf tri(
τ

2τp

)τ)

≈ τp sinc(Bfτ)
(2.7)

The approximation is valid if we consider Bfτp >> 1 with τp the pulse duration.
After range focusing, the Signal-to-Noise Ratio is given by SNRf = Tp fs SNR with
fs ≥ Bf the sampling frequency.

In Appendix A.3 is shown the theoretical development to reach the impulse re-
sponse when an increasing linear frequency modulated continuous waveform is used.
As compared to the Chirp waveform, using the FMCW waveform, the received sig-
nal is directly demodulated by the transmitted signal. The sampling is not linked
to the frequency bandwidth used but by the slope of the linear frequency transmit-
ted with fs ≥ Nf/Tp. After range focusing, the Signal-to-Noise Ratio is given by
SNRf = Tp fs SNR.
In Appendix A.4 is shown the theoretical development to reach the impulse response
when a stepped frequency continuous waveform is used. After range focusing, the
Signal-to-Noise Ratio is given by SNRf = Nf SNR with Nf the number of frequency
bins.

hFMCW(τ) ≈ hSFCW(τ) =
sin(πBfτ)
sin(πδfτ)

≈ Nfsinc(Bfτ)
(2.8)

The approximation is valid if we consider Bf = δf (Nf − 1) ≈ δfNf with δf the step
frequency. The range resolution that corresponds to the width of the main lobe at
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-3 dB is:
δr =

c

2Bf

(2.9)

The received signal in the frequency domain after applying the range focusing
technique by adapted filtering is expressed as:

S(k) = Sr(k)S∗
e (k) = H(k)

Ns
X

i=1

si(k, θi, φi) e−j(k+kc) di + nf (k) (2.10)

where H(k) is the transfer function of the system in the wavenumber domain. The
expression nf (k) = n(k) S∗

e (k) corresponds to the filtered white noise by means of
the matched filtering technique.

The received signal in the spatial domain after an inverse Fourier Transform of
(2.10) is expressed as:

s(d) =
Ns
X

i=1

si(d, θi, φi) h(d − di) e−jkc di + n(d) (2.11)

where h(d) is the impulse response in the spatial domain, with d, the radial distance
or the range.

Considering a SFCW radar with a carrier frequency fc = 60 GHz and a fre-
quency bandwidth Bf = 5 GHz which provides a transmitted power of 0 dBm, this
corresponds to a range resolution δr = 3 cm. Both the transmitting and the receiv-
ing antennas are located at the origin of the Cartesian coordinate (i.e. xt = xa =
0, yt = ya = 0, zt = za = 0). Both antennas have an isotropic radiation pattern
Gt = Ga = 0 dBi. In this example, there is no noise that corrupts the received sig-
nals. In order to simulate targets, it is considered 5 point-like targets with uniform
and time-invariant RCSs. For the simulation, it is considered that the weighting si

is unitary and isotropic for i = {1, · · · , 5}. The location of each target is: P1(x1 =
−0.5 m, y1 = +4.75 m, z1 = 0 m), P2(x2 = +0.5 m, y2 = +4.75 m, z2 = 0 m),
P3(x3 = 0 m, y3 = +5 m, z3 = 0 m), P4(x4 = −0.5 m, y4 = +5.25 m, z4 = 0 m),
P5(x5 = +0.5 m, y5 = +5.25 m, z5 = 0 m) as shown in Fig. 2.2a for z = 0 m.

Because the distances of P1 and P2 to the radar are similar, both have the same
range which is also the case for P4 and P5. In Fig. 2.2b, it is shown the simulated
result of (2.11) after range focusing. Only three peaks are visible with the first peak
corresponding to the reflected signals from P1 and P2, the second peak for P3 and the
last peak for P4 and P5. The highest Side Lobe Level (SLL) is -13.6 dB from the peak
lobes due to the impulse response that corresponds to a sinc-function. But, farther
from the main lobe, the lower become the SLL. In order to reduce the highest Side-
Lobe Level, it is possible to apply an amplitude tapering function on (2.10) such
as Hamming or Hanning [23]. It drastically reduces the highest side lobes level.
Nevertheless, due to the amplitude tapering, the effective frequency bandwidth is
also reduced inducing an increase of the range resolution. The amplitude tapering is
a useful tool when the area of interest is in a near-range region. In fact, the strong
coupling between the transmitting and reflecting antennas generates a strong peak
at a distance corresponding to the distance between the antennas (or the strong
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(a) (b)

Figure 2.2: (a) Point-like targets location, (b) received signal in the spatial domain after range focusing.

(a) (b)

Figure 2.3: Received signal in the spatial domain after range focusing and (a) Hamming amplitude tapering and (b)
Hanning amplitude tapering.

reflection coefficient of the antenna if the measurement is performed using the same
antenna in reflection mode (S11 measurements)). The side-lobes level of the strong
peak may hide the weaker backscattered signals (signals of interest). Applying an
amplitude tapering reduces the side lobes level of the strong peak due to the antenna
coupling allowing to extract the weaker desired signals.

The amplitude coefficients of the hamming window is given by the following
equation:

w(n) = 0.54 − 0.46 cos(2π
n

N
), 0 ≤ n ≤ N (2.12)

with the window length Nf = N + 1. The amplitude coefficients of the hanning
window is given by the following equation:

w(n) = 0.5(1 − cos(2π
n

N
), 0 ≤ n ≤ N (2.13)

with the window length Nf = N + 1. The windowed received signal after range
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focusing is given by:

sw(d) =
1

2π

Z +∞

−∞
w(k)S(k)ejkddk (2.14)

In Fig. 2.3, it is shown the same simulated result as in Fig. 2.2b but it is applied
a Hamming and a Hanning amplitude taper function on (2.10). The highest side
lobe level is -40.6 dB from the main peak lobe but farther from the main lobes, the
SLL is slowly reduced. Furthermore, the range resolution has been increased with
δr = 4.5 cm for the Hamming function. For the Hanning function, the highest side
lobe level is -30.6 dB from the main peak lobe but farther from the main lobes,
the SLL is rapidly reduced with a slope similar to the uniform amplitude taper.
Furthermore, the range resolution has been increased with δr = 5.05 cm.

2.4 State-of-art of Radar imaging systems

In the previous section, it has been shown the great capability of millimeter-wave
for radar applications. It has been demonstrated through simulations that using
only one pair of transmitting and receiving antennas, it is possible to estimate the
location of targets only along the range direction (distance between targets and
radar). Then, for targets having the same range from the radar perspective, it is
not possible to resolve or separate the targets thanks to spectral diversity. In this
section, two methods are shown to resolve and locate targets in range and cross-range
directions in order to perform 2-Dimensional or 3-Dimensional Radar imaging, the
Direct and Indirect imaging techniques.

• Direct Imaging technique: The technique uses spatial filtering or beam-
forming thanks to the radiation pattern of the antenna that is scanned over
an area of interest. The half-power beam width gives the resolution of the sys-
tem to discriminate targets along the cross-range direction. Then it is required
a high-directive antenna to achieve great resolution. The scanning capability
may be classified in three groups: Mechanically beam-scanning, Electronically
beam-scanning and Frequency beam-scanning.

• Indirect Imaging technique: The technique uses spatial diversity or dig-
ital beamforming thanks to a group of independent antennas that acquires
the signals and by means of signal processing. The beam is digitally scanned
by coherently combining in amplitude and phase the signals received by the
independent antennas.

A state of art of imaging systems using both direct and indirect imaging tech-
niques mainly used in the literature are presented to show advantages and draw-
backs of the techniques. It is a general "state of the art" in which, the details of the
antennas, the algorithms are not provided because these aspects are assessed and
addressed in the next chapters.
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2.4.1 Direct imaging

Plenty of configurations exist in the literature for direct imaging. Nonetheless, only
the main configurations are detailed and compared in this section.

The antenna design is of major interest for the direct imaging in order to have
an optimal Signal-to-Noise Ratio in the desired frequency bandwidth. The different
types of antenna subject to the kind of beam-scanning chosen may be evaluated
following the different parameters stated in the Table 2.2. At millimeter wave, five
major criteria have to be considered:

• The overall efficiency: The gain of the antenna as compared to the gain of
a uniform amplitude and phase aperture of same dimensions as the antenna.

• Easiness of realization: At millimeter-wave, the complexity of manufactur-
ing antennas may generate small irregularity during the manufacturing process
that may impact the gain of the antenna.

• Frequency bandwidth: The intrinsic characteristics of the antenna should
provide a stable overall efficiency over a wide frequency-bandwidth.

• Beam-scanning capability: The antenna should provide a stable overall
efficiency over a wide range of scanning angles.

• Real-time acquisition constraint: the beam-scanning of the antenna must
be performed as fast as possible in order to assume a stationary area of interest
during the scanning process.

In the direct imaging study, only one couple of receiver and transmitter chains
is considered attached either on the same antenna system or on two separated (but
similar) antenna systems.
High gain antennas [24] are suitable solutions to achieve high spatial resolution. To
generalize, there are two major ways of performing high-gain antennas. The first
way is to use a large focusing aperture (reflectors, lenses, transmit/reflect-arrays)
that focuses the beam of a lower gain antenna used as a primary source. The focus-
ing aperture allows to compensate the spherical wavefront onto a plane-wave front
in order to focus the electromagnetic field in a narrower angular region. The second
way is the use of a Direct Radiation Arrays. The high-gain is obtained by combining
a group of small radiating sources in such a way that their received or transmitted
signals have an amplitude and phase relationship with each other that allow to gen-
erate a high gain beam. The radiating sources or radiating elements assume many
forms and shapes such as dipoles, slots, waveguides, helix etc.

The simplest form of direct imaging employs a mechanically scanned antenna
where the entire antenna can be turned and tilted to radiate an identical radiation
pattern toward every point as shown in the Fig. 2.4a. A focusing aperture is used
for compensation of a spherical wave-front at the input into a plane wave-front at
the output to have a high directive antenna.
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(a) (b)

(c)

Figure 2.4: Mechanically beam-scanning antenna solutions with in (a) the overall system is steered, in (b) only the
feeder is steered and finally in (c) only the focusing aperture is steered.

It is a great candidate for direct imaging because its radiating properties (half-
power beam width, gain, side lobe level) are not modified during the scanning process
keeping stable results over the entire area of interest. Considering the millimeter-
wave frequency band, small irregularity during the realization of the focusing aper-
ture may impact the overall efficiency of the system. Using reflectors or lenses, the
frequency bandwidth is mainly limited by the primary source. If a horn antenna
is used, the overall system allow a wide frequency bandwidth. Using reflect-arrays
or transmit-arrays, the element cells which composed the panels are usually band-
limited which may impact the overall frequency bandwidth. In the case of a large
focusing aperture that focuses the beam of a primary source, it is also possible to
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only turn and tilt the focusing aperture in order to scan the beam of the entire
antenna as in Fig. 2.4c. In the same manner, it is possible to turn and tilt the pri-
mary source considering the center of the focusing aperture as the center of rotation
(Fig. 2.4b). Nonetheless, the radiating properties are modified during the scanning
process which implies stable results within a smaller region (limited scan angle) and
a stable gain over a smaller frequency bandwidth. Furthermore, the main drawback
of mechanically beam scanned antenna is the attainable scanning rates (time delay
to scan an entire area of interest).

In [6, 25], the authors developed active sub-millimeter wave systems especially
at 670 GHz with a wide bandwidth (B= 30GHz). This fast scanning long range
0.67 THz radar imaging system includes a 1 m diameter (2233 λ) ellipsoidal main
reflector and a fast-rotating mirror for beam steering. This rotating mirror avoids
to rotate the main reflector which is very heavy. At 25 m range, they obtain a 13
mm spatial resolution corresponding to a 0.03◦ antenna beam-width. The field of
view (size of image) is 0.5 m x 0.5 m. The global system with quasi-optical antenna
system and block diagram are represented in the Fig. 2.5a.

The Fig. 2.5b shows an image of the target scenario and back-surface image
overlay for the through-jacket detection of a mock pipe bomb. The THz radar
image is acquired in 5 seconds at a standoff range of 25 m. Different results are
compared for four levels of signal attenuation to mimic the lower SNR that would
result from faster scans. This kind of system gives very good resolution and quality
of image for important standoff range application. But to obtain such results, the
system includes a very large antenna (1 m) at Terahertz frequency then the system
is neither compact nor low cost.

A beam scanning antenna is discussed in [26]. In this study, the authors have
developed a reflect-array antenna. The emitted radiation by the target (passive
imaging technique) is picked up by a horn after reflexion on the reflect-array which
is composed of printed patches. To scan all the scene, the plane reflect array is
rotated compared to the horn (Fig. 2.6a). The working frequency bandwidth is
32-37 GHz and the size of the reflect array is 220 mm x 220 mm allowing to get
a 3◦ beam width for the radiation pattern. The Fig. 2.6b shows an example of
reconstructed image of a human with a concealed weapon. The advantage of this
system is to use only one simple receiver and a flat printed antenna (light weight)
but the drawback is the time of image reconstruction due to the mechanical process.

Avoidance of any mechanical motion has become a key requirement in modern
direct radar imaging systems. This has led to an increasing interest in electrically
beam scanning antennas in which the antenna stays fixed in space and the main
beam is scanned electronically.

A first solution is to use a single focusing aperture (parabolic, Fresnel lens, trans-
mit/reflect array, etc.) with multiple primary sources. Each primary source location
is determined to perform a beam at a particular beam direction as shown in Fig.
2.7a. The primary sources are fed sequentially using switch electronic components.
Depending on the requirement, the multi-beams must overlap in order to guarantee
a minimum gain at the End Of Coverage (EOC). This corresponds to the minimum
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(a)

(b)

Figure 2.5: (a) Active system developed by JPL [6] with measurement results [25] in (b) for different target scenario
for through-jacket of a mock pipe bomb.

gain achievable between the two closest beams. In such a case, it is not possible to
smoothly scan the beam in all direction and only limited scanning angles are consid-
ered. Furthermore, because the focusing aperture is optimized for a primary source
at broadside angle, the gain of the overall system is reduced when wide scanning
angle are desired. Instead of having a focusing aperture which is located at a focal
distance F from the phase center of each primary source, it is possible to use 2D or
3D integrated lenses where the primary sources are directly located at the surface
of the lens which permits to drastically decrease the volume size of the overall an-
tenna. The lens is then fed by the multiple radiating sources (primary sources) that
are switched sequentially. Only one of the radiating source is supplied to generate
a beam at a particular beam direction. Using integrated lenses, the gain during the
scanning process remains sufficiently stable.

It is also possible to use a phased array as in Fig. 2.7b to focus the beam in a
given direction by controlling the phase shifters directly connected to the radiating
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(a) (b)

Figure 2.6: (a) Mechanically rotated reflect array with horn [26] with (b) an example of the image reconstruction.

elements. The circuitry, which controls the excitation of elements in an array, is
called the beam forming network (BFN). The phase shifters are directly connected
to the radiating sources and control their excitations. By providing a specific phase
delay for each radiating source, the array will produce a beam in a given direction.
The advantage of this solution is the speed of detection and imaging reconstruction
(real time) thanks to the electronic system (without mechanical displacement) but,
the drawback is mainly due to the commercial availability and loss of phase shifters at
millimeter waves. Because, the gain during the scanning process varies according to
the radiation pattern of the radiation source, an isotropic source is ideal to generate
wide scanning properties.

A phased array for advanced automotive radars is proposed in [27] with a fre-
quency bandwidth of 4 GHz around a carrier frequency of 79 GHz. The structure
is shown in Fig. 2.8a. It is composed of 16 elements with beamforming capability
as shown in Fig. 2.8b. The beam of the phased array can be scanned in 1◦-steps.
A measurement result shown in Fig. 2.8c is performed showing the great spatial
resolution of the system with an angular resolution between 5.5◦ to 7◦.

To avoid the use of phase shifters, it is possible to implement a beamforming
network based on a Butler matrix [28] or Rotman lenses [29, 30]. These microwave
designs are mainly manufactured with printed technology. The number of beams are
defined by the number of inputs of these systems as shown in Fig. 2.7c (one input
per one beam). So to have a narrow beam, it needs to design large butler matrix or
Rotman lenses suffering from losses.

To avoid the use of active components such as switches or phase shifters to scan
the beam of the antenna, it is possible to use progressive wave antenna as shown in
Fig. 2.9. It is composed of a serial distribution of radiating elements. Thanks to
the serial distribution, the electric phase between them changes with the frequency.
Then, the beam direction progresses with frequency. The technique allows to scan
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(a) (b)

(c)

Figure 2.7: Electronically beam-scanning antenna solutions.

the beam without any electronic device. If it used fully metallic slotted waveguide
antenna, the efficiency of the system is high.

A research group of Spain has worked on a frequency beam scanning antenna
system for imaging application in Ku (18 GHz) band [31]. They developed a Ku
frequency beam scanning antenna based on printed technologies and length lines to
excite patches and create a progressive wave antenna. The design of this antenna
is given in Fig. 2.10a. The radiation patterns versus frequency between 15 and
18 GHz are shown in Fig. 2.10b demonstrating the possibility to scan the beam
with frequency. The objective of their system is to divide the total bandwidth in
sub-bandwidths and for each one the beam is considered stable and illuminates a
particular zone of the target as represented in Fig. 2.10c.

Because one particular target will be illuminated over a limited sub-bandwidth,
the frequency scanning-based imaging systems comprise a trade-off between range
and cross-range resolution. Moreover, they deal only with 1D frequency beam scan-
ning antenna.

In Table 2.3, a summarized evaluation of the different direct techniques is per-
formed showing the main advantages and drawbacks of each technique. It is decided
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(a) (b)

(c)

Figure 2.8: (a) Structure of the phased array [27] with (b) the beam scanning capability. A measurement result is
shown in (c).

to investigate, in the Chapter 3, a mechanically beam-scanning antenna. More pre-
cisely, it is used Fresnel lens as a focusing aperture associated with a horn antenna
as the primary source. A deep study for the obtention of a high efficiency Fresnel
lens and its associated primary source is explained.
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Figure 2.9: Frequency beam-scanning antenna solution.

(a) (b)

(c)

Figure 2.10: (a) The printed progressive wave antenna [31] with (b) and (c) the beam scanning capability.
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2.4.2 Indirect imaging

Indirect imaging is a technique that allows to estimate the EM field backscattered
within an area of interest by means of the coherent combination of multiple measure-
ments at different locations. Thanks to this spatial diversity, it allows to synthesize
a large aperture that provides a finer cross-range resolution than it is possible with
conventional beam-scanning radars. However, it is required that the area of inter-
est is motionless during the acquisitions. The spatial diversity combined with the
frequency diversity allows to perform 2-Dimensional or 3-Dimensional complex im-
age. The indirect technique may be divided into two different configurations. The
first one is the imaging Synthetic Aperture Radar (SAR) technique. The pair
of transmitting and receiving antennas are mounted on a moving platform and ac-
quisitions are taken through time allowing to synthesize a large aperture (usually a
linear [17] or a circular path [32]). The synthetic aperture length is directly linked to
the platform path and the half-power beam width of the transmitting and receiving
antennas. The moving platform may be a scanner, a car, a drone or a satellite for
instance.

The synthesized linear aperture of a SAR can be based on different modes [17,
33, 34]:

• Stripmap mode: The antenna pointing direction is maintained unchanged
along the (synthetic) array allowing to estimate the reflectivity within a large
area of interest.

• Spotlight mode: The antenna pointing direction is changed (in the azimuth
direction) along the (synthetic) array to point at a specific location. The area
of interest is reduced but the synthetic aperture is thus enlarged increasing the
cross-range resolution.

• Scan-mode: The antenna pointing direction is scanned (in the elevation di-
rection) in order to increase the ground-range area of interest. It achieves
similar cross-range resolution as the Stripmap mode but because of the scan
process, fewer acquisitions are taken for one particular area of interest.

The modes aim to improve one of the characteristics of the resulting image, mainly
its cross-range resolution or the scope of the imaged zone (a wider scanning angle).
Nevertheless, each improvement of certain criteria lead to the declining quality of
other parameters [35]. The use of a particular mode thus requires a set of compro-
mises associated with certain objectives and applications. Because the imaging array
radar is of interest at millimeter-wave ,the strip-map mode is the most appropriate
mode to guarantee fine cross-range resolution over a wide area of interest. Further,
it is the easiest mode to be used while using a scanner system.

Thanks to the spectral diversity in range and spatial diversity in cross-range, it
permits to acquire the received signals to generate a raw data matrix where one el-
ement of the matrix corresponds to the received signal for one particular frequency
within the frequency bandwidth at one particular location within the (synthetic)
aperture.
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In [36], 2D and 3D images are realized from a SAR configuration from 15 to
26.5 GHz using both the stripmap and the spotlight modes. The transmitting and
receiving antennas are moved thanks to a Robot system as shown in Fig. 2.11a. The
antennas are moved over the azimuth direction for a total distance of 0.6 m using a
step size of 4 mm. The antennas are 10 dB standard horn antennas with half power
beam width of about 58◦ along the E and H-plane. The configuration permits a
ground range resolution of 13.6 mm and a cross-range resolution of 7.1 mm at 50
cm from the synthetic aperture. Both, 2D and 3D image examples are shown in the
Fig. 2.11b and the Fig. 2.11c respectively.

In [37], a radar is mounted on a van for imaging urban scene. The radar has
a bandwidth of 30 GHz at 300 GHz. The synthetic aperture length is 0.7 m cor-
responding to a range and azimuth resolutions of 5 mm at 5 m from the synthetic
aperture. The radar system is shown in Fig. 2.12a. One result is shown in the Fig.
2.12b with its associated optic image in the Fig. 2.12c demonstrating the spatial
resolution capability of working at millimeter wave.

Because SAR can only be implemented by moving one or more antennas over
immobile targets, replacing synthetic aperture with real-aperture array is an essen-
tial step toward demanding imaging applications where both high-resolution and
real-time operations are required. Hence, the latter is the imaging Array Radar
or the real-aperture Radar. It is composed of one transmitting antenna attached
to one transmitter chain and multiple receiving antennas located at different loca-
tions (Single Input Multiple Output (SIMO) configuration). Behind each receiving
antenna is attached one receiver chain or only one receiving chain is used and the
receiving antennas are sequentially switched through time. In the same manner, it
is possible to use a Multiple Input Multiple Output (MIMO) configuration in which
multiple transmitter and receiver chains are required.

The comparison between SAR, SIMO and MIMO array is summarized in Ta-
ble 2.4. It is a non-exhaustive comparison that may be modified depending on the
application. However, the SAR configuration does not have access to channel mea-
surements for all transmit-receive combinations or pairs. In this sense, the MIMO
configuration can take full advantages of the degrees of freedom and diversity from
all transmit-receive combinations which allows the reduction of the number of chains
as compared to the SIMO case. However, this is a more complex configuration be-
cause multiple signals are transmitted at the same time, hence it requires that the
transmitted signals are orthogonal to be separated, which complicates the imple-
mentation of this configuration.

In [38] and Fig. 2.13, it is shown a MIMO configuration working from 72 to 80
GHz that achieves a sparse MIMO array of around 50 cm x 50 cm with a 4 × 4
clusters. This results in a total of 736 Tx antennas and 736 Rx antennas. Its coun-
terpart design using a dense array results in 25 600 antennas. Therefore, the sparse
array contains only 5.75% of that number of antennas. To avoid the complexity
to transmit multiple signals that has to be orthogonal, the authors have chosen
to switch sequentially each Tx antenna. Only a single transmitter illuminates the
scene at any time instance, and the reflected wavefront is then sampled by all the
receivers. Such configuration achieves a measurement time for a scan of 157 ms for
32 frequency step, making it a real-time capable system for imaging humans with a
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(a)

(b)

(c)

Figure 2.11: (a) Sar configuration with (b) a 2D measured image and (c) a 3D measured image. [36]

lateral resolution of approximately 2 mm as shown in Fig. 2.13c.

In order to create a complex image that corresponds to the reflectivity fields of
the area of interest, it is required focusing algorithms to compensate the changing
distance from one particular target and the radar. Several algorithms can be found
in the time or frequency domains with exact compensations or based on approxima-
tions. The commonly used algorithms are [39–42]:
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(a)

(b) (c)

Figure 2.12: SAR system mounted on a van at 300 GHz in (a) with in (b) the imaging result and in (c) the optical
image. [37]

• Back-projection: It is an exact method in the time domain which takes into
account the geometry of the problem and no approximations are used making
this method robust. However this algorithm is slower than other methods
which may be an issue for real-time application.

• Range-doppler: It is a fast algorithm that may be used in the case where the
area of interest is located in the far-field region. If the changing distance, for
one particular target, is greater than the range cell resolution (range migra-
tion), the final image will be defocused. However, it is possible to rectify the
migration by means of the Range Cell migration compensation algorithm [43].

• Range-migration (Omega-k): It is a quasi-exact method in the frequency
domain based on the adapted filter and the Stolt interpolation [44] in the
frequency domain. The Stolt interpolation allows to compensate the migration
and to properly focus the received signals.
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(a) (b)

(c)

Figure 2.13: In (a) and (b) are shown the MIMO aperture configuration with in (c) the scene with the imaging
result. [38]

Because the back-projection algorithm represents an exact and generic solution
of focusing, that is, it can be adapted to any configuration of acquisition without
modifications, it is chosen and detailed in the Chapter 4 to generate complex images.

2.5 Summary

In this chapter, a first overview of radar imaging systems is explained. It is shown
that to produce a radar image, diversities are required: a frequency diversity dedi-
cated to discriminate targets in range and a spatial diversity dedicated to discrimi-
nate targets in azimuth and/or elevation. The frequency diversity is directly linked
to the transmitted signals, which may be Chirp, SFCW or FMCW waveforms. The
spatial diversity is performed either using direct imaging systems or indirect imaging
systems. Direct imaging systems perform radar image thanks to the beam scanning
process of one pair of Tx and Rx chains with the associated antennas while the
indirect imaging systems, that include multiple Tx and Rx chains with the associ-
ated antennas, perform the radar image by post-processing thanks to the multiple
received signals from the multiple chains. Working at millimeter-wave is of great
interest because it allows to have a wide-frequency band available to achieve a great
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Table 2.4: Evaluation of the indirect techniques

Technolo-
gies

Advantages Disadvantages

SAR

Simpler design process,
flexible to change the scanning

scheme, no coupling effects
between the acquisitions

Limited data acquisitions
speed, suitable for stationary

targets

SIMO radar

Fast data acquisitions,
possible to image targets in

motion, only one transmitted
signal

High number Rx chains, high
antennas coupling

MIMO radar

Fast data acquisitions,
requires less Tx and Rx chains

than the SAR and SIMO
configurations, possible to
image targets in motion

More challenge for array
topology, more challenge for
reducing the orthogonality

between the multiple
transmitted signals, high

antennas coupling

range resolution. Both, the direct and the indirect imaging techniques are further
investigated. Chapter 3 investigates a mechanically beam scanning system where
a Fresnel lens antenna is used. It is explained how to manufacture such lens with
high directivity over a wide frequency bandwidth while maintaining high efficiency.
The antenna is used to produce a radar image in an outside environments. Chap-
ter 4 investigates the indirect imaging techniques for multiple configurations that
are SIMO or MIMO configurations. Simulations and measurements are performed.
The large aperture required is synthesized thanks to a scanner system to produce
a high-resolution radar image. In this chapter, solutions are provided to reduce the
number of chains in an array radar for real-time applications by means of both the
virtual array principle and a passive compressive device.
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Chapter 3
Real Aperture Radar (RAR) imaging
systems: Direct imaging technique

3.1 Introduction

In this chapter, the capability of Real Aperture Radar imaging systems is investi-
gated. Because it only requires one pair of transmitter and receiver chains associated
with a passive or an active antenna, it makes this solution the easiest to implement
among the other methods detailed in the previous chapter. To have a great spatial
resolution, the half-power beam-width of the antenna must be as narrow as possi-
ble. This narrow beam width allows for a more precise targeting. Because the study
focuses upon millimeter-wave, it is critical to manufacture a large aperture antenna
with low losses. A key indicator of how properly the signal is transmitted through
the medium is called the overall antenna efficiency η. This is a comparison between
the achieved gain of the antenna and a loss-free aperture with uniform amplitude
and phase of same dimension as the considered radiating aperture antenna. This
indicator combines all the losses that occur from the input to the output of the
antennas.

η = ηlo ηs (3.1)

with:
η : overall antenna efficiency
ηlo : loss efficiency
ηs : surface efficiency

This is a general equation, however, when a focusing aperture is used, such as a
reflector [1], with a primary source, it is possible to further detail the equation as
follows:

η = ηm ηl ηa ηsp ηph ηp (3.2)

with:
η : overall antenna efficiency
ηm : mismatch losses
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ηl : feed, line and radiating element ohmic losses
ηa : taper (apodisation) efficiency
ηsp : spill-over efficiency
ηph : illumination phase errors or phase compensation errors
ηp : polarization loss due to the presence of energy in cross-polarization

For real Aperture Radar, it is required to manufacture an antenna with an aper-
ture efficiency as high as possible to have a narrow beam-width with a maximized
gain. In this chapter, a high-directive antenna is developed to be used in a Real
Aperture Radar (RAR) configuration. The study focuses on Fresnel lens antenna as
the focusing aperture to achieve high-directivity over a wide frequency bandwidth
with a high efficiency as compared to other designs found in the literature. For
our concern, only the taper, spill-over and phase compensation errors efficiency are
taken into account in the following sections.

3.2 Fresnel lens antennas

At millimeter-wave, the complexity of manufacturing shaped reflectors becomes
higher and a small irregularity during the manufacturing process may impact the
gain of the antenna [2, 3]. Taking this factor into account, the antenna community
is now focusing on other antenna designs not only to moderate the manufacturing
complexity but also by keeping acceptable efficiency over a wide frequency band-
width. Fresnel lenses permit to focus the signal by using the phase shifting property
of the antenna surface, rather than its shape. The spherical wavefront that arrives
at the surface of the lens is then compensated to be uniform at the output of the
lens. The compensation permits to have a uniform phase over the entire surface of
the lens that permits to have a larger aperture which creates a high directive beam.

We will focus the study on Fresnel lenses at millimeter wave from 75 to 110
GHz. It will be shown that this antenna may reach high aperture efficiency with
low side-lobe level, if simple rules are applied during the design process. To keep
the complexity acceptable it is possible to use phase transformer steps that will
compensate the phase only when the phase shift reaches a limit, such as the half-
phase, the quarter-phase and Q-phase transformer that compensate the phase every
time the phase shift reach 180◦, 90◦ and 360/Q◦ respectively [4–6]. The variable Q
corresponds to the number of compensations that is performed during a phase shift of
360◦. It is clear that since the compensation is not perfectly performed, the antenna
will have a limited efficiency. The spherical phase front can be compensated using
different material permittivity [7] (see Figs. 3.1a & 3.1b) or the phase correcting
zones can be achieved by implementing a grooved dielectric Fresnel Zone plate lens
[8] (see Figs. 3.1c & 3.1d). Among plenty of solutions, the dielectric properties
can be varied in a controlled way by appropriately changing the composition or
structure of the material. One interesting solution is to make multiple holes locally
that are placed at different distance from each other in order to vary the overall
permittivity [9, 10] (see Figs. 3.1e & 3.1f). It seems to be a better candidate,
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however, the diameter of the holes can not be smaller due to manufacturing issues.
The solution will show its limit when the frequency becomes too high.

(a) (b)

(c) (d)

(e) (f)

Figure 3.1: (a) A multi-dielectric Fresnel Zone plate lens [7] with in (b) the corresponding focusing gain. (c) A
grooved Fresnel Zone plate lens [8] with in (d) the corresponding focusing gain. (c) A perforated dielectric Fresnel
lens [9] with in (d) the corresponding focusing gain.

The study mainly focuses on increasing the efficiency of Fresnel lens antennas
while keeping low side lobe levels. In Section 3.2.1, is firstly presented the parameters
that drastically affect the behavior and the efficiency of Fresnel lens antenna, starting
by an evaluation of the efficiency depending on the amplitude and the phase of the
field within a finite radiating aperture. It allows to further investigate solutions to
maintain high-efficiency and wide frequency bandwidth. In Section 3.2.3 the study
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is followed by the theory of Fresnel lens in order to determine the permittivities
that are needed to compensate the phase shift. In Section 3.2.4, simulations is
performed to demonstrate that the efficiency is impacted by another parameter that
generates multiple unwanted reflections that has not been taken into account in
theory. A technological process that allow to vary smoothly the permittivity of a
material even at high frequency with good accuracy is presented in Section 3.2.5.
Finally in Section 3.2.6, measurements are shown and compared to the theory and
the simulations showing the viability of the concept.

3.2.1 Theoretical efficiency

To have high directive antennas, one solution is to use a Fresnel lens to produce
a uniform (phase) field distribution at the output of the lens by compensating the
phase shift that occurs toward the lens due to the incoming spherical phase front.
The aperture is usually divided into sub-zones of similar thicknesses, but different
permittivities, which allow compensation of the phase shift. The number of the
sub-zones is usually limited to avoid high manufacturing complexity. However, as
will be shown later, it drastically impacts the focusing quality of the lens.

Figure 3.2: Sectional and top views of the flat Fresnel lens with F the focal distance, D the diameter of the lens,
d the thickness of the lens. θi yields for a particular angle of incidence with the corresponding refracted angle θt.
The variable Δ corresponds to the phase shift that occurs at the input of the lens due to the spherical wavefront.

The amplitude tapering (3.2) of the finite aperture due to the feeder radiation
pattern is another important parameter that must be considered to improve effi-
ciency [11]. Without going into any details of the lens design shown in Fig. 3.2, the
results presented here for analysis are for a focal distance (F ) of 170 mm and a lens
diameter (D) of 120 mm corresponding to a half-intercept angle with the edge of
the lens of θ0 = 20◦. The lens diameter has been kept fixed to compare the results
obtained by a previous work at the same frequency band (75-90 GHz) [6].
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3.2.1.1 Phase compensation efficiency

In [12, 13], the efficiency of a finite radiating aperture is shown, representing phase
aberration (ηph efficiency loss due to non-uniform phase illumination of the aperture
plane) is given by:

ηph =
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where G(φ, θ) = A(θ, φ) exp(jΦ(θ, φ)) is the complex co-polar radiation pattern
of the feeder which will be approximated by an axially symmetric pattern (not
dependent on φ, any longer), A(θ, φ) is the amplitude which is considered to be
uniform in this part, and Φ is the phase along the aperture.

Five different cases, which can be divided into two configurations, are considered
here. One type of configuration accomplishes a stepwise phase correction, such
as the half-wave Fresnel zone plate lens (FZPL), which accomplishes a half-wave
stepwise phase correction (Q = 2[2π]), quarter-wave FZPL (Q = 4[2π]) or eighth-
wave FZPL (Q = 8[2π]). The second type of configuration corresponds to a smooth
phase correction with two different cases: the first one is a smooth phase correction
(smooth) and the second one is also a smooth phase correction, but is combined
with a full-wave stepwise phase correction (smooth[2π]); in other words, the smooth
phase correction is wrapped using a modulo 2π.

For a given working frequency at f = 75 GHz (Fig. 3.3), the black line corre-
sponds to the phase of the spherical phase front that arrives onto the finite aperture.
The phase shift determined is then corrected using the five different cases. As pre-
sented above, only the "smooth" phase correction case is not wrapped which implies
that such a configuration has no frequency dependency and hence allows for a wider
frequency band. From the results shown in Fig. 3.3 and using (3.3), the phase
compensation efficiency of the different configurations can be determined, as shown
in Fig. 3.4. The results presented hold good for a fixed focal distance and lens di-
ameter. It can be seen that depending on the number of stepwise phase corrections,
the phase compensation efficiency varies from about 40% to 95% for the half-wave
and eighth-wave FZPLs, and 100% for the smooth cases.
Further, the unlimited frequency bandwidth of the smooth case will no longer be
valid, when phase compensation wrapping is applied, which drastically decreases the
available frequency bandwidth (f/f0 = 0.83 at 75 GHz and f/f0 = 1.22 at 110 GHz
using f0= 90 GHz).

Only the last two configurations are considered, because only they allow for
achieving the maximum phase compensation efficiency, unlike the other methods.
However, considering the processes used for manufacturing the lenses, it appears
that manufacturing a smooth lens is difficult. But, the technological process used in
this study, which will be explained in Section 3.2.5, allows for creating such a lens.
The ongoing study allows for a comparison of the smooth case with the smooth[2π]
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case, which is used as a reference.
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Figure 3.3: Phase shift that occurs at 75 GHz along the circular aperture diameter due to the spherical wave front
and the generated phase compensation using the five cases.
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Figure 3.4: Phase compensation efficiency of the five cases versus the normalized frequency band.

3.2.1.2 Amplitude tapering efficiency

At millimeter wave, because it is hard to manufacture a feeder that uniformly il-
luminates the lens surface [14], amplitude tapering must be considered to obtain
high efficiency. As for the phase compensation efficiency, a finite circular aperture
is considered in this study. The goal is to find the optimum solution that helps
in attaining the highest aperture efficiency in the considered frequency bandwidth.
Two main factors are investigated: the taper efficiency and the spill-over efficiency.
Where horn antennas are used, the radiation pattern of the feeder usually follows a
cosn-like function. However, at millimeter wave, it becomes complex to manufacture
a specific type of horn, such as the corrugated horn that maintains low side lobe
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level. And, that is why classic horn has been chosen for the design of the feeder.
Hence, the feeder radiation pattern, approximated by an axially symmetric radiation
pattern is given by the following equation:

G(θ, n) =







(2n + 1) · cosn(θ), for 0 ≤ θ ≤ π
2

0, for θ > π
2
.

(3.4)

From [11–13], it is shown that taper efficiency ηa (corresponding to the loss due
to non-uniform amplitude illumination of the aperture plane) and spillover efficiency
ηsp (corresponding to the ratio of the power intercepted by the aperture to the total
power) are given by (3.5) and (3.6) respectively.
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Figure 3.5: Theoretical aperture efficiency over the amplitude weighting generated by a cosn-like radiation pattern.

It is evident that a directive feeder (high value of n (see Fig. 3.4)) will generate
high spill-over efficiency but low taper efficiency. Considering the physical dimen-
sions of the lens and the focal distance, it is desirable to find the n that maximizes
the product of the two efficiencies (ηT = ηa · ηsp). Figure 3.5 shows the evolution of
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the two efficiencies depending on n. From this figure, it can be seen that the opti-
mum value is n = 40 corresponding to efficiency ηT = 0.81. However, the directivity
of a horn antenna increases with the frequency. It corresponds to the increase in
the value of n with respect to the frequency. Hence the idea is to optimize a horn
antenna which has a radiation pattern that matches as far as possible the cosn-like
pattern of the model maintaining a stable radiation pattern along the considered
frequency band.

3.2.2 Design and measurement of the feeder

An elliptical aperture horn antenna has been optimized to match the cosn-like pat-
tern of the model.

(a) (b)

Figure 3.6: (a) Sketch of the elliptical horn antenna and (b) the manufactured elliptical horn with rectangular-to-
circular transition producing an axially symmetric cosn-like radiation pattern

According to the information provided by Fig. 3.5, the value of n should be
between 22 and 78 to maintain an amplitude taper efficiency that is higher than
70%.

Figure 3.7: Simulated and measured radiation pattern of the feeder at 90 GHz

The optimized horn working from 75 to 110 GHz has aperture dimensions of
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A=14 and B=10 mm for the major and minor axes, respectively. The length of the
horn is L=15 mm and the horn’s minor axis is oriented along the E-plane. The horn
is fed by a rectangular to circular waveguide transition as shown in Fig. 3.6 with
d=2.82 mm. In Fig. 3.7 is shown a comparison between the simulated and measured
radiation pattern of the feeder at 90 GHz. The simulations have been performed
using CST-Microwave Studio [15] and the simulation results are in good agreement
with the measurement results.

Figures. 3.8a and 3.8b show the measured radiation patterns at, respectively, 75
GHz and 110 GHz with the matched cosn-like radiation pattern with n = 35 (75
GHz) and n = 70 (110 GHz).
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Figure 3.8: Measured (Co/Cross polarization) radiation pattern of the optimized feeder along the E (φ = 90◦) / H
(φ = 0◦) / 45◦ (φ = 45◦) planes compared with the associated cosn-like radiation pattern at the extreme frequencies
(a) 75 GHz and (b) 110 GHz.

From theses figures, it can be seen that the shapes of the radiation patterns are
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stable for the three planes as compared to the cosn-like radiation pattern until ±25◦

at 75 GHz and ±20◦ at 110 GHz. This implies that the theoretically determined
taper efficiency is valid. However, as regards the spill-over efficiency, it has been
slightly overestimated because of the side lobe levels, which are much higher than
those of the cosn-like model, reaching, in the worst case, -12 dB for the E-plane at
110 GHz. The measured gain over the frequency band varies from 18.2 to 22.8 dBi.
The S11-parameter is lower than -20 dB, over the frequency range. The measured
cross-polarization level remains lower than -23 dB, over the frequency range.

3.2.3 Fresnel lens theory

From Fig. 3.2, and according to the wave propagation theory at oblique-wave in-
cidence, it follows that a wave arriving upon a medium of dielectric constant ǫr,
at incidence angle θi, will be transmitted through the medium of thickness d with
transmitting angle θt. The wave will travel for a distance of d/ cos θt within the
lens before emerging from the lens. The optimum permittivity allows for canceling
out the phase shift, generated by the incoming spherical phase front. Because of
this compensation, a uniform phase distribution at the output of the lens will be
produced.

Figure 3.9: Oblique wave propagation through N layers of dielectric slabs with mathbfE and mathbfH the electric
and magnetic fields, respectively.

According to [16] and using Fig. 3.9, and considering the traveling path of the
incoming spherical wave from the phase center of the feeder until the output surface
of the lens, the complex transmission coefficient is given by the following recursive
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equation:

T =
1

A0

with

Aj =
eψj

2

h

Aj+1(1 + Yj+1) + Bj+1(1 − Yj+1)
i

and
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cos θj+1

cos θj

v

u

u

t

ǫj+1(1 − j tan δj+1)
ǫj(1 − j tan δj)

(3.7)

where AN+1 = 1, BN+1 = 0, ψj = γjdj/ cos θj, and γj =
q

jωµj(σj + jωǫj).
θj yields for the angle of refraction.
It is a generic equation that allows for the calculation of the complex transmission
coefficient at oblique incidence of N dielectric layers. In this study the number of
layers is N = 1. Furthermore, the index j corresponds to the jth layer, considered
with j = 0 for the area between the phase center and the input of the lens, j = 1
for the area within the lens, and j = 2 for the area at the output of the lens. Rear-
rangement of the equations and modification of the variables used to our notation
(θi = θ0, θt = θ1, F = d0 and d = d1), yields, the following:
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4
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with β0 = 2πf0

c
and c the free space speed of light.

Finally, using (3.8), a reference has to be taken to have a uniform aperture phase
at the output of the lens. By taking the normal incidence as a reference (θi = 0)
and a fixed permittivity (ǫref ), the phase that will be generated at the output of the
lens after compensating for all the phase shifts is given by arg(T (0, ǫref )). Hence
the desired permittivities along the lens are assessed by minimizing the objective
function under a constraint such as the following:

minimize
ǫr

arg
�

T (θi, ǫr; f0)
�

− arg
�

T (0, ǫref ; f0)
�

subject to ǫrmin
≤ ǫr ≤ ǫrmax

(3.12)
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The technological process which will be explained later allows for performing any
permittivity in a fixed range between ǫrmin

and ǫrmax
. However, depending on the

solution that is used to realize the lens, the constraint can be modified. Where a
wrapped phase correction is planned by using modulo 2π the following minimizing
problem has to be applied:

minimize
ǫr

�

arg
�

T (θi, ǫr; f0)
�

− arg
�

T (0, ǫref ; f0)
�

�

[2π]

subject to ǫrmin
≤ ǫr ≤ ǫrmax

(3.13)

In both cases, the material is considered lossy (tan δ > 0). The loss tangent can
be related to permittivity in terms of the measurements performed and summarized
in Tab. 3.1. Depending on the constraints, it may so happen that the minimizing
problem does not converge to zero. This problem can be overcome by increasing
the thickness d of the lens. From Fig. 3.10, it can be seen that the calculated
permittivities, which are of interest, are the smooth phase correction (smooth) and
the wrapped smooth phase correction (smooth[2π]) for thicknesses of 20 mm and 10
mm, respectively. Using Fig. 3.2, it can be shown that the phase at the output of
the lens for one particular incidence angle is equal to the phase at the output of the
lens at normal incidence, as given in (3.14).

2πf0

c
·

�

F +
√

ǫref d
�

=
2πf0

c
·

�

(F + ∆) +
√

ǫrd/ cos θt

�

(3.14)

The first term (2πf0

c
), on both sides of the = symbol in (3.14), cancels out,

implying that there is no frequency dependency in the smooth case. This, however,
is not valid for the smooth[2π] case because the modulo is applied for one particular
frequency.
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Figure 3.10: Comparison of the determined permittivity variation along the diameter of the 2 circular lens apertures.

Depending on the permittivity and the thickness of the lens used, the trans-
mission coefficient may fluctuate along the frequency band. If high permittivity
material is used at a high angle of incidence, the efficiency may drastically decrease.
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In Figs. 3.11a & 3.11b is shown the magnitude of the transmission coefficient along
the lens diameter within the desired frequency range. This permits calculation of
the transmission coefficient efficiency along the frequency, using (3.15), as shown
in Fig. 3.11c. As the transmission coefficient may be significantly affected by high
permittivity, the maximum permittivity (ǫrmax

) has been fixed to 2.3, to maintain
high transmission coefficient efficiency of about 96%in both cases. The variations
seen in the oscillation along the frequency (see Fig. 3.11c) are due to the difference
between the thicknesses of the two lenses.

frequency (GHz)

a
p

e
rt

u
re

 (
m

m
)

 

 

80 90 100 110

−60

−40

−20

0

20

40

60 0.9

0.92

0.94

0.96

0.98

1

(a)

frequency (GHz)

a
p

e
rt

u
re

 (
m

m
)

 

 

80 90 100 110

−60

−40

−20

0

20

40

60 0.9

0.92

0.94

0.96

0.98

1

(b)

75 80 85 90 95 100 105 110
92

94

96

98

100

frequency (GHz)

T
ra

n
s

m
is

s
io

n
 c

o
e

ff
ic

ie
n

t
 e

ff
ic

ie
n

c
y

 (
%

)

 

 

smooth [2π]

smooth

(c)

Figure 3.11: Variation of the transmission coefficient along the diameter and versus the considered frequency range

for the (a) smooth and (b) smooth
�

2π
�

cases. (c) Variation of the transmission coefficient efficiency versus the

considered frequency range for the two cases.

η|T | =

2π
Z

0

θ0
Z

0

�

�T (θ, f ; ǫr)
�

�

2 sin(θ)dθdφ

2π
Z

0

θ0
Z

0

�

�T0(θ, φ)
�

�

2 sin(θ)dθdφ

(3.15)

where T0(θ, φ) corresponds to a uniform aperture (|T | = 1).
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3.2.4 Simulation

To ensure that the lens can be simulated by using electromagnetic software (CST-
MW) [15], it is desirable to sample the lens aperture (the permittivity variation) in
small zones. Hence, the aperture is sampled in multiple rings of 1 mm width. From
Fig. 3.4, it can be seen that the smooth and the smooth[2π] cases reach 100% phase
compensation efficiency at the working frequency of f0 = 90 GHz. This is theoret-
ically correct, because at the output of the lens the phase is uniform. However, in
practice, because of the wrapped phase correction that has been performed to limit
the thickness of the lens, the permittivity along the lens does not progressively vary,
when the modulo is applied. Hence, strong variations in permittivity occurs starting
from 1.1 to 2.2, as shown in Fig. 3.10. This generates unwanted multiple reflections
that cannot be compensated, resulting in deterioration of antenna’s efficiency. This
phenomenon is illustrated in Fig. 3.12 at 90 GHz, showing the smooth case on the
left and the smooth[2π] case on the right.

The two lenses are illuminated by the same feeder as the one used in the inves-
tigation covered by 3.2.2. From a comparison of the electric fields at the outputs
of the two cases, it is seen that the effective aperture is evidently smaller in the
smooth[2π] case than the one in the smooth case, and this impacts the efficiency.
To avoid unnecessary repetition, in the measurement part of Section 3.2.6, only the
simulated directivity will be compared with the measurement gain for the two lenses.

3.2.5 Realization

AirexR82 foam composite material, with initial low dielectric constant, very close to
1.1, is used. This composite material is full of air bubbles surrounded by a material
with an intrinsic relative permittivity. The lenses are manufactured by following the
procedure given in [17]. The technological process allows for controlling the dielectric
constant in a controlled manner by appropriately changing the structure of the foam.
In fact, it allows extraction of air bubbles from the composite by pressing it at a
controlled temperature thanks to a hydraulic heat press machine. The thickness ratio
is ξ = di

df
, di being the initial thickness and df the final thickness after pressing.

This process enables smooth control of the dielectric constant in a permittivity
range that allows creation of inhomogeneous structures. Multiple measurements on
the same foam with different thickness ratios for a fixed df , allows for generation
of a relationship between the thickness ratio and the achieved permittivity. The
measurements have been performed with different pressed foam samples and they
have been characterized thanks a quasi-optic measurement setup based on a Free
space technique (see [17]).

Table 3.1 shows the measured dielectric properties of the AirexR82 foam with a
final thickness of 2.5 mm.

In this study, the maximum permittivity needed is 2.3 corresponding to a pressing
ratio of 11, which means that initial thickness of 20×11 = 220 mm is needed for the
smooth case. Unfortunately, the thickness of the foam used for this study is limited
to 30 mm; hence, it has been decided to realize 8 identical sub-lenses, each of an
initial thickness of 27.5 mm at the center of the lens and a final thickness of 2.5 mm,
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(a) (b)

(c) (d)

(e) (f)

Figure 3.12: Simulated Electric field (at 90 GHz) at the output of (a), (c), (e) the smooth lens and (b), (d), (f) the
smooth[2π] lens with a diameter of 12 cm; (a), (b) show the variation of the permittivity over the lens surface, while
(c), (d) show the normalized electric field distribution in amplitude (dB) over the lens surface and (e), (f) show the
electric field distribution in phase (◦) over the lens surface.

and then stack them to form a unique lens of 20 mm thickness. The same procedure
is followed for the smooth[2π] case, but only 4 identical sub-lenses, each of a final
thickness of 2.5 mm, are used to produce a unique lens of 10 mm thickness. Figure
3.13 shows the cross-section of a sub-lens, with initial thickness, prior to pressing.

Fig. 3.14b shows a smooth lens composed of 8 sub-lenses. The metallic rings
that surround the sub-lenses enable the lenses retain their original diameters, when
they are pressed. These sub-lenses are pressed simultaneously. On the other side,
Fig. 3.14a shows a smooth[2π] lens composed of 4 sub-lenses. These lenses are
pressed three times, first by using the metallic cylinders for pressing the centers of
the sub-lenses, and then the metallic rings for pressing the surrounding area and
finally the remaining area. The lenses after pressing are shown in Fig. 3.15.
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Table 3.1: Measured dielectric properties obtained from AIREX82 depending on the thickness ratio

ξ = di/df Permittivity Loss Tangent

1 1.12 0.007

3 1.35 0.008

5 1.58 0.012

7 1.8 0.014

9 2.05 0.015

11 2.3 0.016
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Figure 3.13: Initial thickness along the aperture diameter of each sub-lens before being pressed.

(a) (b)

Figure 3.14: Manufactured sub-lenses before pressing them for the (a) smooth
�

2π
�

and (b) smooth cases.

3.2.6 Radiation pattern measurements

To prove that the foam material can retain its final thickness through time by using
the technological process, the measurement has been carried out three months after
realizing the lenses. However, to avoid any air gap between the sub-lenses, they
are slightly compressed by two panels made of Rohacell foam (permittivity close to
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Figure 3.15: Manufactured sub-lenses for the (left side) smooth
�

2π
�

and (right side) smooth cases after being

pressed.

1.04). The panels are attached to four pillars which are fixed to the measurement
setup, to get the desired focal distance between the horn and the lens. The measure-
ments have been performed at the Institute of Electronics and Telecommunications
of Rennes (IETR) using a Compact Antenna Test Range (CATR) [18] which allows
measurement of high gain antennas with great accuracy. The measurements of the
realized smooth and smooth[2π] lenses are compared below.
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Figure 3.16: Measured radiation performance of the smooth lens. (a) radiation pattern along the E/H/45◦ planes
at 90 GHz. (b) Side lobe level along the E/H/45◦ planes versus the frequency range. (c) Half-power beam-width
along the E/H/45◦ planes versus the frequency range. (d) Normalized E-plane radiation pattern (Co-polarization)
versus the frequency range. (e) Normalized H-plane radiation pattern (Co-polarization) versus the frequency range.
(f) Normalized 45◦-plane radiation pattern (Co-polarization) versus the frequency range.

Figure 3.16 depicts the measured antenna characteristics of the smooth lens.
Figure 3.16a shows the normalized radiation patterns (Co and Cross-polarization)
at 90 GHz in E/H and 45◦ planes, and Figure 3.16b the evolution of the side lobe
level (SLL) along the frequency. It can be seen that SLL remains stable, reaching
less than -25 dB over a wide frequency bandwidth of 20 GHz. At the beginning of
the frequency band, between 75 and 90 GHz, an increase of SLL can be seen, which
could be due to the spillover effect that decreases with frequency as depicted in
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Figure 3.17: Measured radiation performance of the smooth
�

2π
�

lens. (a) radiation pattern along the E/H/45◦

planes at 90 GHz. (b) Side lobe level along the E/H/45◦ planes versus the frequency range. (c) Half-power
beam-width along the E/H/45◦ planes versus the frequency range. (d) Normalized E-plane radiation pattern (Co-
polarization) versus the frequency range. (e) Normalized H-plane radiation pattern (Co-polarization) versus the
frequency range. (f) Normalized 45◦-plane radiation pattern (Co-polarization) versus the frequency range.

Fig. 3.5. The Half-Power Beam Width (HPBW) evolution over the frequency band,
shown in Fig. 3.16c, in the three planes going from 1.9◦ to 1.5◦, demonstrates a sta-
ble amplitude tapering over the surface of the lens, thanks to the axially symmetric
radiation pattern of the optimized feeder (see Fig. 3.8). Figures 3.16d, 3.16e & 3.16f
show the evolution, over the frequency band, of the normalized (at the highest gain)
Co-polarization radiation patterns in E, H and 45◦-planes, respectively. This shows
the stability of the radiation pattern over a wide-frequency band, thanks to the no
frequency-dependency of the smooth lens, as shown in Fig. 3.4.

Figure 3.17 shows the measured antenna characteristics of the smooth[2π] lens.
The shape of the normalized radiation patterns (Co and Cross-polarization) in
the three-planes at 90 GHz are shown in Fig. 3.17a. The SLL evolution of the
smooth[2π] lens, over the frequency band shown in Fig. 3.17b, is almost equivalent
to that of the smooth case at the beginning of the frequency band-width. However,
in the case of smooth[2π] lens, from 90 to 110 GHz, the SLL rises until it reaches -10
dB, because of using a frequency-dependency lens. Going farther from the working
frequency (90 GHz) reduces the effective aperture (see Fig. 3.17c), which in turn
increases the HPBW. In the smooth[2π] case, the HPBW remains stable at about
2◦ over 10 GHz and then rises, reaching 3.5◦. Figures 3.17d, 3.17e & 3.17f show
the evolution over the frequency band of the normalized (at the highest gain) Co-
polarization radiation patterns, of the smooth[2π] lens, in the E, H and 45◦-planes,
respectively.
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cases. The results are compared with the theoretical directivity optained by a uniform amplitude and phase aperture
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Figure 3.19: Simulated aperture efficiency for the smooth[2π] and smooth cases versus the frequency.

The simulated directivity and the measured gain of the two lenses are shown in
Fig. 3.18 and compared with the directivity of a uniform amplitude and phase aper-
ture (blue line in Fig. 3.18) of the same diameter size as that of the lens. They are
also compared with a uniform phase aperture illuminated by the cosn-like radiation
pattern (dashed blue line in Fig. 3.18) used previously for n varying from n = 35 to
70 over the frequency band. As expected, the simulated directivity and measured
gain of the smooth[2π] lens are much lower than those of the smooth lense, because
of the internal reflections that occur inside the smooth[2π] lens (see Fig. 3.12). More
clearly, the capability of the smooth lens to maintain the gain over a wide frequency
bandwidth is more than that of the smooth[2π] lens, as already stated in Section
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3.2.1.1. For the smooth lens, the maximum measured gain corresponds to 38.9 dBi
at 92 GHz with a radiation frequency bandwidth of 29.25 GHz with no significant
decrease in gain (-2 dB), whereas for the smooth[2π] lens, the maximum measured
gain corresponds to 36.5 dBi at 90 GHz with a radiation frequency bandwidth of 17
GHz with no significant decrease in gain (-2 dB).
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Figure 3.20: Measured loss efficiency for the smooth[2π] and smooth cases versus the frequency.
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Figure 3.21: Measured total efficiency for the smooth[2π] and smooth cases versus the frequency.

Figure 3.19 shows the simulated aperture efficiency of smooth and smooth[2π]
lenses, through a comparison between uniform aperture directivity (blue line ) and
simulated directivity of each lens. The simulated aperture efficiency reaches 70%
for the smooth lens and 51% for the smooth[2π] lens. The measured loss efficiency
comparing the measured gain with the simulated directivity of each lens is presented
in Fig. 3.20. In showing acceptable performance of the two cases, the comparison
takes into account the manufacturing defects and the intrinsic loss inside the ma-
terial. The total efficiency (measured aperture efficiency) through a comparison
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between the uniform aperture directivity and the measured gain of each lens is
shown in Fig. 3.21. The measured aperture efficiency of the smooth lens reaches
59% with a measured aperture efficiency higher than 50% over 14 GHz frequency
bandwidth from 81 to 95 GHz. In comparison, the measured aperture efficiency of
the smooth[2π] lens only reaches 37%.

A comparison of the achieved directivity of the cosn-like tapering aperture (blue,
dashed line in Fig. 3.18) with the simulated directivity of the smooth lens, shows
that the overall efficiency may improve by either better optimizing the horn anten-
nas for reducing the SLL or by using other type of feeder that can be practically
manufactured. This is because the foam that has been used had limited thickness,
and hence the lens had to be divided into sub-lenses. And, when the sub-lenses
are stacked one over the other, small air gaps are created between them, which may
slightly affect their performance. Using a thicker material may help to overcome this
problem and thus increase the overall performance of the antenna. The radiation
performances of the two lenses are summarized in Table 3.2.

Table 3.2: Summarized radiation performances for two lenses

Performance smooth lens smooth[2π] lens

Maximum measured gain 38.9 dBi 36.5 dBi

-2dB Radiation frequency
bandwidth

29.25 GHz (32.5 %) 17 GHz (18.9 %)

Maximum Cross-
polarization level

-25 dB -25 dB

HPBW (90 GHz) 1.7◦ 2.1◦

SLL (90 GHz) -26 dB -19 dB

Maximum measured loss ef-
ficiency

90% 95%

Maximum simulated aper-
ture efficiency

70% 51%

Maximum measured aper-
ture efficiency

59% 37%
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3.3 RAR measurements

In this Section, the manufactured smooth lens is used to perform a Real Aperture
Radar measurement. The automotive radar frequency band from 76 to 82 GHz is
chosen corresponding to a gain of approximatively 36-38 dBi over the considered
frequency band. The frequency bandwidth allows to achieve a range resolution δr

of 2.5 cm with cross-range angular resolution (half-power beam width of the an-
tenna) between 1.7 to 1.9◦ with Side lobes level of about -20 dB. The measurement
is performed using a Stepped Frequency Continuous Waveform (SFCW) with 1001
frequency points. The Fresnel lens will be mechanically beam-scanned by rotating
the overall system by 1◦ step over the 360 ◦. The measurement provides information
about the area of interest for each step angle to produce a 2D radar image. The RF
measurement system uses a classical architecture with a VNA and external exten-
ders. The transmitting and receiving chains are attached to the same antenna and
separated using coupler devices to perform a S11 measurement. The received signals
taken at one particular angular direction is then projected over a 2D image taking
into account the measured radiation pattern of the antenna (H-plane) over the con-
sidered frequency bandwidth (Fig. 3.16e) and the corresponding angular direction.
The measurement setup is shown in Fig. 3.22. By means of a multiplicator, -3 dB
couplers and harmonic mixers, the setup allows to measure in reflection mode using
the same antenna in transmission and reception. The circulator that is required is
achieved by means of two -3 dB couplers. When rotating the system, the phase
center of the antenna performs a circle with radius 0.3 m around x = y = 0 m. The
area of interest is decomposed into four different parts as shown in Fig. 3.23, with
on the top left part of the image a building, on the top right part of the image is
an old tractor. On the bottom right is a fully metallic antenna support. Finally on
the bottom left part of the image, close to the building are brushes and tall grass.
In Fig. 3.24a and 3.24b are shown the RAR image results and the RAR image
results superposed to the Google map picture of the scene. The received data, by
using VNA, corresponds to the backscattered signals along the range for each angle
step that has been measured. Then, the signals are projected over a Cartesian grid
(from a range/theta grid to a x/y grid) to produce the reconstructed image. Because
the H-plane radiation pattern of the Fresnel lens is known, the signals are spatially
filtered when projected to the Cartesian grid.

3.4 Summary

In this chapter, it has been shown a new process to manufacture Fresnel lenses
while maintaining high directivity over a large frequency bandwidth and with high
efficiency. Very good radiation patterns are demonstrated with a maximum gain of
38.9 dBi. Such lens has been used in a direct imaging system to produce a radar
image of an outdoor environment. However, to produce the radar image, it has
been required to mechanically rotate the overall system by 1◦ step over the 360
◦. This mechanically beam scanning cannot be used in a real-time acquisition. In
the next chapter, Indirect imaging technique is explained to produce high-resolution
images with the capability of real-time acquisitions. As, a high number of Tx and Rx
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Figure 3.22: Schematic of the measurement setup.

chains is required, in the next chapter are explained solutions to reduce the number
of chains while maintaining the resolution.
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Figure 3.23: Google map of the outdoor scene with (x), the location of the Direct radar imaging, (1), the building,
(2), the old tractor, (3), the antenna support and (4) the bruches and tall grass
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(a)

(b)

Figure 3.24: Measurement results with (a) the RAR image and (b) the RAR image superposed to the Google map
picture of the scene.
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Chapter 4
Radar imaging systems: indirect imaging
technique

4.1 Introduction

As introduced in Section 2.4.2, Indirect imaging techniques permit to estimate the
EM field backscaterred within an area of interest by means of the coherent com-
bination Hij of multiple measurements at different locations (spatially independent
conbination). The radar imaging system configuration can be divided into five con-
figurations as shown in Fig. 4.1:

• Single-Input-Single-Output (SISO) configuration: Only one pair of trans-
mitting and receiving antennas is used. The configuration is mainly used for
range detection or for Real-Aperture-Radar imaging [1] where the spatial fil-
tering is used thanks to the high-directivity radiation pattern of both the
transmitting and receiving antennas. It permits to image an area of interest
using the scanning process detailed in the Chapter 3.

• Synthetic Aperture Radar (SAR) configuration: The pair of transmit-
ting and receiving antennas are mounted on a mobile plateform [2, 3] in order
to produce a large synthetic aperture.

• Single-Input-Multiple-Outputs (SIMO) configuration: Only one trans-
mitting antenna is used in this configuration [4] and the backscattered received
signals is acquired by a (synthetic) array of receiving antennas.

• Multiple-Inputs-Single-Output (MISO) configuration: Multiple trans-
mitting antennas are used in this configuration and the backscattered received
signals are acquired by only one receiving antenna.

• Multiple-Inputs-Multiple-Outputs (MIMO) configuration: Multiple
transmitting antennas and multiple receiving antennas are used [5] in this
configuration in order to improve the diversity that is required to have a finer
spatial resolution.
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Figure 4.1: The different indirect radar imaging configurations.

The only differences among the configurations are the different angular diversities
that are performed. In the SAR configuration, both the transmitting and receiving
antennas have the same look angle as respect to a specific target within the area of
interest. For the SIMO case, the look angle is invariant for the transmitting antenna
while the receiving antennas have different look angles as regards to a specific target
location. For the MISO case, the look angle is invariant for the receiving antenna
while the transmitting antennas have different look angles as regards to a specific
target location. In the MIMO case, the spatial diversity is optimal because the
receiving antennas acquired more than the diversity that is performed by combining
the SAR, the MISO and the SIMO configuration. The same spatial resolution as
the SAR configuration is achieved but with a better Signal-to-Noise ratio thanks
to the higher number of transmitting and receiving antennas combination. Such
combination is called the virtual array. By combining all the combination, it is
possible to generate a virtual array which is larger than the physical array dimension.
By fixing the same spatial resolution (same physical or virtual aperture), the use
of M transmitting antennas in an array allows to decrease by a factor of M-1 the
number of receiving chains as compared to the SIMO case if the location of the
transmitting antennas is properly chosen as regards to the location of the receiving
antennas in order to avoid redundancy which is interesting when a wide aperture
needs to be sampled.
However, in the case where multiple transmitting antennas are used, the transmitting
signals must be decorrelated from each other to be properly processed. This is why
in practice, the MISO case is not used because it has the same efficiency as the SIMO
case while it is required that the transmitting waveforms are fully decorrelated. The
decorrelation between the transmitted waveform signals may be performed in various
ways [6, 7] with the main ones listed as follow:

• Time domain [8, 9]: The transmitted signal from one transmitting antenna
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shares the time domain with the other transmitting antennas in order to avoid
any overlap. Either one transmitting chain is used and the signal is sent to one
of the transmitting antennas by means of switch devices (MIMO configuration)
or because of the motion of the transmitting antenna in the SAR configuration,
there is no correlation between the signals because each transmitting signal is
sent within a specific time slot and over a specific spatial location. This is
called the Time division multiplexing.

• Frequency domain [10]: The signals transmitted by the transmitting anten-
nas are fully decorrelated from each other over the frequency bandwidth ei-
ther by generating different waveforms (orthogonal independently transmitted
waveform) or the frequency bandwidth is divided into smaller sub-bandwidth
and allocated to the different transmitting signals. This constitutes the so-
called Frequency Diverse Array (FDA).

• Polarization domain [11]: It is also possible to use the polarization in order
to decorrelate only two transmitting signals.

• Coding domain [12]: It is also possible to employ an active phase encoding
technique (CDMA) in order to make each signals orthogonal from the others.

The diversity chosen aims to improve one of the characteristics of the auto/cross-
correlation function. The auto-correlation corresponds to the ambiguity function [13]
of the radar system. It permits to determine the characteristic of the matched fil-
tering function as regards to the kind of waveforms.

Nevertheless, each improvement, of certain criteria lead to the declining quality
of other parameters. Using the time domain diversity, it is clear that the acquisitions
are not taken at the same time which may impact the result for an area of interest
in motion.

Considering the frequency domain technique, the frequency bandwidth is di-
vided in sub-bandwidth, the global range resolution is naturally degraded. How-
ever, it is possible to improve the range resolution by exploiting the OFDM signals
as in [14, 15]. The polarization domain does not improve the spatial resolution
but it provides more information about the area of interest. As compared to the
other techniques, the coding domain diversity is of interest because, the transmitting
signals are sent through the same area of interest, at the same time and over the
same frequency bandwidth. However, it requires complex architectures to ensure
the transmitting signals to be decorrelated. Furthermore, depending on the number
of frequency bins taken, the number of transmitted signals is limited to ensure great
decorrelation between the transmitting signals. Hence, bounds on the achievable
decorrelation constrain quasi-orthogonal waveform design and performance.
Given M aperiodic complex sequences of length Nf , the maximum peak auto-
correlation (Raa) sidelobe ratio and peak cross-correlation (Rab) response ratio are
related via the inequality [16]:
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max (Raa, Rab) ≥ (M − 1)
2NfM − M − 1

(4.1)

A MIMO configuration is of great interest because it has the capability to gener-
ate a large virtual array from reduced number of transmitting and receiving chains.
However, even with a reduced number of transmitting and receiving chains, it is
still complex and expensive to realize. In order to fully exploit the MIMO config-
uration in a straightforward manner, a new way has recently emerged that is the
passive compressive device [17–20]. It takes advantage of frequency-diversity inside
a cavity, where the fields interfere destructively or constructively to create multiple
modes that vary along frequencies. It is a device that allows thanks to its physical
properties and its shape to compress the transmitting or receiving signals arriving
at each port thanks to the spectral diversity. In the Section 4.3 is presented the
theory, simulations and measurements of a Single-Input-Multiple Output configu-
rations where one fixed transmitting antenna is used. In Section 4.4 a study of a
Multiple-Input-Multiple-Output configuration is performed where it is presented a
passive compressive device working at millimeter wave. The transmitting antennas
will be fed by the passive compressive device where only one transmitting chain is
used. At the receiving antenna level, an array of stacked patch antennas that are
sequentially fed using switch devices is studied.

4.2 Virtual array principle

Considering only point-like targets as backscatterers, the performance of a specific
virtual array configuration is usually evaluated in the case where the backscattered
EM waves are considered as plane-wave. It means that the targets that backscatter
the transmitted EM wave are relatively far from the receiving array to consider that
the spherical wave-front is a plane-wave. This is known as the far-field approxima-
tion. Using a target located at broadside, a rule of thumb is that the phase variation
of the spherical wave from the center of the array to the border of the array does
not exceed π/8 corresponding to a distance variation of ∆Φ = λ/16. Considering an
array of length L, the transition between the near-field and the far-field regions r0

is determined using the Fig. 4.2 and stated in 4.2.

r1 =
q

r2
0 + (L/2)2 = r0 + λ/16

→ r0 =
2L2

λ
− λ/32 ≈ 2L2

λ
for L >> λ

(4.2)

When a MIMO configuration is used with M transmitting antennas and N re-
ceiving antennas, a total of MN channels is processed creating a virtual array of
up to (M × N) receiving elements [21]. The configuration of the virtual array is
dependent upon the relative spacing of the transmitting and receiving antenna lo-
cations and is defined as the spatial convolution between the transmitting antennas
locations and the receiving antennas locations. The performance of a virtual array
configuration is evaluated by comparing the half-power beam-width (HPBW), and
the side lobes level (SLL) of the array radiation pattern with the achievable HPBW
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Figure 4.2: Scheme of the Near-field/Far-field transition

and SLL of a uniform amplitude and phase radiating aperture of same dimensions
as the virtual array.

The radiation pattern of the array G(θ, φ, λ) is defined as the product of the
element radiation pattern f(θ, φ, λ) and the array factor g(θ, φ, λ). The element
radiation pattern is given by the intrinsic characteristic of the element antenna used
over the (θ,φ) direction at a specific wavelength λ. The array factor represents the
contribution of all isotropic sources located at the location of the elements inside
the array that receive signals from all (θ, φ) observation points located in the far-
field region (the plane-wave assumption). In a 3-dimensionnal space, the vector ~k
defines the observation point direction (Direction-Of-Arrival (DOA)) of the plane-
wave toward the array. The vector ~k can be divided into 3 components in which the
directions fit the cartesian coordinates system such as:

~k = (~kx, ~ky, ~kz) = kx ~x + ky ~y + kz ~z

=
2π

λ
(cos φ sin θ ~x + sin φ sin θ ~y + cos θ ~z)

(4.3)

with k = 2π
λ

the spatial frequency or the wavenumber directly related to the wave-
length λ.
The vector rn defines the location of the nth element antenna from the center of the
Cartesian coordinate by:

~rn = rx(n) ~x + ry(n) ~y + rz(n) ~z (4.4)

Furthermore, it is introduced the excitation of each element that corresponds to the
amplitude and phase that is added by digital processing in order to digitally focus
the beam in a given direction and to have the capability of using amplitude tapering
functions in order to reduce the SLL. The nth excitation In is given by:

In = An eiαn (4.5)
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with An is the amplitude and αn the phase digitally added to the nth element. Using
(4.3), (4.4) and (4.5) the array factor is given by:

g(θ, φ, λ) =
Na
X

n=1

In e−j ~k ~rn

=
Na
X

n=1

In e−j 2π
λ

(cos φ sin θ rx(n)+sin φ sin θ ry(n)+cos θ rz(n))

(4.6)

with Na the number of element antenna used in the array. One specific linear
combination with coefficients adjusted using the excitation lead to a certain array
factor pattern. This is called the digital beamforming. The radiation pattern of the
array G(θ, φ, λ) = f(θ, φ, λ) g(θ, φ, λ) is used to determine the directivity of the array
which corresponds to the ratio between the radiating intensity in a given direction
and the radiation intensity averaged over all directions.

The directivity D(θ, φ, λ) is given by:

D(θ, φ, λ) = 4π
| G(θ, φ, λ) |2

Z 2π

0

Z π

0
| G(θ, φ, λ) |2 sin θ dφ dθ

(4.7)

In the case of a Nx ×Ny planar equally spaced array with Nx the number of elements
along the x direction with element spacing ∆x and Ny the number of elements along
the y direction with element spacing ∆y and with uniform excitation In = 1 for
n = 1, · · · , Nx · Ny.
The array factor is given by:

g(θ, φ, λ) =
sin(Nx

2
2π
λ

∆x sin θ cos φ)

sin(
2π
λ

Δx sin θ cos φ

2
)

·
sin(Ny

2
2π
λ

∆y sin θ sin φ)

sin(
2π
λ

Δy sin θ sin φ

2
)

(4.8)

Considering only a linear array along the x-axis, with equidistant spacing ∆x,
the location of the nth element is (n − 1) ∆x. For the linear array case, only the first
component θ is considered with φ = 0. The φ-direction is only dependant on the
element radiation pattern. The linear array factor is:

g(θ, λ) =
Nx
X

n=1

In e−j 2π
λ

sin θ (n−1) Δx (4.9)

Considering a uniform amplitude and uniform phase excitation In = 1, the phase
difference between each element is given by 2π

λ
∆x sin θ.

It yields:

g(θ, λ) =
sin(Nx

2
2π
λ

∆x sin θ)

sin(
2π
λ

Δx sin θ

2
)

(4.10)

It is seen that the array factor has a maximum for θ = 0. However, the ar-
ray factor also has maximum for other directions when θ = ± arcsin(m λ

Δx
) for

m = 1, · · · , ∞. In order to avoid any ambiguity area (grating lobes) and to have
only one beam within an angular region of interest (±θM), the element spacing ∆x

should not exceed a certain distance. In the case where ∆x < λ/2, no grating lobes
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(a)

(b)

(c)

Figure 4.3: Simulated results using a linear array with Nx = 10 and Δx = 1λ, with the dashed blue line corresponding
to the element radiation pattern, the red line corresponding to the array factor and the black line the array radiation
pattern with a digitally beam scanning (a) θ0 = 0◦ (b) θ0 = 30◦ and (c) θ0 = 60◦.

exist in the visible observation angle region (θ ∈ [−90◦, 90◦]).

Because the digital beamforming is a linear combination of all the elements, at
some angles, full-constructive interferences (main lobe and grating lobes), construc-
tive interferences (side lobes) and destructive interferences (nulls in the radiation
pattern) occur as shown in Fig. 4.4 with an element spacing ∆x = 0.5λ in Fig. 4.4a,
∆x = 1λ in Fig. 4.4b and ∆x = 2λ in Fig. 4.4c.

With the increasing of the element spacing, the HPBW of the main lobes is
reduced however the gain is not increased because the power is shared between the
main lobe and the grating lobes for the same number of elements.
Thanks to the knowledge of the geometry of the array, it is possible to use the
excitation in 4.5 in order to modify the full-constructive interferences in a desired
angle. In Fig. 4.3 is shown the digital beamforming variation for ∆x = 1λ where
the beam is digitally scanned at an angle θ0 = 0◦ in Fig. 4.3a, at an angle θ0 = 30◦

in Fig. 4.3b and at an angle θ0 = 60◦ in Fig. 4.3c.
On the array radiation pattern (black line), it can clearly be seen the effects of
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(a)

(b)

(c)

Figure 4.4: Simulated results using a linear array with Nx = 10, with the dashed blue line corresponding to the
element radiation pattern, the red line corresponding to the array factor and the black line the array radiation
pattern with (a) Δx = 0.5λ, (b) Δx = 1λ and (c) Δx = 2λ.

the grating lobes which implies that the angular region is reduced in order to avoid
any grating lobes. Then it is required a more directive element radiation pattern
that focuses the main lobe within the desired angular region while removing the
grating lobes.
For a scanning angle θ0, the location of the grating lobes θG is given by

sin θG = sin θ0 − p
λ

∆x

with p = ±1, ±2 · · · (4.11)

In the similar manner, it is shown in the (u = sin θ cos φ, v = sin θ sin φ) repre-
sentation in Fig. 4.5 a rectangular array with Nx = Ny = 10 for ∆x = 1λ and
∆y = 2λ.

For a given linear aperture L, it is possible to reduce the number of elements by
increasing the element spacing ∆x. The resolution of the radar system is maintained
while the number of elements is reduced. However, due to the grating lobes effect,
the angular region is then reduced.
In order to reduce the number of antennas while maintaining a wide angular region,
some studies attempt to modify the location of each element to create a non-uniform
array. Many solutions exist such as the Minimum redundancy array, nested array,
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(a) (b) (c)

Figure 4.5: Simulated results using a square array with Nx = Ny = 10 and Δx = 1λ and Δy = 2λ, with (a) the
element radiation pattern, (b) the array factor and (c) the array radiation pattern.

Co-array or Co-prime array [22–26]. Even if the grating lobes effects are reduced,
all the solutions suffers from high SLL due to the array that is not fully-populated.
Furthermore, they attempt to create destructive interferences while maintaining the
main lobe.

This is mainly why, the MIMO configuration is a great candidate because it
allows to create a more populated array from reduced number of transmitting and
receiving elements.

The location of the elements of the virtual array is defined as the spatial convo-
lution between the transmitting and receiving antennas location such as:

Va(x, y) =
M−1
X

m=0

N−1
X

n=0

δ(x − (xm − xn), y − (ym − yn)) (4.12)

with M transmitting antennas and N receiving antennas with (xm, ym) the location of
the mth transmitting antenna and (xn, yn) the location of the nth receiving antenna.
δ(0, 0) is the 2D dirac function located at (x=0,y=0).

As an exemple, Fig. 4.6a exhibits a fully-populated virtual linear array with
Nx = 6 generated by using either 2 transmitting antennas and 3 receiving antennas
or using 3 transmitting antennas and 2 receiving antennas, while maintaining the
same performances.

In Fig. 4.6b and 4.6c are shown fully-populated virtual arrays with Nx = Ny = 6
corresponding to 36 elements generated by a MIMO configuration with either 6
transmitting antennas and 6 receiving antennas or using 4 transmitting antennas
associated with 9 receiving antennas. Instead of having one transmitting antenna
with 36 receiving antennas, thanks to the MIMO configuration, it is required only
4 transmitting and 9 receiving antennas.

It has been explained the virtual array principle that is going to be used in
the following sections. Firstly, the Section 4.3 deals with the SIMO configuration
based on an uniform linear array. To have optimal results in the near-field range
region, the Section 4.4 only consider the fully populated virtual array for a MIMO
configuration.
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(a) (b)

(c)

Figure 4.6: MIMO configuration (Tx: transmitting antenna location and Rx: reiceiving antenna location) used to
generate a (a) fully populated linear virtual array, (b) and (c) a fully populated virtual array.
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4.3 SIMO configuration

4.3.1 Description

Considering the case where a transmitting antenna is located at a fixed position in a
3-Dimensional spatial space in a Cartesian coordinate system as shown in Fig. 4.7.
The location of its phase center is (xt , yt , zt). A receiving (synthetic) array is located
over an aperture of length L and aligned with the x-axis. The location of each phase
center is (xa, ya, za) with xa ∈ [−L/2, L/2]. The radiation pattern of each element
is considered as isotropic. We consider Ns point scatterers located in the near-field
region which are identified by their Cartesian coordinates (xi , yi , zi). The index i
yields for the ith point scatterer Pi . Because the targets are located in the near-field
region, the received signals are processed using focusing techniques.

Figure 4.7: Geometry of the radar imaging configuration.

The distance for the wave propagating from the radar to the ith point scatterer
is given by:

di(xa) = (dTxi + dRxi)/2

= (
q

(xt − xi)2 + (yt − yi)2 + (zt − zi)2

+
q

(xa − xi)2 + (ya − yi)2 + (za − zi)2)/2

(4.13)

A transmitted baseband signal u(d) (see Section 2.3) in the spatial domain
with its counterpart in the wavenumber domain U(k) is used, with a frequency
diversity over a frequency bandwidth Bf . The signal has been transposed around
the carrier frequency fc before being sent through the medium and kc = 4πfc/c
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is the round-trip carrier frequency wavenumber with frequency band wavenumber
k ∈ [−2πBf /c, 2πBf /c].

As the receiving antenna only moves along the x-axis, the received signals along
the aperture Sr(xa, k) in (4.14) are modeled as a sum of transmitted signals that
are weighted and delayed. The complex weighting si represents all the attenuations
that occur during the round-trip propagation and the reflectivity of the ith point-
like target. In distributed environments, it is seen as the equivalent of the coherent
reflectivity density of the superposition of different contributions of scatterers that
are statistically independent. It can also be noticed that the reflectivity may vary
along the aperture and over the time. The delays arise from the round-trip distance
determined in (4.13). Furthermore, it is added a Gaussian white noise n(xa, k) ∼
NC(0, σ2) with zero mean and variance σ2.

Sr(xa, k) =
Ns
X

i=1

si U(k) e−j(k+kc) di(xa) + n(xa, k) (4.14)

The received signal after applying the range focusing technique along the aperture
S(xa, k) by adapted filtering [27] is expressed as:

S(xa, k) = Sr(xa, k) U ∗(k)

=
Ns
X

i=1

si H(k) e−j(k+kc) di(xa) + nf (xa, k)
(4.15)

where H(k), the Fourier Transform of h(d) = u(d) ∗ u∗(−d), is called the range
ambiguity function in the wavenumber domain. This function defines the properties
of the focused signal. It is characterized by its range resolution (δr) that is inversely
proportional to the frequency band such as δr = c

2Bf
. The operators (·)∗, (·)t and

(·)H yield for the conjugate, the transpose and the conjugate transpose operator,
respectively. nf (xa, k) is the filtered noise by means of the matched filter. In the
case where the transmitted signal has a flat spectrum in a frequency band Bf , the
range ambiguity function in the spatial domain corresponds to a sinc function.

The received signals in the spatial domain s(xa, d) after an inverse Fourier trans-
form along the wavenumber domain is expressed as:

s(xa, d) =
Ns
X

i=1

si h(d − di(xa)) e−jϕx(xa) + nf (xa, d) (4.16)

with ϕx(xa) = kcdi(xa) corresponds to the phase variation along the aperture.
The back-projection algorithm is used to generate the focused SAR image from

the available received signal in (4.16). The focusing technique is applied when the
area of interest is located in the near-field region.

The back-projection algorithm is used to generate the focused SAR image f(x, y, z =
C) with C a constant. The projection is performed over a 2D-plane at one particular
height from the aperture of receiving antennas. For one particular range cell, it takes
the received signal from a given position along the aperture xa in (4.16), and back-
projects it over a spherical arc corresponding to all the possible contributing image
pixels. Once the back-projection is performed on the remainder received signals from
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the other ranges and the others positions along the aperture, then accumulated, the
focused SAR image is obtained. One particular pixel pi of the focused SAR image
spanning the Cartesian grid is constructed by:

f̂(xi , yi , zi) =
Z L/2

xa=−L/2
s(xa, di(xa))ejkcdi(xa)dxa (4.17)

When the received signals are acquired and sampled, the variable d becomes a
discrete vector. Then, it is required to oversample the received data before applying
an interpolation (a linear interpolation is sufficient). Finally, it is projected over the
SAR image.

4.3.2 Simulations

Considering a radar having a carrier frequency fc = 60 GHz with a frequency band-
width Bf = 5 GHz which provides an emitted power of 0 dBm. This corresponds
to a range resolution δr = 3 cm. The transmitting antenna is located at the origin
of the cartesian coordinate (i.e. xt = 0, yt = 0, zt = 0). A receiving (synthetic)
array is located over an aperture of length L and aligned with the x-axis. The
location of each phase center is (xa, ya, za) with xa ∈ [−L/2, L/2]. The aperture
is sampled in 100 elements with an element spacing corresponding to half a wave-
length (λ/2 = 2.4 mm) and L = 237.6 mm. Both antennas have an isotropic
radiation pattern Gt = Ga = 0 dBi. In this exemple, there is no noise that cor-
rupts the received signals. In order to simulate targets, it is considered 5 point-like
targets with uniform and time-invariant RCSs. For the simulation, it is considered
that the weighting si is unitary for i = {1, · · · , 5}. The location of each target is:
P1(x1 = −0.5m, y1 = +4.75m, z1 = 0m), P2(x2 = +0.5m, y2 = +4.75m, z2 = 0m),
P3(x3 = 0m, y3 = +5m, z3 = 0m), P4(x4 = −0.5m, y4 = +5.25m, z4 = 0m),
P5(x5 = +0.5m, y5 = +5.25m, z5 = 0m) as shown in Fig. 2.2a for z = 0 m.

In Fig. 4.8a is shown the received signal from the first receiving antenna ((i.e.
xa = −L/2, ya = 0, za = 0)) that is back-projected over the SAR image.

In Fig. 4.8b is shown the result after applying the back-projection where the
signals coming from each receiving antenna have been back-projected over the SAR
image. The five point-like targets are properly discriminated. Nonetheless, the SLL
are high then in order to reduce the SLL, amplitude tapering function are applied
using a 2D hamming function in Fig. 4.8c and the 2D hanning function in Fig. 4.8d.
The SLL are reduced but the spatial resolution has been enlarged.
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(a) (b)

(c) (d)

Figure 4.8: Simulated result of (a) the back-projected signal of the first receiving antenna, (b), the final SAR image
after back-projection, (c) the final SAR image when the 2D Hamming tapering function is applied and (d) the final
SAR image when the 2D Hanning tapering function is applied.

4.3.3 Measurements

The measurements are performed in the IETR facility DIADEM (DIagnostic, Analy-
sis and Dosimetry of EM fields). This facility dedicated to ElectroMagnetic imaging
is based on a 600×600×600 mm3 xyz scanner located in an anechoic chamber. The
RF measurement system uses a classical architecture with a VNA (Vector Network
Analyzer) and external VDI (Virginia Diodes, Inc) Tx and Rx frequency extenders.
A specific measurement set up is developed to have a configuration similar to the
simulation’s one (Fig. 4.9). In this configuration, the emission part is fixed to il-
luminate the scene to be imaged with an incident elevation angle of 30◦. A horn
with a 20 dBi of gain is used as the transmitting antenna. The 300-elements recep-
tion array is synthetized moving the RF reception module to 2 mm spaced discrete
positions thanks to the scanner. A waveguide antenna with approximatively 5 dBi
of gain is used as the receiving antenna. The objects, to be imaged, are settled
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Figure 4.9: Measurement setup.

at 1 m distance on a 1.5 m height foam support. Thanks to this support whose
relative electrical permittivity is close to one, the sources of undesired diffraction
are minimized and mainly limited to the backscattering of the anechoic chamber.
A 20 GHz bandwidth signal with a 50 GHz central frequency is used for all the
tests. To speed up the acquisition of the 1001 frequency points obtained for each
reception position, an IF Filter of 100 kHz is applied. It has to be noticed that even
if the IF filter is broadband, the dynamic range provided by the VDI modules is high
enough for the purposes of these tests. In such a configuration, a maximal range
resolution of 7.5 mm can be obtained, with an azimuth angular resolution of 0.57◦

corresponding to a 1 cm cross-range resolution at 1 m range distance. Moreover,
the 7.5 m ambiguous distance, longer than the anechoic chamber length, enables
to compensate the chamber backscattering in an efficient way. Considering the 30◦

elevation orientation of the emission part, the ground range resolution is limited to
8.7 mm.

Three complex examples of targets that have been imaged are reported in Fig.
4.10: a canonical point scatterers scene made of dozen of 5mm diameter bolts po-
sitioned with a 10 mm spacing to write the word ‘IETR’; a realistic scene with a
screw clamp; a realistic scene with a 1 mm blade stainless steel knife hidden inside
a book. A SAR image is realized from the backscattered signals of the three scenes
applying the back-projection algorithm as shown in Fig. 4.11.

Close observation reveals that the millimeter-wave frequencies are approriate for
small objets imaging application such as concealed object under clothes for instance.
However, to come closer to optical image, it would be preferable to work at higher
frequencies. In fact, thanks to the smaller wavelength, the diffuse reflection becomes
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(a) (b) (c)

Figure 4.10: Picture of the three scene configurations with (a) 50 bolts of 5mm diameter configured to spell IETR,(b)
a screw clamp, and (c) a knife hidden inside a thick book.

(a) (b)

(c)

Figure 4.11: SAR image results considering the scene with (a) bolts configured to spell IETR, (b) the screw clamp
and (c) the knife hidden in a book.
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higher as compared to specular reflection (like a mirror). The frequency band avail-
able at those frequencies is sufficient (higher than 4 GHz), however, to obtain high
resolution images, it requires a large number of receiving antennas and associated
modules which lead to a costly and complex technology. To reduce the complexity
and the cost, a MIMO configuration using passive compressive device is investigated
in the next section thanks to the virtual array principle.
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4.4 MIMO configuration

A MIMO configuration is used to improve the spatial resolution while maintaining
low the number of elements. To further reduce the number of element, a passive
compressive device is used to even more reduce the number of elements.

4.4.1 Passive Compressive Device (PCD)

A new way, which has recently emerged, is the PCD. It takes advantage of the
frequency-diversity inside a cavity, where the electromagnetic (EM) fields interfere
destructively or constructively to create multiple modes, which vary with frequency.
Two slightly different configurations can be dissociated. First, the modes are used
to excite independent sources (slots, holes...) to produce distinct mode patterns
as a function of frequency [28–32]. The distinct modes patterns generate spatial
diversity required to reconstruct the image. However, a complete characterization
of the aperture field distribution is necessary by using near-field scanning measure-
ments [33]. In such a case, both the radiating elements and the cavity are used
to reconstruct the image. The second configuration is to have multiple input ports
and multiple output ports on the cavity’s surface. Each port may be a coaxial con-
nector or a waveguide port, that allows for a direct measurement of the complex
transfer function along the frequency from one input to one output port by using a
VNA. Finally, the ports are connected to antennas where their properties (locations,
types, directivities, polarizations...) may be modified as desired without changing
the overall system configuration [17–20]. The latter configuration is the one used in
our study thanks to its capability to be used in various radar imaging configurations.
Hence, it is a N ×M passive device that allows for the compression, at the RF level,
of N signals into M signals or M signals into N signals either for the reduction of the
number of Tx chains in a MISO or MIMO configurations or for the reduction of the
number of Rx chains in a SIMO or MIMO configurations. Furthermore, multiple
PCDs may be used simultaneously. The correlations between the compressed signals
are mainly dependent on the size and the shape of the device. Nonetheless, if used
in transmission, the main drawback of using a PCD is that the limited transmit-
ted power is shared among the output ports, implying a reduction of the range of
detection. However, amplifiers may be used to counter the attenuations. Further,
the transmitted powers delivered at the input ports are, in fact, shared among the
output ports but also shared with the input ports. The power received by the input
ports have to be considered as losses. Such a PCD has, by essence, low efficiency.
But, these drawbacks have to be compared with the capability of the device to re-
duce the number of Tx and Rx chains, which maintains a great interest, particularly
at millimeter-wave because it permits to have a cavity size at an acceptable level
with a great compression thanks to the small wavelength at these frequencies.

The N ×M compressive device with N inputs and M outputs can be used among
numerous of radar configurations. Few of them are listed below:

• MIMO radar either in transmission or reception or both in the same time [34].
It can perform a uniform or a non-uniform array depending on the location of
each port.
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• Synthetic Aperture Radar (SAR) [35] or Multi-beam SAR configuration [36,
37] if the antennas at each output port are looking at different angles.

• Moving Target Identification (MTI) in a SAR configuration [38, 39] if the
output ports are regularly placed in the along-track direction (Multi-channel
SAR MTI by using either Displaced Phase centre Antenna (DPCA), Along
track interferometry (ATI) or Space time adaptive processing (STAP)).

• Interferometry SAR (In-SAR) [40, 41] for tomography purpose if the output
ports are placed along the elevation direction.

• Polarimetry SAR (Pol-SAR) [42] if the output port polarizations are alterna-
tively changed.

In Section 4.4.1.1 are detailed the PCD and the associated antennas. In Section
4.4.1.2 is shown in two manners, how it is possible to measure the transfer func-
tions by using classic Port-to-Port measurements thanks to a VNA or by estimating
the transfer functions from measurements performed in a Compact Antenna Test
Range (CATR) where the plane-wave assumption is considered. To validate the
two methods, the PCD is used in a MIMO configuration in Section 4.4.2 to analyze
the point spread function resolution from measurements and compared to a Single-
Input-Multiple-Output (SIMO) configuration with a synthetic aperture length of the
same size as the virtual array length generated by the MIMO configuration.

4.4.1.1 Details of PCD and associated antennas

From [43], if a cavity is excited by a sufficiently high number of frequency bins over
a wide frequency bandwidth and if the cavity is big enough in terms of wavelength,
it exhibits spatial and spectral statistical behaviours very close to the random the-
ory thanks to the large number of modes that are present inside the cavity. For an
asymmetric cavity, the fluctuation of the combination of all the modes ( i.e. mode
diversity) along the frequency increases as the number of modes increases (larger
cavity dimension). By minimizing the number of outputs, the different scattering
paths length inside the cavity increases, which in turn, leads to an increased mode
diversity. If the transfer functions are known, the PCD permits to modulate, by
different series of orthogonal waveform, the signal at each output, so that these
signals can be separated in post-processing. Then, the transfer functions, which
corresponds to each channel, satisfy the orthogonality requirement.

To maintain the power at an acceptable level, at the outputs of the device, we
choose to use a 1 × 4 PCD with output ports that perform a uniform linear array
(see Figs. 4.12 & 4.13).

In a 3-Dimensional spatial space, a transmitting antenna is located at a fixed
position. The location of its phase center, aligned with the x-axis, is (xt , yt , zt). The
PCD is used as the receiving part with M = 4 linearly spaced receiving antennas.
The phase centers are aligned with the x-axis and with an element spacing of ∆x.
Their locations are (xa, ya, za) with {xa(m) = −∆x ·(M −1)/2+(m−1) ·∆x}M

m=1. It
is considered Ns point scatterers identified by their Cartesian coordinates (xi , yi , zi).
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Figure 4.12: Cutting view drawing of the 1x4 passive device with associated transfer functions

Figure 4.13: Exploded view drawing of the passive device with 1) the lower part with 2) the input and 3) the output
ports. In 4) the diffractive element at the center of the cavity and in 5/6) the upper parts to close the cavity.

The index i yields for the ith point scatterer Pi. The equivalent distance for the wave
that propagates from the mth receiving antenna of the PCD to the point scatterer
Pi is given by:

di(m) = (dTxi + dRxi(m))/2

= (
q

(xt − xi)2 + (yt − yi)2 + (zt − zi)2

+
q

(xa(m) − xi)2 + (ya − yi)2 + (za − zi)2)/2

(4.18)
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A RF stimulus signal (Se(f)) is transmitted with a frequency diversity over
a frequency bandwidth Bf . Prior to being sent through the medium, the signal
has been transposed around the carrier frequency fc. The backscattered received
signals, at the output of the PCD, are modeled as a sum of transmitted signals that
are weighted and delayed. The complex weighting si represents all the attenuations
that occur during the round-trip propagation and the reflectivity of the ith point
scatterer Pi. The delays arise from the round-trip distances determined in (4.18).
Once the signals have been received by the receiving antennas (output ports), they
are transmitted inside the PCD (i.e. the cavity) to be received by the input port. The
propagation inside the PCD from the mth output port to the input port corresponds
to a multiplication, in the frequency domain, between the receiving signals Sm(f)
and the mth transfer function ḣm(f).
We consider ḣm(f) as the transfer function along the entire frequency spectrum.
Furthermore, n(f) ∼ NC(0, σ2) being a Gaussian white noise with zero mean and
variance σ2. The received signals at the input port of the PCD can be modeled as:

Sr(f) =
M
X

m=1

ḣm(f) · Sm(f) + n(f)

=
M
X

m=1

ḣm(f) ·
Ns
X

i=1

si Se(f) e−j4π(f+fc) di(m)/c + n(f)

(4.19)

with c being the speed of light. A transmitted signal Se(f) is considered with
a flat spectrum over a limited frequency bandwidth Bf . This corresponds to a
rectangular function with a unitary amplitude over the frequency bandwidth Bf and
zero elsewhere. By using hm(f) as the transfer function along the limited frequency
bandwidth, yield the following:

hm(f) = Se(f)ḣm(f) =
1

Bf

rect(
f − fc

Bf

) ḣm(f) (4.20)

By adding (4.20) into (4.19), this gives:

Sr(f) =
M
X

m=1

hm(f) ·
Ns
X

i=1

si e−j4π(f+fc) di(m)/c + n(f) (4.21)

In the presence of additive stochastic noise, the matched filter is the optimal
filter for maximizing the signal-to-noise ratio [27]. Then, on the received signal, are
applied 4 different matched filters to extract the received signals that have been
acquired by the four output ports. If the transfer functions hm(f) are known, the
received signals that come from the mth output port are extracted by matched
filtering as shown in (4.22).

Sm(f) = Sr(f) h∗
m(f)

= hm(f) h∗
m(f) ·

Ns
X

i=1

si e−j4π(f+fc) di(m)/c

+
M
X

l 6=m
l=1

hl(f) h∗
m(f) ·

Ns
X

i=1

si e−j4π(f+fc) di(l)/c

+ nfi(f)

(4.22)
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The first term is the useful received signal and the second term is the cross-correlation
with the other ports, nfi(f) = n(f) h∗

m(f) being the filtered white noise by means of
the matched filtering. In the perfectly orthogonal case where the transfer functions
are uncorrelated, the second term vanishes.

The key factor is to manufacture a PCD whose transfer functions are relatively
well decorrelated with each others to be discriminated. The optimized PCD has an
overall dimension of 115 mm length by 55 mm width by 35 mm height (23λ ·11λ ·7λ
at 60 GHz) where λ = c/(f +fc) is the wavelength. It is made of aluminium with the
walls thickness of 7.5 mm. The cavity is excited by a standard V-band waveguide
(WR-15) for an operating frequency bandwidth from 50 to 66 GHz. From Fig.
4.13, some of the vertical and horizontal corners are bended in such a way to avoid
any symmetry inside the cavity. Further, a diffractive element is located at the
center of the cavity. It is composed of three 0.75 × 0.75 × 0.75 mm3 cubes that are
overlapped and slithly displaced from each other along the three dimensions. The
element provides sharpe edges that allows the incoming wave to be diffracted. It
is used to decrease the level of the reflection coefficient at the input port because
the wave is diffracted in all the directions. Furthermore, it is used to improve the
spectral statistical behaviours of the cavity allowing a better decorrelation between
the transfer functions. One of the corner of the diffractive element is welded at the
bottom of the cavity.

There are four output waveguide ports placed to have a uniform linear array with
an element spacing of 25 mm (5 λ at 60 GHz). A non-linear array may be preferable
to decrease the correlation between each port. Nevertheless, the linear array has
been chosen to be used in a MIMO configuration, for creating a fully populated
virtual array. The output ports have the same vertical polarization as the input
port polarization. The element spacing and the cavity dimensions have been chosen
to be able to connect at each output a round flange waveguide of diameter 19 mm.
It is used to measure the transfer function of each channel. The realized PCD is
shown in Fig. 4.14a. The 13 screws are used to attach the different parts and to
minimize the presence of air gaps.

(a) (b)

Figure 4.14: Photography of (a) the output face of the realized passive compressive device, which works at millimeter-
wave, and (b) the output face of the horn antenna module.

A horn antenna module (see Figs. 4.14b & 4.15), made of aluminium, is attached
at the output of the PCD to focus slightly the beams in a limited angular sector.
Four similar horn antennas are used with a 8 × 5 mm2 aperture size and with a
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horn length of 10 mm. The reflection coefficient of each port is lower than -15 dB
and the coupling between the ports is lower than -55 dB over the frequency range.
In Figs. 4.15b & 4.15c are shown the measured radiation patterns of the first horn
fixed to the first port of the PCD along the E-plane and H-plane, respectively. The
gain of the antenna varies from 11 to 15 dBi in the frequency range (50 to 66 GHz).
Along the E-plane, the Half-Power Beam Width (HPBW) varies from 60◦ to 50◦

over the frequency range. Along the H-plane (G(θ, f)), the HPBW varies from 48◦

to 38◦ over the frequency range. The sidelobe level (SLL) is lower than -40 dB for
the H-plane and lower than -25 dB for the E-plane.

(a)

(b) (c)

Figure 4.15: Details of the antenna module with (a) Exploded view drawing of the horn antenna module with 1)
the lower part, 2) the input ports attached to the output ports of the passive compressive device and (3) the upper
part. The measured radiation pattern of the first port along (b) the E-plane Co-polar and (c) H-plane Co-polar
(G(θ, f)).

4.4.1.2 Direct Port-to-Port measurement of the PCD using a Vector
Network Analyzer

The knowledge of the transfer functions is needed to decorrelate the received sig-
nals. For a low number of ports, it is possible to individually measure each transfer
function using a 2-ports Vector Network Analyzer (VNA). A full-port calibration
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is performed. The first port of the VNA is connected to the input port of the de-
vice. The latter port of the VNA is connected to the mth output port of the device
and loaded waveguides are attached to the other ports. Measuring the complex
transmission coefficient gives the transfer function of the mth port. Because, it is
required a wide frequency bandwidth to give a full compression capability to the
passive compressive device, the transfer functions are measured from 50 to 65.998
GHz with a frequency step of 80 MHz corresponding to 2001 frequency bins. The
measured magnitude of the transfer functions along the frequency band are shown
in Fig. 4.16. The spectral statistical behaviours of the transfer functions seem to be
very close to a random process.

Figure 4.16: Absolute value in dB of the measured transfer functions by means of a VNA along the frequency band.

Figure 4.17: The auto/cross-correlation results, rij(τ) = DF T −1[hi(f)hj(f)∗], between the measured transfer
functions (VNA measurements), with the time domain τ (ns) along the horizontal axis and the normalized amplitude
(dB) along the vertical axis. It is normalized by the maximum peak of the auto-correlation fonctions. DF T −1 yields
for the inverse discete Fourier transform.

In Fig. 4.17, are shown, along the diagonal, the autocorrelation of each measured
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transfer function (rij(τ) for i = j), and above and below the diagonal, are shown the
mutual cross-correlation between each port. Over the cross-correlation results, the
highest measured peak reaches -15.5 dB as compared to the measured autocorrela-
tion functions. The peak side lobe ratio (PSLR) [44] of the autocorrelation levels is
lower than -20 dB from the main lobe peaks and with an integrated side lobe ratio
(ISLR) [44] lower than -14.7 dB. To be improved, it would be required to enlarge
the cavity size, however, it seems to be a good compromise between the cavity size
and the cross-correlation results. The power efficiency η of the PCD is shown in
Fig. 4.18. The power efficiency (η(f) = 10 log10(

P4
m=1 |hm(f)|2)), has a mean value

of -5.17 dB, also named as the average radiation efficiency and is controlled by the
reflection coefficient at the input port and the losses that occur inside the cavity
because of the multiple reflections on aluminium walls.

Figure 4.18: Measured power efficiency of the passive device corresponding to the outgoing powers from the four
ports versus the incoming power along the frequency.

However, if the inter-element distance between the ports is lower than the di-
ameter of the waveguide flange (19 mm in the case of the WR-15), measurements
of the transfer functions are no longer possible. Furthermore, the loads used are
not perfect which leads to a portion of the signals that arrive at the loads to be
reflected back inside the cavity. Such behavior may cause errors when measuring
the transfer functions. In addition, when a high number of ports are needed, it can
become complex to measure individually each transfer function.
One solution is to perform a near-field scanning measurements to retrieve the trans-
fer functions. However the probe and the scanning system used may interact with
the PCD, leading to measurement errors. The next Section, presents a procedure
that allows for the estimation of the transfer functions of a (N × M) PCD. The
procedure is tested on the fabricated (1 × 4) PCD.

4.4.1.3 Estimating transfer functions using Compact Antenna Test Range
measurements

The measurements are performed in the Compact Antenna Test Range (CATR)
IETR facility [45]. The RF measurement system uses a classic architecture with a
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Figure 4.19: Setup measurement using a Compact Antenna Test Range.

VNA and external VDI Tx and Rx frequency extenders. It is dedicated to measure
high gain antennas at a short distance thanks to the capability of a reflector to create
a quiet zone at a fixed range of diameter 600 mm with a depth cylinder of 600 mm.
Inside the quiet zone, the amplitude of the electric field is considered as uniform and
the plane-wave assumption can be used. Figure 4.19 shows the measurement setup.

An optimized horn antenna (feeder) illuminates the reflector. The reflector is
used to reflect a spherical wavefront into a plane wavefront within the quiet zone.
Inside the quiet zone is placed the Device Under Test (DUT), attached to a receiver,
which can be rotated along the azimuth direction. The received signal at the input
port of the PCD is a linear combination between the received signals at each output
port and the associated transfer functions. When rotating the PCD, the transfer
functions are not modified, and only the phase variations along the output ports
vary in a known way. Hence, the rotation along the azimuth direction gives the
diversity needed to extract the transfer functions of the PCD.
Because the location of each output port is a known parameter, the phase shift
between each port, based on the frequency and the angle of incidence of the plane
wave, is given for the creation of a steering vector matrix according to the plane-
wave assumption.

The round-trip carrier wavenumber is described as kc = 4πfc/c whereas the
baseband wavenumber domain is covered by the signal spectrum such as k = 4πf/c.
By adding the azimutal diversity θ in (4.21), with Ns = 1, it yields:

Sr(θ, k) =
M
X

m=1

hm(k) · s1 G(θ, k) e−jϕm(θ,k) + n(θ, k) (4.23)

with G(θ, k) being the Co-polar H-plane radiation pattern of each antenna and
ϕm(θ, k) = (k + kc) d1(θ, m) that corresponds to the phase variation at the mth
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output port along the spatial frequency and azimutal diversities. The coefficient s1

is the complex weighting coefficient, which represents the attenuations that occur
during the round-trip propagation from the unique wave that arrives on the DUT,
and d1(θ, m) is the round-trip distance between the transmitting antenna and the
mth port of the PCD when it is rotated at an angle θ from broadside. Thanks to
the plane-wave assumption that occurs in the quiet zone, the phase variation can be
approximated according to the first order taylor expansion. By taking as a phase
reference the first port of the PCD, it yields:

Ψm(θ, k) = ϕm(θ, k) − ϕ0(θ, k)

= (k + kc) (d1(θ, m) − d1(θ, 0))

≈ −(k + kc)m∆x sin(θ)

(4.24)

with ∆x the inter-element distance between the ports.
A data model that estimates the receiving signal is explained. A finite range

of azimuth angles is used with θ ∈ [θmin, θmax ] for Nθ scanning angles. The phase,
generated by the plane-wave that arrives at an angle θ from broadside between two
ports, is Ψ = −(k + kc)∆x sin θ. The steering vector, which contains the phase
shifts, is defined as a(Ψ) = [1, ejΨ, ..., ejMΨ]. It yields the steering vector matrix by
considering all the phase shifts at each port for all scanning angles such as A =
[a(Ψ1 ), ..., a(ΨNθ

)]T . The receiving signal at the input port of the PCD can be
estimated as shown in (4.25).

Ŝr(θ, k) = A ĥ(k) (4.25)

with ĥ(k) = [ĥ1(k), ..., ĥM(k)]T = [α1(k) + jβ1(k), ..., αM(k) + jβM(k)]T being the
estimated transfer functions vector at the wavenumber k + kc with αi and βi respec-
tively, the real part and the imaginary part of the ith transfer function, which has to
be found. This procedure is valid if the DUT is located at the center of rotation of
the receiving part, which is not the case in this study. The effect of rotating around
the center of rotation has to be added in (4.25) to compensate for the phase varia-
tion when the receiving part is rotating (see Fig. 4.20). The phase shift is defined
as δ(θ, φ, k) = exp (j(k + kc)(L − y(θ)) with y(θ) =

q

(∆x/2)2 + L2 · cos (φ + θ). It
yields:

Ŝr(θ, k) = A ĥ(k) + δ(θ, φ, k) (4.26)

The estimation of the transfer functions, for a given spatial frequency k + kc,
is assessed by minimizing the residual error between the measured data Sr(θ, k)
and the data model Ŝr(θ, k) subject to the fact that the estimated transfer function
vector ĥ(k) is a unit vector such as the following [46]:

minimize
ĥ(k)

|Ŝr(θ, k) − 1
G(θ, k)

Sr(θ, k)|2

subject to ||ĥ(k)|| = 1
(4.27)

The DUT is measured for θ ∈ [−90◦, 90◦] with Nθ = 181 scanning angles and
f + fc = ((k + kc) c)/(4π) ∈ [50 GHz, 66 GHz] with Nf = 2001. The corresponding
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(a)

(b)

Figure 4.20: Sketch of the phase variation that occurs when the DUT is looking at (a) broadside and (b) at squint
angle.

measured data Sr(θ, f) is shown in Fig. 4.21. Because the element spacing is 2.5
cm, which corresponds to 5λ at f + fc = 60 GHz, it can be seen the grating lobes
effects spatially filtered by the radiation pattern of each element.
Because there is no need to use the full range of observation angles to retrieve the
transfer function, the minimization is performed for a limited range of observation
angles θ ∈ [−30◦, 30◦]. Because, isotropic radiating sources are used in the data
model, the radiation pattern effects, in the measured data, are compensated prior
to applying the minimization to estimate the transfer functions at each frequency
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(a)

(b)

Figure 4.21: Measured data along (b) the frequency domain and azimuth axis and along (a) the azimuth axis at the
first frequency f + fc = 50GHz.

(see (4.27)). Figures 4.22a & 4.22b compare, at 50 GHz, the measured data and the
data model results by using the estimated transfer function from the minimization
in amplitude and phase respectively. It can be seen that the data model matches
the measured received data, which implies that the estimated transfer functions are
valid. From Fig. 4.23, it is shown the correlation between the measured transfer
functions thanks to the port-to-port measurement from the VNA (h(f)) and the
estimated transfer functions from the plane-wave estimation method (ĥ(f)). Over
the correlation results, the PSLR of the correlation functions for each port (along
the diagonal) is lower than -17.5 dB and with an ISLR lower than -14.1 dB. Over the
cross-correlation results (above and below the diagonal), the highest peak reaches
-15 dB. From Fig. 4.24, it is shown the absolute value of the complex inner product
between the measured transfer vector (h(f)) and the estimated transfer functions
vector (ĥ(f)). An inner product between two unit normal vectors equal to one is
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obtained if the two complex vectors are equals. The mean result along the frequency
is 0.96.

(a)

(b)

Figure 4.22: Measured data at f + fc = 50 GHz in (a) amplitude and (b) phase. The black line corresponds to the
measured data (Sr (θ, f)) and the dashed red line corresponds to the result of the data model using the estimated
transfer function found from minimization (Ŝr (θ, f)).

It is possible to estimate the transfer functions of a PCD where the ports are
arranged in a uniform linear array according to the plane-wave estimation method.
In a non-uniform or sparse linear array, the method can also be applied. To re-
duce the number of acquisitions, it is possible to estimate the transfer function
from sparse acquisitions when the spatial k-space is undersampled by means of least
squares minimization methods [47]. If the outputs of the PCD are located over a
2-Dimensionnal array, it is required to rotate along the azimuth and the elevation di-
rections to extract the transfer functions in the same manner as in the 1-Dimensional
case.
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Figure 4.23: The auto/cross-correlation results, rij(τ) = DF T −1[hi(f)hj(f)∗], between the measured transfer

functions (h(f)) and the estimated transfer functions (ĥ(f)), with the time domain τ(ns) along the horizontal
axis and the normalized amplitude (dB) along the vertical axis. It is normalized by the maximum peak of the
auto-correlation fonctions. DF T −1 yields for the inverse discete Fourier transform.

Figure 4.24: Absolute value of the complex inner product results between the measured transfer functions (h(f))

and the estimated transfer functions (ĥ(f)), along the frequency.
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4.4.2 MIMO-SAR configuration measurement

To validate the accuracy of the transfer function retrievable technique, measurements
of the system point spread function is performed in a MIMO configuration. The
configuration is shown in Fig. 4.25. The measurements are performed thanks to the
IETR facility DIADEM (DIagnostic, Analysis and Dosimetry of EM fields) already
presented in the previous sections.

Figure 4.25: Measurement setup.

The four output ports of the PCD are used as the four transmitting antennas
with element spacing ∆x equal to 25 mm. Considering δx = 2.5 mm as the element
spacing of the receiving synthetic array, the receiving synthetic aperture is located
over an aperture of length ∆x − δx and aligned with the x-axis. The location of each
phase center is (xa, ya, za) with xa ∈ [−∆x/2, ∆x/2 − δx]. According to the same
notation as in (4.21), the receiving signals along the continuous receiving aperture
is expressed as:
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Sr(xa, k) =
M
X

m=1

hm(k) ·
Ns
X

i=1

si e−j(k+kc) di(m,xa) + n(xa, k) (4.28)

with
di(m, xa) = dTxi(m) + dRxi(xa)

=
q

(xt(m) − xi)2 + (yt − yi)2 + (zt − zi)2

+
q

(xa − xi)2 + (ya − yi)2 + (za − zi)2

(4.29)

with {xt(m) = −∆x·(M−1)/2+(m−1)·δx−x0}
M
m=1 and x0 = 20 cm being a constant

that corresponds to the distance between the center of the receiving aperture and
the center of the PCD.

In the same manner as in (4.22), it is applied the four matched filters to extract
the received signals from the four output ports. The expression Sm(xa, k) is the
received signal, which comes from the mth output port on the receiving array xa,
after matched filtering. Ym(xa, d) is the received signal in the spatial domain d after
applying an inverse Fourier transform along the wavenumber domain k.

Finally, the back-projection algorithm is used to generate the focused SAR image
f(x, y, z = C0) with C0 = 0.3 m a constant height. One particular pixel pl with
Cartesian coordinate (xl, yl, zl) of the focused SAR image is constructed by:

f(xl, yl, zl) =
M
X

m=1

Z Δx/2

xa=−Δx/2
Ym(xa, dl(m, xa))ejkcdl(m,xa)dxa (4.30)

with dl(m, xa) being the round-trip distance between the mth port of the PCD, the
lth pixel location and the receiving aperture xa. The 25-mm length receiving array
is synthetized by moving the RF reception module to δx = 2.5 mm spaced discrete
positions thanks to the scanner, which corresponds to an array of 10 elements.
The MIMO configuration generates a larger virtual array with fewer elements. In
terms of achievable cross-range resolution, it is comparable to one fixed transmitting
element with 40 receiving elements with element spacing equal to 2.5 mm. A 16 GHz
bandwidth signal (Bf ) with a 58 GHz carrier frequency (fc) is used. To speed up
the acquisition of the 2001 frequency points obtained for each reception position, an
IF filter of 100 kHz was applied.

Figure 4.26 shows two metallic trihedral corners with an edge length of 50 mm
settled at about 1.4 m distance from the imaging system, on a foam support. From
Fig. 4.27a, it is shown the imaging result of the virtual array. The virtual ar-
ray is synthetize by means of the scanner as already shown in the Fig. 4.25. The
two target’s positions can be retrieved. Such result is used as a reference to be com-
pared with the imaging results where the PCD is used with a smaller receiving array.

From Fig. 4.27b, it can be seen the imaging result of the MIMO configuration
associated with the PCD in which the transfer functions are measured thanks to
the Port-to-Port measurements detailed in the Section 4.4.1.2. From Fig. 4.27c, it
is shown the imaging result of the MIMO configuration associated with the PCD
in which the transfer functions are estimated thanks to the plane-wave estimation
measurements detailed in the Section 4.4.1.3. In the Table 4.1 are summarized
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Figure 4.26: Scene in the anechoic chamber composed of two corner reflectors.

and compared the point spread function performances in terms of the range and
cross-range resolutions and side lobe levels. Where the transfer function has been
estimated from the plane-wave estimation method, the range/cross-range resolution
is closer to the performance of the reference (the virtual array) than that where the
transfer functions are measured from the Port-to-Port measurement method. To be
more realistic, in the next section is studied an array of antenna to substitute the
scanner.

Table 4.1: Summarized point spread function performances

Performance Virtual array Port-to-Port
measurement

plane-wave esti-
mation method

Range resolution
(mm)

10.4 11.8 10.6

Cross-Range res-
olution (mm)

61.7 62 61.7

Side-lobe level
(dB)

-13.58 -10.63 -12.5
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(a)

(b)

(c)

Figure 4.27: Measurement imaging results, by using 4.30, of two isotropic targets (corner reflectors) captured by
(a) a classic SIMO configuration with 1Tx (transmitting element) and 40 Rxs (receiving elements), (b) the passive
compressive device with 10 Rxs elements where the Port-to-Port measurement is used to have the transfer function
and (c) the passive compressive device with 10 Rxs elements where the plane-wave estimation is used to have the
transfer function.
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4.4.3 Stacked-patch antenna array

It has been shown the capability of a MIMO configuration to drastically reduce the
number of required chains in the radar imaging systems by means of both the virtual
array theory and the passive compressive device. For the last results presented in the
previous section, the receiving array is synthetized through the use of a scanner. To
be more realistic, the scanner needs to be replaced by a real antenna array. So this
part concerns the design of a printed antenna array with switching capability thanks
to switch components. The 16 GHz frequency bandwidth required by the passive
compressive device from 50 to 66 GHz imposes the use of a wide-band antenna
element. The inter-element distance is fixed to 2.5 mm which drastically reduce the
choice of wide-band antennas. It has been decided to use a stacked-patch antenna
since the wide-band capability of the element is mainly due to the large spacing
between the two patches that are aligned along the electromagnetic wave propagation
axis. Such element permits to have a low inter-element distance of about λ/2 which
permits to generate a fully-populated virtual array. At the receiving antenna level,
the selection of one stacked-patch element among the others is performed by means
of switch components.

4.4.3.1 Design of the antenna element

The stacked patch element is realized as shown in Fig. 4.28. It is a multi-layer
based printed antenna having the following caracteristics (ǫr: permittivity of the
substrate, h: thickness of the substrate, th: the metallic thickness):

Figure 4.28: Schematic of the stacked patch antenna

• V1 (Duroid R5880 ǫr = 2.2, h = 127 um, th = 17.5 um): The bottom face:
the active MMIC components are placed and connected by a feeding line. The
top face: An increase in the nominal ground from 17.5 um to 100 um has been
applied where the slot are used to feed the patches. This increase is required
to facilitate the MMIC bonding and for DC bias dissipation.

• V2 (Duroid R4350 ǫr = 4.3, h = 280 um, th = 17.5 um): The substrate is
used with a big cavity around the patch in order to have a sufficiently high
height between the ground (top face of V1) and the patch 1 (bottom face of
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V3). On both faces where the cavity is not present, it is fully metallized to be
glued to V1 and V3.

• V3 (Duroid R5880 ǫr = 2.2, h = 254 um, th = 17.5 um): It has been used a
thicker substrate as compared to V1 to have a rigid surface to avoid a distortion
at the cavity location. It is added the first patch at the bottom face and a
fully metallized surface at the top face where the cavity is not present to be
glued with V2 and V4.

• V4 (Duroid R4350 ǫr = 4.3, h = 280 um, th = 17.5 um): The substrate is
used with a big cavity around the patch in order to have a sufficiently high
height between the patch 1 (bottom face of V3) and the patch 2 (bottom face
of V5). On both faces where the cavity is not present, it is fully metallized to
be glued to V3 and V5.

• V5 (Duroid R5880 ǫr = 2.2, h = 254 um, th = 17.5 um): It has been used a
thicker substrate as compared to V1 to have a rigid surface to avoid a distortion
at the cavity location. It is added the second patch at the bottom face and a
fully metallized surface at the bottom face where the cavity is not present to
be glued with V4.

• Glue (ǫr = 3.52, h = 90 um): The pre-preg is used to glue the multilayer
configuration. The thickness of 280um of V2 and V4 is made from an initial
thickness of 100 um plus a 90 um of prepreg in both sides corresponding to a
final thickness of 280 um.

Thanks to the optimization performed using CST microwave software, the side
length of the Patch 1 located at V3 is 1.765 mm and the side length of the Patch 2
located at V5 is 1.280 mm. The length and the width of the slot are 1.275 mm and
0.4 mm, respectively. Because the beam of the passive compressive device outputs
are slightly focused along the E-plane thanks to the horn antenna module, in the
same manner, one element of the receiving array is composed of two patches aligned
along the E-plane and the elements of the array are oriented along the H-plane.

Firstly, a passive antenna array has been designed without active MMIC (switch
and amplifier) to validate the multilayer technology and the bandwidth capability.

4.4.3.2 Passive prototypes

In Fig. 4.29 is shown the dimensions of the feeding network design of the passive
array of 8 elements (each one composed of two patches along the E-plane) with:
w1 = w5 = 0.380 mm, w2 = 0.900 mm, l2 = 1.580 mm, w3 = w4 = 0.800 mm,
l3 = l4 = 1.1 mm, w6 = 0.240 mm, w7 = 0.700 mm and l7 = 1.400 mm.

In Fig. 4.30 is shown the magnitude of the simulated S11-parameter along the
frequency for the single element and the array of 8 elements. Thanks to the opti-
mization, a 15-GHz frequency bandwidth is achieved for both designs corresponding
to a bandwidth of 26% centered at the carrier frequency 57.5 GHz.
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Figure 4.29: Feeding network dimension of the array of eight elements.

Figure 4.30: Simulated S-parameter of one single element and an array of 8 elements.

The simulated Co/Cross radiation pattern of a single element along the E and
H-planes are shown in Fig. 4.31. The radiation patterns are shown for frequencies
of 50/55/60 and 65 GHz. The SLL are lower than -10 dB with a directivity of
approximately 10 dBi along the frequency band and a cross-polarisation level of 26
dB below the main beam. The HPBW along the H-plane is 80◦ and 40◦ along the
E-plane.
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(a)

(b)

Figure 4.31: Simulated Co/Cross radiation pattern of the element along (a) the E-plane and (b) the H-plane.

In the same manner, in Fig. 4.32 is shown the simulated Co/Cross radiation
pattern of the array of 8 elements along the E and H-planes. The SLL are lower
than -12 dB with a directivity of approximately 16 dBi and with a cross-polarization
level of 26 dB below the main beam. The HPBW along the H-plane is 9◦ and 40◦

along the E-plane.
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(a)

(b)

Figure 4.32: Simulated Co/Cross radiation pattern of the passive array along (a) the E-plane and (b) the E-plane.

In Fig. 4.33a & Fig. 4.33b are shown the fabricated patch antenna correspond-
ing to a single element of the array and an exploded view of the different layers,
respectively. In Fig. 4.34 is shown the fabricated passive array of 8 elements.

Finally, it is compared the simulated reflection coefficient and the measured
reflection coefficient for the element and the array in Fig. 4.35a and Fig. 4.35b,
respectively. The measured reflection coefficient result of the element permits to
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(a) (b)

Figure 4.33: Single element with (a) the fabricated prototype and (b) the exploded view.

Figure 4.34: Passive array of 8 elements prototype

validate the multilayer technology and the bandwidth capability of the antenna to
be used in the active prototype. At around 56 GHz, a small peak at -8.5 dB occurs
for the array of elements, however, this also permits to validate the principle. The
radiation patterns of the two passive prototypes have not been measured yet.
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(a)

(b)

Figure 4.35: Simulated and measured S-parameter of (a) the single element and (b) the array of 8 elements.
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4.4.3.3 Active prototype

The final objective of this section was to implement a radar with the passive compres-
sive device as transmitting antenna part and an active switchable array as receiving
antenna part and based on the precedent multilayer technology. This technology
has been validated through the measurement of passive antenna element and ar-
ray. The implementation of this active array using MMIC amplifiers and swithes is
represented on Fig. 4.36a illustrating the principles of operation.

Further, the layout of the active prototype has been manufactured as shown in
Fig. 4.36b. In the part A is added low noise amplifiers (Ref: UMC CHA2159)
that have a gain above 18 dB between 50 to 66 GHz. The amplifiers are used
to compensate the losses due to the switch components and all wire boundings
used.Moreover the LNA allows to obtain an acceptable signal to noise ratio.

In the part B is added SPDT (Single pole, double throw) switch components
(Ref: SPDT Hittite HMC-SDD112) working from 50 to 86 GHz with insertion loss
from 1 to 3 dB and isolation of about 25 dB. the switch components are added in
such a way to be able to receive the signal from one element among the others.
Finally in part C are the BIAS pads used to control both the amplifiers and the
switch components and the resistors required to properly feed the amplifiers.

Unfortunately, due to lack of time, the implementation of active MMIC on the
layout has not been not yet but we hope it could be done in the next weeks.When
this active prototype will be manufactured, it will be used in a MIMO configuration
with thae passive compressive device to have a fully populated virtual array to image
a scene in almost real time.
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(a)

(b)

Figure 4.36: (a) schematic drawing and (b) the manufactured Active array layout of 8 independant elements.
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4.5 Summary

Close observation reveals that the millimeter-wave frequencies are approriate for
small objets imaging application such as concealed object under clothes for instance.
The frequency band available at those frequencies is sufficient (higher than 4 GHz),
however, to obtain high resolution images, it requires a large number of receiving
antennas and associated chains which lead to a costly and complex technology. To
reduce the complexity and the cost, a MIMO configuration using passive compressive
device has been investigated thanks to the virtual array principle. The passive
compressive device has been used with a synthetic receiving array using a scanner.
To avoid the use of a moving plateform, a switch-based patch array has been studied
with a wide frequency bandwidth.
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Chapter 5

Spectral estimation methods

Synthetic Aperture Radar (SAR) combines 1-D or 2-D spatial diversity with spec-
tral diversity to produce 2-D or 3-D maps of the electromagnetic reflectivity of
environments. Exact focusing methods in time or frequency domain such as the
Back-Projection [1, 2] or the Range migration (ω − k) inversion [3–5] algorithms
may be used to transform the coherent acquired raw data into images. The achieved
spatial resolution is inherently limited by the processed frequency band and by the
synthetic aperture dimensions. To overcome this limitation, imaging techniques
based on spectral estimation methods are used to improve spatial resolution, that
is a key factor for target detection and recognition. Spectral estimation methods
consider the problem of determining the spectral content of a finite noisy set of
measurements, by means of either parametric or nonparametric techniques [6, 7].
The spectral estimation methods considered here are covariance matrix-based al-
gorithms, which have been originally adapted to array processing, according to a
data model based on several assumptions, corresponding to the plane-wave (far-field
region) and the narrow-frequency bandwidth configurations [8, 9]. In fact, the data
model considers that the region of interest is located relatively far from the radar
system so that the spherical wave-front arriving upon the synthetic aperture is con-
sidered as a plane wave. It also assumes that the transmitted signals have a narrow
frequency bandwidth. In such cases, the signal history of a point-scatterer is con-
sidered as a 2D-sinusoid where the phase variation is considered as a linear function
of the scatterer’s position.

However, when the model is compromised, compensations are required to give
full capability to spectral estimation methods. In the literature, specific spectral es-
timation methods are modified to consider the wide-band or near-field configurations
as in [10–14]. Firstly, for a wide-band far-field configuration, the distance variation
between one target and the full aperture may exceed the range resolution of the
system. The target response is going to spread over multiple range cells leading to
a reduction of the capability of spectral estimation methods. Because the spectral
estimation methods considered use the covariance matrix from one particular range
of the SAR data, the selected vector provides only a portion of the phase history
of the target response. This therefore reduces the capability of spectral estimation
methods to discriminate closely spaced targets. The wide-band compensation algo-
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rithm in [15, 16] has the ability to cancel out the range cell migrations that occur
by means of a spatial re-sampling of the SAR data. Then the spectral estimation
methods are applied on the compensated SAR data.

Secondly, for a narrow-band near-field configuration, the wave phase-front can-
not longer be considered as a plane phase-front without producing severe errors and
distortions, since phase history is no longer a linear function. Near-field compen-
sation algorithms [17–19] locally compensate for the spherical phase-front over the
aperture. The estimation problem consists in solving a set of two non-linear func-
tions: the range and the Direction of Arrival (DoA). The compensation is done using
the exact geometry of the problem. Once the compensation is performed, spectral
estimation methods are applied on the resulting SAR data.

However, where the SAR data acquired in a wide-band and near-field configura-
tion, the spherical wave-front curvature generates non-linear range cell migrations,
whose imperfect compensation, using the plane wave assumption, generates residual
range shifts whose magnitude might be comparable to the range resolution, and
whose distribution over the aperture highly depends on the location of a scatterer
and on the acquisition geometry. This variability prevents a generic correction pro-
cedure. Similarly, near-field phase patterns cannot be written under a convenient
and generic formalism, i.e. the phase distribution over the aperture not only depends
on a target azimuth, but on its range position too.

To avoid this, a solution is to perform spectral estimation methods from SAR
images focused using an exact technique as in [20–23]. The near-field and wide-band
compensations that were previously needed are no longer necessary. Then spectral
estimation methods are directly applied on the resulting compensated complex SAR
image.

Most of the SAR configurations encountered in the litterature [24] are data pro-
cessed at zero doppler, i.e all the scatterers are seen by the radar over a symmetric
angular domain with a similar range of the observation angles and focused SAR
image are then well represented over a Cartesian (range-azimuth) grid.

However, in a fan-beam configuration [25], where the dimension of the synthetic
aperture is smaller than the area that is imaged, multiple targets may be measured
over different ranges of observation angles, i.e each scatterer is seen over a non-
symmetric angular domain, where the median value depends on the acquisition
geometry. As a result, such an information is much better represented using polar
coordinates, rather than a Cartesian coordinates. This effect can be well observed
on focused images where sidelobe target responses spread along a quasi-circular
trajectory.

This property whose validity is based on the fact that the synthetic aperture is
lower than the scene is used in this paper to significantly improve high-resolution
focusing results thanks to spectral estimation methods.

First, the SAR geometry configuration and theory to build SAR raw data are
presented in the Section 5.1.1. In the section 5.1.2, is demonstrated, by simulation,
the undesired effects of four configurations (Far-field and narrow-band/ Far-field and
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wide-band/ near-field and narrow-band/ near-field and wide-band) on a particular
point-like target located at a squint angle from broadside. The authors exhibit
the undesired effects before and after applying the near-field, wide-band or both
compensation methods from the literature on the four configurations. It reveals
that in the near-field wide-band configuration, working directly on the raw data is
not suitable to give full capability to spectral estimation methods. Then in Section
5.2, a SAR focusing technique (the back-projection algorithm), to reconstruct a
focusing SAR image and to be able to use spectral estimation methods even for
squint angle configuration, is applied. The projection over a Cartesian and a Polar
grid is shown and spectral estimation methods are applied and compared for the
two projections. The remainder of this chapter is organized as follows: Section
5.3 presents the data model, some spectral estimation methods and a flow chart of
the proposed processing algorithm. Finally, these spectral estimation methods are
applied on simulated data in Section 5.4 and on measured SAR data at millimeter
wave with a wide frequency band width and a large aperture in Section 5.5.

5.1 Near-field and wide-band environments

5.1.1 Geometry configuration

Figure 5.1: Geometry of the Radar imaging configuration.

Considering the case where a transmitting antenna is located at a fixed position
in a 3-Dimensional spatial space in a Cartesian coordinate system (see Fig. 5.1).
The location of its phase center is (xt , yt , zt). A receiving synthetic array is located
over an aperture of length L and aligned with the x-axis. The location of each phase
center is (xa, ya, za) with xa ∈ [−L/2, L/2]. The radiation pattern of each element
is considered as isotropic. Ns point scatterers are considered and identified by their
Cartesian coordinates (xi , yi , zi). The index i yields for the ith point scatterer Pi .
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The equivalent distance from the radar to the ith point scatterer is given by:

di(xa) = (dTxi + dRxi)/2

= (
q

(xt − xi)2 + (yt − yi)2 + (zt − zi)2

+
q

(xa − xi)2 + (ya − yi)2 + (za − zi)2)/2

(5.1)

A transmitted baseband signal u(τ) in the time domain with its counterpart
in the frequency domain U(f) is used, with a frequency diversity over a frequency
bandwidth Bf . The signal has been transposed around the carrier frequency fc

before being sent through the medium. The received signals along the aperture
Sr(xa, f) in (5.2) are modeled as a sum of transmitted signals, which are weighted
and delayed. The complex weighting si represents all the attenuations that occur
during the round-trip propagation and the reflectivity of the ith point-like target.
The delays arise from the round-trip distance determined in (5.1).

Sr(xa, f) =
Ns
X

i=1

si U(f) e−j4π(f+fc) di(xa)/c + n(xa, f) (5.2)

with c being the speed of light and n(xa, f) ∼ NC(0, σ2) being a Gaussian white
noise with zero mean and variance σ2. The focused received signals (S(xa, f) ) by
adapted filtering [1] along the aperture is expressed as:

S(xa, f) = Sr(xa, f) U ∗(f)

=
Ns
X

i=1

si H(f) e−j4π(f+fc) di(xa)/c + nf (xa, f)
(5.3)

where H(f) being the resulting transfer function which defines the properties of the
focused signal and nf (xa, f) the filtered white noise by adapted filtering. (·)∗, (·)t

and (·)H yield for the conjugate, the transpose and the conjugate transpose operator,
respectively.
Its counterpart in the wavenumber domain is expressed as:

S(xa, k) =
Ns
X

i=1

si H(k) e−j(k+kc) di(xa) + nf (xa, k) (5.4)

The round-trip carrier wavenumber is described as kc = 4πfc/c, whereas the base-
band wavenumber domain is covered by the signal spectrum such as k = 4πf/c

The range focused received signals in the spatial domain s(xa, d) after an inverse
Fourier transform along the wavenumber domain is expressed as:

s(xa, d) =
Ns
X

i=1

si h(d − di(xa)) e−jϕx(xa) + nf (xa, d) (5.5)

h(d) is the range ambiguity function in the spatial domain. Where the transmitted
signal has a flat spectrum over the frequency band Bf and zero elsewhere, the range
ambiguity function corresponds to a sinc function characterized by its range resolu-
tion (δr) that is inversely proportional to the frequency band used such as δr = c

2Bf
.

ϕx(xa) = kcdi(xa) corresponds to the phase variation along the aperture.
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5.1.2 Near-field and wide-band configurations

The range focused received signals s(xa, d) have exact phase history information
about the area of interest. Nonetheless, approximations may be used in various
cases.
A particular target is considered to be in a far-field region if it is located far enough
from the radar so that the backscattered spherical wave arriving upon the aper-
ture can be considered as a plane wave. It is highly dependent on the range
between the target and the aperture length. A simple rule of thumbs is that a
backscattered spherical wave from a broadside target is considered as a plane-wave
if di(xa) > (2L2)/(λc). It corresponds to a phase variation along the aperture lower
than π/8 with λc, the wavelength at the carrier frequency.

(a) (b)

(c) (d)

Figure 5.2: Sketch of the propagation of the range resolution front for a point-like target in a (a) far-field narrow-band
configuration, (b) far-field wide-band configuration,(c) near-field narrow-band configuration,(d) near-field wide-band
configuration. The blue dots represent the extreme sides of the aperture represented by the dashed line. The arrow
gives the angle of incidence of the wave.

Four different configurations are studied and simulated with the corresponding
simulated parameters of each configuration detailed in the Tab. 5.1. In the case of
a far-field and narrow-band configuration (see Fig. 5.2a), the range and cross-range
focusing are linked to a Fourier transform thanks to the linear phase variations that
occurs.

Figure 5.3 shows a simulated raw data matrix for a far-field narrow-band config-
uration. It has been simulated using only one point-like target located at an angle
θi = 20◦ from broadside with θ defining the cross-range look-angle. The intensity of
each image is normalized, expressed in decibels, to peak at 0 dB and clipped at -40
dB. It has to be noticed that the final images are centered on the 2D point-spread
function of the point-like target.

Figure 5.3a shows the raw data after range focusing (5.5) . It permits to show
that no range migration occurs. The spatial frequency domain kx = [(kc +k) sin θ]/2
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(a) (b) (c)

Figure 5.3: Simulation results of the matrix S for a point-like target in a far-field narrow-band configuration after
(a) the range focusing and (c) the range and the cross-range focusing (Fourier SAR image without compensations).
(b) shows the phase variation along the aperture.

corresponds to the projection of the wavenumber (kc + k) on the aperture plane. It
is also referred as the slow-time frequency. Because the point-like target is located
relatively far from the aperture (di(xa) >> L), the phase variation along the aper-
ture is considered as linear (see Fig. 5.3b). By taking as a reference the center of
the synthetic array (xa = 0) and by means of the first order Taylor expansion, the
phase variation can be approximated by

ϕx(xa) = kcdi(xa) ≈ kc

�

di(0) − xa sin θi/2
�

(5.6)

Figure 5.3c shows the raw data matrix after range and cross-range focusing using
a 2-D Discrete Fourier Transform (DFT). The point-like target response is then
properly focused. Using (5.6) in (5.5), and omitting the noise, it yields:

s(xa, d) =
Ns
X

i=1

αci
h(d − di(xa)) e−jkc xa sin θi/2 (5.7)

with αci
= si e−jkcdi(0).

For a given angular sector that is illuminated (i.e. |θi| ≤ θM), a Radar is con-
sidered in a narrow-band condition if the variation of the range Radar ambiguity
function (h(d − di(xa))) along the receiving aperture is lower than the range res-
olution (δr), avoiding any range cell migration. In other word, the phase shift
generated by the back-scattered plane wave from a point-like target located at an
angle θM from broadside must be lower than δr . It yields the following criterion:
Bf < c/(2L sin θM). In the narrow-band case, k + kc ≈ kc, that allows for removing
the frequency dependency in (5.4).
Contrarily, in a wide-band configuration (see Fig. 5.2b), the exponential term de-
pends on both the wavenumber frequency k + kc and the receiving antenna location
xa. Using the wide-band compensation algorithm in [15, 16], the wavenumber fre-
quency dependency can be eliminated using spatial re-sampling, such as:

xa =
kc − 2πBf /c

k + kc

x̃a (5.8)
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Table 5.1: Simulation parameters for the different configurations (FF: Far-field, NF: Near-field, NB: Narrow-band
and WB: Wide-band).

Parameter [unit] FF/NB NF/NB FF/WB NF/WB

fc/ Bf [GHz] 50/0.5 50/0.5 50/20 50/20

L [m] 0.2 0.2 0.2 0.6

d(xa = 0) [m] 50 1.5 50 1.5
Farfield criterion:

2l2/λc [m]
13.3 13.3 13.3 120

Narrowband criterion:
c/(2L sin θM) [GHz]

2.2 2.2 2.2 0.73

Non-linear range
migration condition:
(L − 4δ2

r)/(8δr) [m]
if δr < L/2

δr > L/2 δr > L/2 0.66 6

Substituting the expression of x̃a into (5.4) and according to the approximation in
(5.6), it gives:

S̃(x̃a, k) =
Ns
X

i=1

αci
H(k)e−jkdi(0) ej (kc−2πBf /c)x̃a sin θi/2 (5.9)

This removes the frequency dependency of the signal and by means of interpola-
tion, it permits to rearrange the raw data in such a way that one particular target
response is seen in the same range cell along the aperture.

Figure 5.4 corresponds to the far-field wide-band configuration. In this particular
configuration, range migrations occur (see Fig. 5.4a). Hence, the point-like target
response is shared among multiple range cells. The selection of one particular range
row, where the target is present, gives partial information about the target response.
The target response is not properly focused as shown in Fig. 5.4e. Red dashed lines
are added in Fig. 5.4c to show the location where a range migration occurs. It can
also be used for the others configurations.

After applying the wide-band compensation using (5.9), the range migration is
removed (see Fig. 5.4b) that allows for properly focusing the point-like target re-
sponse (see Fig. 5.4f).

As regards the near-field narrow-band configuration (see Fig. 5.2c), the linear
phase variation approximation in (5.6) is not valid anymore. In Figs. 5.5a & 5.5b,
no range migration occurs but the non-linear phase shift generated by the spherical
wave-front shown in Fig. 5.5c does not allow to properly focus the point-like target
response (see Fig. 5.5e). Removing the spherical component, by only keeping the
linear phase shift variation from the plane wave assumption, is desired. But the
near-field compensation have to be determined for each SAR measurement cell. In
fact, each target location has its own wave-front that is dependent on the pair of
a range and a cross-range location. At one particular location P̂i (x̂i , ŷi , ẑi), the
distance variation along the aperture d̂i(xa) is determined using (5.1). The phase
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(a) (b)

(c) (d)

(e) (f)

Figure 5.4: Simulation results of the raw data matrix S in the far-field wide-band configuration (a), (c), (e) without
the wide-band compensation and (b), (d), (f) with the wide-band compensation. The results in (a) and (b) are
shown after the range focusing and (e), (f) after the range and the cross-range focusing (Fourier SAR image). In (c)
and (d) are shown the phase variation along the aperture after the range focusing.

shift generated by the distance variation is then removed from the received raw data
in (5.5) and replaced by a linear phase variation from the plane-wave assumption
determined by the angular location of P̂i from broadside (i.e. θ̂i).

ŝ(xa, d) = s(xa, d) ejkcd̂i(xa) e−jkcxa sin θ̂i/2 (5.10)

Figure 5.5d shows the linear phase variation after near-field compensation. After
being focused in range and cross-range, the point-like target is properly focused (see
Fig. 5.5f).

Finally, the Figs. 5.2d & 5.6 correspond to the near-field wide-band case. The
range migration in Fig. 5.6a is a combination of the linear range migration due
to the wide-band signal used and a non-linear range migration due to the near-
field location of the target. According to Fig. 5.6c, it is apparent that the target
response is not properly focused. In Figs. 5.6c & 5.6f & 5.6i are shown the point-like
target responses without compensations, with the wide-band compensation and with
wide-band and near-field compensations, respectively. Exploiting the two previous
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(a) (b)

(c) (d)

(e) (f)

Figure 5.5: Simulation results of the raw data matrix S in the near-field narrow-band configuration (a), (c), (e)
without the near-field compensation and (b), (d), (f) with the near-field compensation. The results in (a) and (b)
are shown after the range focusing and (e), (f) after the range and the cross-range focusing (Fourier SAR image).
In (c) and (d) are shown the phase variation along the aperture after the range focusing.

algorithms together does not properly focus the point-like target due to the non-
linear range migration generated by targets in a near-field environment. The non-
linear range migration from a broadside target in near-field occurs if di(xa) < (L2 −
4δ2

r )/(8δr).
In the following section, focusing SAR techniques such as the back-projection

algorithm are used to consider the exact geometry of the problem and to combine
coherently the received signals to properly focus the point-like targets.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5.6: Simulation results of the raw data matrix S in the near-field wide-band configuration after (a), (d), (g)
the range focusing and after (c), (f),(i) the range and the cross-range focusing (Fourier SAR image). In (b), (e)
and (h) are shown the phase variation along the aperture after the range focusing. In (a), (b), (c) no compensation
occurs. In (d), (e), (f), only the wide-band compensation is applied and finally in (g), (h), (i), the near-field and the
wide-band compensations are applied.
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5.2 Compensation using focusing techniques

To compensate for the near-field and wide-band behaviors on the raw-data, a focus-
ing technique is employed to project the received signals over a 2D Cartesian grid
to have an estimate of the complex 2D reflectivity field. The 2D plane, which is
regularly sampled, usually follows a Cartesian grid having the origin located at the
center of the synthetic receiving array. Each pixel corresponds to a 2D spatial area
of size δy and δx with δy and δx perpendicular and parallel to the array aperture
respectively. The ith pixel pi has a spatial coordinate (xi = α δx , yi = β δy) with α
and β real numbers. The regular grid is shown in Fig.5.7a.

(a) (b)

Figure 5.7: Imaging geometry of the synthetic aperture Radar with the received raw data focused over (a) a 2D
Cartesian grid (b) a 2D polar grid.

The back-projection algorithm is used for generation of the focused SAR image
f(x, y; z = z0) with z0 a constant. In what follows, the projection is performed over
a 2D-plane at one particular height from the synthetic aperture. For one particular
range cell, it takes the received signal from a given position along the aperture xa

in (5.5), and back-projects it over a spherical arc corresponding to all the possible
contributing image pixels. Once the back-projection is performed on the remainder
received signals from the other ranges and the other positions along the aperture,
then accumulated, the focused SAR image is obtained. One particular pixel pi of
the focused SAR image spanning the Cartesian grid is constructed by:

f̂(xi , yi ; z = z0) =
Z L/2

xa=−L/2
s(xa, di(xa))ejkcdi(xa)dxa (5.11)

Spectral Estimation Methods may be applied on the focused SAR image to im-
prove the spatial resolution. However, because the two point-like scatterers are in
a near-field wide-band configuration, the 2D ambiguity function of each point scat-
terer spread on multiple rows and multiple columns (see Fig. 5.7a). Extracting the
phase history of each point scatterer by the selection of one row or one column is
not valid anymore as only partial information are selected.
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To overcome this issue, a better solution, is to project the received signals over a
polar grid that follows the 2D ambiguity function of point-like scatterers anywhere
in the considered area from the radar system perspective. The polar coordinates
is considered with non-uniform sampling of the range projected over a 2D plane
and a non-uniform sampling of the angle taking into account the decrease of cross-
range resolution at squint angles. Such sampling can be transformed to Cartesian
coordinates that are dense near the array and sparse away from the array. Hence,
the ith pixel pi covers a 2D spatial area of size δr the range resolution and δθ the
angular resolution with spatial coordinates over the Cartesian coordinates (xi =
ri cos θi , yi = ri sin θi), as shown in Fig. 5.7b. By doing so, the selection of one
particular row or column gives full information about the target behavior. Because
the 2D SAR image resolution is inherently limited by the frequency band used and
the synthetic aperture dimensions, the polar grid is then critically sampled to match
the SAR system resolution, reducing the size of the 2D SAR image to avoid long
time calculation during the spectral estimation method process.

Figure 5.8a shows the projection of the range resolution δr over the 2D-plane. As
it is the projection of the range resolution over the ground in SAR configuration, it
is named as ground-range resolution. As regards a synthetic aperture that is located
at a height z0 = H from the 2D plane, the ground range resolution (δrg) at the ith

pixel location is defined as:

δrg(φi) =
δr

cos φi

(5.12)

with φi being the elevation angle. In the same manner, Figure 5.8b shows the
azimuth angular resolution. When the beam of the synthetic aperture is digitally
steered at a broadside angle (θi = 0), the angular resolution is defined as δθ = λc/L
with λc the carrier wavelength. When the beam of the synthetic aperture is digitally
scanned, the length of the synthetic aperture seen from a θi angular point of view
is reduced, given an aperture length of L cos θi . The azimuth angular resolution is
then:

δθ(θi) =
λc

L cos θi

(5.13)

Considering the variation of the spatial resolution over the 2D-plane, the polar
grid is critically sampled at the system resolution. Hence, each pixel has its own set
of range and cross-range angular resolution. The ith pixel covers a spatial area of size
(δrg(φi), δθ(θi) di(0)) that corresponds to the area covered by the synthetic aperture
beam at this particular location. As for the regular grid, the received raw data is
then projected using focusing algorithms over the irregular sampled polar grid using
(5.11), given the critically sampled 2D complex SAR matrix Y = f(x, y; z = z0).
Hence, the data is refocused so that the phase of the Radar ambiguity function is
linear. This allows image formation via DFTs. The near-field and wide-band behav-
iors are compensated over the entire area of interest. Figure 5.9 shows the simulated
results in the same near-field wide-band configuration used in Fig. 5.6 where the raw
data is projected over a Cartesian and a polar grid. Thanks to the focusing tech-
nique, the projection over both the Cartesian and polar coordinates permits to have
a linear phase variation, however, the 2D spectrums of reconstructed images after
using a focusing technique show that the projection over a polar coordinate permits

124



CHAPTER 5. SPECTRAL ESTIMATION METHODS

(a) (b)

Figure 5.8: Cutting views of the Imaging geometry showing the variation of (a) the range resolution along the plane
considered (b) the azimuth angular resolution along the range of observation angles.

to have a convenient spectrum to apply 2-D spectral estimation methods unlike the
projection over a Cartesian grid. If large amount of data is to be processed, it may
be of interest to apply spectrum analysis algorithms only on overlapping sub-images
and then reconstruct the final results [20].

To be digitally processed, the continuous received signals s(xa, d) are sampled to
give the 2-D data sequence Y ∈ C

Na×Nf where Nf corresponds to the number of fre-
quency components taken after the sampling process in the frequency (wavenumber)
domain to be adapted to the analysis of the observed scene (avoiding any range am-
biguity). The continuous aperture xa is sampled in a group of Na receiving elements
with element spacing ∆x. It gives xa(m) =

�

m − Na+1
2

�

∆x with {xa(m)}Na−1
m=0 . The

range vector {d(n)}Nf −1
n=0 is sampled at the range resolution with damb = Nf δr, the

ambiguous distance. Since the range vector d is a discrete vector, obtaining di(xa)
from d for applying the back-projection algorithm in (5.11) requires an interpolation.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.9: Simulation results of the raw data matrix S after applying the focusing technique in the near-field
wide-band configuration. The raw data is projected over (a), (c), (e), (g) a Cartesian grid (see Fig. 5.7a) and over
(b), (d), (f), (h) a polar grid (see Fig. 5.7b) after (a), (b) the range focusing, after (g), (h) The range and the
cross-range focusing (Fourier SAR image). In (c) and (d) are shown the phase variation after the range focusing
and (e), (f) shows the 2D spectrum of the reconstructed image.
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5.3 Spectral analysis algorithms

Once the near-field and wide-band signal features have been accounted for, spectral
estimation methods can be used to improve resolution and contrast with reduced
speckle effects if the appropriate data model is used. In practice, the construction
of an adequate data model based on a finite number of observations can not be
perfectly achieved. The data model remains an estimated data model that attempts
to match as far as possible the reality.

5.3.1 Signal Model

Spectral estimation methods may be used along both the range and the cross-range
direction. Along the range direction, the spectral diversity is achieved from multiple
frequency components in a finite frequency band. Once spectral estimation methods
are applied, this gives improved range location estimates. Along the cross-range
direction, the spectral diversity is achieved from a sampled aperture in the spatial
domain. Applying spectral estimations methods on the spatial frequency domain
gives improved Direction of Arrival (DoA) estimates. An established signal model
of SAR data [20, 21] along the cross-range direction consists of Ns waves arriving
from distinct directions θi , each corresponding to a specific scatterer. The complex
amplitude of the ith signal is si and an array of Na elements is considered. The
additive white Gaussian noise vector n ∼ NC(0, σ2

n) has zero mean and variance σ2.
The array output vector y ∈ C

Na is given by:

y =
Ns
X

i=1

a(θi)si + n = As + n (5.14)

where
A = [a(θ1 ), a(θ2 ), ..., a(θNs

)] ∈ C
Na×Ns (5.15)

is the received signal steering matrix, which contains the steering vectors. It corre-
sponds to the compensations applied on the synthetic array for a range of observation
angles (DoAs). The signal vector, which represents the complex reflectivities of the
scatterers, is given by:

s = [s1, s2, ..., sNs
]T ∈ C

Ns (5.16)

In the narrow-band plane-wave case (far-field zone), the steering vector of the
ith signal using (5.6) is:

a(θi) = e−jξ [1, e−jkcΔ′

x sin(θi), ..., e−j(Na−1)kcΔ′

x sin(θi)]T (5.17)

where ξ is an arbitrary phase, and ∆′
x = ∆x/2 represents the half of the array inter-

element spacing and accounts for the radar definition of the round-trip wavenumber
given earlier.

The data covariance matrix R ∈ C
Na×Na is expressed as:

R = E
n

y yH
o

∈ C
Na×Na

= ARssAH + σ2I
(5.18)
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with E {·} being the expectation operator, Rss being the source covariance matrix,
and σ2I being the noise covariance matrix.
The covariance matrix may be decomposed onto its signal and noise subspaces such
as [26]:

R = U Λ U = Us Λs Us
H + Un Λn Un

H (5.19)

with Λ = diag(λ1, ..., λNa
) being the eigen-value matrix with λi � λi+1. Considering

uncorrelated source and signal terms, Λs = diag(λ1, ..., λNs
) is the source eigen-

value matrix and Λn = diag(λNs+1, ..., λNa
) is the noise eigen-value matrix. U is the

eigen-vector matrix with Us and Un, the corresponding signal-space and noise-space
eigen-vector matrices.

The non-singularity of the covariance matrix estimate requires a pre-processing
scheme, named spatial smoothing, which is, in practice, widely employed [27] to
guarantee this property. It is based on a diversity of the ξ phase in (5.17) and
consists in extracting the array covariance matrix as the average of a group of smaller
overlapping sub-array covariance matrix. The number of sub-arrays is K = Na −Nu

of length Nu. It corresponds to a spatial smoothing ratio η = Nu/Na. Using
y ∈ C

Na , the estimated covariance matrix after spatial smoothing R̂ ∈ C
Nu×Nu is

then determined as:

R̂ =
1
K

K
X

k=1

yk yH
k (5.20)

with yk = [yk , ..., yk+Nu−1]T . yk being the received signal from the kth element of y.
The objective is to estimate the DoAs (θi) and the reflectivities (si).

Various spectral analysis algorithms exist in the literature [6, 7, 9, 13, 28]. The
capability of separation of two or more closely spaced scatterers is, in practice, mainly
affected by the Signal-To-Noise ratio (SNR), the number of receiving elements (Na),
the kind of observed target responses (stochastic or deterministic/ correlated or
uncorrelated ...) [29, 30]. In this section, two non-parametric and one parametric
spectral analysis algorithms are summarized that are the conventional beamforming,
the CAPON and the MUSIC methods. We do not wish to compare the performance
of these algorithms, but rather to show that the proposed method may be applied
to any existing spectral analysis approach. The results are then demonstrated using
the three algorithms mentioned above.

5.3.2 Spectral Estimation Methods

All the methods considered belong to the filter bank category [7]. Given, h(ω) a
spatial filter and Q a square matrix, the methods follow the generic equation:

P̂ (ω) =
�

hH(ω)Qh(ω)
�α

(5.21)

The DoA estimation, on a finite range of observation angles, is applied with
θ ∈ [θmin, θmax ] with Nθ scanning angles. In the plane wave assumption, the phase
shift generated by a backscattered plane-wave arriving at an angle θ from broadside
between two receiving antennas is ω = kc∆′

x sin θ. h(ω) is built from the steering
matrix defined in (5.15). The methods are summarized in Tab. 5.2.
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Table 5.2: Spectral estimation methods

Methods Spectrum estimation

Beamforming [6]

Q = R̂, α = 1, h(ω) = a(ω)

P̂bf (ω) = aH(ω)R̂a(ω)

CAPON [31]

Q = R̂, α = 1, h(ω) = a(ω)R̂−1

a(ω)HR̂−1a(ω)

P̂CAP ON(ω) = 1
aH(ω)R̂−1a(ω)

MUSIC [26]

Q = ÛnÛH
n , α = −1, h(ω) = a(ω)

P̂MUSIC(ω) = 1
aH(ω)ÛnÛH

n a(ω)

The coordinates of the local maxima of P̂ (ω) are linked to the angular positions
of the observed scatterers. As regards the Beamforming and CAPON algorithms,
P̂ (ωi) provides an estimate of E

n

|si|
2
o

whereas MUSIC do not provide amplitude

information. E
n

|si|
2
o

may be estimated using a least-square approach [7]. The
maximum outputs of the beamforming algorithm provide an estimate of the signal
power si and the signal parameter estimate is given by the value of ω that achieves
this maximum (ωi = kc∆′

x sin(θi)). It produces coherent complex image that repre-
sents the output of banks of narrow-band filters where each filter output is tuned to a
given DoA. The beamforming does not require any spatial smoothing pre-processing.
Nevertheless, smoothing reveals useful to reduce speckle effects. CAPON uses se-
lective adaptive filters around the current frequency (ω) and minimizes the total
power subject to the constraint that the filter passes the frequency ω undistorted.
It permits to improve the spatial resolution while maintaining high image contrast.
MUSIC uses the sub-space decomposition (5.19) to indicate the presence of sinu-
soidal components in the studied signal. The main sinusoidal components are se-
lected (model selection) by estimating the size of the noise sub-space. The Akaike
Information Criterion [32] provides a means for model selection (to estimate Ns).
This implies that Ns < Na. Further, MUSIC only extracts the main components
with the strongest responses. An extension of Table 5.2 for the 2-Dimensional case
is shown in [33, 34].

5.3.3 Near-field wide-band configuration

In a near-field configuration with wide-band signals, it has been explained in Sec-
tion 5.1.2 that the phase variation depends on the range and the DoA. This implies
that the steering vectors have to be modified for each pair of locations θ and r. To
overcome this important limitation, we propose here to apply the spectral analysis
algorithms on the complex 2D focused SAR image where the near-field and wide-
band effects have been compensated. A discrete 2-D SAR image is built from (5.11)
as [Y]i,j = f̂(xi , yj ; z = z0) with Y ∈ C

Nn×Nm . Then 1-D or 2-D spectral estima-
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tion techniques may be applied to improve the focusing over the ground-range (y),
azimuth (x) or both domains.

The 1-D spatial smoothing in (5.20) is then applied on the DFT of one particular
columns y = Ci as shown in Fig.5.10a.

In the same manner as the 1-D spectral analysis case, it can be performed 2-D
spectral estimation methods on the focused SAR image as in [20–23]. Unlike the
approach proposed in [20], which consists in applying spectral estimation methods
from a SAR image sampled in Cartesian coordinates, we propose to deal with SAR
images projected in a polar format (r, θ) as depicted in Fig. 5.7. This permits
to avoid limitations encounter by Cartesian sampling for the particular fan-beam
configuration.

From the Nn ×Nm matrix Y, 2-D spectral estimation methods are applied. Given
Z the 2D Fourier transform of the matrix Y and given a (Nn Nm) × 1 vector as

z=̂ vec(Z) (5.22)

with vec(.) being the operation of stacking the columns of a matrix on top of each
other, the covariance matrix is:

R = E
n

zzH
o

(5.23)

The spatial smoothing stated in (5.20) is also used for the 2D case (see Fig. 5.10b).
The estimated covariance matrix is:

R̂ =
1

KL

K
X

k=1

L
X

l=1

zk,l zH
k,l (5.24)

with

zk,l = vec























[Z]k,l · · · [Z]k,l+Nu−1
...

. . .
...

[Z]k+Nu−1,l · · · [Z]k+Nu−1,l+Nu−1























. (5.25)

Hence, zk,l is a (Nu · Nu) × 1 vector.

The elements of the 2-D steering vector aω1,ω2
= aω1

⊗ aω2
constitute the Kro-

necker product of the two 1-D steering vector associated with the exponential coef-
ficients of the discrete Fourier transform applied on Y to obtain Z with ω1 & ω2 ∈
[0, 2π[. The filter h(ω) in the Table 5.2 is replaced by aω1,ω2

and the estimated
covariance matrix in (5.24) is used to apply 2D spectral estimation methods. The
corresponding spectral estimation results may be represented using a re-sampling of
the reflectivity maps P̂ (ω1, ω2) → P̂ (x, y) with x = r cos θ and y = r sin θ.

Considering an aperture length L = 0.1 m and one point-like target located at an
angle θi = 20◦ from broadside at a range di(xa = 0) = 1.5 m from the radar, the steps
for applying spectral analysis algorithms in a near-field wide-band configuration are
outlined in Fig. 5.11 in the general 2D case and listed as follows:
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(a) (b)

Figure 5.10: (a) 1D (b) 2D Spatial smoothing applied on the irregular grid.

• From simulation or measurement, the received signals are used to built the
complex raw data matrix (S(xa, f)).

• The complex raw data matrix is projected onto an over-sampled polar grid
(complex 2D focused SAR image) by applying focusing techniques such as the
back-projection algorithm (f̂(x,y; z = z0)).

• the complex 2D focused SAR image is transformed to the spectral domain
using a 2D DFT.

• The useful spectrum is selected (Z). Its limits are defined as the spectral region
with a sufficiently high signal to noise ratio.

• 2D spatial smoothing is applied on the useful spectrum.

• 2D spectral estimation methods are applied on the spatially smoothed spec-
trum to give the final result (P̂ (ω1, ω2)).

The projection over a polar grid permits to have a symmetric and centred 2D
spectrum unlike the projection over a Cartesian grid. Then it provides full capability
to spectral estimation methods as shown in Fig. 5.12 in which the spectral estimation
methods are applied on both projection methods to validate the principle. The final
complex image results correspond to projections over a polar grid (x=r cos θ, y =
r sin θ). To have a physical interpretation of the final images, interpolations and
denormalizations have to be applied to project the final results over a regular grid,
which matches the Cartesian coordinates (P̂ (x, y)).
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Figure 5.11: Flow chart of applying the spectral analysis algorithms in a near-field environment with wide-band
signals.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.12: Simulated results of 2D spectral estimation methods using (a), (b), (c), (d) a Cartesian grid and (e),
(f), (g), (h) a polar grid with (a), (e) the beamforming method, (b), (f) spatial smoothed beamforming, (c), (g) the
CAPON method and (d), (h) the MUSIC method.
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5.4 Simulations

Figure 5.13: Imaging configurations with the two closely spaced point scatterers located in the broadside angle area
I and the squint angle area II.

In this simulation, the study is focused at millimeter wave at a carrier frequency
of 50 GHz using a frequency band of 20 GHz. The aperture length is 20 cm (100
elements) corresponding to a range resolution of δr = 0.75 cm and an azimuth an-
gular resolution of δθ = 1.8◦ at broadside angle. Two closely spaced point scatterers
(∆θ = 1.5◦) are placed at a range r of 1 meter from the center of the aperture as
shown in Fig. 5.13. Two target configurations are used. The targets are located at
broadside angle (θi = 0◦) in Area I and at squint angle (θi = 45◦) in area II with a
SNR= 20dB after range focusing.

In Fig. 5.14 is shown the three spectral estimation methods results in area I and
II. For the CAPON and MUSIC methods, a spatial smoothing ratio η of 50% is ap-
plied and the methods are applied along the cross-range direction for one particular
range, and sequentially applied to the other ranges. In the same way, in Fig. 5.15,
the 2D spectral estimation methods are applied. The simulations demonstrate the
capability of spectral estimation methods to separate two closely spaced targets that
are not separable by means of classic beamforming methods. It also permits to show
the capability of separation of closely targets even at squint angles with great ac-
curacy when used with the irregular grid. Applying the beamforming method gives
high side-lobes level that spreads over a wide spatial region. For the other methods,
these artifacts are minimal in the 2D case. The resolution of MUSIC, when the
area of interest is simulated using point-like targets, is greater than the resolution
of CAPON.
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(a) (b) (c)

(d) (e) (f)

Figure 5.14: 1D spectral estimation methods applied along cross-range direction on the (a), (b), (c) broadside angle
area I and (d), (e) (f) squint angle area II. (a), (d) show the beamforming method, while (b), (e) show the CAPON
method and (c), (f) show the MUSIC pseudo-spectra method.

(a) (b) (c)

(d) (e) (f)

Figure 5.15: 2D spectral estimation methods applied on the (a), (b), (c) broadside angle area I and (d), (e) (f)
squint angle area II. (a), (d) show the beamforming method, while (b), (e) show the CAPON method and (c), (f)
show the MUSIC pseudo-spectra method.
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5.5 Measurements

The measurements were performed in the IETR facility DIADEM (DIagnostic, Anal-
ysis and Dosimetry of EM fields). This facility dedicated to Electro-magnetic imag-
ing is based on a 600 × 600 × 600 mm3 xyz scanner located in an anechoic chamber.
The RF measurement system uses a classical architecture with a VNA and external
VDI TxRef and Rx frequency extenders. In this configuration, the emission part is
fixed to illuminate the scene to be imaged with an incident elevation angle of 30◦.
The 300 elements reception array is synthesized moving the RF reception module to
2 mm spaced discrete positions thanks to the scanner (see Fig. 5.16). The objects,
to be imaged, are settled at 1m distance on a 1.5m height foam support. Thanks
to this support whose relative electrical permittivity is close to one, the sources of
diffraction are minimized and mainly limited to the backscattering of the anechoic
chamber. A 20GHz bandwidth signal with a 50GHz central frequency has been used

Figure 5.16: Measurement setup.

for all the tests. To speed up the acquisition of the 1001 frequency points obtained
for each reception position, an IF Filter of 100 kHz was applied. It has to be noticed
that even if the IF filter is broadband, the dynamic range provided by the VDI
modules is high enough for the purposes of these tests. In such a configuration, a
maximal range resolution of 7.5mm can be obtained, with an azimuth angular reso-
lution of 0.57◦ corresponding to a 1cm cross-range resolution at 1m range distance.
Moreover, the 7.5m ambiguous distance, longer than the anechoic chamber length,
enables to compensate for the chamber backscattering in an efficient way. Consid-
ering the 30◦ elevation orientation of the emission part, the ground range resolution
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(a) (b) (c)

Figure 5.17: Picture of the three scene configurations with (a) 50 bolts of 5mm diameter configured to spell IETR,(b)
a screw clamp, and (c) a knife hidden inside a thick book.

is limited to 8.7mm.
Three complex examples of targets that have been imaged are reported in Fig.

5.17: a canonical point scatterers scene made of dozen of 5mm diameter bolts po-
sitioned with a 10 mm spacing to write the word ‘IETR’; a realistic scene with a
screw clamp; a realistic scene with a 1mm blade stainless steel knife hidden inside a
book. The estimation results of these three scenes applying the imaging techniques
are reported in Fig. 5.18. The twelve images correspond to the results of four
spectral estimation methods that are applied on the three complex targets. From
top to bottom, the spectral estimation methods are: the beamforming, the spatially
smoothed beamforming, CAPON and MUSIC. A spatial smoothing ratio η = 50%
is used. Since the spatial smoothing pre-processing reduces the size of the covari-
ance matrix, the spatial resolution of the spatially smoothed beamforming method
is reduced by twice as compared to the beamforming method. Nonetheless, the spa-
tial smoothing pre-processing becomes useful for CAPON and MUSIC algorithms.
Further, since MUSIC does not provide an amplitude estimate, the amplitude is es-
timated using a least-square approach [7] and the Akaike Information Criterion [32]
is used to provide a means for model selection. The bolt scene images show that
the methods give good results as the word is readable, and the bolts can be dis-
criminated from each other. The other test cases are more challenging as the point
scatterers hypothesis is not fulfilled in such a straight way as the bolts scene, and
considering the complexity of the surrounding of the target of interest. The results
obtained with the beamforming method show that the screw clamp and the knife
can be detected but the image contrast, including ripples effects, is not sufficient to
apply an easy recognition of the target. The CAPON method gives better result,
even if the contrast remains poor. The best result is obtained applying the MUSIC
algorithm: the knife is well localized and the contrast is very high. However, it only
extracts the main components with the strongest responses.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 5.18: 2D spectral estimation methods applied on the (a), (d), (g), (j) bolts configured to spell IETR; (b),
(e), (h), (k) the screw clamp and (c), (f), (i), (j) the knife hidden in a book. (a), (b), (c) show the beamforming
method and (d), (e), (f) show the beamforming method after spatial smoothing, while (g), (h), (i) show the CAPON
method and (j), (k), (l) show the MUSIC methods.
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To show that the projection over a Cartesian grid is not the suitable solutions in
fan-beam configurations and in near-field wide-band configurations to use spectral
estimation methods, the methods are applied on the imaging results considering the
MIMO configuration shown in Figs. 4.25 & 4.26, where the 4×1 passive compressive
device is used. Two metallic trihedral corners with an edge length of 50 mm settled
at about 1.4 m distance from the imaging system, on a foam support are used. The
2D spectral estimation methods are applied on the imaging result considering one,
two, three or four output ports of the passive compressive device. The spectral
estimation results for the four cases are shown in Fig. 5.19 when a Cartesian grid
is used and in Fig. 5.20 when a polar grid is used. Considering the Cartesian case
result, the phase history of the targets responses does not constitute the Kronecker
product of the two 1-D steering vector associated with the exponential coefficients of
the discrete Fourier transform unlike the polar grid case. Hence, the projection over
a Cartesian grid does not provide full capability to spectral estimation methods and
unlike the polar grid case, the methods does not achieve great spatial resolution.
Furthermore, MUSIC methods is not capable to extract the two main components
and each component is caracterized by a multitude of components that follows the
point spread function of the MIMO system without improving the spatial resolution.
Similarly, the same result is obtained for the CAPON method. However, thanks to
the polar grid case, the phase history of the targets responses are equivalent to the the
Kronecker product of the two 1-D steering vector associated with the exponential
coefficients of the discrete Fourier transform. Then, this projection provides full
capability to spectral estimation methods and both CAPON and MUSIC methods
extract the two main components and achieve an improved spatial resolution.

Further, it is clear that the virtual array achieved by the MIMO configuration is
enlarged by taking more and more output ports of the passive compressive device.
Then, the spatial resolution is improved. This improvement provides more distinct
information about the area of interest, hence, spectral estimation methods achieve
better spatial resolution. The CAPON method result achieves better and better
spatial resolution as the number of output ports used is increased. Considering the
MUSIC method, using only one output port, only one target is detected but the
target is discriminated by two points. Using only two or three output ports, the
two targets are detected but the targets are discriminated by three points. Finally,
using the four output ports, MUSIC method is able to discriminate the two targets
with two points.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Figure 5.19: 2D spectral estimation methods applied on the imaging results (Cartesian grid) using the MIMO
configuration with the passive compressive device considering (a), (e), (i), (m) one output, (b), (f), (j), (n) two
outputs, (c), (g), (k), (o) three outputs and (d), (h), (l), (p) four outputs of the passive compressive device. (a),
(b), (c), (d) show the beamforming method result and (e), (f), (g), (h) show the beamforming method result after
spatial smoothing, while (i), (j), (k), (l) show the CAPON method result and (m), (n), (o), (p) show the MUSIC
method result.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Figure 5.20: 2D spectral estimation methods applied on the imaging results (Polar grid) using the MIMO configu-
ration with the passive compressive device considering (a), (e), (i), (m) one output, (b), (f), (j), (n) two outputs,
(c), (g), (k), (o) three outputs and (d), (h), (l), (p) four outputs of the passive compressive device. (a), (b), (c),
(d) show the beamforming method result and (e), (f), (g), (h) show the beamforming method result after spatial
smoothing, while (i), (j), (k), (l) show the CAPON method result and (m), (n), (o), (p) show the MUSIC method
result.
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5.6 Summary

From a limited number of receiving antennas, it has been shown that it is possible
to improve the spatial resolution of the system thanks to spectral estimation meth-
ods. Such methods are dedicated to specific data models made of assumptions that
are the far-field and narrow-band assumptions. Radar Imaging systems working at
millimeter-wave usually use wide-band signals and due to the high free-space losses,
the configuration may be in near-field. Then the data model may be compromised
and compensations are required to fit the data model and to give full capability to
spectral estimation methods. It has been shown that the use of focusing techniques,
such as the back-projection algorithm, allows such compensations and then spectral
estimation methods are applied on the complex SAR images, generated by the fo-
cusing algorithms, to improve the spatial resolution. However, appropriate spectral
estimation methods needs to be clearly defined depending on the expectation (i.e.
to improve the final image quality or to improve the target localisation...). Further,
it has been shown that the projection over a polar grid may be appropriate in a
fan-beam configuration because it is a projection that respects the spherical wave-
front propagation of the electromagnetic wave. The spectral estimation methods
have been applied on the image results from the MIMO configuration used in the
previous chapter to improve the spatial resolution of the system.
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Conclusion and prospects

Conclusion

The objective of this PhD project was to investigate solutions to image concealed
objects through the use of active imaging radars. To achieve sufficient range and
cross-range resolution (several centimeters), it has been decided to work at millime-
ter wave range to have a wide available frequency band (several Gigahertz) and a
reasonable radiating aperture size to be embedded on portable system which can be
deployed in many areas (buldings, streets..).

First of all, in the two first chapters, different imaging systems are presented.
Direct imaging techniques using Real Aperture Radar (RAR) thanks to antennas
with mechanically, electronically and frequency beam-scanning capability have been
listed. Lastly, indirect imaging systems are presented using Synthetic Aperture
Radar (SAR) configurations and the associated SAR algorithms. From this state of
art it has been decided to study two different solutions to image scene composes of
multiple targets :

• Direct imaging technique using a high directive antenna to improve the cross-
range resolution thanks to the use of a narrow beam width (several degrees)
radiation pattern.

• Indirect imaging techniques (SAR, SIMO, MIMO configurations) using one
or several transmitters and receivers antennas, and by applying a synthetic
aperture signal processing and high resolution algorithms.

In the third chapter (direct Imaging technique), a special focus on Fresnel lens
antenna, as the focusing antenna, has been chosen. Particular attention has been
devoted to maintain a high efficiency over a wide frequency band-width. This guar-
antees a high gain antenna (38 dBi) with a compact size for long-range applications
(about 25 m) and a 59% of total efficiency. This antenna has been used in a Real
Aperture Radar configuration to image an outdoor scene by mechanically rotating
the antenna. Two papers in international journals and one international conference
have been published concerning this work. Even if very interesting results have been
obtained, the main drawback of this solution is that it is not suitable for real-time
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applications (motion of targets).

Then, Synthetic Aperture Radar configuration and algorithms have been theo-
retically studied and applied on measured data. The main goal was to find solutions
to reduce the number of RF chains required while maintaining unchanged the spa-
tial resolution. In parallel, spectral estimation methods have been investigated to
improve the spatial resolution. It has been required to find solutions to use spec-
tral estimation methods in near-field and wide-band configurations. Therefore, the
study investigated SAR configuration in the chapter four. Measurements have been
done at millimeter-wave to image small objects such as a knife concealed inside
a book. The measurements proved the reliability to work at millimeter-wave for
imaging small objects. However, to reach great spatial resolution, it is required an
important number of RF chains to be used for real-time applications. Then, the
study continues on finding solutions to reduce the number of chains while maintain-
ing unchanged the spatial resolution. The study focuses on MIMO configurations
and especially on Passive Compressive Device which allows to decrease the number
of RF chains in a passive manner with great capability. Such passive compressive
device has been designed and realized at millimeter wave (V band). In emission
configuration, this device allows to obtain 4 decorrelated transmitting signals from
only one transmitter. The cross-correlation level between the four outputs remains
lower than -15dB which is a good compromise as compared to the size of the device.
An enlarged size may improve this cross-correlation level. This device has been asso-
ciated with a virtual receiving array (performed by a scanner setup) to be used in a
MIMO configuration to image corner reflectors. Such measurements allow to prove
the concept. In a more realistic system, the scanner setup should be replaced by a
real active switching antenna array as explained in the last section of this chapter.

Finally in the chapter five, it has been investigated spectral estimation methods
to be used to improve the spatial resolution for a limited number of chains. It has
been proposed solution to use spectral estimation methods even in near-field and
wide-band configurations. This permits to improve the capability of discrimination
and detection of targets and to improve the image quality removing the speckle
effects. These algorithms have been applied on real measured data of complex
objects located in a near field (1 meter between radar and scene) and wide band
configuration (20 GHz). This work has been published in an international journal
(PIERS Journal).

Prospects

Concerning Direct Imaging techniques and the use of very directive antennas, many
prospects can be considered:

• The manufactured Fresnel lens antenna could be illuminated by multiple sources
that would be switched. . Each source would illuminate the Fresnel lens to
focus the beam in different direction. This would benefit for multi-beam config-
uration, over a narrow field of view. This electronically scanning system allows
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to image moving targets in almost real time. In the same idea, it would be
interesting to illuminate the lens with multiple sources coming from a passive
compressive device allowing to obtain a real time multibeam antenna without
any active component.

• To improve the spatial resolution while maintaining the radiating aperture
size unchanged, it would benefit to increase the working frequency up to sub
millimeter wave range. Such lens is under study at 300GHz but we have to
verify before the accuracy of the manufacturing process (pressed foam) at such
frequency.

Concerning the Indirect Imaging techniques and the use of the passive compressive
device, new studies can be also considered:

• For the passive compressive device, only a 4 × 1 PCD has been realized with
output ports performing a linear array. It would be interesting to increase
the number of output ports, and to arrange them as a 2D (fully-populated or
sparse) array to be used for 3D imaging.

• Various passive compressive device can be used together either as a transmitter
or a receiver. Because it is possible to use only a limited transmitted power at
millimeter-wave.

• Solutions need to be found to improve the efficiency of the passive compressive
device.

• Like for direct imaging techniques, it would benefit to increase the working
frequency to improve the cross-correlation level while maintaining the device
size unchanged.

• The output ports of the passive compressive device could be arranged to have
different electromagnetic wave polarization to be used in a polarimetric MIMO
imaging radar configuration.
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Appendix A
Emitted waveform

A.1 Matched filter

In a Radar imaging system, the detection of transmitted signals over a channel
corrupted by noise is performed by the receiver and the main goal is to minimize the
effects of the noise (due to electronic noises, jamming ...) to enhance, distinguish
and extract the desired signal knowing that the receiver has the knowledge of the
transmitted waveform.

Let us consider an emitted signal se(τ) which is a periodic function of period
Tp = 1/PRF with the variable PRF being the Pulse Repetition Frequency. This
signal is obtained by the elementary signal u(τ) with a duration limited from −τp/2
to τp/2. The elementary signal u(τ) may be a pulsed or continuous waveform. In
the case of continuous waveform the period Tp is equal to τp and both waveforms
will be further investigated in this report.

The emitted signal is then given by:

se(τ) =
X

k

u(τ − kTp)

This signal will be up-converted around the carrier frequency fc which corre-
sponds to an angular frequency given by ωc = 2πfc before being sent to the emitting
antenna. The up-converted emitted signal is given by:

seRF
(τ) = se(τ)ejωcτ

Assuming that the received signals arriving to the receiver are weighted (si) and
delayed (τi) replicas of the up-converted emitted signal backscattered by Ns targets
plus an additive white noise of zero mean and power spectral density of Nn which
is:

srRF
(τ) =

Ns
X

i=1

siseRF
(τ − τi) =

Ns
X

i=1

sise(τ − τi)ejωc(τ−τi) + n(τ)

The signal is down-converted to be sampled and saved which yields the following:

sr(τ) = srRF
(τ)e−jωcτ =

Ns
X

i=1

sise(τ − τi)e−jωcτi + n(τ)
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sr(τ) = se(τ) ∗ [
Ns
X

i=1

sie
−jωcτiδ(τ − τi)] + n(τ) = se(τ) ∗ e(τ) + n(τ)

in which the operator * represents a convolution product such as:

x(τ) ∗ y(τ) =
Z +∞

−∞
x(t)y(t − τ)dt

The received signal can be divided into two different signals, the useful signal
sru

(τ) and the noise signal n(τ) such as:

sr(τ) = sru
(τ) + n(τ)

where the Signal to Noise Ratio is defined such as:

SNR(τ) =
|sru

(T )|2

E(|n(τ)|2)

with |sru
(T )|2 is the instantaneous power of the output signal at sampling instant T

and E(|n(τ)|2) is the average power of the output noise.
On this signal a filter is applied to detect sru

(τ) in an optimal manner. To
achieve this, let us filter the received signal to minimize the effects of the noise in
some statistical sense. Let us call the linear filter gr(τ) which leads to the focusing
received signal given by:

srf (τ) = gr(τ) ∗ sr(τ) = se(τ) ∗ e(τ) ∗ gr(τ) + n(τ) ∗ gr(τ) = sruf
(τ) + nf (τ)

with nf (τ) the filtered noise component and sruf (τ) the filtered useful signal.

h(τ) = se(τ) ∗ gr(τ)

is called the impulse response of the process chain when e(τ) = δ(τ) without taking
into account the noise. The goal is to maximise sruf

(τ) with respect to nf (τ) or to
maximise the Signal to Noise Ratio (SNR) given by:

SNR(τ) =
|sruf

(τ)|2

E(|nf (τ)|2)

The fourier transform decomposes a function of time x(τ) into the frequencies
X(f) that make it up and given by:

X(f) = FT (x(τ)) =
Z +∞

−∞
x(τ)e−jωτ dτ

X(τ) = FT −1(X(f)) =
Z +∞

−∞
X(f)ejωτ df

The filtered useful signal power can be redefined as the magnitude squared of
the inverse Fourier transform of Sruf (f) = Sru

(f)Gr(f) = FT (sru
(τ) ∗ gr(τ)) and
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Sru
(f) = Se(f)E(f) with E(f) the fourier transform of a summation of dirac func-

tion which is equal to one (E(f) = 1).

|sruf (τ)|2 = |
Z +∞

−∞
Se(f)Gr(f)ejωτ df |2

The average power of the output noise is defined thanks to the Perseval’s identity
such as:

Pnf =
Z +∞

−∞
Nn|Gr(f)|2df = Nn

Z +∞

−∞
|Gr(τ)|2dτ

which lead to a rewritten signal to noise ratio and given by:

SNR(τ) =
|
R +∞

−∞ Se(f)Gr(f)ejωτ df |2

Nn

R +∞
−∞ |Gr(τ)|2dτ

We need to solve Gr(f) that yields the largest possible signal to noise ratio. By
means of Schwarz’s inequality, if we have two complex functions, x(τ) and y(τ) such
that:

Z +∞

−∞
|x(τ)|2dτ < ∞

and
Z +∞

−∞
|y(τ)|2dτ < ∞

then:

|
Z +∞

−∞
x(τ)y(τ)dτ |2 ≤ (

Z +∞

−∞
|x(τ)|2dτ) · (

Z +∞

−∞
|y(τ)|2dτ)

This becomes an equality when x(τ) = k · y∗(τ) then we obtain:

|
Z +∞

−∞
Se(f)Gr(f)ejωτ df |2 ≤

Z +∞

−∞
|Se(f)|2df ·

Z +∞

−∞
|Gr(f)|2df

which lead to reword the equation of SNR:

SNR(τ) ≤
R +∞

−∞ |Se(f)|2df ·
R +∞

−∞ |Gr(f)|2df
Nn

R +∞
−∞ |Gr(τ)|2dτ

=
R +∞

−∞ |Se(f)|2df
Nn

We are able to define the optimum filter which maximizes the signal to noise
ratio and is given by:

Gropt
(f) = K · S∗

e (f)e−jωT

By applying the inverse Fourier Transform, this give the optimal filter or the so
called adapted filter:

gropt
(τ) = K ·

Z +∞

−∞
S∗

e (f)e−jωT e−jωτ df = K · Se(T − τ)
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Then we obtain the focusing received signal in the time domain:

srf (τ) = gr(τ) ∗ sr(τ) = h(τ) ∗ [
Ns
X

i=1

siexp(−jωcτi)δ(τ − τi)])

and in the frequency domain:

Srf (f) = H(f) · [
Ns
X

i=1

siexp(−jωcτi)]

with the impulse response of the processing chain given by:

h(τ) =
Z +∞

−∞
se(t)se(t − τ)dt
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Figure A.1: Synoptic of a pulsed RADAR

A.2 Pulsed linear frequency modulated waveform:
Chirp waveform

Also called Chirp waveform, this signal is a linear frequency modulated pulse of
frequency bandwidth Bf and duration τp. During this time, the instantaneous fre-
quency is linearly increased from the minimum frequency fmin at τ = −τp/2 until
fmax at τ = τp/2.

The synoptic of such a RADAR is given by the following synoptic:
Its instantaneous frequency is given by:

finst(τ) =

(

ατ when −τp

2
+ k · Tp ≤ τ ≤ τp

2
+ k

0 otherwise

with α = Bf

τp
and k a real number.

considering only the first period for k = 0, the chirp waveform can be defined as:

uc(τ) = ejθ(τ)rect(
τ

τp

)

with:

θ(τ) =
Z τp/2

−τp/2
ω(τ)dτ =

Z τp/2

−τp/2
2πfinst(τ)dτ = 2π

α

2
τ 2
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uc(τ) = ej2π α
2

τ2

rect(
τ

τp

)

As it has been proved previously, the focusing received signal is given by:

srf (τ) = h(τ) ∗ [
Ns
X

i=1

sie
−jωcτiδ(τ − τi)])

with:
h(τ) =

Z +∞

−∞
se(t)se(t − τ)dt =

Z +∞

−∞
uc(t)uc(t − τ)dt

then:

h(τ) =
Z +∞

−∞
ej2π α

2
t2

rect(
t

τp

)ej2π α
2

(t−τ)2

rect(
t − τ

τp

)dt

h(τ) = ejπατ2

Z +∞

−∞
ej2πατtrect(

t

τp

)rect(
t − τ

τp

)dt

Let us define two sub-functions from the previous one. We consider A(τ) = ejπατ2

and f(t, τ) = ej2πατt which gives:

h(τ) = A(τ)
Z +∞

−∞
f(t, τ)rect(

t

τp

)rect(
t − τ

τp

)dt

with:

rect(
t

τp

) =















1 if |t| ≤ τp

2

0 otherwise

and

rect(
t − τ

τp

) =















1 if −τp

2
+ τ < t < τp

2
+ τ

0 otherwise

if the function h(τ) doesn’t respect the two conditions then:

h(τ) = 0















t < −τp

2
−→ t < τp

2
+ τ < −τp

2
when τ < −τp

t > τp

2
−→ t < −τp

2
+ τ > τp

2
when τ > τp

When 0 < τ < τp −→ −τp

2
+τ < t < +τp

2
and when −τp < τ < 0 −→ −τp

2
< t < τp

2
+τ

which gives:

h(τ) =



































0 when τ > τp and τ < −τp

h1(τ) = A(τ)
R

+τp

2
−τp

2
+τ

f(t, τ)dt when 0 < τ < τp

h2(τ) = A(τ)
R

τp

2
+τ

−τp

2

f(t, τ)dt when −τp < τ < 0
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h1(τ) = A(τ)
Z

+τp

2

−τp

2
+τ

f(t, τ)dt = A(τ)
Z

+τp

2

−τp

2
+τ

ej2πατtdt

h1(τ) =
A

j2πατ
[ej2πατt]

+τp

2
−τp

2
+τ

=
A

j2πατ
[ej2πατ

+τp

2 − ej2πατ(
−τp

2
+τ)]

h1(τ) =
A

πατ
ej2πα τ2

2 sin(πατ(τp − τ)) = (τp − τ)sinc(ατ((τp − τ)))

The same development is performed for h2(τ) which gives:

h2(τ) = (τp + τ)sinc(ατ((τp + τ)))

We define the triangular function tri(τ)such as:

tri(τ)















1 − 2|t| when |t| < 1
2

0 otherwise

then the exact equation of the impulse response using a chirp waveform is given
by:

h(τ) = τptri(
τ

2τp

)sinc(αττptri(
τ

2τp

))

furthermore, we have α = Bf

τp
:

h(τ) = τptri(
τ

2τp

)sinc(Bf tri(
τ

2τp

)τ)

An approximation can be made if the width of the main lobe of the sinc function
( 2

Bf
) is low as compared to the duration of the triangular fonction of width 2τp.

2
Bf

<< 2τp −→ Bfτp >> 1

We can consider that the approximation is valid when Bfτp > 200

A.3 Increasing linear frequency modulated con-
tinuous waveform: L-FMCW

The signal is a continuous carrier modulated by a periodic function. In this report,
we will concentrate only on the linear FMCW. This waveform disposes of a frequency
bandwidth Bf and duration Tp. During this time, the instantaneous frequency
is linearly increased by a waveform generator (DDS, VCO...) from the minimum
frequency fmin at τ = −Tp/2 until fmax at τ = Tp/2.

The synoptic of a FMCW RADAR is given in the following figure.
Its instantaneous frequency is given by:

finst(τ) = ατ
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Figure A.2: Chirp Waveform and the associated impulse response

when −Tp

2
+ k · Tp ≤ τ ≤ Tp

2
+ k · Tp

with α = Bf

τp
and k a real even number.

considering only the first period for k = 0, the L-FMCW waveform can be defined
as:

uF MCW (τ) = cos(θ(τ))rect(
τ

Tp

)

with:
θ(τ) =

Z τ=+∞

τ=−∞
ω(τ)dτ =

Z τ

0
2πfinst(τ)dτ = πατ 2

uF MCW (τ) = cos(πατ 2)rect(
τ

Tp

)

The principle is to modulate the received signal with the transmitting one to
down-convert the signal in baseband and to generate at the output of the mixer,
directly the focused received signal.

The up-converted emitted signal at the carrier frequencyfc is given by:

seRF
(τ) = uF MCW (τ)cos(2πfcτ) = cos(2π[fcτ +

α

2
τ 2])cos(2π[fcτ − α

2
τ 2])rect(

τ

Tp

)

The second cosinus is the up-converted signal coming from the baseband signal
in the negative frequency domain and is usually directly filtered out after the mixer:

seRF
(τ) = cos(2π[fcτ +

α

2
τ 2])rect(

τ

Tp

)
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Figure A.3: Synoptic FMCW RADAR

Assuming return signals arriving to the receiver are weighted and delayed replicas
of the up-converted emitted signal backscattered by Ns targets, the received signal
gives:

srRF
(τ) =

Ns
X

i=1

siSeRF
(τ−τi) =

Ns
X

i=1

sicos(2π[fc(τ−τi(τ))+
α

2
(τ−τi(τ))2])rect(

τ − τi(τ)
Tp

)

In the following part, only one target is taken into account and the weighted
coefficient is omitted. The delay linked to the target location and velocity is given
by:

τ0(τ) =
2(R0 + V0τ)

c

with: c: The celerity
R0: The distance Radar-Target
V0: The radial velocity of the target

This signal is mixed with the emitting signal in order to give a beat signal whose
frequency is directly related to the delays τi.

sb(τ) = seRF
(τ)srRF

(τ)
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Figure A.4: Instantaneous frequency

sb(τ) = cos(2π[fcτ+
α

2
τ 2])cos(2π[fc(τ−τ0(τ))+

α

2
(τ−τ0(τ))2])rect(

τ − τ0(τ)
Tp

)rect(
τ

Tp

)

sb(τ) =







cos(2π[2fc(τ) − fcτ0(τ) + α
2
(τ − τ0(τ))2 + α

2
τ 2])rect( τ−τ0(τ)

Tp
)rect( τ

Tp
)

+cos(2π[fcτ0(τ) + ατ0(τ)τ − α
2
τ 2

0 (τ)])rect( τ−τ0(τ)
Tp

)rect( τ
Tp

)

The first cosinus which is around 2fc is filtered out keeping only the second term
downconverted at baseband frequency. Furthermore,

rect(
τ − τ0(τ)

Tp

)rect(
τ

Tp

) = rect(
τ − τ0(τ)

2

Tp − τ0

)

By using the formula of the delay τ0 linked to the range and velocity of the target
we may rewrite the equation such as:

sb(τ) = cos(2π[fc(
2(R0 + V0τ)

c
)+α(

2(R0 + V0τ)
c

)τ−α

2
(
2(R0 + V0τ)

c
)2(τ)])rect(

τ − τ0(τ)
2

Tp − τ0

)

The last part inside the cosinus phase is called the residual video phase and is
omitted because it can be compensated.

sb(τ) = cos(2π[fc(
2(R0 + V0τ)

c
) + α(

2(R0 + V0τ)
c

)τ ])rect(
τ − τ0(τ)

2

Tp − τ0

)

sb(τ) = cos(2π[
2R0fc

c
+

2V0fc

c
τ +

2αR0

c
τ +

2αV0

c
τ 2])rect(

τ − τ0(τ)
2

Tp − τ0

)

X



APPENDIX A. EMITTED WAVEFORM

The instantaneous frequency of such a signal is:

fbinst
(τ) = 2π[

2αR0

c
+

2V0fc

c
+

4αV0τ

c
]

The first term is the beat frequency directly linked to the range of the target,
the second term is the doppler frequency generated by the velocity of the target and
the last term is a parasite term which must be as low as possible. Defining:

Θ(τ) = 2π[
2R0fc

c
+

2V0fc

c
τ +

2αR0

c
τ +

2αV0

c
τ 2]

The beat frequency signal possesses a time Fourier transform (TFT) defined as:

Sb(ω) =
Z τ=+∞

τ=−∞
sb(τ)e−iωτ dτ

Sb(ω) =
Z τ=+∞

τ=−∞

e+iΘ(τ) + e−iΘ(τ)

2
e−iωτ rect(

τ − τ0(τ)
2

Tp − τ0

)dτ

Sb(ω) = (
Z τ=+∞

τ=−∞

e+iΘ(τ)e−iωτ

2
rect(

τ − τ0(τ)
2

Tp − τ0

)dτ+
Z τ=+∞

τ=−∞

e−iΘ(τ)e−iωτ

2
)rect(

τ − τ0(τ)
2

Tp − τ0

)dτ

The second sum represents the negative frequency of the real received signal. We
will only define the positive frequency spectrum component of the signal because
the physical signal is real-valued ad hence its spectrum should be even (symmetric
about ω = 0).

Sb(ω) = (
Z τ=+∞

τ=−∞

e+iΘ(τ)−iωτ

2
rect(

τ − τ0(τ)
2

Tp − τ0

)dτ

+iΘ(τ) − i2πfτ = −i2π[(f − (
2V0fc

c
+

2αR0

c
+

2αV0

c
τ))τ − 2R0fc

c
]

Sb(ω) =
ei2π

2R0fc
c

2

Z τ=+∞

τ=−∞
e−i2π[(f−(

2V0fc
c

+
2αR0

c
+

2αV0
c

τ))τ ]rect(
τ − τ0(τ)

2

Tp − τ0

)dτ

Defining the beat frequency fb0
directly related to the target range and velocity such

as:

fb0
(τ) =

2αR0

c
+

2V0fc

c
+

2αV0

c
τ

Sb(ω) =
ei2π

2R0fc
c

2

Z τ=+∞

τ=−∞
e−i2π[(f−fb0

(τ))τ ]rect(
τ

Tp − τ0

)δ(τ − τ0

2
)dτ

Sb(ω) = (Tp − τ0)πδ(2π(f − fb0
(τ))) · sinc((Tp − τ0)f) · ei2π

2R0fc
c · e−i2πf

τ0
2

Sb(ω) = (Tp − τ0)π · sinc[(Tp − τ0)(f − fb0
(τ))] · ei2π

2R0fc
c · e−i2πf

τ0
2
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If Tp >> τ0 then

πsinc[(Tp − τ0)(f − fb0
(τ))] · e−i2πf

τ0
2 ≈ πsinc[(Tp − τ0)(f − fb0

(τ))]

Omitting the different amplitudes constant,

Sb(ω) = sinc[(Tp − τ0)(f − fb0
(τ))]

A.4 Stepped frequency continuous waveform: SFCW

the stepped frequency continuous waveform is generated by a group of monochro-
matic signals of discrete frequency fn transmitted with a fixed frequency increment
df . The waveform can be written such as:

uSF CW (τ) =
Nf
X

n=1

ej2πfnτ

with fn = −Bf

2
+ (n − 1)df and df = Bf

Nf −1
The focusing received signal using the

equivalent of the matched filter for infinite time support is given by:

srf (τ) =
Nf
X

n=1

1
Tp

Z Tp/2

−Tp/2
sr(t)u∗

SF CW (t − τ)dt

srf (τ) =
Nf
X

n=1

1
Tp

Z Tp/2

−Tp/2

Ns
X

i=1

sie
−jωcτiej2πfn(t−ti)e−j2πfn(t−τ)dt

srf (τ) =
Nf
X

n=1

1
Tp

Z Tp/2

−Tp/2

Ns
X

i=1

sie
−jωcτiej2πfn(t−ti−(t−τ))dt

srf (τ) =
Nf
X

n=1

1
Tp

Ns
X

i=1

sie
−jωcτiej2πfn(τ−ti)

Z Tp/2

−Tp/2
1dt

The term e−jωcτi will be suppressed by means of a low pass filter.

srf (τ) =
Nf
X

n=1

ej2πfnτ
Ns
X

i=1

sie
−j2πfnτi

This shows that the impulse response is equal to the waveform of the continuous
signal such as:

h(τ) =
Nf
X

n=1

ej2πfnτ =
Nf
X

n=1

ej2π(−
Bf

2
+(n−1)df)τ = e−j2π

Bf

2
τ

Nf
X

n=1

ej2π(n−1)dfτ

h(τ) = e−j2π
Bf

2
τ ·

ej2πNf dfτ − 1
ej2πdfτ − 1

== e−j2π
Bf

2
τ ·

ejπNf dfτ

ej2πdfτ
·

2j

2j

ejπNf dfτ − e−jπNf dfτ

ejπdfτ − e−jπdfτ

df = Bf

Nf −1
−→ Bf = df(Nf − 1)
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h(τ) = e−jπτ(df(Nf −1)−Nf df+df) sin(πNfdfτ)
sin(πdfτ)

=
sin(πNfdfτ)

sin(πdfτ)

We can define the maximum value of the sinc function thanks to:

lim
x→0

sin(Nfx)
sin(x)

≈ Nf

if we consider that Bf = df(Nf − 1) ≈ dfNf then

h(τ) ≈ sin(πBfτ)
sin(πdfτ)

−→ h(τ) ≈ Nfsinc(Bfτ)

when τ << 1
df

. The choice of df will define the periodicity of h(τ) and hence the
ambiguous time (related to the range) such as:

Tamb =
1
df
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Appendix B
Résumé étendu en français

Le développement de nouvelles technologies d’imagerie nous permet aujourd’hui de
voir l’invisible. Selon la bande de fréquence spectrale choisie (Rayons X, Infra rouge,
RF, ..), la capacité d’imager les objets diffère du fait que chaque bande de fréquences
interagit différemment avec la matière (émission, absorption, réflexion, ..). Nos
travaux se sont orientés vers des systèmes actifs en bande millimétrique permettant
d’obtenir un compromis acceptable entre résolution, détection d’objets enfouis et
taille du système.

Une introduction générale précisant le contexte de l’étude et l’organisation du
manuscrit est faite dans le chapitre 1. Durant cette thèse, l’objectif principal était
l’étude, la conception, la réalisation et la mesure de modules antennaires en bande
millimétrique, ainsi que la mise en œuvre d’algorithmes de traitement de signal et
de haute résolution rentrant dans la conception d’un radar imageur.

Dans le second chapitre, un état de l’art des différents systèmes est effectué. Les
techniques directes et indirectes sont étudiées afin dans ressortir les avantages et in-
convénients. Concernant les techniques directes, plus communément appelées «radar
à ouverture réelle», elles permettent, grâce à des antennes directives, de générer des
images radar par le biais d’un dépointage du lobe principal de l’antenne qui peut se
faire de façon mécanique, électronique ou fréquentiel. Grâce à cet état de l’art, les
techniques directes sont étudiées dans le troisième chapitre, et plus précisément, la
lentille de Fresnel a été choisie comme dispositif focalisant afin de générer un dia-
gramme directif. La difficulté majeure de cette lentille réside dans sa réalisation et
son optimisation car elle est au choix coûteuse, difficile à réaliser et peut avoir une
mauvaise efficacité suivant la technique et le procédé de fabrication utilisé.
L’efficacité de compensation de phase est théoriquement déterminée (voir Fig. B.1a)
pour démontrer qu’une compensation régulière (smooth) permet une efficacité opti-
male sans dépendre de la fréquence considérée ce qui n’est pas le cas pour une com-
pensation régulière en apliquant un modulo 2π (smooth [2π]). De la même manière,
l’efficacité d’illumination est théoriquement déterminée (voir Fig. B.1b) afin de per-
mettre l’optimisation optimale de la source primaire qui illumine la lentille. Les
compensations régulière et régulière modulo [2π] sont théoriquement déterminées
afin de définir les permittivités nécessaire pour les deux compensations (voir Fig.
B.1c). A partir d’un nouveau procédé technologique permettant le contrôle de la
permittivité diélectrique d’un matériau composite, il est possible, avec plus de facil-
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ité, de réaliser une lentille inhomogène permettant de compenser la phase de l’onde
sphérique émise par une source primaire afin d’obtenir une onde plane en sortie de la
lentille et donc un gain optimum. Les deux lentilles ont été réalisées (voir Fig. B.1d)
et mesurée dans la bande 75-110 GHz (voir Fig. B.1e) démontrant la viabilité du
procédé technologique à très hautes fréquences. En effet, cela a permis d’atteindre
une efficacité totale de 59% (voir Fig. B.1f) avec un gain de 38.9 dBi. De plus,
grâce à la compensation régulière de la phase, une augmentation de l’efficacité to-
tale de 60% et de la bande de fréquence de 72% respectivement a été obtenue et ce
comparativement à des solutions de compensations non régulières issues de l’état de
l’art.
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Figure B.1: (a) efficacité de compensation de phase, (b) efficacité d’illumination de la lentille, (c) variation de
permittivités nécessaire des lentilles, (d) les lentilles réalisées et (e), (f) résultats de mesures du système antennaire.
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Cette antenne a été utilisée pour imager une scène en environnement extérieur
en tournant mécaniquement l’antenne sur 360° par pas de 1°. Cette mesure (voir
Fig. B.2) a permis de montrer que l’imagerie radar en utilisant une technique directe
peut être simple à mettre en œuvre et est peu coûteuse (1 émetteur / 1 récepteur).
Néanmoins, pour des applications temps réel, les techniques directes ne sont pas
adaptées du fait du temps d’acquisition trop élevé notamment quand le balayage du
faisceau d’antenne se fait mécaniquement.

(a)

(b) (c)

Figure B.2: Résultats des mesures radar avec (a) le système radar utilisé et (b), l’image radar et (c) l’image radar
superposée avec une image de la scène pris grâce à google map.

Dans le quatrième chapitre sont donc étudiées et mises en œuvre des techniques
indirectes. Elles permettent, à partir de l’acquisition simultanée de signaux sur
plusieurs chaînes (émission et/ou réception), de réaliser une image radar grâce au
principe de l’ouverture synthétique. La théorie est tout d’abord explicitée et des
mesures en bande millimétriques sont effectuées (voir Fig. B.3) pour montrer le
grand intérêt de cette technique. Néanmoins, du fait du grand nombre de chaînes
RF nécessaire afin d’obtenir une résolution suffisante, elle est extrêmement coûteuse.

Il a alors été étudié le principe de systèmes MIMO (Multiple-Input-Multiple-
Output) qui permet de réduire le nombre de chaînes nécessaire sans affecter la ré-
solution du système. En outre, il est étudié et mis en œuvre un dispositif passif
(boîte chaotique voir Fig. B.4a) qui permet de compresser de nombreux signaux
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(a) (b) (c)

(d) (e) (f)

Figure B.3: Résultats de mesures pour trois différentes scènes.

en un nombre réduit qui seront décompressés par la suite en traitement du signal
(post-traitement). Le dispositif est basé sur la variation des modes en fonction de la
fréquence au sein d’une grande cavité. Ce dispositif a été conçu, réalisé et mesuré
de 50 à 66 GHz afin de compresser quatre voies en une seule voie. Durant la décom-
pression des signaux, la corrélation croisée entre les signaux n’excède pas les -15 dB,
valeur obtenue grâce à une large bande fréquentielle (16 GHz). Ce dispositif a été
utilisé à l’émission dans une configuration MIMO (voir Fig. B.4b) pour montrer que
cela permet de réduire par quatre le nombre de chaînes, et de manière complètement
passive. Côté réception, il a été utilisé un scanner pour synthétiser le réseau de ré-
cepteurs. Le résultat de mesures (voir Fig. B.4d) est comparé avec un cas SIMO
avec quatre fois plus de récepteur (voir Fig. B.4c). Cependant, dans l’objectif de
réaliser un système antennaire complet réaliste, un réseau actif de huit patchs con-
trôlés par switchs a été étudié (en cours de réalisation). En commutant entre les
8 antennes de réception, il est alors possible de synthétiser un grand réseau virtuel
avec une antenne à l’émission et 41 antennes à la réception, en utilisant seulement
une chaine à l’émission et une chaîne à la réception et ceci pour générer des images
radar en quasi-temps réel.

Dans le dernier chapitre, toujours dans l’objectif d’améliorer la résolution angu-
laire du système en utilisant un nombre limité de capteurs, il est étudié des méthodes
d’estimation spectrales. Ces algorithmes ont été développés avec des postulats de dé-
part, à savoir un fonctionnement en bande étroite et pour des distances radar-cibles
importantes par rapport à la taille de l’antenne (champ lointain). Or, afin d’obtenir
une résolution en distance performante (qq cm), il est nécessaire d’acquérir les sig-
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(a) (b)

(c) (d)

Figure B.4: Dispositif compressif passif.

naux sur une large bande (plusieurs GHz) d’où le choix d’un fonctionnement autour
d’une porteuse en bande millimétrique. Ces fréquences élevées induisent naturelle-
ment des pertes en espace libre prohibitives ce qui limite la portée du radar et donc
la condition en champ lointain n’est plus obligatoirement vérifiée. Par conséquent,
les postulats de départ pour les méthodes d’estimation spectrale ne sont plus re-
spectés. Il a donc été étudié plusieurs techniques pour compenser les signaux reçus
avant de pouvoir appliquer les méthodes d’estimation spectrale.

L’une des techniques est de focaliser les signaux reçus pour générer une image
complexe. Grâce à la focalisation, les compensations sont effectuées et les méthodes
d’estimation spectrales sont appliquées sur l’image complexe afin d’améliorer la ré-
solution du système (voir Fig. B.5). Les méthodes sont donc appliquées sur des
images radar réalisées à l’institut sur des cibles réelles tel qu’un couteau caché dans
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Figure B.5: Flow chart of applying the spectral analysis algorithms in a near-field environment with wide-band
signals.

Figure B.6: Resultats des méthodes d’estimation spectrales (Beamforming, Beamofrming avec "spatial smoothing",
CAPON et MUSIC) 2D appliqué sur une scène avec un couteau caché dans un livre.2D spectral estimation methods
applied on the knife hidden in a book.

un livre (voir Fig. B.6).
Ce manuscrit de thèse se termine par une conclusion et des perspectives concer-

nant l’ensemble du travail effectué. L’ensemble de ce travail de thèse a été valorisé
par quatre dépôts de brevets, un article dans une revue internationale, quatre ar-
ticles soumis dans des revues internationales avec comité de lecture ainsi qu’une
publication dans un congrès international.
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Résumé

Les travaux présentés dans cette thèse sont une contribution à l’étude des systèmes d’imagerie
active en bande millimétrique et plus spécifiquement sur les parties antennaires et le traitement de
signal. Ces travaux ont été menés dans le cadre d’une collaboration entre différents départements
au sein de l’IETR. Une première étude a porté sur les antennes focalisantes et plus spécifique-
ment sur la lentille de Fresnel avec un procédé de fabrication de matériau à gradient d’indice qui
a permis d’améliorer l’efficacité (59%) et la largeur bande de fréquence (75-110 GHz). Cette an-
tenne a été utilisée sur un système rotatif pour imager une scène réelle exterieure. L’étude s’est
ensuite focalisée sur la conception d’une configuration Multiple-Input Multiple-Output ou MIMO
(« entrées multiples, sorties multiples ») grâce notamment à l’utilisation d’un dispositif compressif
passif 4×1 permettant de réduire, par compression, le nombre de chaînes RF. Ces chaînes sont dé-
compressées par post-traitement. Le dispositif, placé à l’émission, a été associé avec un scanner qui
permet de synthétiser un réseau d’antennes à la réception. Cette configuration a permis de générer
virtuellement un réseau de plus grande taille, permettant d’améliorer la résolution azimutale du
système tout en limitant le nombre de chaînes RF. Cette configuration est utilisée pour imager une
scène en chambre anéchoique afin de valider le concept. Pour améliorer encore plus la résolution
du système avec un nombre limité de chaînes RF, l’étude d’algorithmes de haute-résolution, ou
méthodes d’estimation spectrales, sont utilisés dans des configurations à large bande de fréquences
pour imager des cibles en champs proche. L’association de la configuration MIMO, du dispositif
compressif passif et des méthodes d’estimation spectrales permet d’améliorer la résolution du sys-
tème tout en limitant le nombre de chaînes RF nécessaire.

Mots clés : Lentilles de Fresnel, ondes millimétriques, configuration MIMO, dispositif compressif
passif, algorithmes de haute-résolution, large bande, champ proche.

Abstract

The broad topic of the presented Ph.D. thesis consists in the contribution to the study of Radar
imaging systems at millimeter-wave and more specifically to the antennas and signal processing.
These works have been carried out during a partnership between different departments of the IETR.
A first study on focusing antennas, particularly on Fresnel lens antennas, thanks to a technological
process to manufacture inhomogeneous materials, has allowed to improve the efficiency and the
frequency bandwidth. The antenna has been mounted on a rotary system to image a real outdoor
scene. Then, the study has been focused on the realization of a Multiple-Input Multiple-Output
(MIMO) configuration notably using a 4 × 1 passive compressive device allowing to reduce, by
compression, the number of radiofrequency (RF) chains. The chains are decompressed by post-
processing. The device, used at the transmitting part, is associated with a scanner that synthetizes
a receiving array of antennas. This configuration allows to generate a large virtual array, to improve
the azimutal resolution of the system while maintaining acceptable the number of RF chains. This
configuration has been used to image a scene in an anechoid chamber to validate the concept. To
further improve the spatial resolution of the system for a given number of RF chains, the study of
high resolution algorithms, or spectral estimation methods, are used to image scenes in near field
and wide-band configurations. The combination of MIMO configurations, the passive compressive
device and the spectral estimation methods have allowed to drastically improve the spatial resolu-
tion of the radar imaging system while limiting the number of RF chains.

Keywords: Fresnel lens, millimeter-waves, MIMO configuration, passive compressive device, high-
resolution techniques, wide-band, near-field.


