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Spécialité de doctorat: Réseaux, Information et Communications
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iABSTRACT

Abstract—

This thesis studies Device-to-Device (D2D) communication in realistic and challenging

scenarios for future wireless systems. In particular, the thesis focuses on how may D2D

communication help other technologies to enhance their performance. The first wireless

scenario is the one of multicasting, used for example in video streaming or common

alert message transmission for police, firefighters or ambulances. The second wireless

scenario is the critical one of Ultra-Reliable and Low Latency communication (URLLC)

expected to be used to avoid cars crashes in the upcoming Vehicular-to-Everything (V2X)

context, and also when connecting machines together in environments like connected

hospitals, airports, factories (industry 4.0), and last but not least in e-health context

in order to enhance medical tele-surgery. The last wireless scenario is the one of User

Equipment (UE) group localization in the context of massive Internet of Thing (IoT),

where devices are interacting with each other and are mostly confined in local groups,

needing local services.

In the multicast channel scenario, where a transmitter wishes to convey a common

message to many receivers, it is known that the multicast rate decrease as the num-

ber of UEs increases. This vanishing behavior changes drastically when enabling the

receivers to cooperate with each other via D2D. Indeed, the multicast rate increases

with high probability when the number of receivers increases. This chapter also ana-

lyzes the outage rate of the proposed scheme in the same setting. Extensions regarding

firstly resource utilization and secondly considering the use of Hybrid Automatic Repeat

Request (HARQ) are also analyzed.

Next chapter addresses one of the major challenges for future networks, named URLLC.

Specifically, the chapter studies the problem of HARQ with delayed feedback, where the

transmitter is informed after some delay on whether or not his transmission was suc-

cessful. The goal is to minimize the expected number of retransmissions subject to a

reliability constraint within a delay budget. This problem is studied at two levels: (i) a

single transmitter faced with a stochastic independent and identically distributed (i.i.d.)

noisy environment and (ii) a group of transmitters whom shares a collision channel.

Then the chapter that follows provides a cooperative UE mapping method that is

highly accurate. Four different channel models are studied in this chapter: Line of

Sight (LOS) and Non-Line of Sight (NLOS) for indoor and outdoor environments. The

results show significant improvement compared to already existing methods. Identifying

the dense local areas in real time and informing the network allows the Base Station

(BS) to increase the capacity through highly directive beams, and therefore, avoids the

deployment cost of new infrastructure.

Keywords— D2D, 5G, multicasting, URLLC, HARQ, Positioning
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vNOTATIONS

Notations— Here we define the mathematical notations used all along the thesis

x scalar
x vector
X matrix
X random variable
(Xn) sequence of random variables
∆
= is defined as
∼ is distributed as
� much greater than
R the set of real numbers
R+ the set of positive real numbers
N the set of natural numbers
Z the set of integers
[a, b] the close interval {x ∈ R : a ≤ x ≤ b}
(a, b) the open interval {x ∈ R : a < x < b}
|.| cardinality of a set or absolute value of a scalar
d.e Ceiling function
b.c Floor function
a mod b a modulo b, a− (ba/bcb)
e(.), exp{.} exponential function
ln(.) natural logarithm function
loga(.) logarithm to base a, ln(.)/ ln(a)
1{.} indicator function
O(.) Landau notation
Ck
n,
(
n
k

)
binomial coefficient n!

k!(n−k)!
for n, k ∈ N and k ≤ n

P(.) probability
E(.) expectation
var(.) variance
f(.) value of function f at .
lim
a→b

f(a) = f̄ , f(a) →
a→b

f̄ f̄ is the limit of f(a) as a tends to b

lim sup
a→b

f(a) limit superior of f(a) as a tends to b

Xn
P→ X Xn converges to X in probability

Xn
d→ X Xn converges to X in distribution

Xn
L1

→ X Xn converges to X in mean

Xn
L2

→ X Xn converges to X in mean square
N (µ, σ2) Gaussian distribution with mean µ and variance σ2



Chapter 1

Introduction

1.1 Motivation

In the context of future wireless networks, the Fifth-Generation (5G) is expected by

20201. While the Fourth-Generation (4G) is mostly about ensuring a constantly grow-

ing and changing capacity requirements, 5G network can be imagined as a software

infrastructure where the goal will be to deliver a wide variety of services. From a tech-

nical point of view, 5G network will have to answer to the three major classes of ser-

vices: enhanced Mobile BroadBand (eMBB), massive Internet of Thing (IoT) and Ultra-

Reliable and Low Latency communication (URLLC), as described in Fig. 1.1. eMBB

is the continuity of the multimedia-based services provided by the 4G, where the main

requirements concern mostly high data rates and extensive coverage. To meet those

requirements, carrier aggregation, new cm/mmWave bands and massive Multiple-Input

Multiple-Output (MIMO) among others have been proposed. Regarding the massive

IoT service, full coverage with a high density of cheap devices is proposed for services

like smart cities. For URLLC, the unprecedented reliability and low latency require-

ments open the door to services like connected cars, industry 4.0, e-health, smart cities,

immersive gaming among others.

All the previous scenarios imply new demands and give us the opportunity to deal with

different challenges such as the high number of devices, long range coverage, multimedia

mobile video streaming, low latency, high reliability, position accuracy for indoor and

outdoor.

1https://www.orange.com/en/Human-Inside/Thematic-feature/5G-the-mobile-connectivity-of-the-
future.

1
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eMBB

Massive IoT URLLC
 

Figure 1.1: 5G scenarios [2].

One of the envisioned technologies in order to meet all the cited challenges and that is

part of the 5G cellular network is Device-to-Device (D2D) communication. This technol-

ogy offers direct communication between the User Equipments (UEs), enabling new 5G

business models. D2D connectivity could be, for an operator, a way to offload the traffic

from the network. Exploiting direct communication enables Proximity Service (ProSe),

which is useful for connected vehicles (URLLC), dense networks (massive IoT), but also

for coverage extension (eMBB). It improves spectrum utilization, overall throughput,

latency and can be used for location-based applications.

In particular, in this thesis, we explore several wireless network scenarios, represented

in Fig. 1.2, where D2D brings a fundamental added value. Description and contributions

of these scenarios are summarized in the following sections.
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(a)

(b)

(c)

Multicasting 

common data
V2V (U

RLLC)

VSC

Public safety

Locatio
n 

accuracy

Smart 
city

Figure 1.2: Overview of the studied scenarios.
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1.2 Thesis Outline and Contribution
This thesis will focus on the three following problems:

1.2.1 Multicast Wireless Problem
A first important wireless use case is multicast communication, where a single transmitter

sends a common message to many receivers in the presence of fading. There are two

ways to measure the efficiency of a communication protocol:

• The average multicast rate, which is the expected number of successfully decoded

bits per channel use achieved by a UE chosen uniformly at random;

• The multicast outage rate, which is the maximum rate at which all the UEs can

decode the message with an error probability of ε.

Firstly, the average multicast rate is interesting in the context of wireless edge caching.

It has been shown that the traffic during the peak hours can be significantly reduced by

caching popular contents during off-peak hours, and delivering these popular contents

using multicasting (see e.g. [3, 4] and references therein). The problem when studying

the average multicast rate is that it remains constant in dense scenario, i.e. as the

number of UEs grows.

Secondly, the study of the multicast outage rate is essential for the so-called enhanced

Multimedia Broadcast Multicast Service (eMBMS) scenario [5]. These services reduce

the network load by multicasting common data to Public Safety (PS) devices [6], where

decoding is mandatory for every device. Here the multicast outage rate is limited by the

UE in the worst channel condition and hence the multicast outage rate vanishes in the

presence of large number of UEs.

In this first contribution, motivated by these two scenarios, we study D2D-aided

multicasting without Channel State Information at the Transmitter (CSIT) to overcome

the limited rate achieved by the multicast communication. Instead of considering CSIT,

we only suppose statistical knowledge of the channel given by the receivers each period

of time. This avoids channel measurement overhead and also error measurement in case

of fast fading. We consider a general network topology combined with D2D technology,

where the transmitter has only statistical channel knowledge. Furthermore, we analyze

the multicast rate in a dense network, i.e. in the regime of large number of UEs. In

this setup, we address the fundamental question: can D2D without CSIT increase the

achievable multicasting rate?
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Our contributions for the multicast wireless problem are the following:

1) We propose a simple two-phase scheme that achieves an increasing average multi-

cast rate while requiring only statistical channel knowledge at the transmitter and

local channel knowledge at each receiver. The enhanced two-phase scheme with

the optimal resource split achieves the average multicast rate of order O(ln lnn)

with high probability, where n is the number of UEs.

2) We derive tractable asymptotic expressions for both the average and outage mul-

ticast rate in the asymptotic regime of a large number of UEs. It is worth noticing

that the derivations of such deterministic equivalent expressions are novel and

involved. They are based on non-trivial concentration arguments.

3) We further provide approximate expressions for both the average and outage mul-

ticast rate. Our numerical examples show that these expressions are very accurate

even for a small and finite number of UEs (say n ≥ 50).

1.2.2 URLLC Wireless Problem
A second important wireless use case is represented by URLLC. URLLC requires ultra-

high reliability and low latency transmission. This is even more challenging because

reliability and latency constraints are usually not considered in the same system. Us-

ing D2D communication under URLLC constraints enables us to introduce services like

connected cars (that use an extension of D2D named Vehicular-to-Vehicular (V2V) or

Vehicular-to-Everything (V2X)), but also for services like e-health or industry 4.0 when

connecting machines together, i.e. Machine-to-Machine (M2M) communication.

In URLLC systems, packet transmission time is constraint by low latency, implying

packet deadline and short time slots for transmission. In this way, 3rd Generation

Partnership Project (3GPP) starts standardizing short time slots (e.g. 1 ms in Long

Term Evolution (LTE), 500 µs and 125 µs in New Radio (NR)) [7, 8]. This is due higher

carrier sub-spacing, possible thanks to wider bandwidth (20 MHz in 700 MHz carrier

frequency for LTE, 100 MHz in 3.5 GHz carrier frequency and 400 MHz in 28 GHz for

NR, respectively with the time slots [7]).

Now, in order to face the high reliability constraint of URLLC, a retransmission pro-

cedure like Hybrid Automatic Repeat Request (HARQ) is mandatory (actually, in order

to reach a high reliability in the presence of noise, it is impossible to avoid retransmis-

sion). In a D2D communication using HARQ, the UE transmitter is waiting for the

Acknowledgment (ACK) feedback from the UE receiver before retransmitting. This de-

lay is not affordable and negligible, even more with such shorter time slots as mentioned

previously, in many use cases like the cited ones. Reliability is achieved thanks to re-
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transmissions, hence waiting for the feedback may fail to transmit the packet enough

times before the deadline constraint, canceling the URLLC requirement.

In that sense, the approach consisting in combining “wait the Non Acknowledg-

ment (NACK) before retransmission” and “blind retransmission” needs to be imple-

mented and optimal policy has to be derived. In other words, the approach consisting

in optimally retransmitting the same packet without necessarily waiting for the NACK

is studied under reliability and latency constraint.

Our contributions to the design of URLLC are the following:

1) We analyze the optimal HARQ schemes for URLLC services when the feedback

arrives with a delay that is larger than the transmission interval (as it is usually

the case). We derive the optimal policies and show that they can be computed

efficiently.

2) We propose a novel policy that has the advantage of being simple; of relying only

on the knowledge of the service requirements and on the channel feedback delay;

of not depending on the link error rate; and of being optimal in many practical

cases that we identify.

3) We extend our results to the system level where there are multiple transmitters

competing for the channel access and requiring URLLC service. We derive retrans-

mission policies in order to meet the URLLC targets with the smallest number of

retransmissions.

While the solutions we propose apply to many URLLC use cases, including UE to BS

ones, they are particularly relevant for URLLC involving D2D. Indeed, the distributed

nature of URLLC D2D makes centralized scheduling difficult and calls for contention-

based approaches. NACKs in this case may be implicit, i.e. the absence of an ACK

may be interpreted as a NACK as the receiver may not be aware of the existence of the

packet.

1.2.3 Localization Problem for Wireless Systems
Finally, with the increasing number of IoT devices, services like smart city appear. Usu-

ally in such a system the devices are interacting with each other’s, and indoor/outdoor

positioning needs to be very accurate. Being able to estimate location with high accu-

racy is also important in services like self-driving (avoid car crashes), e-health (surgery

or person assistance at home), smart home (domotic), social networking (finding friends

located close to one) and industry 4.0 (packet warehouse). Notice that the equipments

used in smart cities or industry 4.0, also called smart devices, need to be of low cost, low

energy consumption and the transmission between them needs to be robust to cellular
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interference and to fading. Because it respects all the previous requirements and because

it has been standardized by the Institute of Electrical and Electronics Engineers (IEEE)

802.15 working group, which specifies Wireless Personal Area Network (WPAN) stan-

dards, we propose to consider D2D communication with Ultra-WideBand (UWB) signals

between the devices. UWB emits short low energy pulses spread in a very large band-

width, providing very high accuracy due to its wide frequency band.

As the devices in smart city or industry 4.0 tend to be mostly confined in local groups,

it is of great interest for the local network to know their location and cluster them with

highest possible accuracy. Cooperative localization of UEs is hence a key feature for 5G.

Our contributions in this third wireless network are the following:

1) In this third work we propose a dynamic cooperative equipment mapping using

UWB signals, where map accuracy is studied in LOS and NLOS environments.

This method provides an accuracy of cm order.

2) A comparison of our technique with Global Positioning System (GPS) is also

presented.

3) This method is applied to detect hotspots. In addition, in order to avoid small

cells deployment, a large number of antennas at the BS can be exploited, creating

highly directive beams to cover a given area. This concept is called Virtual Small

Cell (VSC) [9]. This coverage scenario is useful in 5G services like ultra-low cost

global coverage, smart cities or industry 4.0.

1.3 Organization
The remainder of this thesis is organized as follows: in Chapter 2 we present prior

work relevant to this thesis work, including wireless networks, D2D communications,

multicast channels, URLLC and device localization. In Chapter 3 we study D2D aided

multicasting, where two metrics of interest are derived (average and outage rate). We

also extend the analysis by taking into account resource utilization. A second extension

with HARQ scheme at the UE level is also studied. In Chapter 4 we propose a new

URLLC transmission scheme, where we derive the optimal retransmission policy subject

URLLC constraints for single D2D pair and also for multi UE transmission. In Chapter 5

we study massive IoT network where we propose a highly accurate mapping method.

This chapter also introduces the VSC concept with a direct application of the mentioned

localization method. Finally, Chapter 6 concludes the thesis and presents the possible

directions for future work.





Chapter 2

State of The Art

2.1 Device-to-Device Fundamentals

D2D communication is defined as a direct communication between two UEs without

routing through the BS. A key motivation for D2D connectivity is the potential for

an operator to offload traffic from the network, extending the cellular coverage and

facilitating new types of wireless ProSes like hyper-local advertisement [10]. D2D can

also reduce costs for operators as it does not need another cellular infrastructure than the

already existing one. On top of being a cost reduced technology, D2D communication

will still be available when cellular network fails due to, for example, natural disaster

like earthquake, which is interesting for Public Safety (PS) applications.

From [11] the first 3GPP release introducing D2D is Release 12, starting D2D stan-

dardization in 2012. The main motivation for adding D2D to 3GPP was the use case of

ProSe. In ProSe, the needs are to exchange data and voice among nearby UEs (which

introduce D2D communication) and the discovery of UEs or services (introducing D2D

discovery). In Release 12, D2D discovery is studied only for the in-coverage scenario,

i.e. for UEs under BS coverage. The D2D communication in Release 12 is limited to

broadcast communication in-coverage and out-of-coverage scenarios. A second impor-

tant use case that push D2D standardization is the one of PS. PS proposes to use ProSe

within the broadcast communication for applications such as police, firefighters and am-

bulances. D2D enhancements are proposed in Release 13, which started in 2014, where

one-to-one communication has been introduced in the standards, and where discovery

has been extended to partial and out-of-coverage scenario. A third use case of ProSe

UE-to-Network Relay has been proposed by 3GPP organization, where a UE act as a re-

lay between a remote UE and the BS [12]. Since Release 14 [13], D2D has been replaced

by V2X (including V2V, Vehicular-to-Infrastructure (V2I), Vehicular-to-Network (V2N)

and Vehicular-to-Pedestrian (V2P)), which aim to develop a vehicular communication

system able to guarantee safety applications as well as comfort driving services with

9
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a high degree of quality and reliability (more details are provided in Section 2.3.2).

Regarding Release 15, the main use cases considered among others are platooning (op-

erating a group of vehicles in a closely linked manner so that the vehicles move like

a train with virtual strings attached between vehicles), extended sensors (enables the

exchange of live video images among vehicles, road site units, pedestrian devices and

V2X application servers), advanced driving (enables semi-automated or full-automated

driving) or remote driving (vehicle is controlled remotely by either a human operator

or cloud computing) [14]. The main use cases for D2D/V2X in the different releases of

3GPP are summarized in Table 2.1.

Table 2.1: Main use cases for D2D in the different Releases of 3GPP

Release 12 Release 13 Release 14 Release 15
PS PS enhancement V2V Platooning

ProSe ProSe enhancement V2I extended sensors
UE-to-Network Relay V2N advanced driving

V2P Remote driving

Going back to Release 12 and 13 that deal with D2D, all the studied ProSe use cases

depend on D2D communication and discovery. 3GPP studies mainly focused on the

technical details, including radio resource allocation and management, like spectrum

utilization and power control, or D2D procedures like synchronization, discovery signal

design, channel quality estimation, relaying etc.

2.1.1 Device-to-Device resource allocation and management
D2D communication can be spectrally divided into two parts (see Fig. 2.1), namely

inband D2D communication, where both D2D and BS use the cellular band, and outband

D2D communication, where D2D uses a dedicated band [15, 16]. Regarding dedicated

radio communication, IEEE continue studying Wi-Fi Direct within the IEEE 802.11

Study Group and also Ultra-WideBand (UWB) within the IEEE 802.15 Working Group

which specifies WPAN standards for mobile social networks [17].

2.1.1.1 Inband Device-to-Device communication

The communication under this category happens in licensed spectrum (i.e., cellular spec-

trum) and is used for both sidelink and cellular link, where sidelink is the name of D2D

link given by the 3GPP. The motivation for choosing inband communication is usually
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the BS control over cellular spectrum (i.e., licensed band) [18, 19, 20]. Still the interfer-

ence in the licensed spectrum is hard to manage and imposes constraints for quality of

service provisioning [21].

Inband D2D is further divided into underlay and overlay categories.

1) In underlay D2D communication, cellular and D2D communication share the same

radio resources. Underlay D2D increases the spectral efficiency of cellular spec-

trum [22], whereas the interference management among D2D and cellular trans-

mission in underlay is very challenging [16];

2) In contrast, sidelinks in overlay communication are given dedicated cellular re-

sources. In overlaid mode, D2D communications operate in licensed spectrum,

but remain completely transparent to the cellular UEs [16]. The disadvantage of

overlay mode is that cellular resources might be wasted;

D2D inband communication uses cellular spectrum and promises different types of

gain: (a) the UEs proximity will provide extremely high bit rates, low delays, and low

energy consumption [23, 18]; (b) cellular spectrum can be fully controlled by the BS

implying that radio resources may be simultaneously used by cellular links as well as

sidelinks. Same spectral resource can hence be used more than once within the same

cell [23]; (c) D2D technology can be used by any cellular device;

The disadvantages of inband D2D communication are: (a) interference management

solutions usually resort to high complexity resource allocation methods [24]; and (b) in

the case of underlay, a UE cannot have simultaneous cellular transmissions and D2D

communication [25].

One of the reasons why underlay D2D communication is more considered in the lit-

erature than overlay, is because allocating dedicated spectrum resources to D2D UEs in

overlay is not as efficient as underlay in term of spectral efficiency [26].

2.1.1.2 Outband Device-to-Device communication

The D2D communication under this category exploits dedicated band or unlicensed

spectrum. The motivation behind is to eliminate the interference between sidelinks

and cellular links, since outband D2D communication does not occur on cellular spec-

trum [16]. Using dedicated band requires an extra interface and usually adopts other

wireless technologies, such as Wi-Fi Direct, ZigBee, Bluetooth, LTE-U (unlicensed) or

UWB [27]. In other words, only cellular devices with two wireless interfaces (e.g., LTE

and Wi-Fi/UWB/Bluetooth) can use both cellular and dedicated bands, and thus have

simultaneous D2D and cellular communication [28, 29].

The literature suggests to divide outband D2D in two type of communication [30, 31,

32, 33].
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1) Controlled communication, the control of second interface/technology is under

cellular network [25, 26];

2) Autonomous communication, cellular communication is controlled by the network,

but leaves all the D2D communication to the UEs (second interface/technology is

not under cellular control) [25];

D2D outband offers to eliminate the interference between D2D and cellular commu-

nication, and offers also the possibility to have D2D and cellular communication at the

same time. Whereas the disadvantages of D2D outband communication are an uncon-

trolled unlicensed spectrum and it can only be used by the cellular UEs with two radio

interfaces [26].

Cellular

D2D

Cellular D2D
Cellular

D2D

OutbandInband Underlay Inband Overlay

Cellular 

band

D2D 

dedicated 

band

Figure 2.1: Summary of the D2D bands.

2.1.1.3 Devive-to-Device radio resource management

It is known that PS UEs usually have access to dedicated spectrum (unlicensed band);

However, commercial D2D UEs have to share the radio resources with cellular UEs in

Frequency Division Duplexing (FDD) or Time Division Duplexing (TDD) networks [18].

Hence, 3GPP ask the question: which part of the radio resources should D2D inband

transmission utilizes: downlink, uplink or both link resources? When D2D transmission

utilizes downlink resources, a transmitting D2D UE may cause high interference to

nearby co-channel cellular UEs receiving downlink traffic. Uplink resources are often

less utilized compared to the downlink, and sharing the uplink resources with D2D

may improve spectrum utilization. In case of inband underlay, the receiving D2D UE

will experience interference from nearby co-channel cellular UEs transmitting uplink

traffic [24]. Finally, note that reusing uplink resources in FDD requires that the UE is

capable of receiving in the uplink.
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In case of in-coverage UEs, for inband and outband controlled communication, the

network will manage the radio resource. Usually part of the resources are periodically al-

located, for D2D discovery (semi-static allocation), or dynamically allocated [34], based

on current transmission demands in the case of D2D communication, as D2D traffic

may vary significantly. This is called scheduled allocation mode, where D2D transmit-

ter asks for a D2D transmission request to the BS. D2D signals are then transmitted

in the resources indicated by the BS. Also, the network can allocate a resource pool

dedicated to D2D communication and let the D2D UEs choose the adequate resource

allocation by themselves, called autonomous allocation mode, using random access pro-

tocols (e.g. Carrier Sense Multiple Access (CSMA) to deal with the eventual collisions).

Autonomous resource allocation is also used in out-of-coverage scenario [35] where the

resource pool can be pre-configured with for example a distributed resource access proto-

col [36]. Finally, autonomous allocation can be done in in-coverage and out-of-coverage

scenario whereas scheduled allocation can be done only in in-coverage scenario.

2.1.1.4 Device-to-Device power control

D2D communication can work in both fixed power scheme and fixed Signal to Noise

Ratio (SNR) target scheme [37]. In the fixed transmission power case, all UEs in D2D

mode, use the same transmission power. This scheme is simple, but during the synchro-

nization phase (in the D2D outband autonomous) where the resource randomization

procedure is made, it does not work well as there can be significant interference. In the

fixed SNR target case, the selection of the SNR target will affect the total transmission

power and the final Signal to Interference Noise Ratio (SINR) directly [38, 39, 37]. More

transmission power for D2D UEs will improve the final SINR for those D2D UEs. How-

ever, there could be a risk of increasing the overall interference level to the UEs of the

cellular mode in case of D2D inband underlay communication [40]. In both schemes,

the maximum allowed power is set to 23 dBm with an exception for PS devices where

transmission is allowed up to 31 dBm in the 700 MHz band [34].

2.1.2 Device-to-Device procedures
2.1.2.1 Device-to-Device synchronization

In order to demodulate the D2D data, the UE receiver has to be synchronized in time

and frequency to the UE transmitter. In case of coverage scenario (i.e. D2D transmitter

and D2D receiver are under the coverage of the same cell or of two synchronized cells) the

synchronization is provided by the BS, which one should inform the D2D UEs what time

slot and frame timing as well as frequency synchronization they are going to use [41]. If

the UEs are in out-of-coverage scenario, synchronization is made by using some random-

ized procedure like a UEs sending/scanning for beacons at different times and frequencies
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without knowing the physical location of the intended UE until the moment they dis-

cover one with high reliability [18]. Here UEs need to be continuously active, which

leads to high energy consumption [42]. This is the approach used in Bluetooth, Wi-Fi

Direct or UWB [43]. If one UE is in out-of-coverage scenario, or if UEs are in different

non-synchronized cells, then network assistance is available, and the in-coverage UEs

will transmit the synchronized signal to the others. In case of several synchronization

signals received by a UE from differently synchronized UEs, the selection is based on

the closest UE to the BS, implying higher reliability [44]. Therefore, the D2D UEs can

be assumed to be synchronized to each other prior to sidelink establishment.

2.1.2.2 Device-to-Device discovery and channel quality estimation

The first step in the establishment of a sidelink is the discovery of available devices. De-

vice discovery is made possible by one UE sending a synchronization/reference (beacon)

signal and other UE scanning for and capturing such a beacon [45, 46]. Please note that

some scenarios like proximity advertisement only need D2D discovery. From a resource

management point of view, semi-static allocation may allow the UEs involved in discov-

ery to save energy [47], for example by sleeping let us say for 99% of the time and only

wake up to transmit/receive discovery signals in the predefined subframes. By measur-

ing and reporting the quality of the received beacon signals, the device and the BS can

estimate the quality of the D2D channel and thereby determine whether a sidelink can

be established or not [11]. During the D2D discovery process, one UE tries to discover

the UE that can provide him the service he is interested in [48]. In practice, these UEs

can swap the roles at different occasions, or simultaneously. D2D discovery may be clas-

sified into two categories: restricted discovery and open discovery. In open discovery, no

explicit permission is needed from the UE being discovered, whereas restricted discovery,

only happens with explicit permission from the UE being discovered [49].

2.1.2.3 Device-to-Device relay

In order to extend the coverage area, D2D relaying has been considered. The remote UE

(the one who needs better connection) can connect to the relay UE in several situations:

when it is out-of-coverage, when battery saving is necessary (less transmission power is

needed for D2D communication), when it is in-coverage, but at the border and wants to

benefit from a neighboring cell connection, etc. [50]. The first step of the relay procedure

is initiated by either the BS or by an in-coverage UE. Once an in-coverage UE has been

selected for relaying, it starts the D2D discovery procedure. The third step is to establish

a connection between the relay and the UE discovered (remote UE). Resources are then

allocated and a communication between the remote UE and the BS through the relay

UE is available [44].
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Now that the general concepts of D2D have been presented, an overview of the three

main features of this thesis (multicasting, URLLC and localization) with and without

D2D is needed.

2.2 Multicast

2.2.1 General state of the art
In a huge and diversified number of scenarios, transmitting common information to many

receivers could be useful. In such a multicast scenario, scheduling packets from a number

of data streams into groups has been deeply studied in [51]. Still, considering groups

of UEs, the authors in [52] propose an approach for a multicast throughput analysis.

Some works like [53] are considering CSIT at the BS before multicasting the common

message instead of studying a “blind” transmission scenario. The capacity of multicast

channel has been extensively studied in the literature [54, 55] as well as scheduling

techniques [56]. Since the common message must be decoded by all receivers, the capacity

of the fading multicast channel is limited by the UE in worst condition. In the case

of the i.i.d. Rayleigh fading channel, it is known that the multicast capacity vanishes

inversely to the number n of UEs as n grows [54, 57]. Despite the multicast vanishing

rate, this transmission is relevant to two scenarios in wireless crowded networks. The first

scenario is the wireless edge caching and applications like local file transfer in commercial

networks. Reduction of the traffic during peak hours is possibly done by caching popular

contents during off-peak hours, and transmitting using multicasting [3, 4, 58]. A novel

UE selection scheme requiring only statistical channel knowledge has been proposed for

the i.i.d. Rayleigh fading channel [59] as well as for the asymmetric Rayleigh fading

channel [60]. The second scenario is the group communication, standardized by the

3GPP [61], for eMBMS aided by ProSe. These services reduce the network load by

multicasting common data to PS devices [6].

2.2.2 Device-to-Device for multicast
Still with the objective of improving the multicast channel, several works start introduc-

ing and combining D2D technology with multicasting. Consider the case where multiple

UEs are requesting the same contents from the BS. It could be video streaming of most

popular programs, for instance, during world cup, when multiple UEs are watching the

same football match. These UEs can first form cooperative clusters according to the

geometry (see an example of clustering in Chapter 5), to achieve a higher energy and

spectrum efficiency. In a first step, BS can transmit the common contents to some UEs

in good conditions. In a second step, each UE that successfully decode in the first step

will multicast the contents to other UEs within the cluster through sidelinks. Please
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note that the BS can stay silent during the second step and hence keep the network

energy efficient. This kind of communication can improve the system throughput in

case of systems that schedules the best UE with the best channel quality. If there are

several channels, the probability that all channels are deteriorated at the same time is

quite small. Hence this D2D relaying communication will increase reliability.

In order to support group communication as well as multicast for ProSe, solutions for

one to many communications need to be developed. This requires the serving operator’s

authorization prior to communication. A first work considering D2D multicasting above

a cluster in order to perform a coverage analysis is [62]. In this work, a Cluster Head (CH)

that already received the message from the BS is retransmitting the content to the UEs

in his cluster by sidelinks during T times. The BS that benefits from CSIT will help by

retransmitting at most once. This enables to increase the coverage probability, as well

as the mean number of covered UEs.

Other improvements like interference can be performed thanks to D2D. This is the

main objective of [63, 64] where authors consider several cellular UEs and D2D UE

multicasting groups, sharing the same frequency band than the cellular ones (underlay).

They consider a cellular SINR threshold and a maximization of the D2D power trans-

mission under which the BS, with CSIT, will propose an adequate resource allocation.

This enables to decrease the interference and hence increase the throughput.

In [65], D2D multicasting is used as a clustering scheduling based on the outage

probability of the D2D UEs. Depending on this probability, UEs will belong to the

cluster or not. In other words, if a UE is in outage with high probability, it will not

belong to the cluster. This UE selection will form a cluster of UEs in good conditions.

Also, in [66] it is proposed to improve multicast reliability thanks to D2D and HARQ

feedback. Indeed, the BS will transmit the common message at a given rate. The

UEs that successfully decode the cellular message will send an ACK, and the ones that

unsuccessfully decode the cellular message will send a NACK, to a predefined CH. This

avoids feeding back all the ACKs/NACKs to the BS and overloading the uplink. Once

the CH collects all the ACKs/NACKs, he will classify all the feedback messages in

four cases: All ACK, All NACK, Self ACK (CH successfully decodes but one UE

did not) and Self NACK (CH did not successfully decodes but one UE did). Such a

feedback scheme can be sent to the BS in 2 bits, reducing the uplink overload. The BS

will then multicast next message with adapted rate and smaller error probability. This

D2D scheme will decrease the overhead consumption and increase the energy saving for

cellular links.

Authors in [67] also use HARQ and cooperative retransmission in order to solve the

multicast issue of suffering from the worst UE link. The first step is that the CH (or BS)

transmits a common message to cluster members. During the second step, UE members

report the eventual NACK also by “blindly” multicasting. In the meantime, all the
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UEs that successfully decode turn on their feedback listening mode by supposing HARQ

synchronization. Finally, in step 3, all the UEs that heard the NACK retransmit data

to the feedback senders. This combination of multiple retransmissions provided by the

UE members will increase the success probability of the UEs sending a NACK.

Still in the scheme of one BS multicasting a common message to multi D2D-devices, [68]

proposes a relay selection of the UEs that successfully decode in downlink based on the

maximization of the resource utilization. This relay selection enables a resource efficient

system.

A multicast two-phase scheme, where the first phase is reserved for the downlink

communication and the second phase for sidelinks between the UEs that successfully

decode and the ones who did not, has been studied in [69]. In this work, the authors

consider that the channel statistics of all the UEs are symmetric and, their metric is on

the error probability decay by exploiting channel hardening via space-time code.

2.3 Ultra Reliable and Low Latency Communication

2.3.1 General state of the art
A new class of services is emerging for wireless networks, characterized by stringent re-

quirements on latency and reliability. These services are classified under the URLLC

class [70]. These services are in general related to industrial IoT applications like in

factories 4.0 or in smart hospitals. Typical requirement is that a large proportion of

packets (99,999%) need to be received within a latency budget of 1 ms [71]. Packet

retransmission is a key enabler for improving the reliability performance [72], but using

classical HARQ retransmission procedures introduces additional latency [72] and other

retransmission schemes are needed for URLLC.

The design of retransmission schemes has been a hot research topic in the recent

years. For instance, authors in [73] investigated joint link adaptation and HARQ to

maximize the spectral efficiency under delay and error performance constraints. The au-

thors in [74] derive the optimal number of retransmissions so that the spectral efficiency

is maximized while achieving the latency and reliability targets. These works consider

that retransmissions always happen after reception of a NACK, which may not be suit-

able for very low latency budgets. Another set of works adopts a different approach,

with blind retransmissions before any ACK/NACK is received, targeting a low latency.

In this regard, an approach that consists in sending multiple replicas of the same packet

without waiting for the acknowledgments is already adopted as a solution in the 3GPP

standard [75]. The work in [76] proposes to send these replicas in consecutive Time

Transmission Intervals (TTIs), where the resources used by each replica are randomly

selected from the set of available Resource Blocks (RBs) in each TTI. Such schemes
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are generally associated with a “grant-free” approach, under which neither issuing a

scheduling request nor waiting for a scheduling grant are required [77]. A contention-

based access is the appropriate scheme in this case, where the UEs contend to access

some shared time and frequency resources which are preallocated for the contention pro-

cedures [78]. This results in possible collisions between packets, generating losses that

are added to the losses due to imperfections in the radio channel. In this context, the

number of packet replicas has to be optimized so that the reliability targets are achieved,

and the optimal policy can be derived for a known number of UEs and when all UEs

follow the same policy [76].

2.3.2 Device-to-Device for Ultra Reliable and Low Latency
Communication

One important use case requiring strict delay communication is the vehicular traffic

safety. Vehicular communication is named as V2X, and two complementary transmis-

sion modes are defined in the standards [79]. The first mode is the communication

between two vehicles through cellular link and the second one is direct communication

through sidelink. Here we will be interested in the second mode, where V2V transmission

is nothing more than an extension of D2D for vehicles with strict delay requirements

transmitting data packets with information about its location, speed, direction, etc. [80].

Low latency and reliability are essential for collision avoidance systems, for example to

coordinate braking between vehicles for autonomous safety systems. By using D2D

rather than relying on cellular infrastructure, it is possible to firstly reduce the latency

due to close proximity. Still the use of D2D is not enough to meet neither the vehicular

latency requirement of ms order, nor the transmission reliability of 99, 99%. A technol-

ogy that increases the reliability is HARQ due to its possibility of retransmitting until

the receiver successfully decodes. In order to meet these requirements, 3GPP standards

have decided to combine D2D and HARQ technology for vehicular transmission (similar

requirement for e-health like surgery is needed). It is known that latency will be added

using HARQ [72], but with the upcoming new generation 5G network, bandwidth is

supposed to be larger, hence TTI will be shorter, implying a latency reduction. This

is one of the reasons why platooning use case has been introduced in 3GPP Release

15 [14] and enhanced in Release 16 [81]. Platooning is the coordination movement of

several vehicles in close proximity. Note that the 5G V2X study item includes licensed

frequencies up to 52.6 GHz for sidelinks [82]. In addition, new HARQ retransmission

design (as deeply described in the previous Section 2.3.1) can be used.

A second important use case requiring strict delay communication is the industry

automation, also called industry 4.0. This use case includes more generally connected

factories, warehouses, hospitals, airports, etc. In order to avoid the deployment cost of

new physical architecture like small BSs, direct connection between the objects/machines
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is needed [83]. Avoidance of Capital Expenditure (CAPEX) by using D2D communica-

tion is also justified by the demo of a product for example in temporary and external

sites. Such a use case needs to support licensed and unlicensed spectrum (see Sec-

tion 2.1.1) and require high performances in term of reliability and latency. A typical

traffic model for industry 4.0 is a packet size of 100 bits, an average package rate of

0.1 packets/ms (per machine), a machine density of 0.5 machine/m2 and a packet error

rate of 10−9 [84]. Associated to this use case, we can include tele-surgery, tele-diagnosis

and tele-rehabilitation, where a human control the robot via tactile internet in real-time.

Here latency needs to be of 1 ms and reliability of at least 10−5 [85].

2.4 Localization

2.4.1 General state of the art
Localization has been part of all the wireless generations from First-Generation (1G) to

5G [86] and can provide location information in particular for emergency or commercial

services, advertising, network optimization, mapping, navigation, intelligent transporta-

tion, etc. The 1G wireless radio network was introduced based on analog technologies

in 1978 [87] where the first location method based on signal strength was used to en-

hance the communication performance for vehicles [88, 89]. This enables proprietary

location solutions in order to introduce emergency services [90]. In order to have net-

work synchronization, GPS appears in Second-Generation (2G) wireless radio network,

also called Global System for Mobile communications (GSM) where trilateration meth-

ods with synchronized BS were an option [91]. GSM is a digital cellular system that

comes up in the 1987s adopting Time Division Multiple Access (TDMA) and FDD and

introducing for the first time Short Message Service (SMS) [92]. The first localization

activity introduced in the standards for GSM was in 1996 and it concerns location re-

quirements on 911 emergency [93]. Estimation techniques like Time of Arrival (ToA),

Angle of Arrival (AoA), cell-ID have been also introduced during the 2G and will be

detailed in the rest of the manuscript. UE positioning, ToA and cell-ID were improved

within Third-Generation (3G) standardization in [94], [95] and [96] respectively, in the

context of Universal Mobile Telecommunications System (UMTS) technology, compat-

ible with Code Division Multiple Access (CDMA) system, FDD and TDD mode. In

4G wireless network, standardization of LTE positioning technology starts in 2008 with

3GPP release 8, for low interference positioning subframe [97]. Observed Time Differ-

ence Of Arrival (OTDOA) is a downlink positioning method used in LTE and introduced

in 3GPP release 9. It is a multilateration method in which UE measures the ToA of re-

ceived signals from different BSs. Also, positioning reference signal has been introduced

in order to properly allow timing measurements of a UE from a BS signal to improve

OTDOA positioning performance [98]. Enhancements for 3GPP LTE positioning are:
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MIMO with multiple antenna and beamforming, in particular for indoor positioning [99];

Wireless Local Area Network (WLAN) like Bluetooth, Wifi and UWB [100]; and also

D2D aided positioning [101]. While 5G is under standardization, use cases like con-

nected vehicles or surgery are expecting cm accuracy. In Release 16 study item, 3GPP

will study how 5G can provide such accuracy for indoor and outdoor use cases including

frequencies above 6 GHz [82]. In order to achieve such a positioning accuracy, kind of

hybrid technology mixing large bandwidth, multiple sensors and cooperation are under

study. Overall accuracy across the wireless radio generations is summarized in Fig. 2.2,

where details about what localization method accuracy is achieved under which gener-

ation technology are provided in Table III in [86].

accuracy
1cm10cm1m10m100m1km

Expected 5G4G3G2G

WLAN 

indoor

GPS 

rural

GPS 

indoor

1G

Figure 2.2: 1G to 5G localization accuracy.

2.4.2 Device-to-Device for localization
In the literature, several works are taking advantage of D2D communication for posi-

tioning accuracy as it has been studied in wireless sensor networks and UWB [102].

Also [103] proposes to mix localization of target devices and file sharing. A relative

positioning method using D2D is introduced. The authors propose to determine devices

relative locations by combining devices orientations with acoustic ranging mechanism.

The result allows UEs to drag files to destined receivers, and initiate the file sharing in a

network group. Authors in [104] propose an adaptive location-sensing system, enabling

UEs to estimate their own position cooperating and sharing positioning information

though D2D without needing an additional infrastructure. Location-sensing systems use

a grid representation that allows the incorporation of external information to improve

position estimation accuracy. Regarding distance accuracy, the work in [105] proposes an

algorithm reconstructing the Euclidean distance matrix from partially observed distance

information providing location map. By casting the low-rank matrix completion problem

into the unconstrained minimization problem in Riemannian manifold, authors are able

to solve their initial problem by using a modified conjugate gradient algorithm. A good

candidate for 5G positioning, mixing cooperative communication and wide bandwidth is
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D2D using UWB in unlicensed spectrum. Indeed UWB satisfies cm accuracy by emit-

ting short low energy pulses spread in a very large bandwidth. Therefore UWB can also

achieve high immunity against interference and fading, low energy consumption [106]

and very high accuracy thanks to its wide frequency band as it is indicated by Cramer-

Rao Lower Bound (CRLB) [107]. The only considerable disadvantage of UWB is its

coverage range, but mixing this technology with D2D routing can extend the coverage.

These UWB distinct features offer UWB the best advantages of robustness, accuracy

and energy consumption compared to other technologies.





Chapter 3

Device-to-Device aided Multicasting

In this chapter, we consider the multicast channel, where a single transmitter wishes to

convey a common message to many receivers in the presence of fading (like in [51, 52, 53]).

Since the common message must be decoded by all receivers, the capacity of the fading

multicast channel is limited by the worst UE. In the case of the i.i.d. Rayleigh fad-

ing channel, it is known that the multicast capacity vanishes inversely to the number

n of UEs as n grows [54]. We also consider in this chapter, that the UE receivers are

cooperating with each other thanks to D2D technology. We study the D2D-aided multi-

casting channel without CSIT to overcome the vanishing effect of the multicast rate. We

consider a general network topology where the transmitter has only statistical channel

knowledge. In this setup, we address the fundamental question: can D2D without CSIT

increase the achievable multicasting rate?

We propose a two-phase transmission scheme assuming no CSIT: in the first stage

the transmitter sends a common message, while in the second stage the subset of UEs

who have successfully decoded retransmit this information simultaneously by using the

same codeword. We study this two-stage scheme for two metrics of interest:

• The average multicast rate, which is the expected number of successfully decoded

bits per channel use achieved by a UE chosen uniformly at random;

• The multicast outage rate, which is the maximum rate at which all the UEs can

decode the message with an error probability of ε.

We show that by carefully choosing the transmission rate as a function of the network

topology we can answer positively to our main question. Namely, our two-phase scheme

achieves the following results in the regime of a large number n of UEs: the proposed

scheme guarantees an average multicast rate of 1
2 log2(1 + β lnn) with high probability

for any β < β? where β? depends on the network topology; a non-vanishing multicast

outage rate 1
2 log2(1 + s) where s is determined by the target error probability ε and

23
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the topology. Moreover, we propose two methods to enhance the proposed two-phase

scheme. On one hand, we optimize the time resources between two phases, i.e. instead

of considering equal time allocation for both phases, we consider a fraction q for the

first (downlink) phase and 1− q for the second (D2D) phase. Interestingly, the optimal

fraction q becomes arbitrarily closed to 1 in the regime of a large number of UEs, im-

plying that the average multicast rate scaling of log2(1 + β lnn) is achievable. On the

other hand, we incorporate HARQ in order to combine the received signals from the

two phases and further decrease the error probability. We consider both Chase Combin-

ing (CC) and Incremental Redundancy (IR) coding. The former is simpler and practical,

while the latter is the most powerful type of HARQ [108].

In summary, our contributions are outlined below:

1) We propose a simple two-phase scheme that achieves a scalable average multicast

rate while requiring only statistical channel knowledge at the transmitter and lo-

cal channel knowledge at each receiver. The enhanced two-phase scheme with the

optimal resource split achieves the average multicast rate of log2(1+β lnn) for any

β < β? with high probability. This scheme undergoes a phase transition at thresh-

old β? lnn where transmissions are successful/unsuccessful with high probability

when the SNR is above/below this threshold.

2) We derive tractable asymptotic expressions for both the average and outage mul-

ticast rate in the asymptotic regime of a large number of UEs. It is worth noticing

that the derivations of such deterministic equivalent expressions are novel and

involved based on concentration inequalities.

3) We further provide approximated expressions for both the average and outage

multicast rate. Our numerical examples show that these expressions are very

tight even for a finite dimension.

A similar two-phase scheme has been studied in [69]. However this work is different from

ours in its assumption and concept. First, the channel statistic of all UEs is assumed

to be symmetric in [69]. In fact, this is a special case of our model corresponding to a

single class C = 1 (see Subsection 3.1.4). Second, the metric of the work [69] is on the

error probability decay by exploiting channel hardening via space-time code, while we

aim at achieving a scalable multicast rate by exploiting multiuser diversity.

This chapter is organized as follows: Section 3.1 presents the system model. Sec-

tion 3.2 introduces some auxiliary results used for the proofs and also presents the most

natural baseline of our scheme. Sections 3.3 and 3.4 studies the average and outage

multicast rate metrics respectively. Extensions are analyzed in Section 3.5, firstly re-

garding resource utilization in Section 3.5.1 and secondly considering the use of HARQ
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in Section 3.5.2. Numerical experiments are provided in Section 3.6. Then Section 3.7

concludes the chapter and the appendix is given in Section 3.8 where a list of used pa-

rameters is provided.

3.1 Model

3.1.1 Channel Model
We consider D2D-aided multicasting channel assuming that the downlink and the D2D

communication share the same bandwidth (inband) and are operated in TDMA. Each

node is assumed to be half-duplex.

A BS indexed by 0, wishes to convey a common message to n UEs indexed by i =

1, . . . , n. In each channel use, for both the downlink and D2D, the received signal yi[t]

of UE i can be written as:

yi[t] =

n∑
j=0

xj [t]hj,i +Ni[t], t = 1, . . . , T

where T is the total transmission time in channel uses, xj [t] the signal transmitted by

j; H = (hi,j)i,j=0,...,n are the channel coefficients, and Ni[t] ∼ N (0, 1) is Additive White

Gaussian Noise (AWGN). During the downlink transmission, only the BS transmits

the signal, i.e. xj [t] = 0 for j 6= 0. During D2D transmission, a given UE i receives

the signals from some other UEs (to be specified shortly). The channel coefficients

(hi,j)i,j=0,...,n are assumed to be independent, Gaussian complex random variables with

mean 0 and variance γi,j = E(|hi,j |2). The transmitted signals have normalized unit

power E(|xi|2) ≤ 1 for all i. This is without loss of generality because we can always

replace xi by xi√
E(|xi|2)

and hi,j by
√
E(|xi|2)hi,j . The matrix Γ = (γi,j)i,j=0,...,n, with

γi,i = 0 ∀i, represents the channel statistics and captures the topology of the network.

We assume a block-fading channel such that channel coefficients remain constant over a

slot of T channel uses and then change from slot to another in an i.i.d. fashion. Under

the assumption of statistical CSIT, the transmission strategy should only depend on Γ

but not on the channel coefficients H.

3.1.2 Proposed scheme
We consider a two-phase transmission scheme such that time resources T are shared

between the downlink and D2D communications. Let H and H′ denote the channel

coefficients of the downlink channel and D2D channels, respectively. For the time-being,

we assume that the time resources are equally split between two phases.
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• During the first phase of length T
2 , the BS multicasts a message at rate log2(1+s),

where s is a parameter of the scheme and can be chosen depending on the channel

statistics Γ.

• At the end of the first phase, UE i decodes successfully the message if and only if

the received SNR is greater than s, i.e. |h0,i|2 ≥ s 1.

• The successfully decoded UEs in the first phase encode and retransmit the message

in the second phase 2. As before, UE i decodes successfully at the end of the second

phase if the SNR is above s, i.e. |
∑n

j=1 Zj(s)h
′
j,i|2 ≥ s, where Z1(s), . . . , Zn(s)

are binary variables with Zj(s) = 1 if j has decoded successfully during the first

phase and 0 otherwise.

Notice that the second phase of our scheme is different from that considered in [69].

Namely, the SNR of UE i is non-coherently combined in our case while it is coherently

combined streams in [69].

3.1.3 Performance Measures
We say that UE i decodes if and only if it successfully decodes either in the first or second

phase. By letting Pi(s) denote the individual success probability of UE i = 1, . . . , n, we

define two other related probabilities:

• P̄ (s)
∆
= 1

n

∑n
i=1 Pi(s) denotes the average success probability of a UE chosen uni-

formly at random amongst i = 1, . . . , n.

• P+(s) denotes the joint success probability, i.e. the probability that the all UEs

decode successfully.

We study two performance measures for our problems. We define the average multicast

rate as

Rm =
1

2
max
s≥0
{log2(1 + s)P̄ (s)}, (3.1)

which is the expected number of bits per channel use received by a UE chosen uniformly

at random. Note that the pre-log factor of 1
2 captures the resource loss due to the D2D

phase where no new information is conveyed.

We define the multicast outage rate as

Ro =
1

2
log2(1 + s) with s solution to P+(s) = 1− ε, (3.2)

1This is valid by assuming that T is arbitrarily large so that one may use a capacity-achieving code.
2Here we assume that the codebook is shared by all nodes a priori so that each UE can encode the

decoded message.
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which is the largest rate such that all UEs jointly decode with probability at least

1 − ε, with ε some fixed reliability level. Both performance measures are relevant to

scenarios of interest. On one hand, Rm is relevant to delay-tolerant application such

as video streaming, whose goal is to ensure that most UEs receive enough information

on average. On the other hand, the multicast outage rate Ro appears more suited to

safety applications, where all UEs are guaranteed to decode the message with a desired

reliability.

3.1.4 Block Model

g

g
g

g

g
0,2

2,2 1,1

0,1

1,2

Figure 3.1: Block Model.

To study large systems in a tractable manner, we introduce a block structure to the

matrix Γ. Users 1, . . . , n are partitioned in classes 1, . . . , C, where ci ∈ {1, . . . , C}
indicates the class of UE i, and c0 = 0 by convention. There are nαc UEs of class c, with

α = (αc)c=0,...,C and αc > 0 the proportion of UEs of class c and
∑C

c=1 αc = 1. Matrix

Γ is a block matrix, so that the mean channel gains between two UEs depends solely on

their class. Namely, γi,j = gci,cj for all i, j = 0, . . . , n. Define G = maxc,c′=0,...,C gc,c′ the

largest entry of Γ, so that maxi,j=0,...,n γi,j = G. This model can represent any network

topology, as the number of classes may be arbitrary.

Example 3.1.1. Single class (C = 1): A single class with α = (1) represents an homogeneous
network where the downlink channel gain g0,1 is equal for all the UEs and the D2D channel
gain g1,1 between the UEs is also equal.

Example 3.1.2. Two classes (C = 2): This case represents a network of two clusters with
α = (α1, α2) such that cluster i has αin UEs and is illustrated in Fig. 3.1. Class 1 and 2 are
represented in blue and red respectively. The downlink channel gain is equal for the UEs in
the same cluster, e.g. g0,1 for UEs in cluster 1 and g0,2 for UEs in 2. The same stands for the
D2D channel gain between the UEs inside the same cluster, g1,1 and g2,2 respectively. The D2D
channel gain across clusters is equal: g1,2 = g2,1.
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We introduce the following natural assumption.

Assumption 3.1.1. The BS can communicate with any class of UEs in two hop transmissions so
that for all c = 1, . . . , C there exists c′ such that g0,c′gc′,c > 0.

3.2 Preliminaries

3.2.1 Auxiliary results
We recall a few basic concentration inequalities. Proofs may be found in [109].

Proposition 3.2.1. [Chebychev’s inequality] Consider Y a random variable. Then for all δ > 0

we have P(|Y − E(Y )| ≥ δ) ≤ var(Y )
δ2 .

Proposition 3.2.2. [Hoeffding’s inequality] Consider Y1, . . . , Yn independent random variables
in [0, 1]. Then for all δ > 0 we have P

(
1
n

∑n
i=1(Yi − E(Yi)) ≥ δ

)
≤ e−2nδ2

.

Proposition 3.2.3. [Chernoff’s inequality] Consider Y1, . . . , Yn independent random variables
in [0, 1]. Define yn =

∑n
i=1 E(Yi). Then for all δ ∈ [0, 1] we have

P (
∑n

i=1 Yi ≥ (1 + δ)yn) ≤ e−
ynδ

2

3 and P (
∑n

i=1 Yi ≤ (1− δ)yn) ≤ e−
ynδ

2

3 .

3.2.2 Asymptotique Notations
Let n ∈ N, f and g both real functions.

f(n) =
n→∞

O(g(n)) means that lim sup
n→∞

f(n)
g(n) ≤ ∞; f(n) ∼

n→∞
g(n) means that lim

n→∞
f(n)
g(n) =

1.

3.2.3 Baseline
We will compare the performance of our proposed scheme to the baseline without D2D.

Namely, the BS multicasts a message at rate log2(1 + s) at each time slot. The perfor-

mance of the baseline is recalled below.

Proposition 3.2.4. The performance of the baseline scheme is:

Rm = max
s≥0
{log2(1 + s)

C∑
c=1

αce
− s
g0,c } =

n→∞
O(1),

Ro = log2

(
1 +

1

n
ln
( 1

1− ε

)( C∑
c=1

αc
g0,c

)−1)
=

n→∞
O
( 1

n

)
.
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Proof. In the baseline scheme, UE i successfully decodes if and only if |h0,i|2 ≥ s. Since

|h0,i|2 follows an exponential distribution with mean γ0,i, we have the individual success

probability :

Pi(s) = P(|h0,i|2 ≥ s) = e
− s
γ0,i ,

and the average success probability :

P̄ (s) =
1

n

n∑
i=1

e
− s
γ0,i =

C∑
c=1

αce
− s
g0,c .

By plugging the above expression into (3.1), we obtain the desired average multicast rate.

Also, the transmission is jointly successful if and only if |h0,i|2 ≥ s for all i. Recalling

that |h0,i|2 follows an exponential distribution with mean γ0,i and that h0,1, . . . , h0,n are

independent, the joint success probability is:

P+(s) = P(|h0,i|2 ≥ s , i = 1, . . . , n) =
n∏
i=1

P(|h0,i|2 ≥ s)

= exp

{
−s

n∑
i=1

1

γ0,i

}
= exp

{
−sn

C∑
c=1

αc
g0,c

}
.

The multicast outage rate is log2(1 + s) with s solution to the equation P+(s) = 1− ε,
hence finding s and replacing in (3.2) yields the announced result. �

3.3 Average Multicast Rate
In this section we study the average multicast rate of the proposed two-phase scheme.

Interestingly, the scheme undergoes a phase transition in the regime of a large number

of UEs n→∞, so that the average success probability P̄ (s) becomes constant-by-parts

and may be computed explicitly as a function of the network topology, i.e. Γ and α.

3.3.1 Individual success probability
We first provide the individual success probability Pi(s) expression in Proposition 3.3.1,

which will serve as the backbone of our analysis. To this end, we define Z1(s), . . . , Zn(s)

as independent random variables in {0, 1} and

Xi(s)
∆
=

n∑
j=1;j 6=i

Zj(s)γj,i (3.3)
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Proposition 3.3.1. For any i = 1, . . . , n and s ≥ 0 we have:

Pi(s) = 1− (1− e−
s
γ0,i )E

(
1− exp

{
− s

Xi(s)

})
.

This result shows that the individual success probability Pi(s) can be controlled by

examining the fluctuations of Xi(s), a sum of independent Bernoulli random variables.

Proof. Consider H = (hi,j)i,j=0,...,n and H′ = (h′i,j)i,j=0,...,n the channel coefficients

during the first and second time slot respectively. By assumption H is independent from

H′. We define Zi(s)
∆
= 1{|h0,i|2 ≥ s}, where Zi(s) = 1 if UE i decodes correctly at the

first time slot, and 0 otherwise. Also, denote by Z(s) = (Z1(s), . . . , Zn(s)) the outcome

of the first time slot. Since |h0,i|2 has exponential distribution with mean γ0,i, it follows

that

E(Zi(s)) = e
− s
γ0,i . (3.4)

Furthermore, since h0,1, . . . , h0,n are independent, so are Z1(s), . . . , Zn(s).

Consider UE i. Conditionally to the value of Z(s), UE i does not decode successfully

in the first phase if and only if Zi(s) = 0. If Zi(s) = 0, he does not decode successfully

in the second phase if and only if |
∑

j 6=i h
′
j,iZj(s)|2 ≤ s, where |

∑
j 6=i h

′
j,iZj(s)|2 has

exponential distribution with mean
∑n

j 6=i Zj(s)γj,i = Xi(s), since Z(s) is independent of

H′. Hence

P(i does not decode|Z(s)) = (1− Zi(s))(1− e
− s
Xi(s) ).

Taking the expectation over Z(s), we have

E[P(i does not decode|Z(s))] = P(Zi(s) = 0)E(1− e−
s

Xi(s) )

= (1− e−
s
γ0,i )E(1− e−

s
Xi(s) ).

This yields the desired individual success probability. �.

3.3.2 Asymptotic behavior
We now analyze how the average multicast rate scales in the regime of a large number

of UEs. We define

βc = max
c′=1,...,C

{g0,c′1{gc′,c > 0}},

as the largest value of g0,c′ such that class c′ can communicate with class c in the second

phase i.e. gc′,c > 0. Further define the minimum value β? = minc=1,...,C βc.

Theorem 3.3.1. a
(i) For any β > 0 and i = 1, . . . , n we have the individual success probability:

Pi (β lnn) →
n→∞

{
1 if β < βci
0 otherwise.
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(ii) and the average success probability:

P̄ (β lnn) →
n→∞

C∑
c=1

αc1{β < βc},

Theorem 3.3.1 shows that in the limit of a large number of UEs the individual success

probability Pi undergoes a phase transition at the value βci lnn for any UE i. Namely

transmissions are always successful above this threshold and unsuccessful below it.

Three remarks are in order:

• Our scheme transmits at average multicast rate 1
2 log2(1+β lnn) with an arbitrarily

high probability of success for any β < β?.

• As n→∞, the average multicast rate of our scheme scales as O(ln lnn) while the

baseline yields an average multicast rate of O(1). So considering two slots instead

of one yields a dramatic impact on performance. Actually, as n and s increase, only

a small part of the UEs will be able to decode in a common multicast scheme. Yet,

the choice of β ensures that the number of decoded UEs will increase unboundedly

in our scheme, and these UEs are responsible for the transmission to other UEs.

• To obtain an order-optimal rate, one can choose s = β lnn for β slightly smaller

than β?, so that optimizing over s is not needed.

Proof. From Proposition 3.3.1, we have:

Pi(β lnn) = 1− (1− n
− β
g0,ci )E(1− e−

β lnn
Xi(β lnn) ).

We have n
− β
g0,ci →

n→∞
0 so that:

lim
n→∞

Pi(β lnn) = lim
n→∞

E(e
− β lnn
Xi(β lnn) ).

The β > βci case. Assume that β > βci , and we control the expectation of Xi(β lnn).

Since, from (3.4)

E(Zj(β lnn)) = e
−β lnn

γ0,j = n
− β
γ0,j and from Section 3.1.4:

E
(Xi(β lnn)

β lnn

)
=
∑
j 6=i

γj,in
− β
γ0,j

β lnn
≤

C∑
c=1

αcgc,cin
1− β

g0,c

β lnn

≤
C∑
c=1

αcgc,cin
1− β

βci

β lnn
→

n→∞
0
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since for all c either gc,ci = 0 or g0,c ≤ βci , and β > βci . Therefore, Xi(β lnn)
β lnn converges

to 0 in L1 so that it converges to 0 in distribution as well. Since x 7→ e−
1
x is both

continuous and bounded we get:

lim
n→∞

Pi(β lnn) = lim
n→∞

E(e
− β lnn
Xi(β lnn) ) = 0.

Hence the individual success probability Pi is null in the case of β > βci when the number

of UEs is large (n → ∞). As a consequence the average success probability P̄ in the

same regime is also null.

The β < βci case. Now consider β < βci . We control the moments of Xj(s), since

from (3.3) and (3.4):
E(Xi(s)) =

∑
j 6=i

γj,ie
− s
γ0,j ,

and since Z1(s), . . . , Zn(s) are independent:

var(Xi(s)) =
∑
j 6=i

γ2
j,ie
− s
γ0,j (1− e−

s
γ0,j )

≤ G
n∑
j 6=i

γj,ie
− s
γ0,j = GE(Xi(s)).

where G is a constant value.
Apply Chebychev’s inequality:

P
(
Xi(s) ≤

E(Xi(s))

2

)
≤ P

(
|Xi(s)− E(Xi(s))| ≥

E(Xi(s))

2

)
≤ 4var(Xi(s))

E(Xi(s))2
≤ 4G

E(Xi(s))

using the previous bound. Hence

P
(
Xi(s) ≥

E(Xi(s))

2

)
≥ 1− 4G

E(Xi(s))
. (3.5)

Since x 7→ e−
1
x is increasing:

E(e
− β lnn
Xi(β lnn) ) ≥ P

(
Xi(β lnn) ≥ E(Xi(β lnn))

2

)
e
− 2β lnn

E(Xi(β lnn)) .

Consider ĉ such that gĉ,ci > 0 and g0,ĉ = βci . Then:

E
(
Xi(β lnn)

β lnn

)
= −γiin

− β
γ0,i

β lnn
+

C∑
c=1

αcgc,cin
1− β

g0,c

β lnn

≥ −γiin
− β
γ0,i

β lnn
+
αĉgĉ,cin

1− β
βci

β lnn
→
n→∞

∞.
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Replacing in (3.5) we deduce

P
(
Xi(β lnn) ≥ E(Xi(β lnn))

2

)
→
n→∞

1,

and e
− 2β lnn

E(Xi(β lnn)) →
n→∞

1 so that:

lim
n→∞

Pi(β lnn) = lim
n→∞

E(e
− β lnn
Xi(β lnn) ) = 1.

which completes the proof of statement (i). Hence, in this case and in the regime
of large number of UEs, the individual success probability of decoding is closed to
1. As a consequence, this clearly highlight a transition phase at value βci , where
this individual success probability becomes constant by parts (1 when β < βci and
0 β > βci). Statement (ii) follows from the fact that average success probability
P̄ (s) = 1

n

∑n
i=1 Pi(s).

�

Corollary 3.3.2. For any β < β? we have:

Rm ≥ 1− o(1)

2
log2(1 + β lnn) , n→∞.

3.3.3 Non asymptotic behavior
We now state Theorem 3.3.3, a further result which gives a tractable, accurate
approximation for 1−Pi(β lnn) in the regime where Pi(β lnn) →

n→∞
1, i.e. whenever

β < βci .
Two main facts are worth mentioning:

• This approximation is very accurate even for modest size systems (say n ≥
50) as shown by our numerical experiments in Section 3.6.

• Due to its accuracy, it allows to find the optimal value of s given (gci,cj)ci,cj=0,...,C

and α in a tractable manner, so that finite size systems can be dealt effi-
ciently.

Theorem 3.3.3. Consider β < βc, then:

1− Pi (β lnn) ∼
n→∞

1− exp

 −β lnn∑C
c=1 αcgc,cin

1− β
g0,c

 .
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Proof. Define f(x) = 1− e− 1
x . Throughout the proof consider i fixed, and define

V = Xi(β lnn)
β lnn

.
From Proposition 3.3.1:

1− Pi (β lnn) = (1− n−
β
γ0,i )E(f(V )) ∼

n→∞
E(f(V )).

since n
− β
γ0,i →

n→∞
0. Define:

vn = E(V ) = −γiin
− β
γ0,i

β lnn
+

∑C
c=1 αcgc,cin

1− β
g0,c

β lnn
→
n→∞

∞.

since β < β? and recalling that γii = 0∀i. To complete the proof, it suffices to
show that

E(f(V )) ∼
n→∞

f(vn).

Now consider δ ∈ [0, 1] fixed and let us bound E(f(V )).
Upper bound: Since x 7→ f(x) is decreasing:

f(V ) = f(V )1{V ≤ (1− δ)vn}+ f(V )1{V ≥ (1− δ)vn}
≤ 1{V ≤ (1− δ)vn}+ f((1− δ)vn).

So taking expectations and using Chernoff’s inequality (recalled in proposition 3.2.3
in Section 3.2):

E(f(V )) ≤ P(V ≤ (1− δ)vn) + f((1− δ)vn)

≤ e−
δ2vn

3 + f((1− δ)vn).

Now using the facts vn →
n→∞

∞ so that f(vn) ∼
n→∞

1
vn

and vne
− δ

2vn
3 →

n→∞
0 we get:

lim sup
n→∞

E(f(V ))

f(vn)
≤ 1

1− δ
.

Lower bound: Similarly:

f(V ) = f(V )1{V ≤ (1 + δ)vn}+ f(V )1{V ≥ (1 + δ)vn}
≥ f((1 + δ)vn)1{V ≤ (1 + δ)vn}

So taking expectations and using Chernoff’s inequality (recalled in proposition 3.2.3
in Section 3.2):

E(f(V )) ≥ f((1 + δ)vn)P(V ≤ (1 + δ)vn)

≥ f((1 + δ)vn)(1− e−
δ2vn

3 ).
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Using the facts vn →
n→∞

∞ so that f(vn) ∼
n→∞

1
vn

and e−
δ2vn

3 →
n→∞

0 we get:

lim inf
n→∞

E(f(V ))

f(vn)
≥ 1

1 + δ
.

Putting it together: The above holds for any δ ∈ (0, 1). So we have proven that
δ arbitrairly small:

1

1 + δ
≤ lim inf

n→∞

E(f(V ))

f(vn)
≤ lim sup

n→∞

E(f(V ))

f(vn)
≤ 1

1− δ
.

Hence we have proven

E(f(V )) ∼
n→∞

f(vn).

which concludes the proof. �

3.4 Multicast Outage Rate
We now study the multicast outage rate and show that it can be computed ex-
plicitly as a function of the network topology (Γ and α) in the regime of a large
number of UEs. We further show that, while the outage rate of the baseline scheme
vanishes when n→∞, our scheme guarantees a constant multicast outage rate.

3.4.1 Joint success probability
As in the average multicast case, we express the multicast outage rate as a function
of X1(s), . . . , Xn(s) in Proposition 3.4.1.

Proposition 3.4.1. For any s ≥ 0 we express the joint success probability as:

P+(s) = E

[
exp

{
−s

n∑
i=1

1− Zi(s)
Xi(s)

}]
,

whereZ1(s), . . . , Zn(s) are independent random variables in {0, 1} and E(Zi(s)),Xi(s)
are defined for i = 1, . . . , n in (3.4) and (3.3) respectively.

Proof. We use the same notation as in the proof of Proposition 3.3.1. User i
successfully decodes if and only if either the first phase or the second phase is
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successful, Zi(s) = 1, or |
∑n

j=1;j 6=i Zj(s)h
′
j,i|2 ≥ s respectively. Combining these

two, UE i decodes if and only if:∣∣∣∣∣
n∑

j=1;j 6=i

Zj(s)h
′
j,i

∣∣∣∣∣
2

≥ s(1− Zi(s)).

Now, considering all the UEs:

P(all decode|Z(s)) = P
(∣∣∣ n∑

j=1;j 6=i

Zj(s)h
′
j,i

∣∣∣2 ≥ s(1− Zi(s)) , ∀i|Z(s)
)

=
n∏
i=1

P
(∣∣∣ n∑

j=1;j 6=i

Zj(s)h
′
j,i

∣∣∣2 ≥ s(1− Zi(s))|Z(s)
)

= exp

{
−s

n∑
i=1

1− Zi(s)
Xi(s)

}
.

where the last inequality follows conditional to Z(s), also |
∑n

j=1;j 6=i Zj(s)h
′
j,i|2 that

has exponential distribution with mean Xi(s), and due to the independent entries
of H′. Averaging over Z(s) yields the result. �

3.4.2 Asymptotic behavior
We now prove our main result concerning multicast outage rate stated in Theo-
rem 3.4.1. The main proof element is to show that, for any s random variable∑n

i=1
1−Zi(s)
Xi(s)

concentrates around its expectation when the number of UEs n grows
large. The following facts should be noted:

• In the regime of a large number of UEs, the multicast outage rate of our pro-
posed two-phase scheme converges to a non-zero finite value. Recall that the
baseline scheme only guarantees a vanishing multicast outage rate. Hence
our scheme is very efficient in countering the variability of the channel coef-
ficients and induces a perfect channel hardening.

• The multicast outage rate can be computed explicitly as a function of α and
(gci,cj)ci,cj=0,...,C as we will see in corollary 3.4.2 by a zero-finding method
such as bisection or Newton-Raphson.

• In fact, this asymptotic result provides a very good approximation even for
systems of modest size (say n ≥ 10), as shown by numerical experiments (see
Section 3.6).
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Theorem 3.4.1. For any s ≥ 0 we express the joint success probability as:

P+(s) →
n→∞

exp

{
−s

C∑
c=1

αc(1− e
− s
g0,c )∑C

c′=1 αc′gc′,ce
− s
g0,c′

}
.

Proof. We first prove the following fact:

n∑
i=1

1− Zi(s)
Xi(s)

P→
n→∞

n∑
i=1

1− e−
s
γ0,i

E(Xi(s))
.

We bound the error as follows:∣∣∣∣∣
n∑
i=1

1− Zi(s)
Xi(s)

−
n∑
i=1

1− e−
s
γ0,i

E(Xi(s))

∣∣∣∣∣ ≤
∣∣∣∣∣
n∑
i=1

1− Zi(s)
Xi(s)

− 1− Zi(s)
E(Xi(s))

∣∣∣∣∣+
∣∣∣∣∣
n∑
i=1

Zi(s)− e
− s
γ0,i

E(Xi(s))

∣∣∣∣∣ .
We now prove that both terms on the right hand side (r.h.s.) go to 0 in probability.

First term We have:∣∣∣∣∣
n∑
i=1

1− Zi(s)
Xi(s)

− 1− Zi(s)
E(Xi(s))

∣∣∣∣∣ ≤
n∑
i=1

∣∣∣∣ 1

Xi(s)
− 1

E(Xi(s))

∣∣∣∣
=

n∑
i=1

|Xi(s)− E(Xi(s))|
Xi(s)E(Xi(s))

.

Furthermore

E(Xi(s)) = −γi,ie
− s
γ0,i + n

C∑
c=1

αcgc,cie
− s
g0,c ≥ m(s)n

recalling that γi,i = 0∀i, and with

m(s) = min
c′=1,...,C

max
c=1,...,C

{
αcgc,c′e

− s
g0,c

}
> 0.

where m(s) > 0 from assumption 3.1.1.
For i = 1, . . . , n, as we can see in (3.3) Xi(s) is a sum of n− 1 random variables

bounded by G, so that Hoeffding’s inequality yields:

P(|Xi(s)− E(Xi(s))| ≥ G
√
n lnn) ≤ 1

n2
.

Using a union bound over i = 1, . . . , n:

P( max
i=1,...,n

|Xi(s)− E(Xi(s))| ≥ G
√
n lnn)

≤
n∑
i=1

P(|Xi(s)− E(Xi(s))| ≥ G
√
n lnn) ≤ 1

n
→
n→∞

0.
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Therefore the event

A = { max
i=1,...,n

|Xi(s)− E(Xi(s))| ≤ G
√
n lnn}

occurs with high probability when n → ∞. Consider n large enough so that
m(s)n−G

√
n lnn ≥ 0. If A occurs:

n∑
i=1

|Xi(s)− E(Xi(s))|
Xi(s)E(Xi(s))

≤ G
√
n lnn

m(s)n(m(s)n−G
√
n lnn)

→
n→∞

0.

Second term Compute the second moment of the second term:

E

[( n∑
i=1

Zi(s)− e
− s
γ0,i

E(Xi(s))

)2
]

=
n∑
i=1

e
− s
γ0,i (1− e−

s
γ0,i )

E(Xi(s))2

≤
n∑
i=1

1

E(Xi(s))2
≤ n

(m(s)n)2
→
n→∞

0,

since from (3.4) E(Zi(s)) = e
− s
γ0,i and Z1(s), . . . , Zn(s) are independent. So the

second term goes to 0 in probability, since L2 convergence implies convergence in
probability.

Putting it together we have proven that:

n∑
i=1

1− Zi(s)
Xi(s)

P→
n→∞

n∑
i=1

1− e−
s
γ0,i

E(Xi(s))
=

C∑
c=1

αc(1− e
− s
g0,c )∑C

c′=1 αc′gc′,ce
− s
g0,c′

.

Since convergence in probability implies convergence in distribution and x 7→ e−x

is continuous and bounded on R+ we obtain the result:

P+(s) →
n→∞

exp

{
−s

C∑
c=1

αc(1− e
− s
g0,c )∑C

c′=1 αc′gc′,ce
− s
g0,c′

}
.

�
Now that the joint success probability has been expressed in the regime of large

number of UEs, the multicast outage rate can be deduced.

Corollary 3.4.2. When n → ∞, the multicast outage rate converges to 1
2

log2(1 + s)
where s is the unique solution to:

s
C∑
c=1

αc(1− e
− s
g0,c )∑C

c′=1 αc′gc′,ce
− s
g0,c′

= ln
( 1

1− ε

)
.
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and for ε→ 0 we have s→ 0 and Taylor development gives:

s →
ε→0

√√√√√√ ln
(

1
1−ε

)
∑C

c=1
αc
g0,c

(∑C
c′=1 αc′gc′,c

)−1

3.5 Extensions
In this section, we enhance the proposed D2D-aided multicasting scheme in two
different ways. First, we examine the case where one is allowed to optimize resource
utilization across the two phases of the scheme: instead of considering equal time
allocation for two phases, one allocates a fraction q and 1− q for the first and the
second phase respectively where q ∈ [0, 1] is a parameter of the scheme. Second,
we consider the case where the received signals from the two phases are combined
using a form of HARQ in order to further decrease the error probability. We
consider both Chase Combining (CC) and Incremental Redundancy (IR) coding.
We derive two conclusions from these extensions.

• First, the proper resource allocation allows doubling the average multicast
rate compared to the time splitting between two phases in the regime of a
large number of UEs n → ∞. To achieve this performance gain, it suffices
to select q arbitrarily close to 1.

• Although they do not increase the scaling gain, both versions of HARQ yield
a non-negligible gain in a finite number of UEs. The IR coding provides a
better performance at the price of higher complexity.

3.5.1 Resource Allocation Optimization
We first examine the case where one is allowed to optimize resource utilization
across the two phases of our scheme. In this setting our scheme works as follows:

• During the first (downlink) phase of duration qT channel uses, the BS mul-
ticasts a message at rate log2(1 + s), where both s ≥ 0 and q ∈ [0, 1] are
parameters of the scheme and can be chosen depending on the channel statis-
tics Γ.

• At the end of the first time slot, UE i decodes successfully if and only if:

q log2(1 + |h0,i|2) ≥ q log2(1 + s),

equivalently, if and only if that the received SNR is greater than s, i.e.
|h0,i|2 ≥ s.
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• All UEs that have successfully decoded the message in the first phase re-
transmit this message in the second (D2D) phase of (1 − q)T channel uses.
User j decodes successfully at the end of the second phase if:

(1− q) log2

(
1 +

∣∣∣ n∑
j=1;j 6=i

Zj(s)h
′
j,i

∣∣∣2) ≥ q log2(1 + s),

which is equivalent to:

∣∣∣ n∑
j=1;j 6=i

Zj(s)h
′
j,i

∣∣∣2 ≥ (1 + s)
q

1−q − 1
∆
= fq(s).

where Z1(s), . . . , Zn(s) are binary variables with Zj(s) = 1 if j has decoded
successfully during the first time slot and 0 otherwise.

In this setting our scheme has two input parameters s ≥ 0 and q ∈ [0, 1] and
we denote by Pi(s, q), P̄ (s, q) and P+(s, q) the individual success probability of UE
i, the average success probability of a UE chosen at random and the joint success
probability for all the UEs, respectively. The performance measures may be written
as follows. The average multicast rate is:

Rm = maximize
s,q

q log2(1 + s)P̄ (s, q)

subject to s ≥ 0 and q ∈ [0, 1].

which is the expected number of bits received by a UE chosen uniformly at random
per channel use, and the multicast outage rate Ro is:

Ro = maximize
s,q

q log2(1 + s)

subject to P+(s, q) = 1− ε , s ≥ 0 and q ∈ [0, 1].

It is also noted that this extended model corresponds to our basic model when one
sets q = 1

2
.

3.5.1.1 Average Multicast Rate

Individual success probability We first derive the scaling of the average multi-
casting rate in the regime of a large number of UEs, n → ∞, for any value of
q ∈ [0, 1].
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Proposition 3.5.1. For any i = 1, . . . , n and s ≥ 0 we have:

Pi(s, q) = 1− (1− e−
s
γ0,i )E

(
1− exp

{
− fq(s)
Xi(s)

})
,

where Z1(s), . . . , Zn(s) are independent random variables in {0, 1} with E(Zi(s)) and
Xi(s) given by (3.4) and (3.3) respectively.

Proof. Consider UE i. Conditionally to the value of Z(s), UE i does not decode
successfully in the first phase if and only if Zi(s) = 0. If Zi(s) = 0, he does

not decode successfully in the second phase if and only if
∣∣∣∑n

j=1;j 6=i Zj(s)h
′
j,i

∣∣∣2 ≥
fq(s). Conditional to Z(s), random variable |

∑n
j=1;j 6=i h

′
j,iZj(s)|2 has exponential

distribution with mean
∑n

j=1;j 6=i γj,iZj(s) = Xi(s), since Z(s) is independent of H′.
Hence

P(i does not decode|Z(s)) = (1− Zi(s))(1− e−
fq(s)

Xi(s) ).

Taking expectations over Zi(s) yields the result. �

Asymptotic behavior: We now derive the scaling of the average multicast rate.
To do so, we first derive the limiting value of the individual success probability,
Pi (β lnn, q), for any UE i and any fixed value of q < 1. We then argue that the
same phase transition phenomenon occurs as in the case of q = 1

2
considered in

Theorem 3.5.1. We conclude that, choosing s = β lnn, with β < β? and any
fixed q < 1 guarantees the following average success probability P̄ (s, q) →

n→∞
1,

therefore the average multicast rate scales at least as (1 − o(1)) log2(1 + β lnn)
when n→∞. Therefore, optimizing the resource enables to double the achievable
rate of our scheme in the regime of a large number of UEs.

Theorem 3.5.1. a(i) For any β > 0, any q ∈ (0, 1) and i = 1, . . . , n, the individual
success probability is:

Pi (β lnn, q) →
n→∞

{
1 if β < βci
0 otherwise.

(ii) and for any q ∈ (0, 1), the average success probability is:

P̄ (β lnn, q) →
n→∞

C∑
c=1

αc1{β < βc},
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Proof. Consider 0 < q < 1 fixed, from Proposition 3.5.1:

Pi(β lnn, q) = 1− (1− n−
β

g0,ci )E(1− e−
fq(β lnn)

Xi(β lnn) ).

We have n
− β
g0,ci →

n→∞
0 so that:

lim
n→∞

Pi(β lnn, q) = lim
n→∞

E(e
− fq(β lnn)

Xi(β lnn) ).

The β > βci case. Assume that β > βci , and we control the expectation ofXi(β lnn).

Since E(Zj(s)) = e
− s
g0,cj :

E
(Xi(β lnn)

fq(β lnn)

)
=

n∑
j=1;j 6=i

γj,in
− β
γ0,j

fq(β lnn)

≤
C∑
c=1

αcgc,cin
1− β

g0,c

fq(β lnn)

≤
C∑
c=1

αcgc,cin
1− β

βci

fq(β lnn)
→
n→∞

0

since for all c either gc,ci = 0 or g0,c ≤ βci , and β > βci and fq(β lnn) ∼
n→∞

(β lnn)
q

1−q . Therefore, Xi(β lnn)
fq(β lnn)

converges to 0 in L1 so that it converges to 0 in

distribution as well. Since x 7→ e−
1
x is both continuous and bounded we get:

lim
n→∞

Pi(β lnn, q) = lim
n→∞

E(e
− fq(β lnn)

Xi(β lnn) ) = 0.

The β < βci case. Now consider β < βci .
It is noted that (3.5) still holds in this context (see Theorem 3.5.1), and since

x 7→ e−
1
x is increasing:

E(e
− fq(β lnn)

Xi(β lnn) ) ≥ P
(
Xi(β lnn) ≥ E(Xi(β lnn))

2

)
e
− 2fq(β lnn)

E(Xi(β lnn)) .

Consider ĉ such that gĉ,ci > 0 and g0,ĉ = βci . Then:

E
(
Xi(β lnn)

fq(β lnn)

)
= − γi,ie

− s
γ0,i

fq(β lnn)
+

C∑
c=1

αcgc,cin
1− β

g0,c

fq(β lnn)

≥ − γi,ie
− s
γ0,i

(β lnn)
q

1−q − 1
+

αĉgĉ,cin
1− β

βci

(β lnn)
q

1−q − 1
→
n→∞

∞
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Replacing in (3.5) we deduce

P
(
Xi(β lnn) ≥ E(Xi(β lnn))

2

)
→
n→∞

1,

and e
− 2fq(β lnn)

E(Xi(β lnn)) →
n→∞

1 so that:

lim
n→∞

Pi(β lnn, q) = lim
n→∞

E(e
− fq(β lnn)

Xi(β lnn) ) = 1.

which completes the proof of statement (i). Statement (ii) follows from the fact
that P̄ (s) = 1

n

∑n
i=1 Pi(s). �

Corollary 3.5.2. For any β < β? we have:

Rm ≥ (1− o(1)) log2(1 + β lnn) , n→∞.

Non asymptotic behavior As done for the basic case of q = 1
2
, we may derive an

asymptotic approximation of the individual success probability. The proof is similar
to that of Theorem 3.3.3 and is omitted.

Theorem 3.5.3. Consider β < βc, and any q ∈ (0, 1) then:

1− Pi (β lnn, q) ∼
n→∞

1− exp

 −(β lnn)
q

1−q∑C
c=1 αcgc,cin

1− β
g0,c

 .

3.5.1.2 Multicast Outage Rate

Joint success probability

Proposition 3.5.2. For any s ≥ 0 we have:

P+(s, q) = E

[
exp

{
−fq(s)

n∑
i=1

1− Zi(s)
Xi(s)

}]
,

where Z1(s), . . . , Zn(s) are independent random variables in {0, 1} and E(Zi(s)) =

e
− s
γ0,i for i = 1, . . . , n and Xi(s) =

∑n
j=1;j 6=i Zj(s)γj,i.
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Proof. We use the same notation as in the proof of Proposition 3.3.1. User i
successfully decodes if and only if either Zi(s) = 1 or |

∑n
j=1;j 6=i Zj(s)h

′
j,i|2 ≥ fq(s).

Hence i decodes if and only if
∣∣∣∑n

j=1;j 6=i Zj(s)h
′
j,i

∣∣∣2 ≥ fq(s)(1− Zi(s)). Now:

P(all decode|Z(s)) = P
(∣∣∣ n∑

j=1;j 6=i

Zj(s)h
′
j,i

∣∣∣2 ≥ fq(s)(1− Zi(s)) , ∀i|Z(s)
)

=
n∏
i=1

P
(∣∣∣ n∑

j=1;j 6=i

Zj(s)h
′
j,i

∣∣∣2 ≥ fq(s)(1− Zi(s))|Z(s)
)

= exp

{
−fq(s)

n∑
i=1

1− Zi(s)
Xi(s)

}
.

since conditional to Z(s), |
∑n

j=1 Zj(s)h
′
j,i|2 has exponential distribution with mean

Xi(s), and H′ has independent entries. Averaging over Z(s) yields the result.

�

Asymptotic behavior

Theorem 3.5.4. For any s ≥ 0 we have:

P+(s, q) →
n→∞

exp

{
−

C∑
c=1

fq(s)αc(1− e
− s
g0,c )∑C

c′=1 αc′gc′,ce
− s
g0,c′

}
.

Corollary 3.5.5. When n → ∞, the multicast outage rate converges Q(s) log2(1 + s)
where Q(s) is the unique solution to:

((1 + s)
Q(s)

1−Q(s) − 1)
C∑
c=1

αc(1− e
− s
g0,c )∑C

c′=1 αc′gc′,ce
− s
g0,c′

= ln
( 1

1− ε

)
.

Q(s) = 1−
(

ln (1− ln(1− ε)F (s)−1)

ln(1 + s)
+ 1

)−1

where F (s) =
∑C

c=1
αc(1−e

− s
g0,c )∑C

c′=1 αc′gc′,ce
− s
g0,c′
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3.5.2 HARQ
We now consider the case where UEs decode by combining the signals received
in two phases using some form of HARQ. Indeed, in the baseline scheme studied
in the previous sections, if a UE does not decode successfully in the first phase it
simply discards the received signal from the first phase. Although the proposed
scheme enhanced by HARQ yields better performance by decreasing further the
decoding error probability, the following analysis reveals that it does not improve
the scaling law in the regime of a large number of UEs. For simplicity we assume
that there is no resource optimization between the two successive phases, so that
q = 1

2
. Our results can be extended to the cases where q 6= 1

2
in a straightforward

manner.
Using the same notation, UE i decodes if and only if the following conditions

are met:

log2

(
1 + |h0,i|2 +

∣∣∣ n∑
j=1;j 6=i

Zi(s)h
′
j,i

∣∣∣2) ≥ log2(1 + s),

for CC and

log2(1 + |h0,i|2) + log2

(
1 +

∣∣∣ n∑
j=1;j 6=i

Zi(s)h
′
j,i

∣∣∣2) ≥ log2(1 + s).

for IR.
For the average multicast rate, let us consider two random variable ξ1 and ξ2

both following an exponential law of parameter 1. When using the HARQ scheme
with CC, the condition for decoding is the following:

log2(1 + γ0,iξ1 +Xi(s)ξ2) ≥ log2(1 + s)

or equivalently

γ0,iξ1

s
+
Xi(s)ξ2

s
≥ 1 (3.6)

Hence the individual success probability of UE i when using HARQ with CC is

PCC
i (s) = P

(
γ0,iξ1

s
+
Xi(s)ξ2

s
≥ 1

)
When using the HARQ scheme with IR, the condition for successful decoding

is the following:

log2(1 + γ0,iξ1) + log2(1 +Xi(s)ξ2) ≥ log2(1 + s)
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or equivalently

log2(1 + γ0,iξ1)

log2(1 + s)
+

log2(1 +Xi(s)ξ2)

log2(1 + s)
≥ 1 (3.7)

Hence the individual success probability of UE i when using HARQ with CC is

P IR
i (s) = P

(
log2(1 + γ0,iξ1)

log2(1 + s)
+

log2(1 +Xi(s)ξ2)

log2(1 + s)
≥ 1

)
Let us consider s = β lnn, in the regime of n→∞,

γ0,i

β lnn
→
n→∞

0

implying that the first term in the left hand side (l.h.s.) of (3.6) and (3.7) disap-
pears so that the benefit of HARQ becomes negligible. Hence for HARQ CC, the
individual success probability is:

PCC
i (β lnn) →

n→∞
P (Xi(β lnn)ξ2 ≥ β lnn) = Pi(β lnn)

And for HARQ IR, individual success probability is:

P IR
i (β lnn) →

n→∞
P (Xi(β lnn)ξ2 ≥ β lnn) = Pi(β lnn)

Corollary 3.5.6. Theorem 3.3.1 can be applied to HARQ CC or IR, and

PHARQ
i (β lnn) →

n→∞

{
1 if β < βci
0 otherwise.

3.6 Numerical Experiments
In this section we present numerical experiments and show that our theoretical
analysis provides accurate predictions of the system’s behavior.

We consider two scenarios:
(1) A single class C = 1 scenario, with α = (1), g0,1 = 36.5 and g1,1 = 28.8,

representing the homogeneous case where the UEs are close to the BS and to each
other.

(2) A multi-class scenario represented by a cell of radius 250 m and n UEs
drawn uniformly at random. gi,j is given by the ratio between the received signal
power and the noise power, where the received power by UE i is represented by
ρi− (128, 1 + 37.6 log10(di,j)) dBm where the transmitted power is ρi = 46 dBm if
i = 0 and ρi = 23 dBm otherwise and di,j is the distance between i and j, expressed
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in kilometers. The noise at the UE side is given by 10 log10(W10−17,4) dBm where
the frequency band W is taken as 20 MHz with a white noise power density of
−174 dBm/Hz, and a noise figure of 5 dB if i = 0 and 9 dB otherwise. This scenario
represents the case where UEs arrive uniformly in a cell area, which seems like an
acceptable model for a real system in high load (i.e. when there are many active
UEs).

For both scenarios ε = 10−2. All the chosen parameters are given by the 3GPP
standards [34].

3.6.1 Main results

The results presented in this section refer to both Section 3.3 and 3.4. For each
figure, three curves are presented: “baseline” is the performance of the baseline
scheme, “simulation” is the exact performance of the proposed scheme obtained by
simulation, and “approx” is the analytical approximation of the proposed scheme’s
performance. For the average multicast rate the approximation is given by Theo-
rem 3.3.3 and for the multicast outage rate, the approximation is given by Theo-
rem 3.4.1.

For the average multicast rate, Fig. 3.2 presents the average multicast rate Rm

as a function of the number of UEs n (when s is chosen optimally), while Fig. 3.3
presents the average multicast rate as a function of s, for various values of n. For
multicast outage rate, Fig. 3.4 presents the multicast outage rate as a function of
the number of UEs n, while Fig. 3.5 presents the error probability 1− P+(s) as a
function of s for system size n = 100.

These numerical experiments point out three facts:

• The proposed scheme is vastly superior to the baseline scheme as soon as
there are more than a few UEs, as predicted by our asymptotic analysis.

• The proposed approximations/asymptotic expressions derived above predict
the performance of the proposed scheme very accurately, even for systems of
modest size, say n ≥ 50 for the average multicast rate and n ≥ 10 for the
multicast outage rate.

• As a consequence, setting the parameter s can be done in a simple and
tractable manner to obtain good practical performance for systems of modest
size.
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Figure 3.2: Average multicast rate Rm versus number of UEs n.

Scenario (1) (left), Scenario (2) (right).
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Figure 3.3: Average multicast, effective rate 1
2

log2(1 + s)P̄ (s) vs s.

Scenario (2). n = 10 (left), n = 103 (right).
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Figure 3.4: Multicast outage rate Ro versus number of UEs n.

Scenario (1) (left), Scenario (2) (right).
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Figure 3.5: Multicast outage rate, probability of error 1− P+(s) vs s for n = 102 UEs.

Scenario (1) (left), Scenario (2) (right).

3.6.2 Resource allocation
The results presented in this section refer to Section 3.5.1 where one is allowed
to optimize resource utilization across the two phases of our main scheme. The
previous “simulation” curve from Fig. 3.2 to 3.5 is now called “q = 0.5” as it
corresponds to the case where the time slots of the two phases are of same duration.
In this sense, three curves are now compared: “baseline” is the performance of
the baseline scheme, “q = 0.5” obtained by simulation, and “optimal q” which
represents the exact average multicast rate performance of the proposed scheme
when optimizing the resource value q. For the optimization resource, the average
multicast rate is deduced from Proposition 3.5.1. For the average multicast rate,
Fig. 3.6 presents the average multicast rate Rm and the optimal resource q as
a function of the number of UEs n (when s is chosen optimally), while Fig. 3.7
presents the average multicast rate as a function of s, for various values of n. For
multicast outage rate, Fig. 3.8 presents the multicast outage rate as a function
of the number of UEs n and the optimal resource q as a function of s. These
numerical experiments point out four facts:

• The proposed resource allocation scheme provides higher average multicast
rate compared to the scheme with equal repartition of the resource, q = 0.5.

• The optimal resource associated to the average multicast scheme is increasing
with the number of UEs as predicted by Corollary 3.5.2.

• There is a trade-off between resource optimization and SNR selection when
the number of UEs is fixed. Indeed, we select a smaller SNR when using the
resource allocation scheme while achieving a higher average multicast rate.
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Figure 3.6: Resource optimization for average multicast rateRm versus number of UEs.

Scenario (2). Multicast rate Rm (left), Optimal resource allocation (right).
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Figure 3.7: Average multicast effective rate vs s with resource allocation.

Scenario (2). n = 10 (left), n = 103 (right)

• For the multicast outage rate, the use of resource optimization provides a
quickest convergence to the asymptotic regime compared to the basic scheme
(q = 0.5).

3.6.3 HARQ
The results presented in this section refer to Section 3.5.2. For each figure, three
curves are presented: “simulation” is the exact performance of the main proposed
scheme (q = 0.5) obtained by simulation, “HARQ CC” and “HARQ IR” are the
exact performance of our scheme also obtained by simulation when adding HARQ
CC and HARQ IR respectively. For the average multicast rate, the individual
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Figure 3.8: Resource optimization for multicast outage rate.

Scenario (2). Multicast outage rate Ro versus number of UEs n (left). Optimal
resource for different number of UEs (right).

success probability for UE i is derived for both HARQ schemes in Section 3.5.2
and is given by Corollary 3.5.6. Fig. 3.9 presents the average multicast rate Rm as
a function of the number of UEs n (when s is chosen optimally), while Fig. 3.10
presents the average multicast rate as a function of s, for various values of n. These
numerical experiments point out one more fact: both HARQ schemes provide
better performance than without HARQ.
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Figure 3.9: Average multicast rate Rm versus number of UEs n with HARQ.

Scenario (2).
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Figure 3.10: Average multicast effective rate vs s with HARQ.

Scenario (2). n = 10 (left), n = 103 (right).

3.7 Conclusion
In this chapter, we have considered the multicast wireless scenario aided by D2D
communication. This scenario is important and not limited to the introduction
of multimedia mobile video streaming or PS in the future 5G wireless network.
Enhancement in terms of performance has been proposed for scenarios like multi-
media mobile video streaming (average multicast rate) and PS (multicast outage
rate). In particular, we have studied a new scheme for multicasting a message to
UEs with receiver-to-receiver communication, without channel state information
at the transmitter. We have shown that, in the large system limit, the perfor-
mance of this scheme can be completely characterized. For finite systems, we also
have provided tractable approximations for performance measures which are very
accurate even for systems of modest sizes. We also provide optimization of the
resource utilization in a first extension and consider the use of HARQ in a second
extension for our general scheme.
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3.8 Appendix
We recall below the list of parameters used along the chapter:

Table 3.1: List of parameters in Chapter 3

n Number of UEs
yi[t] received signal at UE i
xi[t] transmitted signal by UE i (BS is indexed by 0)
Ni[t] ∼ N (0, 1) AWGN at UE i
h = (h0,i)i=1,...,n vector of channel coefficients during the first time

slot
H′ = (h′i,j)i,j=1,...,n matrix of channel coefficients during the second

time slot
Γ = (γi,j)i,j=0,...,n matrix of channel statistics gain between UEs
s SNR threshold parameter chosen depending on Γ
log2(1 + s) transmitted rate from the BS
|h0,i|2 ∼ exp( 1

γ0,i
) received SNR at UE i during the first time slot

Zi(s)
∆
= 1{|h0,i|2>s} binary outcome of UE’s i success in the first time

slot

Xi(s)
∆
=
∑n

j=1 Zj(s)γj,i sum channel gain of the UEs transmitting in the
second time slot

|
∑n

j=1 Zj(s)h
′
j,i|2 ∼ exp( 1

Xi(s)
) received SNR at UE i during the second time slot

ci class of UE i
C number of classes
αc UEs’ proportion of class c
(gci,cj)ci,cj=0,...,C mean channel gain between classes
G max mean channel gain
βc largest value of g0,c′ from BS to class c′ which

communicates with class c in the second phase
β? minimum value of βc
q time coefficient of the first time slot
Pi individual success probability
P̄ average success probability
P+ joint success probability
ε = 10−2 error of P+

Rm average multicast rate
Ro multicast outage rate





Chapter 4

Device-to-Device aided Ultra Reliable
Low Latency Communication

In this chapter we consider the communication under URLLC constraint, i.e. la-
tency and reliability. Aside from being a general and simple model to study the
impact of delayed feedback on HARQ schemes, our setting is motivated by several
features present in current wireless networking systems and/or their near future
evolution), such as URLLC. These systems require low latency, so that the time
slot length must be short, and feedback delay cannot be assumed to be negligible
with respect to the slot length. These systems must be highly reliable (fraction
of packet lost should be less than 1 out of 105), so that retransmissions cannot be
avoided due to the noisy nature of the wireless medium. Also, one notices that if
there are no deadline constraints, the optimal policy is to wait for feedback after
each transmission, so the problem becomes trivial. Deadlines appear naturally in
several applications such as guiding systems for autonomous cars. The objective
is also natural: minimizing the number of retransmissions corresponds to mini-
mizing the average power consumption subject to a reliability constraint. Further,
if the wireless medium is shared with other systems (in cognitive radio fashion),
minimizing the number of transmissions also leads to minimizing the amount of
interference created to other systems. In the case of multiple UE transmitters, we
consider distributed protocols since implementing a central scheduler is expensive,
and does not scale to realistic scenarios where the number of communicating ob-
jects is envisioned to be very large. We consider fixed delay for simplicity and also
due to the fact that the feedback jitter should be small, as delay is caused mostly
by physical transmission of signals and processing at the UE receiver.

In this chapter, we argue that both approaches (waiting for a NACK before
retransmitting versus blind retransmissions) are not incompatible and an optimal
policy has to consider both possibilities. In particular, even if blind retransmis-
sions of replicas are performed under a contention-based scheme with no individual

55
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reservation, the UE receiver may successfully decode the packet, discover its origin
and send an ACK to the UE transmitter. This will result in stopping the transmis-
sions; otherwise, retransmissions may continue until the latency budget expires.
Deriving the optimal policy in this case is not trivial, as this corresponds to a
decision process with delayed feedback. The original contributions of this paper
are the following:

• In the case of one-to-one transmission, we analyze the optimal HARQ schemes
for URLLC services when the feedback arrives with a delay that is larger than
the transmission interval (as it is usually the case). We derive the optimal
policies and show that they can be computed in reasonable time.

• We propose a novel semi-greedy policy that has the advantage of being sim-
ple, of relying only on the knowledge of the service requirements and the
channel feedback delay (and not the error rate), and of being optimal in
many practical cases that we identify. We also propose an extension to the
multicast case of a single transmitter and several receivers with the same
type of wireless errors.

• We extend our results to the system level where there are multiple UE trans-
mitters competing for the channel access and requiring URLLC service. We
derive retransmission policies that meet the URLLC targets with the lowest
number of retransmissions.

The remainder of this chapter is organized as follows. In Section 4.1, we describe
two variants of the system model, one corresponding to the link level, where a single
UE transmitter transmits packets to a single UE receiver on a noisy channel, and
another corresponding to the system level, where a multitude of UE transmitters
contend on a common channel for reaching a single UE receiver. Low complexity
yet robust retransmission policies for the single UE transmitter and multiple UE
transmitters cases are derived in Sections 4.2 and 4.3, respectively. Section 4.4
concludes the chapter.

4.1 System Model
We consider two variants for the problem of HARQ with delayed feedback where
UE transmitters wish to convey packets to a single UE receiver subject to a hard
deadline. The UE receiver may fail to decode the received packet correctly, so
that a simple ACK/NACK feedback is used, and the packet can be retransmitted
to ensure high reliability. The ACK/NACK feedback is received with some fixed
delay, so that if one transmits a packet once, one may retransmit it another time
without knowing whether or not the first transmission was successful. When the
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feedback delay is known, there is a clear trade-off between (a) retransmitting the
packet in bursts without waiting for the feedback which ensures high reliability but
many spurious retransmissions and (b) waiting for the feedback of each transmis-
sion which yields no spurious retransmissions but may fail to transmit the packet
enough times for it to be successfully decoded before the deadline.

We both consider (i) the case of a single UE transmitter, where the UE receiver
may fail to decode the packet due to an external source of noise e.g. thermal noise,
or another wireless system operating on the same radio resources, and (ii) the case
where multiple UEs transmit using some distributed access scheme, and the UE
receiver fails to decode the packet if and only if there is a collision.

4.1.1 Single UE transmitter model
Link model. We consider a single UE transmitter (n = 1) whom attempts to
transmit one packet to a single UE receiver (N = 1). Time is slotted and there are
a finite numberD of slots after the packet is generated before the delay constraint is
violated. At each slot t ∈ {1, . . . , D} the UE may choose to transmit or not where
Xt = 1 if it transmits and Xt = 0 otherwise. If the UE transmits at slot t, the UE
receiver successfully decodes the packet with probability p. Let Yt = 1 if the UE
receiver succeeds and Yt = 0 if it fails to decode. Then the packet is successfully
delivered at slot t if and only if XtYt = 1. If the packet is not delivered after D slots
(the deadline) so that

∑D
t=1XtYt = 0, it is considered lost. We assume that the

success probability of a transmission is p ∈ [0, 1], and that successes/failures are
i.i.d. namely Y1, . . . , YD are i.i.d Bernoulli variables with expectation E(Yt) = p.
Feedback model. Whenever the UE transmits, it received feedback indicating
whether or not the packet has been successfully decoded after a fixed delay of ∆
time slots1. Namely, if it transmits at slot t it receives XtYt at time t′ = t + ∆.
Denote by Zt the feedback received at time t, then we have

Zt =

{
Xt−∆Yt−∆ if t ≥ ∆ + 1,

0 if t ≤ ∆.

Policies and objective. The UE transmitter must sequentially choose whether or
not to transmit at each slot based on the received feedback, so that Xt, the decision
to transmit at t must depend only on the feedback available at that time Z1, . . . , Zt.
Formally, under policy π we have:

Xπ
t = fπt (Z1, . . . , Zt),

1The explicit generation of a NACK is not mandatory as the absence of an ACK after a time ∆ can
be interpreted as a NACK. This is particularly the case when the UE receiver does not even detect the
presence of a packet to decode.
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where Xπ
t is the decision at time t under policy π, and fπt : {0, 1}t → {0, 1} is a

function. We define Π the set of all possible policies. Our objective, denoted by
problem (P1), is to minimize the number of transmissions, subject to a reliability
constraint, where the probability of not successfully decoding the packet is equal
to a known threshold:

minimize
π∈Π

D∑
t=1

E(Xπ
t ) (P1)

subject to P

(
D∑
t=1

Xπ
t Yt = 0

)
= (1− p)m

where m ∈ {0, . . . , D} depends on the reliability threshold ε: m = d ln(ε)
ln(1−p)e. Two

remarks are in order. First the reliability, that cannot exceed (1 − p)D, is chosen
among the possible values (1 − p)m, m ∈ {0, . . . , D}. All policies that have the
same number of transmitted replicas, m, have the same reliability of a blind policy
which always transmits m times and completely disregards feedback, since each
transmission fails with probability 1− p and failures are independent across time
slots. Of course, this blind policy is usually far from optimal since it disregards
feedback and potentially leads to a large number of spurious transmissions. Sec-
ondly problem (P1) is a stochastic control problem with a chance constraint, and
this problem can be complex to solve in the general case. We denote by V the
optimal value of (P1), and π? ∈ Π an optimal policy of (P1). We study how to
solve problem (P1) in details in Section 4.2.

4.1.2 Multiple UE transmitters model
Link model. In our second model, there are n ∈ {1, . . . , D} UE transmitters whom
share a common wireless channel. Each UE wants to convey a single packet to a
common UE receiver. As previously, there are D time slots after the generation of a
packet, and at any time slot t ∈ {1, . . . , D} we write Xt,i = 1 if UE i ∈ {1, . . . , n}
transmits and Xt,i = 0 otherwise. In this model the UE receiver successfully
decodes if and only if there are no collisions. Namely, the UE receiver successfully
decodes at time t if and only if exactly one UE has transmitted, so that

∑n
i=1 Xt,i =

1. Since UE i has only one packet to transmit to the UE receiver, we consider
that i is successful if and only if at least one of its transmissions has been decoded
without collision, i.e.

∑D
t=1

∑
j 6=iXt,i(1−Xt,j) ≥ 1.

Feedback model. As before, we consider delayed feedback indicating whether or
not a collision has occurred. Transmitter i observes a feedback of 1 (denoting a
collision) at time t+ ∆ if and only if i has transmitted at time t, and there exists
another UE j 6= i whom also transmitted at t, and the feedback is 0 otherwise.
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Denote by Zt,i the feedback received at time t by UE transmitter i then we have

Zt,i =

{
Xt−∆,i

∑
j 6=iXt−∆,j if t ≥ ∆ + 1,

0 if t ≤ ∆.

Policies and objective. Each UE transmitter must sequentially choose whether
or not to transmit at each slot based on the received feedback. We impose two
constraints on the policies that UE transmitters may implement: first the policy
should be symmetrical so that if two UE transmitters observe the same feedback,
they should adopt the same behavior, and second the policy should be distributed
so that UE transmitters may not exchange information and base their decisions
solely on the observed feedback. We investigate probabilistic decisions, so that
a UE may choose whether or not to transmit based on the observed feedback.
Formally, under policy π, UE i transmits with probability given by:

E(Xπ
t,i|Z1,i, . . . , Zt,i) = fπt (Z1,i, . . . , Zt,i).

where fπt : {0, 1}t → {0, 1} is a function which maps the observed feedback at time
t into the distribution of Xπ

t,i. Denote by Π the set of admissible policies. The
objective in this model is to maximize the proportion of UE transmitters whom
successfully deliver their packet, which corresponds to:

maximize
π∈Π

1

n

n∑
i=1

P

(
D∑
t=1

∑
j 6=i

Xπ
t,i(1−Xt,j) ≥ 1

)
(P2)

We propose several distributed policies for this problem and study their perfor-
mance in section 4.3.

4.2 Single Transmitter
Throughout this section we consider the model with a single UE transmitter de-
scribed in Subsection 4.1.1 and we study the optimal policy of problem (P1).

4.2.1 Reduction to an optimization problem
As mentioned earlier, problem (P1) is a stochastic control problem with a chance
constraint, which can be cumbersome to solve. We reduce P1 to a much simpler de-
terministic optimization problem P ′1, which is easier to solve and takes randomness
out of the original problem.
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Proposition 4.2.1. Consider the optimization problem:

minimize
x∈{0,1}D

g(x) ≡
D∑
t=1

xt(1− p)
∑t−∆
t′=1

xt′ (P ′1)

subject to
D∑
t=1

xt = m.

Define x? an optimal solution of (P ′1) and define the policy π such that

Xπ
t = x?t

t∏
t′=1

(1− Zt′).

Then π is optimal for the original problem (P1).

Proof. The reduction is based on the fact that all optimal policies verify the
following property. These policies transmit at time t if and only if the feedback
received up to time t, i.e. Z1, . . . , Zt are all 0. Otherwise, if there exists t′ ≤ t such
that Zt′ = 1 the UE transmitter knows that the UE receiver has already decoded
successfully before t, and transmitting at time t is unnecessary. Define Π̄ the set
of such policies. Consider π ∈ Π̄ such a policy. We must have:

Xπ
t = fπt (Z1, . . . , Zt) = fπt (0, . . . , 0)

t∏
t′=1

(1− Zt′)

= xπt

t∏
t′=1

(1− Zt′),

since fπt (Z1, . . . , Zt) = 0 unless Z1, . . . , Zt are all 0, with xπt = fπt (0, ..., 0). The
expected number of transmissions under π is:

D∑
t=1

E(Xπ
t ) =

D∑
t=1

xπt E(
t∏

t′=1

(1− Zt′))

=
D∑
t=1

xt(1− p)
∑t−∆
t′=1

xt′

since π transmits at t if and only if xπt = 1 and all transmission at times 1, . . . , t−∆

have failed. The probability of this event is (1−p)
∑t−∆
t′=1

xt′ since there are
∑t−∆

t′=1 xt′
such transmission attempts, and failures are i.i.d. with probability 1−p. Also, the
probability that the packet is not decoded after the deadline D is:

P

(
D∑
t=1

Xπ
t Yt = 0

)
= (1− p)

∑D
t=1 xt ,
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since π transmits
∑D

t=1 x
π
t times. Since the l.h.s. must be equal to (1 − p)m, by

definition of (P1) this imposes the constraint
∑D

t=1 x
π
t = m. The mapping between

x and π ∈ Π̄ is one-way, solving (P1) or (P ′1) is equivalent which yields the result.
�

4.2.2 Optimal policy
We now turn our attention to algorithms in order to solve the reduced problem
(P ′1) defined in the previous subsection. The number of policies in (P1) is 2D+1,
is much larger than the number of solutions of (P ′1) which is simply

(
D
m

)
. Still, in

the worse case exhaustive search requires
(
D
D/2

)
operations which is exponential in

the problem dimension D. We now show that (P ′1) can be solved in time which
is linear in m and D for a fixed value of the delay ∆. The key idea is that (P ′1)
can further be reduced to a Markov Decision Process (MDP) with deterministic
transitions, a time horizon of D and a number of state-action pairs (at each time)
smaller than m2∆. For complete explanation of MDP, readers are invited to refer
to [110].

Theorem 4.2.1. The optimal solution of the reduced problem (P ′1) may be computed in
time O(Dm2∆) and memory O(m2∆) using dynamic programming, for any value of p.

Proof. We show that any solution x ∈ {0, 1}D of (P ′1) can be mapped into a
trajectory of a well chosen MDP. Consider the MDP with time horizon D, state

st =

(
xt−∆, . . . , xt−1,

t−∆∑
t′=1

xt′

)
,

action at = xt and reward function rt(st, at), where rt(st, at) = ∞ if t = D and∑D
t=1 xt 6= m and

rt(st, at) = xt(1− p)
∑t−∆
t′=1

xt′ ,

otherwise. By inspection, this problem is a MDP with finite horizon D, with
initial state (0, . . . , 0), deterministic transitions since st+1 may be expressed as a
deterministic function of the state-action pair (st, at). The state space is S =
{0, 1}∆ × {0, . . . ,m} and the action space is A = {0, 1}. Furthermore, the sum of
rewards is:

D∑
t=1

rt(st, at) =
D∑
t=1

xt(1− p)
∑t−∆
t′=1

xt′ ,

which is precisely the objective function of problem (P ′1). Hence dynamic program-
ming applied to this problem runs in time O(D|S||A|) = O(mD2∆) and memory
O(|S|) = O(m2∆) which yields the result. �
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p x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12

≤ 0.2 1 1 0 0 1 1 0 1 1 0 1 1
0.3 1 0 0 1 1 0 1 1 0 1 1 1
0.4 1 0 0 1 1 0 1 1 1 1 1 1
≥ 0.5 1 0 0 1 0 0 1 1 1 1 1 1

Table 4.1: Optimal policy for D = 12, m = 8, ∆ = 3 and p ∈ [0, 1]

In Table 4.1 we compute the optimal policy x? on a small example of D = 12,
m = 8, ∆ = 3 and various values of p. The first remark is that x? does depend on p,
so that one must estimate p in order to act optimally in general. Second, for all p ≥
0.5, the optimal policy has a particular form which we call a “semi-greedy” policy.
Namely one first transmits at time instants {1, 1 + ∆, 1 + 2∆, . . . } (represented
in red color on the table), and then one transmits in a long, uninterrupted burst
until the deadline. Namely, we start by sending a packet every ∆ time slots in
order to receive the feedback and avoid spurious transmissions, and at the end we
send a long burst in order to meet the constraint of

∑D
t=1 xt = m. We study this

phenomenon in greater details in the latter subsections.
We will use the following intermediate result in the latter sections, which pro-

vides a lower bound on the optimal value of (P1). As a corollary, it shows the
intuitive fact that, whenever ∆m ≤ D, the optimal policy simply consists in
transmitting a packet every ∆ time slots to make full use of the feedback about
each transmission.

Proposition 4.2.2. For all D ≥ 1, m ≤ D, ∆ ≥ 0 and p ∈ [0, 1] the optimal value of
(P1) admits the lower bound g(x?) ≥ (1− (1− p)m)/p.

Proof. Define 1 ≤ t1 < · · · < tm ≤ D the slots where the optimal policy x?

transmits, so that x?tk = 1 for k = 1, . . . ,m. By definition we have
∑tk−1

t=1 xt = k−1,
so that

g(x?) =
m∑
k=1

(1− p)
∑tk−∆
t=1 xt ≥

m∑
k=1

(1− p)
∑tk−1
t=1 xt

=
m−1∑
k=0

(1− p)k−1 =
1− (1− p)m

p
.

�

Corollary 4.2.2. Consider D ≥ 1, m ≤ D/∆ and p ∈ [0, 1]. Then the optimal policy
x? is given by: xt = 1 if t = 1 + k∆ for 1 ≤ k ≤ m and xt = 0 otherwise.



4.2. SINGLE TRANSMITTER 63

m x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12

2 1 0 0 1 0 0 0 0 0 0 0 0

4 1 0 0 1 0 0 1 0 0 1 0 0

6 1 0 0 1 0 0 1 0 0 1 1 1

8 1 0 0 1 0 0 1 1 1 1 1 1

10 1 0 0 1 1 1 1 1 1 1 1 1

12 1 1 1 1 1 1 1 1 1 1 1 1

Table 4.2: Semi-greedy policy, D = 12, ∆ = 3 and m ∈ {2, 4, 6, 8, 9, 10}

Proof. One can check that the value of this policy equals (1 − (1 − p)m)/p and
apply the previous result. �

4.2.3 The semi-greedy policy
As shown by previous results, the optimal policy depends on the success prob-
ability p and may be computed in reasonable time (but the computation is still
an increasing function of the problem size). Two problems may arise in practi-
cal systems. First, in many practical systems, the success probability is initially
unknown and must be estimated, which wastes time and radio resources if an ac-
curate estimate is needed and second, in cases where very little computing power
is available, computing the optimal policy on-the-fly might not be feasible. We
now study the semi-greedy policy. This policy is illustrated in Table 4.2 on an
example of D = 12 and ∆ = 3.

Definition 4.2.3. The semi-greedy policy transmits one packet every ∆ slots, and trans-
mits the remaining packets as a burst in the last slots. Formally, this policy is x̃ with:

x̃i =

{
1 if (i− 1) mod ∆ = 0 or i > i?

0 otherwise.

with i? = ∆(k?)− a?, k? = bD−m
∆−1
c+ 1 and a? = 1 +m−D + k?(∆− 1).

In this section, we show that the semi-greedy is a good policy to use in practice
due to two facts:

• If the success probability is high enough (p close enough to 1 as in many
URLLC applications using robust modulation and coding schemes), the semi-
greedy policy becomes optimal, so that no computation is needed, and one
does not require an accurate estimate of p to act optimally.
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• For large problems, i.e. D � 1, for any value of p, the semi-greedy policy is
asymptotically optimal i.e. its approximation ratio goes to 1, and its value
is asymptotically the value of the optimal policy.

Theorem 4.2.4. Consider D ≥ 1, m ≤ D and:

p ≥ p∆ ≡
∆− 3 +

√
(∆− 3)2 + 4(∆− 1)

2(∆− 1)
.

Then the semi-greedy policy is optimal, i.e. g(x̃) = g(x?).

Proof. We consider p and ∆ fixed. We denote by G(m,D) and G?(m,D) the
values of the semi-greedy and optimal policies respectively for any given value of
(m,D). First we notice that, since m 7→ G?(m) is increasing and for m = D the
optimal policy transmits every slot we have:

G?(m,D) ≤ G?(D,D) = ∆ +
D−∆∑
k=1

(1− p)k

≤ ∆ +
∑
k≥1

(1− p)k = ∆ +
1− p
p

.

Consider m ≤ D and k = max(1,m + ∆ − D)). Let us prove that the optimal
policy transmits exactly k times in interval {1, . . . ,∆}. If k = ∆ this is trivial since
this implies m = D. Assume that the optimal policy transmits at least k+1 times
in interval {1, . . . ,∆}, then G?(m,D) ≥ k + 1. On the other hand, an acceptable
policy is to transmit k times in interval {1, . . . ,∆}, and then apply the optimal
policy on time interval in interval {∆ + 1, . . . , D}, so that:

k + 1 ≤ G?(m,D) ≤ k + (1− p)G?(m− k,D −∆)

≤ k + (1− p)(∆ +
1− p
p

).

where we used the previous inequality. Subtracting k on both sides yields:

1 ≤ (1− p)(∆ +
1− p
p

) < (1− p∆)(∆ +
1− p∆

p∆

) = 1

since the r.h.s. is strictly decreasing and p > p∆. This is a contradiction, and we
have proven that the optimal policy is the policy which, for all m and D transmits
k = max(1,m + ∆ − D)) in the time interval {1, . . . ,∆}. Since the semi-greedy
policy is the only policy which verifies this property, the semi-greedy policy is
optimal. �
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We now consider large problems so that D � 1, and we assume that m = ρD
is proportional to D, with ρ ∈ [0, 1] a fixed number that we call the load, since it
is the number of transmissions per unit of time. As announced, our second result
is that the semi-greedy policy is asymptotically optimal for large problems, and
that the approximation ratio vanishes exponentially fast, so that even for modest
values of D, the semi-greedy policy is very close to optimal.

Theorem 4.2.5. Consider ρ ∈ [0, 1]. Then for any p ∈ [0, 1] D ≥ 1 and m = ρD, the
approximation ratio of the semi-greedy policy is bounded as:

1 ≤ g(x̃)

g(x?)
≤ 1 + p∆(1− p)b

D(1−ρ)
∆−1

c−1

1− (1− p)ρD
.

Furthermore, for any fixed values of ρ and p, the semi-greedy policy is asymptotically
optimal:

lim
D→∞

g(x̃)

g(x?)
= 1.

Proof. The semi greedy policy starts by at least k? = bD(1−ρ)
∆−1

c transmissions at
times {1, 1 + ∆, . . . , 1 + (k? − 1)∆}, and then m − k? ≤ D packets in a burst, so
that:

g(x̃) ≤
k?−1∑
k=0

(1− p)k + (1− p)k?−1(∆ +
1− p
p

)

=
1− (1− p)k?

p
+ (1− p)k?−1(∆ +

1− p
p

)

=
1

p
+ ∆(1− p)k?−1.

where we used the same bound as in the previous theorem. From Proposition 4.2.2
and the fact that m = ρD we have the lower bound:

g(x?) ≥ 1− (1− p)m

p
.

Combining both inequalities we obtain:

g(x̃)

g(x?)
≤ 1 + p∆(1− p)k?−1

1− (1− p)m
=

1 + p∆(1− p)b
D(1−ρ)

∆−1
c−1

1− (1− p)ρD
.

�

Remark 4.2.1. The case where m is fixed and D goes to infinity is trivial, in the sense
that, as soon as D ≥ m∆ the semi-greedy policy is optimal by Corollary 4.2.2.
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4.2.4 Numerical Experiments
We conclude this section by illustrating our results using numerical experiments.
On Fig. 4.1 we compare the value of several policies for D = 100, m = 60 and
a delay of ∆ = 5 slots. We represent the optimal policy x?, the semi-greedy
policy x̃ (denoted by “proposed policy”), a policy which transmits in the first m
slots (denoted by “burst policy”), a policy which alternates between transmitting
during β = d m

D−me slots and not transmitting during one slot (denoted by “burst
each β policy”), and a policy which randomly selects m slots out of D to transmit
(denoted by “random policy”). The semi-greedy policy is very close to the optimal
policy, and outperforms all the other policies. As predicted by Theorem 4.2.4, for
p ≥ p∆ the semi-greedy is exactly optimal, and interestingly, p∆ seems to roughly
match the threshold at which the optimal and the semi-greedy policies perform
the same. We also observe that it seems to be better to transmit completely at
random rather than send a long burst or regularly spaced small bursts.
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Figure 4.1: Value of the considered policies for D = 100, m = 60 and ∆ = 5

On Fig. 4.2 we plot the approximation ratio of each policy which is g(x)
g(x?)

where
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x is the considered policy. Not only do we observe that the approximation ratio is
very close to 1 for the semi-greedy policy, but this is true for all values of p. Hence
the semi-greedy policy is a suitable choice irrespective of the value of p.
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Figure 4.2: Approximation ratio of the considered policies for D = 100, m = 60 and
∆ = 5

In Fig. 4.3 we plot the approximation ratio of the semi-greedy policy as a func-
tion of p and m. The largest value of this ratio for any p and m is 1.08, so that the
semi-greedy policy is both good and robust (as it does not depend on p), so that
our numerical experiments agree with the asymptotic analysis of Theorem 4.2.5.
It is also noted that for m = 20, we have m∆ = D, so that the semi-greedy policy
is optimal as predicted by Corollary 4.2.2. Once again, for p ≥ p∆ the semi-greedy
policy is optimal.
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Figure 4.3: Approximation ratio of the semi greedy policy for D = 100 and ∆ = 5

4.2.5 Extension to the Multicast Case with Multiple Receivers
Link model. We now extend the previous case to a single UE transmitter whom
attempts to transmit one packet to a multitude N ≥ 1 of UE receivers, as in
many URLLC use cases using D2D or V2V (e.g. a car trying to transmit an
urgent packet to all cars in its vicinity). If the UE transmits at slot t, each UE
receiver successfully decodes the packet with probability p. Let Yt ∈ {0, . . . , N}
be the number of UE receivers whom successfully decode the packet at time t,
and not before. Then the packet is successfully delivered at slot t if and only
if
∑t

k=1XkYk = N . If the packet is not completely delivered after D slots (the

deadline) so that
∑D

t=1XtYt < N , it is considered lost. We assume that the success
probability of a single link is p ∈ [0, 1].
Feedback model. Whenever the UE transmits, it received feedback after a fixed
delay of ∆ time slots, indicating whether there is still someone who did not suc-
cessfully decode the packet2. Denote by Zt the feedback received at time t, then

2It is not practical to consider explicit feedback from each UE receiver in such a multicast scheme
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we have

Zt =

{
Xt−∆1{

∑t−∆
k=1 Yk < N} if t ≥ ∆ + 1,

0 if t ≤ ∆.

where 1{.} is an indicator function equal to 1 if the event is true and to 0 otherwise.
Policies and objective. Our objective, denoted by problem (P1bis), is to minimize
the number of transmissions, subject to a reliability constraint, where the proba-
bility of not successfully decoding the packet is equal to a known threshold:

minimize
π∈Π

D∑
t=1

E(Xπ
t ) (P1bis)

subject to P

(
D∑
t=1

Xπ
t Yt < N

)
= ε = 1− (1− (1− p)m)N

where m ∈ {0, . . . , D} depends on the reliability target ε as follows:

m =

⌈
ln(1− (1− ε)1/N)

ln(1− p)

⌉
Proposition 4.2.3. The optimization problem (P ′1) gives also an optimal solution to
problem (P1bis), scaled to a larger number of transmissions m. An optimal solution Xπ

t

of (P1bis) can thus be obtained from a x? solution of (P ′1) by setting:

Xπ
t = x?t

t∏
t′=1

(1− Zt′) (4.1)

Proof. We first show that Xπ
t given by equation (4.1) is optimal. Its expectation

is given by:

D∑
t=1

E(Xπ
t ) =

D∑
t=1

xπt E(1{N >
t−∆∑
t′=1

Yt′})

The event At = N >
∑t−∆

t′=1 Yt′ occurs when at least one of the N UEs did not
decode the packet before t−∆. Its probability is equal to Pr[At] = [1− (1− (1−
p)

∑t−∆
t′=1

xt′ )N ]. 1{At} being a Bernoulli variable, we have:

D∑
t=1

E(Xπ
t ) =

D∑
t=1

xπt [1− (1− (1− p)
∑t−∆
t′=1

xt′ )N ])

where the UE transmitter may even ignore the number of UE receivers around him. The presence of at
least a NACK is then considered as a global NACK.
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Consider now the following optimization problem:

minimize
x∈{0,1}D

g′(x) ≡
D∑
t=1

xt[1− (1− (1− p)
∑t−∆
t′=1

xt′ )N ] (P ′′1 )

subject to
D∑
t=1

xt = m.

As
∑D

t=1 xt = m, we have g′(x) = m−
D∑
t=1

xt[(1− (1− p)
∑t−∆
t′=1

xt′ )]N

Recalling that xt ∈ {0, 1}, minimizing g′(x) is equivalent to maximizing:

D∑
t=1

xt(1− (1− p)
∑t−∆
t′=1

xt′ ) = m−
D∑
t=1

xt(1− p)
∑t−∆
t′=1

xt′ (4.2)

i.e. to minimizing g(x), which concludes the proof. �

4.3 Multiple Transmitters
Throughout this section we consider the model with multiple UE transmitters
described in Subsection 4.1.2, we design policies for problem (P2), and provide
techniques to analyze their performance.

4.3.1 Open Loop Policies
Policies. As mentioned before, we solely consider policies which are distributed and
symmetrical, so that any UE transmitter only relies on the feedback it has seen,
and all UE transmitters behave in the same manner. At time t, we write At,i = 1 if
i has transmitted successfully at least once before t and At,i = 0 otherwise. Hence:

At,i = 1

{
t−1∑
t′=1

∑
j 6=i

Xt′,i(1−Xt′,j) > 0

}
,

If i transmits successfully for the first time at time t, then it is informed of this
fact at time t + ∆ through available feedback. Define Bt,i = At−∆,i, then we
have Bt,i = 1 if and only if i has been informed that it has already successfully
transmitted at least once before t. We say that i is active if Bt,i = 0 and inactive
otherwise. Clearly Bt,i can be observed by UE transmitter i at time t, and i should
transmit only if it is active, since it needs to convey only one packet to the UE
receiver. Denote by Nt =

∑n
i=1At,i the number of UEs that have successfully
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transmitted a packet. We recall that the goal is to maximize the success rate
1
n
E(Nt). We define qt = E(At,i) the probability that i has successfully transmitted

a packet before t, where qt does not depend on i by symmetry and we note that
the success rate is 1

n
E(Nt) = qt. We aim at maximizing qt.

Open loop policies. For simplicity and practicality, we will consider a family
of policies called open loop policies, where the transmission probability depends
solely on the state of i at time t (active or not active) and time t.

Definition 4.3.1. An open loop policy is a policy such that, at time t, each UE i transmits
with probability pt if it is active and 0 otherwise, independently of other UE transmitters,
where (pt)t=1,...,D is some known sequence.

Time dependent policies. Let us first consider the case where there is no delay,
so that ∆ = 1. We will extend our results to the general case in Subsection 4.3.3.
We now aim at finding a good open loop policy. The simplest open loop policy is
the ALOHA policy [111], where the transmission probability pt = p is constant. It
is well known that, if ALOHA is applied to a system with n active UE transmitters
with infinitely many packets to transmit, the choice maximizing the throughput is
p = 1

n
. In our setting the number of active users n−Nt is decreasing with time so

that it would be natural to choose pt = 1
n−Nt . However this is not feasible, since Nt

is unknown to UE transmitter i. So pt should be a well chosen increasing function
of time. Our aim is to maximize qt, whose evolution equation is:

qt+1 = qt + (1− qt)ptE
(
(1− pt)n−Nt−1

)
.

This is due to the fact that there are n − Nt active UE transmitters at time t,
and that i has transmitted successfully before t + 1 if either it has transmitted
successfully before time t (probability qt) or if it is active at time t and transmits
at t (probability pt(1− qt)), and no other active UEs attempt to transmit at this
time (probability E((1−pt)n−Nt−1)). Differentiating, we get that to maximize qt+1

knowing qt, pt should be such that:

E
(
(1− pt(n−Nt))(1− pt)n−Nt−1

)
= 0

Therefore, choosing pt requires to know the distribution of Nt, and there seems no
obvious way to solve the problem.

4.3.2 A Mean Field Approach
Correlation between UE transmitters. The difficulty is that althoughNt =

∑n
i=1At,i

is a sum of n random variables with mean qt, those random variables are not in-
dependent since UE transmitters interact with each other, and it is unclear what
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is the distribution of Nt. In order to solve this problem we propose to use a mean
field approach: we approximate the system by an alternative system in which
UE transmitters are independent of each other, so that At,1, . . . , At,n are i.i.d. Of
course, while this is an approximation, this type of mean field approach tends to
be accurate in large systems with many UE transmitters n � 1, see for instance
the seminal [112].

Evolution equations. Under the mean field approximation Nt ∼ Binomial(n, qt)
and:

qt+1 = qt + (1− qt)pt (1− (1− qt)pt)n−1 .

Define an = (1 − 1
n
)n−1. We now state Proposition 4.3.1 showing that under the

mean field approximation, the system can be completely characterized: we can
compute the optimal policy exactly, as well as the success rate. The result shows
that the system goes through two phases: in the first phase the proportion of UE
transmitters whom have succeeded qt increases linearly and pt increases in order
to stay close to 1

n−Nt . In the second phase, pt = 1 is constant. It is also noticed

that the time at which we switch from the first to the second phase t = n−1
an

is
roughly the time required for n− 1 UE transmitters to successfully transmit.

Proposition 4.3.1. Under the mean field assumption, the optimal choice of pt is given
by:

pt =
1

max(n− (t− 1)an, 1)
.

Under this policy we have that:

qt =
an(t− 1)

n
if t ≤ n− 1

an
and

qD ≥ min

(
1− 1

n
,
Dan
n

)
.

Remark 4.3.1. Consider n and D large with n
D
≤ 1/e. Then the success rate of the

policy, qD, tends to 1.

Proof. Recall that the evolution equation for qt is:

qt+1 = qt + (1− qt)pt (1− (1− qt)pt)n−1 .

Maximizing the r.h.s. with respect to pt ∈ [0, 1] we get:

pt =
1

max(n− (t− 1)an, 1)
.
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If qt ≤ 1− 1
n

we get, by recursion:

qt+1 = qt +
an
n

= q1 +
tan
n

=
tan
n
.

for all t ≤ t̄ ≡ (n − 1)/an which is the first statement. If Dan ≤ n − 1, we have
t̄ > D so that qD = Dan/n. Otherwise, t̄ ≤ D so that qD ≥ qt̄ ≥ 1− 1/n. Putting
both cases together yields the result. �

4.3.3 Extension to the Delayed Case

Now consider the delayed case. Consider D and n large, and ∆ small with respect
to n as done in the previous sections. We argue that in this setting, the system is
equivalent to the system without delays that we have studied previously. We do not
give a formal proof and we propose a heuristic justification. In the delayed case, the
proportion of active users is 1−qt = 1

n

∑n
i=1(1−At−∆,i) and the proportion of users

that would be active in a non delayed system is 1− q′t = 1
n

∑n
i=1(1−At,i). At most

one UE may transmit successfully at a time hence 0 ≤
∑n

i=1(At,i − At−∆,i) ≤ ∆.
Therefore |qt − q′t| ≤ ∆

n
. Hence, in the regime where ∆ � n, the proportion of

active users with and without delays is the same, and the mean field model should
be the same in both cases when there are a large number of users. So we may
apply the same policy as in the non-delayed case and the performance should be
similar. This is confirmed by our numerical experiments.

4.3.4 Numerical Experiments

We conclude by some numerical experiments. We define the system load α = n
D
∈

[0, 1]. On Figs. 4.4, 4.5 and 4.6 we compare the value of the success rate E(Nt)
n

com-
puted from simulations (denoted by “S”) to the value predicted by the mean field
approximation (denoted by “MV”). The y-axis is the success rate and x-axis is the
normalized time t

D
. We draw four conclusions: (i) the mean field approximation

is rather accurate even for a modest value of n, (ii) its accuracy increases with
n, (iii) the optimal policy derived under the mean field approximation performs
quite well in the original system, and (iv) the impact of the delay is very small as
long as it is much smaller than the number of users ∆� n. Hence the mean field
provides a good method for solving an otherwise intractable problem, even when
delays are present.
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Figure 4.4: Mean field approximation vs simulation for D = 102 and ∆ = 1.
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Figure 4.5: Mean field approximation vs simulation for D = 104 and ∆ = 1.
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Figure 4.6: Mean field approximation vs simulation for D = 103, ∆ = 5

In Fig. 4.7, inspired by the form of the optimal policy in the mean field approxi-
mation, we study a parameterized family of policies with transmission probability:

pt =
1

max(n− c(t− 1), 1)

where c ∈ [0, 1] is the policy parameter. For c = 0 this is simply ALOHA, and
for c = an we obtain the optimal mean field policy. We plot the success rate of
this policy as a function of the load α and parameter c. Not only does this policy
perform very well for c well chosen, but this also seems to suggest that c ≈ α seems
to be a good choice whenever α ≤ 1/e.
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Figure 4.7: Optimal value of policy parameter c for D = 200 and ∆ = 5

Finally in Fig. 4.8 we compare the success rate of various policies, including
ALOHA, where pt = 1

n
is constant, our “proposed policy” which is the policy

studied in Fig. 4.7 using the optimal value of c, CSMA, which is an adaptive
version of ALOHA where the transmission probability is pt = 2−kt,i , where kt,i
is the number of collisions seen by i up to time t (see [112]), and CSMA+, an
adaptive version of the “proposed policy” in which the transmission probability is:

pt =
1

max(b−kt,i − c(t− 1), 1)
,

and where we optimize over b ∈ [0, 1] and c ∈ [0, 1]. It is noted that the last two
policies are not open loop policies (they take into account the number of collisions),
and are adaptive versions of ALOHA and the “proposed policy” where one does
not need to know n in advance. The best performance is obtained by our proposed
policy, and as long as α ≤ 1

e
, its success rate is very close to 1.
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Figure 4.8: Success rate of the various policies for D = 200 and ∆ = 5

4.4 Conclusion
In this chapter we have studied the problem of designing HARQ schemes in sys-
tems which have both latency and reliability constraints. This problem is moti-
vated by the design of URLLC services in future networks, in particular for V2X
communications, e-health tele-surgery or industry 4.0. In the case of a single UE
transmitter in a noisy environment, we derive the optimal policy and prove that
the semi-greedy policy is a good choice in practice. For multiple UE transmitters,
we propose policies with good performance and a mean field analysis to predict
their performance.
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4.5 Appendix
We recall below the list of parameters used along the chapter:

Table 4.3: List of parameters in Chapter 4

D deadline constraint
∆ feedback delay
m number of retransmissions
n number of UE transmitters
N number of UE receivers
ε reliability target
Xt,i = {0, 1} transmission decision at time t by UE i
Xπ
t,i = {0, 1} transmission decision at time t by UE i for policy π

Yt = {0, . . . , N} number of successful receptions at time t
Zt,i = {0, 1} received feedback at time t by UE i
At,i = {0, 1} UE i has transmitted successfully/unsuccessfully at

least once before time t
Bt,i = At−∆,i UE i has transmitted successfully/unsuccessfully at

least once before time t−∆
Nt,i =

∑n
i=1At,i number of transmissions that have been successful

before time t
Π set of all policies
π? optimal policy
x ∈ {0, 1}D transmission sequence
x? ∈ {0, 1}D optimal solution
x̃ ∈ {0, 1}D semi-greedy solution
g(x) ≡

∑D
t=1 xt(1− p)

∑t−∆
t′=1

xt′ function to minimize over x in (P ′1)
st state t
S state space
at action t
A action space
rt(st, at) reward function
p transmission success probability
p∆ threshold probability such that x̃ is optimal
pt transmission probability at time t
qt probability that a UE has successfully transmitted

before time t



Chapter 5

Device-to-Device aided Group
Localization

In this chapter we provide a cooperative high accurate mapping for smart devices
without any help of the network infrastructure. For this, we suppose that our de-
vices are able to directly communicate using D2D technology. We propose a simple
algorithm that uses as input a limited number of the distances between pairs of
devices provided by ranging techniques like ToA, performed by using D2D be-
tween the devices. Four different channel models are studied in this chapter: LOS
and NLOS for indoors and outdoors environments. The results show significant
improvement in terms of accuracy, energy consumption, radio resource utilization
and device complexity compared to already existing methods. Such localization
algorithm is clearly suitable for services in smart cities within IoT context, but not
limited to it. Still in the context of 5G, we observe an increasing tendency of local
and instantaneous services for scenarios like bus stops, concerts, stadium events,
city meeting points and other locations with dense mobile traffic. The high number
of devices in such locations forms groups of devices that we may want to locate and
track. As we evolve through a dynamic Radio Access Network (RAN), identifying
the dense traffic areas in real time and providing a good quality of service arises as
a key challenge to be addressed. Aided by a large number of antennas at the trans-
mission, the BS can focus the energy on a group of UEs, increasing the network
capacity through a virtual densification, therefore, avoiding the deployment cost of
new infrastructure. A direct application of the proposed localization algorithm to
this last scenario, also called Virtual Small Cells (VSCs), is detailed in this chapter.

In summary, our contributions are outlined below:

1) In this third work we propose a dynamic cooperative equipment mapping
using Ultra-WideBand (UWB) signals, where map accuracy is studied in
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LOS and NLOS channel in indoor and outdoor environments providing cm
reliability.

2) An application of these UEs using UWB signal transmission has been applied
to coverage scenario, named VSC, useful in 5G services like ultra-low cost
global coverage, smart cities or industry 4.0. More specifically, the chap-
ter highlights the importance of hotspot location knowledge to efficiently
implement VSCs.

3) Due to hotspot location impact, the paper proposes to study and compare
our cooperative group localization techniques with other common method
based on GPS.

This chapter is organized as follows: Section 5.1 provides discussions on the
existing localization systems and ranging techniques that can be used for our
problematic. Section 5.2 describes our general approach for devices mapping, fol-
lowed by a simple algorithm to improve its accuracy in Section 5.3. The simulation
results are presented in Section 5.4. Section 5.5 highlights an important scenario
with direct application of our device mapping algorithm, namely VSCs and finally
Section 5.6 summarizes our conclusions.

5.1 Localization and Ranging Techniques

5.1.1 Localization Systems
In the literature several localization systems exist; GPS is the most well-known
and used localization technique. However GPS presents a weakness for indoors
localization due to the difficulties for its waves to penetrate the walls [113] [114].
Hence, GPS is limited to outdoor applications. A clustering method has already
been developed in [115] in order to find groups of UEs of the size of a picocell
(around 40 m) using K-means algorithm and GPS coordinates but its performance
is limited by the GPS accuracy.

On the radio side, there are several promising localization technologies for in-
doors and outdoors. However, as we want to achieve an accuracy of centimeters,
some technologies such as Radio Frequency Identification (RFID), Blue-tooth or
WLAN fails to meet our standards [116]. The ones satisfying our accuracy re-
quirements are ultrasound, InfraRed, Zig-bee and UWB. Ultrasound offers an
accuracy of 10 cm [116] but the waves are impracticable in confined and large ar-
eas because, as for InfraRed, it cannot penetrate obstacles [117]. Zig-bee is weak
to interference of other systems that use the same frequency (large bands systems)
and may disturb radio communications if the communication takes more than few
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milliseconds [118]. And finally UWB emits short low energy pulses spread in a
very large bandwidth. Therefore UWB can achieve high immunity against inter-
ference and fading, low energy consumption [106] and very high accuracy thanks
to its wide frequency band [119] as it is indicated by CRLB [107]. The only con-
siderable disadvantage of UWB is its coverage range which can be solved thanks
to a well-organized routing topology between the smart devices. These UWB dis-
tinct features offer UWB the best advantages of robustness, accuracy and energy
consumption compared to other technologies. Furthermore, UWB is part of the
IEEE 802.15 working group which specifies WPAN standards [17]. In that sense,
we may expect a future use of UWB for D2D communications1.

5.1.2 Ranging Techniques
Given that we choose UWB as localization system, we will see the different tech-
niques to estimate the distance between a pair of smart devices. AoA, ToA and
Received Signal Strength (RSS) are the most popular ones. AoA requires multiple
antennas to estimate the angle and therefore the localization will require large
and expensive devices. This will cancel one of the main features of UWB which
is its low cost equipments [120]. Another angle estimation challenge resides in
the requirement of clear LOS between transmitter and receiver. With AoA the
slightest angle estimation error impacts negatively the distance estimation. RSS
is a measurement of the power received by a radio signal receiver. However these
measurements are easily affected by the obstacles, thus RSS are unpredictable and
their measurements are not accurate. ToA is a one way time difference between
the moment the receiver detects the transmitters’ signal and the time when the
transmitter sends the signal. ToA offers the best accuracy for UWB as CRLB
had demonstrated. This technique requires perfect time synchronization between
different transmitters and receivers to precisely estimate the distance. The major
ToA challenge is the relative clock drift between different nodes. Synchronization
problem has been addressed by several works and different promising solutions
have been proposed [12]. Furthermore, due to the large bandwidth of UWB sig-
nal, multi-path components are often resolvable without the use of complex al-
gorithms [121]. And due to existing high performance ToA estimation for UWB
in NLOS [122, 123, 124], we will focus on this ranging technique. This mapping
UE aided by D2D connection could be useful for applications like: environmental
studies (polluted zones, coal mining etc.), social networking, home/packet ware-
house application, animals localization in a zoo, connected cars or deep indoor
localization, in addition to VSCs.

1Please note that our method is not limited to UWB, actually with the ongoing tendency of increasing
the bandwidth within 5G, and depending on de required services accuracy, we could easily apply our
method to cellular 5G networks.
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5.2 Equipment Mapping using Direct Link

The objective of our algorithm is to create a map of UEs by using only the dis-
tances between some of them as inputs and without anchor nodes, as in [125].
Those distances input between the UEs could be estimated by the ranging tech-
niques presented in Section 5.1. Our approach uses ToA for the reasons previously
mentioned. The UEs that are able to communicate are the ones creating the map,
and possibly several groups of UEs will be observed in this map.

First of all, a Cluster Head (CH) is chosen according to the desired strategy.
The CH could be a UE with a specific processor that is able to generate the
computation and the treatment of the algorithm map. Note that the CH could
also be the BS, or a specific UE within a group (for example the fireman leader in a
group of firemen), or just a device chosen randomly within the group of devices to
be mapped. The CH could be the first UE launching the algorithm map. In a first
step, the CH will broadcast an information group message to the neighbors UEs
including a group ID, radio resources for transmission and reception of localization
signal and also a threshold P of power limit which is intended for the UEs already
localized if any. Utility of P will be further explained. Once a neighbor UE receives
the information group message previously stated, if this UE is interested by joining
the group, he will broadcast back a positive response to the UEs already localized
by using the radio resources provided by the CH. As a result, and by using this
broadcast signal, the already localized UEs will be able to evaluate the distance
between the transmitter and the receiver and will transmit this information to the
CH. In order to have a good estimation of the distance, we introduce a received
power threshold P added to the already accurate UWB method used for distance
estimation, as presented in the introduction. Indeed, if a localized UE receive
a signal from an unlocalized UE k, also called blind UE, with a received power
Pk < P , the distance estimation procedure will not be lunch. The value of P
depends on the required accuracy needed by the application, and its objective is
to reduce the number of useful measures. High accuracy implies small value of P
and as a consequence more measures, more energy consumption and more radio
resources. Hence only reliable signals will be considered for distance estimation
and the combination of the given distances will enable us to find the location of the
UEs. Finally, if a UE is added to the map, a broadcast of the map is possible and
an integration message is sent by the CH to the new UE. The previous description
is represented in Fig. 5.1. We will describe in details all the steps of this method
in the next subsections.
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Figure 5.1: General Map Steps

5.2.1 Initial Map

During the initialization step of the map, as we have limited distance knowledge
of the neighbors UEs, any UE is able to integrate our map as long as the threshold
received P power is satisfied. The initialization map is the smallest possible map
that we are able to form. We can achieve at most a combination C2

n of distances
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for n UEs. Actually this smallest map is composed of four UEs and needs six
distances between them. This is observed in Proposition 5.2.1.

Proposition 5.2.1. With only n = 4 UEs in Two-dimension (2D), and n = 6 in Three-
dimension (3D), and the knowledge of C2

n = 6 distances, C2
n = 15 respectively, named

dij ∈ R between UE i and j (∀{i, j}ni=1,j>i), we can map the n UEs in an orthonormal
coordinate system where the origin corresponds to the CH or any other UE.

Proof. Consider n UEs and dij distances between i and j:
- UE 1, (x1, y1), is connected to n− 1 other UEs,
- UE 2 is also connected to the same number of UEs, but only n−2 distance values
are new as d1,2 = d2,1; d2,i ∀i ∈ [3, n],

etc.
- UE n− 1 gives us one new distance dn−1,n.

We have the knowledge of
∑n−1

i=1 (n− i) = n(n−1)
2

distance values, i.e. C2
n = n(n−1)!

2(n−2)!

combination of distances.
Also, the location of all the UEs is unknown unless for the selected UE o, (xo, yo) =
(0, 0). So finally, we do not know the 2(n− 1) remaining coordinates.

i.e. we need at least n(n−1)
2

= 2(n− 1), n = 4. �

Within those four UEs we have one CH. The CH is aware of the six dis-
tances between them, and each distance provides an equation of the type dij =√

(yj − yi)2 + (xj − xi)2 between UE i and j, with four unknown values (two UEs
in 2 dimensions). We then have six equations of this type for the case of four UEs
(eight unknown values). Actually as the wanted map is relative to the CH, we can
consider that the CH coordinates are at the origin of the map and hence are (0, 0).
So we finally have six equations for six unknown values, which is solvable. If the
system of six equations provides a solution, i.e. if the distances are well estimated,
we obtain our initial map. In the case of three dimensions, we can demonstrate
that the smallest map is composed of six UEs and we will need fifteen distances.

Remark 5.2.1. When creating this map, we observe infinite solutions, but all the solu-
tions will provide the same map with some rotation between 0 and 2π. Uniqueness of
the map can be achieved by the knowledge of the coordinate of one UE (different than
the CH) in 2D and one of the coordinates of two UEs in 3D.

Proof. 
UE 1→


1 =

√
(y2)2 + (x2)2

√
2 =

√
(y3)2 + (x3)2

√
5 =

√
(y4)2 + (x4)2

UE 2→
{

1 =
√

(y3 − y2)2 + (x3 − x2)2
√

2 =
√

(y4 − y2)2 + (x4 − x2)2

UE 3→
{

1 =
√

(y4 − y3)2 + (x4 − x3)2
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In this system we consider n = 4 UEs and C2
n=4 = 6 distances. Let UE 1 be at

the origin of our system map, (x1, y1) = (0, 0). Let d1,2 = 1, d1,3 =
√

2, d1,4 =
√

5,
d2,3 = 1, d2,4 =

√
2 and d3,4 = 1.

The couples solution of this system is given by:

UE 2 =


x2, −

√
1− x2

2

x2,
√

1− x2
2

x2, −
√

1− x2
2

x2,
√

1− x2
2

; UE 3 =


x2 −

√
1− x2

2, −x2 −
√

1− x2
2

x2 −
√

1− x2
2, x2 +

√
1− x2

2

x2 +
√

1− x2
2, x2 −

√
1− x2

2

x2 +
√

1− x2
2, −x2 +

√
1− x2

2

;

UE 4 =


2x2 −

√
1− x2

2, −x2 − 2
√

1− x2
2

2x2 −
√

1− x2
2, x2 + 2

√
1− x2

2

2x2 +
√

1− x2
2, x2 − 2

√
1− x2

2

2x2 +
√

1− x2
2, −x2 + 2

√
1− x2

2

;

We observe infinite solution providing the same map with some rotation. By
fixing x2, we obtain a unique map. �

Once the initial map is formed, this means that we have a map of at least four
UEs.

5.2.2 General Map
In order to add a blind UE k to our map we can simply use a trilateration method
where we need the distances between the new UE and three other UEs (h, i and j)
already localized. The blind UE k is located at the intersection of the three circles
of center h, i and j and radius dhk, dik and djk respectively. The three distances
used to localize the blind UE k correspond to the three most accurate selected
thanks to the received power. If the threshold power P is too high such that the
CH collects at least three signals, P will be reduced at the next iteration.

Proposition 5.2.2. In 2D with n > 4, and in 3D with n > 6, a map can be created with
only 6 + 3(n− 4)(< C2

n) distances, 15 + 4(n− 6) respectively.

Proof.
Initialization: i = 5
From Proposition 5.2.1, for i = 4 UEs, we need C2

i = 6 distance values. If we add a
UE to this map (i = 5), we will need 3 more distances based on triangulation. The
maximum distances for i = 5 is C2

5 = 10 distances, and 6+3 = 6+3(5−4) = 9 < 10

Step i = n : 6 + 3(n− 4) < C2
n = n(n−1)

2

Step i = n + 1 :
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6 + 3(n− 4) + 3 = 6 + 3((n+ 1)− 4) < C2
n + n = C2

n+1 �

Proposition 5.2.2 means that we do not need all the distances between all the
UEs in order to form a map. In order to add a blind UE to our map we will need to
solve a system of three equations of the type dki =

√
(yi − yk)2 + (xi − xk)2 where

k is the index of the blind UE and i represents three different localized UEs. Also
for good accuracy of the system, distances estimation is very important as even
with a small obstacle between two UEs, the distances estimation will be impacted.
In order to fix this, we introduce a measurement incertitude threshold e (in meter)
which is further detailed.

d3

d2

d1

Blind UE

Figure 5.2: Measurement incertitude model in 2D.

We will accept incertitude of +/- e meters in order to solve our system of
equations that will give as output a location zone for blind UE called measurement
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incertitude represented in Fig. 5.2, where the white UEs are the already localized
UEs and the red one represents the blind UE k.

If the system of equations provides no solution, i.e. no location zone, this means
that one of the distance values does not match with the others, which may happen
in case of strong error estimation of a distance. If this occurs the CH will look for
another distance, called redundant distance, possibly available at the CH.

Corollary 5.2.1. In the case of mapping failure in 2D, and in 3D due to error distance
estimation (n > 4, n > 6 respectively), we benefit from additional n − 4, n − 6 resp.,
redundant distances to create a map.

Proof. If we add UE n, we have n− 1 new distances, but we need from Proposi-
tion 5.2.2, only 3 distances, n− 1− 3 = n− 4. �

The redundant distances are directly affected by the threshold P as more P is
high, less redundant distances will be available. If no solution is provided by our
system of equation, we reduce P . But even with such selection, the zone where
blind UE k is possibly localized is still inaccurate. In the next section we will see
these zones in detail and also how to make them more accurate.

5.3 Map Accuracy
In the previous section we ended up with a localization zone corresponding to a
blind UE built by trilateration with errors due to ToA. The estimated blind UE
position is normally the center of this zone, which is not accurate as shown in
Section 5.2.2 Fig. 5.2. In this section, we will focus on improving the accuracy of
the trilateration.

Algorithm 1 needs as input parameters the set of the three best distances D
between the blind UE and the group U of already localized UEs. The goal of the
algorithm is to tight this zone, where the first one is given by trilateration, by
dividing it into sub zones and selecting the appropriated one. The procedure is
based on dichotomy research where the value parameter for selection is represented
by line 14 in Algorithm 1. After each iteration of this step we get as output a more
accurate zone where its center is selected as the estimated location of the blind
UE. All these steps are detailed in Algorithm 1.

Once applying Algorithm 1 to the previous measurement incertitude zone found
in Section 5.2.2 Fig. 5.2, we see an improvement of the accuracy, represented by
Fig. 5.3. In fact this example shows that with Algorithm 1 the estimation error
was reduced from derr = 4.93 m (first estimation given by the center of the fist
zone) to d′err = 19.55 cm (final estimation) showing an improvement of 96%
accuracy. The channel model used for this example is indoor NLOS environment.
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Algorithm 1 Map accuracy
Require: Estimated distances D = {d1, d2, d3} between the new UE and the UEs already

localized U = {UEi = (xi, yi)|i ∈ [1, |D|]}
FromD we get the estimated zoneZ provided by the measurement incertitude in the general
map
Compute center and perimeter of Z: cZ and PZ resp.

3: Estimated UE: Est ue = cZ
while PZ > ε do

Divide the zone into 4 sub zones {Z1,Z2,Z3,Z4} where border meet at cZ
6: Compute their centers and perimeters C = {c1, c2, c3, c4} and {P1,P2,P3,P4} resp.

for i = 1 : |C| do
Sumi = 0

9: for j = 1 : |D| do
d2
j,ci

= (yj − yci)2 + (xj − xci)2

Sumi = Sumi + (d2
j,ci
− d2

j )
12: end for

end for
Z = Zk and PZ = Pk where k = arg mink∈[1,|C|] Sumk

15: Est ue = cz
end while

In Section 5.1.1, we highlight one of the disadvantages of UWB which is its
limited coverage range. In the next section we will see a possible enhancement for
coverage extension.

5.3.0.1 UWB coverage extension and multi-group detection

As the coverage of UWB is limited up to around 20 m in outdoor environment,
using frequency between 3 and 6 GHz [126], this range has to be increased in order
to satisfy higher coverage specifications as for example for the use case that will
be detailed in Section 5.5. One obvious option is by relaying the UWB signals.
Let us now introduce UEs that have relaying capabilities. Our network is hence
composed of four types of UEs:

• The CH, which is the one that launches the localization procedure and com-
putes its corresponding map.

• The localized UE, which has been detected by a group. Its position is known
by the CH. Once a localized UE belongs to a group, it stops listening to
others group information signals.

• the blind UE, which has not been localized by any group and is still listening
to group information signals.
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Figure 5.3: Blind UE positioning accuracy applying Algorithm 1.

• The relaying UE, that is localized at the border of its corresponding groups
and is still listening to group information signals. Its goal is to relay the
broadcast localization signal sent by the CH in order to extend the cover-
age. It is elected as relaying UE by any UE that is transmitting the group
information broadcast signal, i.e. by a CH or any other relay.

We suppose that each UE is composed of a frame that is divided into three
subframes, one for the group ID, one for the role of the UE (CH, relaying, localized
or blind UE) and one for the number of hops to the CH.

As mentioned in Subsection 5.2, the CH is computing the localization map (see
Fig. 5.1). Once the maximum UWB coverage rang is achieved and the map is per-
formed, the CH will select the relaying UEs localized in the border of the group.
All these UEs will be informed by the CH of their group ID, role (localized or re-
laying UE) and number of hops to the CH. Then, the relaying UEs will extend the
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Figure 5.4: UWB coverage extension.

UWB coverage by retransmitting the group information broadcast signal intended
to the still blind UEs, and repeat the same procedure until no UEs are localized.

In the case that a relay from group g detects a CH or a relay belonging to
group h, this means that there may be one hotspot instead of two. In such a case,
relay from group g and h will compare their corresponding hops subframe, and
the one with less number of hops with its corresponding CH will change of group.
Automatically, all the UEs attached to the relay that just made a group change will
belong to the new group too. Their group ID subframe will change and the number
of hops will be incremented. This is represented in Fig. 5.4, where UEgi and UEhj

are two relays belonging to two different groups g and h respectively. One of these
relays detects the other and they compare their subframe corresponding to the
number of hops to their respective CH. Here the number of hops of UEgi is 2 and
the one of UEhj is 1 so group h will be integrated into group g as represented in
the figure. Also, the number of hops in the subframe of UEhj is now 3 and the
role of CHh has changed into relaying UE and its corresponding number of hops
is now 4.

In the next section we will see how accurate is our general method in four
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different channel models: LOS/ NLOS for indoor and LOS/NLOS for outdoor.

5.4 Simulation Setup and Results

5.4.1 Simulation Setup
The models used bellow are respecting the IEEE 802.15.4a standards for UWB.
In our case, as we are following the European regulation we selected the best
bandwidth B which is 1 GHz centered in fc = 3993.6 MHz where fc represents the
carrier frequency [127]. Let us recall the pathloss model defined in IEEE 802.15.4a
standards for UWB:

PL = PL0 + 10n0 log10(d) (5.1)

where PL represent the pathloss, PL0 (dB) and n0 are specific values depending
on the studied model (LOS or NLOS for indoor or outdoor). d is the real distance
between the transmitter and the receiver [126]. Recall that we use a bandwidth of
B = 1 GHz. The SNR is expressed as

SNRdB = Pt − PL− PN (5.2)

where Pt and PN are the transmitted and noisy power respectively, and from the
standards [126] their power density are equal to−41 dBm/MHz and−174 dBm/Hz
respectively. Because we use estimated distances as input, we focused on the
CRLB distance error which is one of the most commonly used measure of ToA
accuracy [107]. From [121], the accuracy of ToA can be improved by increasing
the SNR or the effective signal bandwidth. Since UWB signals have very large
bandwidths, we benefit from extremely accurate location estimation using ToA
via UWB radios. Also an approximation method of the CRLB when using UWB
signals is introduced in [128] and another one using millimeter wave is proposed
in [129]. The distance error is given by the CRLB dCRLB, and the estimated
distance is d+ dCRLB:

dCRLB ≈
c

2
√

2πB
√
SNR

(5.3)

For example, if we consider a distance d = 10 m to estimate in indoor LOS environ-
ment with the parameters above, we obtain a distance error dCRLB = 0.33 cm. The
measurements were done in four different IEEE 802.15.4a channel models: LOS
and NLOS cases for indoors office environment and also outdoors [126]. Fig. 5.5
shows the estimation location of three blind UEs with four different channel mod-
els each. One has been zoomed in to clearly distinguish the location effect of the
four channel models as well as the blind UE. In this case, the channel models with
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strongest accuracy are LOS for indoor and outdoor and the one with poorest ac-
curacy is NLOS outdoor as predictable. Simulation results for each channel model
will be detailed in the next subsection.

Figure 5.5: Three blind UE estimated localization for four channel models in 2D.

5.4.2 Simulation Results

In Fig. 5.6 is presented the repartition depending on the error between the blind
UE position and the estimated position for the four different channel models. The
simulation results show that the localization accuracy achieve its peak in LOS
environments with an estimation error below 2 cm in 80% of the cases for LOS
indoors and 73% for LOS outdoor. It is also important to note that half of errors
estimation are below 1 cm in these two models. The accuracy is jeopardized in
NLOS as the environments conditions are deteriorated, where 71% of the errors
are below 20 cm in NLOS indoor and below 55 cm in NLOS outdoor.
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Figure 5.6: Algorithm simulations in four different UWB channel models.

5.4.3 Results Compared to other Methods

For indoors, we compare our results with other works who covered the same field.
However, these works focused on resolving the most common problems of ToA
signals [130, 131, 132, 133], meanwhile, we proposed a solution for the step after
these ToA estimations. As we are working on two different visions we can only
compare the final result which is the accuracy. The best accuracy we could find in
the literature was of 3, 9 cm in perfect LOS [130] and less than 30 cm for NLOS
indoors[131]. With the results presented in Section 5.4.2, we can conclude that we
obtained more accurate results compared to other papers. We can add that these
two visions can be combined to achieve even better results with our algorithm.
For outdoors, we compare our results to GPS; as it remains the notorious outdoor
localization technique and also because the literature lacks in the field of outdoors
positioning for UWB. Our outdoors results have shown better accuracy (see Sec-
tion 5.4.2) than GPS, whose accuracy varies from 2 m to 100 m [116]. Please note
that an extension of GPS localization method is proposed in Section 5.5.1.1 in the
context of cluster identification.
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To summarize, we present an approach to create a map of group of smart devices
by only using the distance between them, estimated by UWB ToA. Results show a
large improvement of device localization with an average accuracy between 2 and
40 cm depending on the channel model. A direct application of this positioning
algorithm can be used for cluster identification. The 4G considers the introduction
of small cells in addition to the BSs to deal with dense traffic, as small cells
help focusing energy on a given area such as commercial centers, stadiums, etc.
Nevertheless, the use of small cells represents high investment for operators as they
involves important CAPEX, i.e. backhaul deployment, site acquisition and also
Operational Expenditure (OPEX), as energy consumption and maintenance [134,
135]. In order to avoid small cells deployment, 2D large antenna array at the BS
named massive MIMO can be exploited. With the use of these 2D antenna arrays,
highly directive beams in order to cover a given area can be created [136]. We call
this concept VSC. UE positioning applied to 5G cellular management networks
has been deeply described for different scenarios in [137] and also an architecture
improving time response using location for indoor scenarios is presented in [138].
VSCs could be deployed in indoor scenarios, where nowadays small cells are more
commonly used. The Home/office scenario is given by the constant and recurrent
human behavior, i.e. switching from houses to offices during the day, to shopping
malls and restaurant areas. Also, operators could cover specific floors in business
buildings with VIP UEs having a punctual meeting or hosting an event. In this
case, the traffic flow is predictive and therefore, operators can know in advance
the occurrence of a high traffic demand in a given period of the day at a given
location and program the activation and deactivation of VSCs pointing to the
identified areas in the adequate periods. In crowded networks outdoor scenario,
where human behavior is unpredictable a priori, identifying dense traffic areas in
real time is more challenging and enables the network to dedicate them a specific
VSC. Next section highlights the VSC concept and presents the benefits of a direct
application of our positioning algorithm.

5.5 Group Localization aided Virtual Small Cells
The concept of VSCs is represented in Fig. 5.7, where is illustrated the deployment
of the VSCs (on the bottom figure) that could replace the physical small cells (on
the top figure), avoiding significant deployment cost for the operator. Adding more
antennas at the BS provides more degree of freedom to the propagation channel
between the transmitter and the receiver. Due to these degrees of freedom, higher
diversity and data rate can be achieved, increasing also the capacity [139, 140, 141].
VSCs consist of highly directive beam working in co-channel that point to cluster
estimated hotspot, increasing the SINR with massive MIMO at the BS and without
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Figure 5.7: Network topology with and without VSCs example.

small cells [9]. Reduction of co-channel interference by using an unlicensed band
for the VSCs is proposed in [142]. Security and caching aspects for VSCs have
been considered in [143] and [144] respectively, while ergodic sum-rate has been
derived in [145] for VSCs.

The benefits of VSCs compared to 3D UE-specific beamforming (for massive
MIMO) are the following:

• VSC allows to dynamically allocate the radio resources for each geographical
zone according to the dynamic spatial traffic.

• VSCs are transparent for UEs, and can then be used for legacy UEs. On the
contrary, UE-specific beamforming requires UEs that support the number of
extend codebooks.

• VSCs are more robust to UE mobility and/or channel variations since the
focalization area is wider. If the 3D UE-specific beamforming is narrow, the
motion of the UE forces to rapidly update the precoding in order to refocus
the energy on the new UE location.
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Note that there are two options when using a VSC. The first one is associating
a different cell ID to the VSC with respect to the cell. This would correspond to
network densification without new equipment deployment. The second one is to
use the same cell ID (also same frequencies and mobility management) as that of
the cell. In this case, the term VSC could be replaced by beam but would work
similarly. This depends on the actual implementation of VSC, and particularly
whether a different cell ID is given or not.

Regarding the implementation of the VSCs, the BS has to firstly evaluate the
cellular traffic and secondly identify the hotspots where major part of the UEs
are localized inside. If the detected hotspot is new in the cell, and it respects
the constraint location, a highly directive beam will be focused on it, i.e. a VSC
will be implemented. If hotspots in the database have disappeared, the associated
VSCs are removed. By repeating these previous steps we obtain a periodical
methodology which gives us a general view on when to implement or eliminate the
VSCs. This methodology is summarized in Fig. 5.8.

Cell traffic evaluation

Hotspot identification

VSC elimination

VSC implementation

Periodical analysis 

manager

Is there a new 

hotspot in the cell?

Has one of the 

existing hotspots 

disappeared?

Is the hotspot out of 

constrained location?

Yes

No

Yes

Yes

No

No

Figure 5.8: VSC configuration methodology.
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5.5.1 Virtual Small Cell Architecture
This section introduces the relationship between group of UEs location and VSCs
implementation. Considering that a hotspot has been identified, we will see that
a common BS only requires angles information based on the localized hotspots in
order to implement a VSCs, as long as the number of antennas is enough to steer
the beam as required.

Fig. 5.9 describes the angles in the horizontal and vertical planes that are used for
building a VSC. The VSC is hence defined by its steering θtilt and his beamwidth
θ3dB in the vertical plane as presented in the top Fig. 5.9. Those two angles can
be respectively implemented using simple trigonometric functions:

θtilt = − arctan

(
h

dist

)
[rad] (5.4)

θ3dB = arctan

(
h

dist− r

)
− arctan

(
h

dist+ r

)
[rad] (5.5)

where dist is the projection in the vertical plane of the distance between the
BS and the center of the localized hotspot, h is the height of the BS and r is the
hotspot radius. From the horizontal plane we can distinguish two other angles, ϕtilt
and ϕ3dB as represented in the bottom Fig. 5.9 and expressed using trigonometric
functions as follows:

ϕtilt = − arctan

(
y − y′

x− x′

)
[rad] (5.6)

ϕ3dB = 2 arctan
( r

dist

)
[rad] (5.7)

where (x′, y′) are the coordinates of the located hotspot and (x, y) the coordinates
of the BS.

The antenna elements (i.e. Nv and Nh antennas in the vertical and horizontal
plane respectively), used for creating a beam, depends on the angles above. They
also depend on the array element distance λD, where λ is the wavelength factor
and on the value 50 that has been given by an antenna expert of our group based
on experiments for our topology:

Nv =
50

θo3dBλD cos(θtilt)
, (5.8)

Nh =
50

ϕo3dBλD cos(ϕtilt)
, (5.9)



98 CHAPTER 5. DEVICE-TO-DEVICE AIDED GROUP LOCALIZATION

hotspot

h
θ 

θ 

dist

r

3dB

tilt

r

x’

y’

dist

φ 

φ 

hotspot

(x,y)

tilt

3dB

Figure 5.9: Beamwidth and beam steering in the vertical and horizontal planes.
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Remark 5.5.1. The performance of the VSC can vary depending on its steering point.
There are basically two constraints to consider:

• If the VSC steering point is close to the BS, the UEs will experience high inter-
ference from the macrocell. θtilt will increase and its projection distance in the
horizontal plane dθtilt also, involving increased number of antenna elements in
the vertical axis, as expressed in (5.8).

• If the VSC is steering towards the edge of the cell, i.e. if the azimuth angle ϕtilt is
close from bore-sight the number of antennas required is higher as shown in (5.9).

These two location constraints are represented in Fig. 5.10, where dashed areas repre-
sent the forbidden regions where VSCs will not be deployed.

Also from 3GPP Technical Report 36.814 [146], the antenna pattern is computed
based on the 3D model as A(θ, ϕ) = −min(−Ah(ϕ) +Av(θ), Am), with maximum
attenuation Am, where:

Av(θ) = −min

(
12

(
θtilt
θ3dB

)2

, Am

)
(5.10)

for the vertical antenna pattern, and for the horizontal one:

Ah(ϕ) = −min

(
12

(
ϕtilt
ϕ3dB

)2

, Am

)
(5.11)

and the pathloss models used for NLOS is the one defined in the 2D 3GPP model:

PL = 131.1 + 42.8 log10(R) (5.12)

where R2 = dist2 + h2 in km from Fig. 5.9.

Remark 5.5.2. It is important to note that all the information needed by the BS in or-
der to implement the VSC only depends on angles metric represented in equations (5.4)
to (5.7) and on distance values. These metrics can be deduced by knowing only the
coordinates and the radius of the desired hotspot, as height and coordinates of the BS
are already known. Hence easy precoding can be implemented, where a predefined
codebook will be based on specific characteristics of the detected hotspot. These char-
acteristics are the center and the radius of the corresponding hotspot.

Remark 5.5.3. A VSC system model from radio point of view also depends only on the
mentioned angles information, such that the proposed precoding is still applicable. For
more details regarding the VSC’s radio model and associated codebook please refer
to [147].
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Figure 5.10: Constraint location for VSC in hexagonal cell.

As described in Remark 5.5.2, to be able to implement the VSCs, we have
to characterize their center and their radius. Depending on operator strategies,
several clustering methods have been developed for positioning in 5G [148] in
order to identify such a hotspot. One strategy is to identify the hotspots without
intervention of the BS by using direct sidelinks between all the UEs such that the
BS is not overcharged by the UEs data, as presented at the beginning this chapter.
Numerical results when applying our D2D aided group localization method to
the hotspot identification for VSCs will be presented in Section 5.5.1.2, where a
comparison with another strategy is proposed. This second strategy is a centralized
positioning algorithm at the BS as presented in next section.
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5.5.1.1 UEs Mapping using Global Positioning System

Here we respond to the missing point of hotspot location by proposing a dynamic
clustering algorithm based on GPS coordinate location. GPS is the most com-
monly used localization technique, in particular for outdoor scenarios. We suppose
that the BS benefits from Minimization of Drive Tests (MDT) [149] which collects
network quality information like UE coordinates, i.e. MDT geo-localize the UEs.
Detailed location information provided by MDT reports, allows the operator to
associate a set of MDT measurements with a physical location. The UEs are
requested by the BS to acquire location information for a configured MDT ses-
sion [150]. The knowledge of the UEs coordinates is hence available at the BS and
can be used in order to find the hotspots. The BS will apply an algorithm based
on the well-known K-means that outputs or create clusters of UEs. Then, after
some optimizations we succeed on transforming the clusters into hotspots. The
general algorithm for hotspot detection is constructed as in [115]. First, K-means
is an unsupervised learning algorithm that solves clustering problem. In K-means,
a set of K data points (replaced by n in the algorithm, as it represents the number
of UEs) and an integer C which represents the number of centers to evaluate are
given. These centers are randomly defined and then optimized in order to mini-
mize the mean squared distance from each data point to its nearest center [151],
as described between the lines 1 and 15 in Algorithm 2. Then, the optimal num-
ber of clusters is selected based on the distortion function provided by [152], as
explained in Algorithm 2 in lines 16 to 23. Secondly, to avoid UEs located far from
the cluster and still grouped to it by K-means, a process that removes the far UEs
is implemented, which is presented between lines 24 to 32. Also, please notice that
if a cluster is considered as low populated it will be removed from the database,
where p1 is a parameter configurable by the operator. The last optimization is
on determining if the cluster can be smaller covering almost the same number of
UEs by looking each cluster density thanks to their distortion values. Parameter
p2 line 37 represents a fraction of the Inter Site Distance (ISD).

In order to evaluate the potential of our algorithm, let us consider a system
composed of 57 hexagonal cells with ISD of 500 m. Then in each cell we have
“created” a circle of 40 m radius and randomly placed 60% of the UEs inside and
40% outside this circle, as represented in Fig. 5.11. We consider perfect GPS local-
ization. The error GPS localization will be taken into account in Section 5.5.1.2.
When applying the proposed Hotspot Identification algorithm to each cell and
by repeating the process 100 times, we obtain a probability of 55% of detecting
one hotspot per sector, 41% of detecting two hotspots and 4% of detecting three
hotspots. This means that new groups of UEs have been detected. Also, the
Hotspot Identification algorithm is covering 72% of the total population which is
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Algorithm 2 Hotspot Identification
BS requests for immediate MDT data from the subscriber UE
Input: n, (xk, yk)k={1,...,n}, Cmax = 3
for C = 1 : Cmax do
l = 0

5: Ml−1
C = 0, Ml

C =

ml
1

. . .
ml
C

 ∈ RC×2 with ml
1 random center

while Ml
C 6= Ml−1

C do
Ml−1

C = Ml
C , U = ∅, l = l + 1

Determine nearest center for each UE
for k = 1 : n do

10: j = arg min
i=1,...,C

√
(yk −ml

i,2)2 + (xk −ml
i,1)2

Uj = Uj ∪ {(xk, yk)}
end for
for j = 1 : C do

ml
j =

∑
k∈Uj

(xk,yk)
|Uj |

, Ml
C =

ml
1

. . .
ml
C


15: end for

end while
Estimate the distortion for each cluster:
for i = 1 : C do
Ii =

∑
k∈Ui

√
(yk −ml

i,2)2 + (xk −ml
i,1)2

20: end for

Total distortions: SC =
C∑
i=1

Ii

Determine estimation function f(C) with d (dimension) and αC (weight factor)

f(C) =


1 if C = 1
SC

αCSC−1
if SC−1 6= 0, ∀n > 1

1 if SC−1 = 0,∀C > 1

(5.13)

αC =

{
1− 3

4d
if C = 2 and d > 1

αC−1 +
1+αC−1

6
if C > 2 and d > 1

(5.14)

end for
Select the optimal number of clusters:
Copt = arg min

Ci=1,...,Cmax

f(Ci), and let MCopt

25: for C = 1 : Copt do
Compute average distance µC = 1

|UC |
∑
k∈UC

dk,C

where dk,C is UE k distance from his center C
Compute standard deviation:
σC =

√
1
|UC |

∑
k∈UC

(dk,C − µC)2

for k = 1 : |UC | do
30: if dk,C > (µC + σC) then

Remove UE k from UC
end if

end for
if |UC | < p1n where p1 = 15% then

35: remove cluster C
end if
Compute the average distortion of each cluster ĪC = IC

|UC |

if
√
ĪC > p2 then

Recompute this Algorithm from line 25
40: else

Compute cluster radius rCopt(C) = rC
end if

end for
Output: MCopt and rCopt



5.5. GROUP LOCALIZATION AIDED VIRTUAL SMALL CELLS 103

12% more than the considered cellular system. Furthermore, after repeating the
process hundred times, half of the radius measured are between 30 and 45 m, as
it can be seen in Fig. 5.12.

Figure 5.11: UEs distribution in the network.

In Fig. 5.13, 25% of the radius are below 32, 7 m, half of the radius are below
39, 4 m and 75% of the radius are below 50 m. A nearly Gaussian distribution for
the cluster radius is observed which means that the closest values from the mean
are more able to appear than the others. This is satisfactory as half of the clusters
radius are close to 40 m.
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Figure 5.12: Cluster radius distribution.

0 10 20 30 40 50 60 70 80 90

Radius (m)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F

Hotspot radius

Figure 5.13: Statistics on hotspots radius.
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Now that the centralized positioning algorithm at the BS using GPS has been
presented, we can compare its results to the ones provided by the D2D aided group
localization, where part of Algorithm 2 has been applied in order to transform the
map of a group of UEs into a map of hotspots.

5.5.1.2 Comparison

As our hotspot localization methods are intended for the use of the VSCs, we
consider a cellular system with 150 UEs distributed in such a way that in each
sector 60% of the UEs are clustered in a 40 m hotspot radius and the rest are
randomly distributed (i.e. like if there was a pico-cell in a cellular sector). We apply
our two hotspot localization methods and highlight four representative clustering
realizations depending on UEs distribution, as shown in Fig. 5.14.

Figure 5.14: Four representative clustering realizations.
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In realization i, presented in the top left Fig. 5.14, both methods give us a
hotspot where the one given by UWB signals has a smaller radius than the one
given by the GPS, in particular due to the GPS error localization of 10 m in
average [153]. Top right Fig. 5.14 highlight a second representative realization
where the 40% of the UEs, which are outside the predefined hotspot, are distributed
in such a way that they form a second hotspot in the cellular sector. Meanwhile
both clustering methods detect this hotspot, its radius is much smaller using UWB
method than GPS and also seems to be more dense. Bottom left and right figures
(in Fig 5.14) illustrate a quite similar repartition as in both cases the 60% of the
UEs forming the predefined hotspot of 40 m radius can actually be separated into
two sub-hotspots. GPS hotspot detection is able to detect the predefined hotspot
only, whereas UWB detects the two sub-hotspots. In realization iv, UEs close
to the predefined hotspot are taken into account by the UWB method, and are
included into the final detection.
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Figure 5.15: CDF of the UE density per m2 depending on the localization method.
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Fig. 5.15 represents the Cumulative Distribution Function (CDF) of the UE
density per square meter for the detected hotspots with both methods and we
observe that UWB provide much more dense hotspots than GPS method.
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Figure 5.16: CDF of the hotspots radius depending on the localization method.

Also, it is important to note that the hotspots radius are in general smaller
using UWB than using GPS as it can be seen in Fig. 5.16, where the CDF of the
hotspots radius is represented for both methods. Generalizing, the more precise
the localization system is, the better the clustering results are. Nevertheless, when
selecting localization method other criteria should also be taken into account such
as the complexity, battery consumption, terminal cost, etc. As our objective is
to implement VSCs based on hotspot localization, it is important to focus the
beamforming signal on a dense and accurate hotspot such that the energy and the
resources used while performing the VSCs are optimal.
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5.6 Conclusion
In this chapter, we present an approach to create a map of group of smart de-
vices by only using the distance between them, estimated by unlicensed UWB
signals in D2D outband and ToA ranging technique. The devices are using UWB
signals as it remains the more accurate and less affected by obstacles due to its
large band in the high frequency domain. Simulations applying this method show
a large improvement of the device localization for a 1 GHz bandwidth, with an
average accuracy between 2 and 40 cm depending on the channel model. This
chapter presents also the concept of VSC as an alternative to classical heteroge-
neous network deployed in 4G, 5G and beyond, avoiding the deployment of small
cells that implies a non-negligible cost in terms of new equipment deployment,
sites acquisition and maintenance for operators. Their advantage is that they are
reconfigurable during the time and are flexible to changing traffic conditions. A
second method has been presented in order to dynamically localize the hotspots
in the network that is centralized at the BS by using UEs GPS coordinates. This
method shows to correctly detect the optimal number of hotspots at a given time.
Both localization methods have been compared in an outdoor LOS environment
and the D2D based method provides better accuracy results, with error estimation
smaller than 1 cm in 50% of the cases. The GPS based localization method can
still be used for VSCs in case where no direct communication between the devices
is available.
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5.7 Appendix
We recall below the list of parameters used along the chapter:

Table 5.1: List of parameters in Chapter 5

n number of UE
(xi, yi) 2D coordinates of UE i
(xi, yi, zi) 3D coordinates of UE i
(x, y) 2D coordinates of BS
(x′, y′) 2D coordinates of hotspot center
U set of localized UEs
Cmax maximum number of possible hotspots
h height of the BS
r hotspot radius
di,j distance between UE i and UE j
dCRLB distance error given by CRLB
Nv number of antennas in the vertical plane
Nh number of antennas in the horizontal plane
λ wavelength factor
D distance between 2 antenna elements
θtilt beam steering angle in the vertical plane
θ3dB beamwidth in the vertical plane
ϕtilt beam steering angle in the horizontal plane
ϕ3dB beamwidth in the horizontal plane
dθtilt projection distance of θtilt in the horizontal plane
Am maximum antenna attenuation
Av(ϕ) vertical antenna pattern
Ah(ϕ) horizontal antenna pattern
Pk received power by UE k
P received power threshold
Pt transmitted power
PN noisy power
fc carrier frequency
B bandwidth
PL pathloss





Chapter 6

Conclusion and Perspectives

In this thesis, we explore how Device-to-Device (D2D) technology enhances the
performances in three critical use cases for Fifth-Generation (5G). These scenar-
ios highlight how D2D communication is used for enabling the three 5G major
classes of services: enhanced Mobile BroadBand (eMBB), Ultra-Reliable and Low
Latency communication (URLLC) and massive Internet of Things (IoTs).

Within the eMBB class of services (e.g. video streaming), we study the multicast
wireless scenario in Chapter 3. We studied a new scheme for multicasting common
message to User Equipments (UEs) based on D2D communication between the
receivers and without Channel State Information at the Transmitter (CSIT). We
have derived a complete characterization of the proposed scheme that guarantees
a multicast rate of O(ln lnn) in a regime of large number n of UEs. For finite
systems, we also have provided tractable and accurate approximations even for
systems of modest sizes. We have also proposed two extensions that increase
the performance of our scheme: (i) by optimizing resource allocation and (ii) by
considering the use of Hybrid Automatic Repeat Request (HARQ).

The second wireless scenario studied in Chapter 4 of this thesis is D2D com-
munication under reliability and latency constraints. This scenario is part of the
second major class of services (URLLC) such as Vehicular-to-Everything (V2X) or
industry automation. Here we studied the problem of designing HARQ schemes in
systems which have both latency and reliability constraints. In the case of a single
UE transmitter in a noisy environment, we derive the optimal policy and prove
that our semi-greedy policy (i.e. which corresponds to transmitting one packet ev-
ery slot interval of delay feedback and then transmitting the remaining packets as
a burst in the last slots) is a good choice in practice, and has strong theoretical per-
formance guarantees, in some regimes of interest. Furthermore, we have proposed
policies with near-optimal performance for multiple UE transmitters scenario, as
well as a mean field analysis to predict their performance.
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Finally, the last scenario explored in Chapter 5 of this thesis is the one of lo-
calization in the context of massive IoT network like smart cities or industry 4.0.
In this context, we present an approach to create a map of group of smart devices
by only using the distance between them. We also present the concept of Virtual
Small Cell (VSC) aided by hotspots location prediction in real time, as an alter-
native to the deployment of new small cells infrastructure, implying non-negligible
cost in terms of new equipment, sites acquisition and maintenance for operators.

Despite the fact that these three D2D based schemes appear as enabler for the
three major classes of 5G services (eMBB, URLLC and massive IoT), there are
still several challenges to investigate in the future.

First of all, the schemes presented in this thesis represent realistic scenarios.
Therefore, if we want all D2D UEs of the network to be able to participate in such
schemes, they need to be specified in 3GPP standards.

Regarding the multicast scheme of Chapter 3, the two-phase transmission pro-
cedure (i.e. the BS transmits at a given rate in the first phase, and remains silent
during the second phase while the D2D UEs perform the retransmission) can con-
tribute to 3GPP standardization. Indeed, all the operators will benefit from this
increasing multicast rate and it will be especially interesting for Public Safety (PS)
UEs like firefighters. Furthermore, the inputs needed by the operators in such a
protocol represent small amount of data. In addition, our scheme has several other
advantages, it is distributed, with little feedback (only statistical knowledge), it
is scalable with the densification of the network and it guarantees strong perfor-
mances compared with the common multicast scheme (whatever the number of
UEs present in the network).

For the work related to URLLC, presented in Chapter 4, as 3GPP already
adopts the multiple replicas transmission without waiting for the Acknowledg-
ments (ACKs). One could propose our retransmission policy, in the case of single
transmitter, in the continuity of their standardization. Our retransmission policy
does not depend on the loss rate of the channel, it is easy to implement and it can
be adapted to random feedback delays (depending on the service). This will in-
crease the reliability of the already existing schemes, especially in the new context
of V2X or industry automation. There are already study items and work items
dealing with V2X and industry automation which could benefit from our proposal.

Finally, regarding the last chapter, one could think about standardizing the lo-
calization method and study how to integrate it into 5G network. Notice that
the tendency of increasing the bandwidth all along the upcoming network gener-
ations matches our hypothesis of ultra large bandwidth. Discovery signals could
be reused to measure the distances. The algorithm to find the location using such
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distances does not need to be specified, and each vendor could implement it in a
different way. What remains to be specified is the broadcast messages described in
Chapter 5, with a standard format and size so that they are understood by every
D2D UE.

The further improvements of the thesis’ work are proposed in the following.
Concerning D2D aided multicast scenario (see Chapter 3), one could formally

express the upper bound of our proposed scaling multicast rate from an informa-
tion theoretic point of view in order to answer the question: is our scheme optimal?
Moreover, a possible future work is to extend the study for multiple antennas at
the transmitter and analyze the impact of D2D communication. Finally, several
services like content delivery are strongly affected by the common vanishing mul-
ticast rate when the number of UEs is increasing. Therefore, it could be of great
interest to adapt our increasing D2D aided multicasting rate for such services (i.e.
by providing a scalable content delivery based on coded caching).

Another future work for D2D aided URLLC scenario (see Chapter 4), could be
to find the optimal distributed policy in the multiple UE transmitter case, and to
prove that our mean field analysis can be made rigorous, since it does predict the
system’s behavior accurately.

One could think of combining these two schemes, by considering a single UE that
wish to share a common message to the whole group by multicast. Still considering
the two-phase scheme of Chapter 3, what could be the optimal retransmission
policy under URLLC constraints?

Regarding now D2D aided localization (see Chapter 5), we could reduce the num-
ber of measurements in practice by introducing the relative Angle of Arrival (AoA)
in our proposed method. Another possibility could be to study some algorithm of
group movement prediction as a way to enhance network coverage.





Chapter 7

Appendix

7.1 List of Publications

7.1.1 Journal Papers
1) [154] T. Varela Santana, R. Combes and M. Kobayashi, “Device-to-Device

Aided Multicasting”, submitted to IEEE Transactions on Wireless Commu-
nications, 2018.

2) [147] T. Varela Santana, S. Martinez Lopez and A. Galindo-Serrano, “The
Virtual Small Cells based on UE Positioning: A network densification solu-
tion”, EURASIP Journal on Advances in Signal Processing, 2018.

7.1.2 Conference Papers
3) [155] T. Varela Santana, R. Combes and S.E. El Ayoubi, “On ARQ with

Delayed Feedback under Latency and Reliability Constraints”, submitted to
IEEE INFOCOM, Paris, 2019.

4) [156] T. Varela Santana, R. Combes and M. Kobayashi, “Device-to-Device
Aided Multicasting”, IEEE International Symposium on Information Theory
(ISIT), Vail, 2018, pp 771-775.

5) [157] T. Varela Santana, S. Arrefag and S. Martinez Lopez, “A High Reso-
lution Method for Equipment Group Mapping Using UWB Signals”, IEEE
International Symposium on Personal, Indoor and Mobile Radio Communi-
cations (PIMRC), Montreal, 2017, pp 1-5.

6) [115] T. Varela Santana, A. Galindo-Serrano, B. Sayrac and S. Martinez
Lopez, “Dynamic network configuration: Hotspot identification for Virtual

115



Small Cells”, IEEE International Symposium on Wireless Communication
Systems (ISWCS), Poznan, 2016, pp 49-53.

7.1.3 Patent
7) [158] T. Varela Santana and S. Martinez Lopez, “Procédés et dispositifs

de cartographie flottante d’un groupe de mobiles”, patent no FR3065142,
published 12/10/2018.

7.2 List of Figures

1.1 5G scenarios [2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Overview of the studied scenarios. . . . . . . . . . . . . . . . . . . . . . . 3

2.1 Summary of the D2D bands. . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 1G to 5G localization accuracy. . . . . . . . . . . . . . . . . . . . . . . . . 20

3.1 Block Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Average multicast rate Rm versus number of UEs n. . . . . . . . . . . . . . 48
3.3 Average multicast, effective rate 1

2
log2(1 + s)P̄ (s) vs s. . . . . . . . . . . 48

3.4 Multicast outage rate Ro versus number of UEs n. . . . . . . . . . . . . . . 48
3.5 Multicast outage rate, probability of error 1− P+(s) vs s for n = 102 UEs. 49
3.6 Resource optimization for average multicast rate Rm versus number of UEs. 50
3.7 Average multicast effective rate vs s with resource allocation. . . . . . . . . 50
3.8 Resource optimization for multicast outage rate. . . . . . . . . . . . . . . . 51
3.9 Average multicast rate Rm versus number of UEs n with HARQ. . . . . . . 51
3.10 Average multicast effective rate vs s with HARQ. . . . . . . . . . . . . . . 52

4.1 Value of the considered policies for D = 100, m = 60 and ∆ = 5 . . . . . 66
4.2 Approximation ratio of the considered policies for D = 100, m = 60 and

∆ = 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3 Approximation ratio of the semi greedy policy for D = 100 and ∆ = 5 . . . 68
4.4 Mean field approximation vs simulation for D = 102 and ∆ = 1. . . . . . . 74
4.5 Mean field approximation vs simulation for D = 104 and ∆ = 1. . . . . . . 74
4.6 Mean field approximation vs simulation for D = 103, ∆ = 5 . . . . . . . . 75
4.7 Optimal value of policy parameter c for D = 200 and ∆ = 5 . . . . . . . . 76
4.8 Success rate of the various policies for D = 200 and ∆ = 5 . . . . . . . . . 77

5.1 General Map Steps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2 Measurement incertitude model in 2D. . . . . . . . . . . . . . . . . . . . . 86

116



5.3 Blind UE positioning accuracy applying Algorithm 1. . . . . . . . . . . . . 89
5.4 UWB coverage extension. . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.5 Three blind UE estimated localization for four channel models in 2D. . . . 92
5.6 Algorithm simulations in four different UWB channel models. . . . . . . . 93
5.7 Network topology with and without VSCs example. . . . . . . . . . . . . . 95
5.8 VSC configuration methodology. . . . . . . . . . . . . . . . . . . . . . . . 96
5.9 Beamwidth and beam steering in the vertical and horizontal planes. . . . . . 98
5.10 Constraint location for VSC in hexagonal cell. . . . . . . . . . . . . . . . . 100
5.11 UEs distribution in the network. . . . . . . . . . . . . . . . . . . . . . . . 103
5.12 Cluster radius distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.13 Statistics on hotspots radius. . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.14 Four representative clustering realizations. . . . . . . . . . . . . . . . . . . 105
5.15 CDF of the UE density per m2 depending on the localization method. . . . 106
5.16 CDF of the hotspots radius depending on the localization method. . . . . . 107

7.3 List of Tables

2.1 Main use cases for D2D in the different Releases of 3GPP . . . . . . . . . 10

3.1 List of parameters in Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . 53

4.1 Optimal policy for D = 12, m = 8, ∆ = 3 and p ∈ [0, 1] . . . . . . . . . . 62
4.2 Semi-greedy policy, D = 12, ∆ = 3 and m ∈ {2, 4, 6, 8, 9, 10} . . . . . . . 63
4.3 List of parameters in Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . 78

5.1 List of parameters in Chapter 5 . . . . . . . . . . . . . . . . . . . . . . . . 109

7.4 List of Acronyms
1G First-Generation

2D Two-dimension

3D Three-dimension

2G Second-Generation

3G Third-Generation

3GPP 3rd Generation Partnership Project

4G Fourth-Generation

117



118

5G Fifth-Generation

ACK Acknowledgment

AoA Angle of Arrival

AWGN Additive White Gaussian Noise

BS Base Station

CAPEX Capital Expenditure

CC Chase Combining

CDF Cumulative Distribution Function

CDMA Code Division Multiple Access

CH Cluster Head

CRLB Cramer-Rao Lower Bound

CSIT Channel State Information at the Transmitter

CSMA Carrier Sense Multiple Access

D2D Device-to-Device

eMBB enhanced Mobile BroadBand

eMBMS enhanced Multimedia Broadcast Multicast Service

FDD Frequency Division Duplexing

GPS Global Positioning System

GSM Global System for Mobile communications

HARQ Hybrid Automatic Repeat Request

IEEE Institute of Electrical and Electronics Engineers

i.i.d. independent and identically distributed

IoT Internet of Thing

IR Incremental Redundancy

ISD Inter Site Distance



7.4. LIST OF ACRONYMS 119

l.h.s. left hand side

LTE Long Term Evolution

LOS Line of Sight

M2M Machine-to-Machine

MDP Markov Decision Process

MDT Minimization of Drive Tests

MIMO Multiple-Input Multiple-Output

NACK Non Acknowledgment

NLOS Non-Line of Sight

NR New Radio

OPEX Operational Expenditure

OTDOA Observed Time Difference Of Arrival

ProSe Proximity Service

PS Public Safety

RAN Radio Access Network

RB Resource Block

RFID Radio Frequency Identification

r.h.s. right hand side

RSS Received Signal Strength

SINR Signal to Interference Noise Ratio

SMS Short Message Service

SNR Signal to Noise Ratio

TDD Time Division Duplexing

TDMA Time Division Multiple Access

ToA Time of Arrival



120

TTI Time Transmission Interval

UE User Equipment

UMTS Universal Mobile Telecommunications System

URLLC Ultra-Reliable and Low Latency communication

UWB Ultra-WideBand

V2I Vehicular-to-Infrastructure

V2N Vehicular-to-Network

V2P Vehicular-to-Pedestrian

V2V Vehicular-to-Vehicular

V2X Vehicular-to-Everything

VSC Virtual Small Cell

WLAN Wireless Local Area Network

WPAN Wireless Personal Area Network
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7.5 Résumé en français

Titre: Intérêt de la Communication Directe entre
Equipements Mobiles dans les Réseaux Radio sans fil
Dans le contexte des nouvelles générations de réseaux sans fil, la Cinquième-
Génération (5G) est attendue dès 2020. Alors que l’objectif de la Quatrième-
Génération (4G) était surtout de garantir les exigences requises par l’augmentation
d’un débit maximum, le réseau 5G pourrait être vu comme une accumulation ou
une mise en commun de plusieurs logiciels dans le but de proposer un grand nom-
bre de services divers et variés. D’un point de vue technique, le réseau 5G devra
être en mesure de répondre à trois grandes catégories de services : l’amélioration
du haut débit mobile – enhanced Mobile BroadBand (eMBB) –, l’internet des ob-
jets massif – massive Internet of Thing (IoT) – et la communication ultra fiable et
de latence très faible – Ultra-Reliable and Low Latency communication (URLLC).
Comme décrit sur la Fig. 1.1 [2]. L’eMBB est la continuité des services mul-
timédia fournis par la 4G, pour lesquels les besoins concernent en particulier les
hauts débits et l’extension de couverture radio. Dans le but de répondre à ces
besoins, des technologies comme l’agrégation de porteuses, les nouvelles bandes
centimétriques/millimétriques et la massive multi-entrée multi-sortie – massive
Multiple-Input Multiple-Output (MIMO) – sont proposées parmi d’autres. Con-
cernant l’internet des objets massif, l’omniprésente couverture radio avec grande
densité d’équipements mobiles bon marché est proposée pour des services comme
les villes intelligentes – smart cities. Pour l’URLLC, les contraintes en fiabilité et
en faible latence sont sans précédent, et rendent possibles des services comme les
voitures connectées, l’industrie 4.0, l’e-santé (santé connectée), les smart cities ou
la réalité virtuelle parmi tant d’autres.

Tous les scénarios cités précédemment impliquent de nouvelles demandes et
nous donnent l’opportunité de faire face à différents défis comme le grand nom-
bre d’équipements mobiles connectés, les grandes couvertures radios, le streaming
vidéo, la faible latence, la haute fiabilité, la précision de positionnement dans le
cas intra-muros – indoor – et extérieurs – outdoor.

Une des technologies envisagées pour répondre à tous les défis cités précédemment
et qui fait partie du réseau 5G est la communication directe entre équipements
mobiles – Device-to-Device (D2D) communication. Cette technologie permet une
communication directe entre deux terminaux mobiles, ce qui ajoute un poids cap-
ital au commerce de la 5G. En effet, la communication D2D pourrait être pour
un opérateur téléphonique, un moyen de décharger le trafic du réseau. La com-
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munication directe permet des services de proximité – Proximity Service (ProSe)
– utiles pour les véhicules connectés (URLLC), les réseaux denses (massive IoT),
mais aussi pour les extensions de couverture (eMBB). Ceci améliore l’utilisation
spectrale, le débit moyen, la latence, et peut-être utilisé pour des applications qui
utilisent la localisation.

En particulier, dans cette thèse, nous explorons plusieurs scénarios faisant inter-
venir des réseaux sans fil, tel que ceux représentés dans la Fig. 1.2, dans lesquels le
D2D apporte une valeur ajoutée fondamentale. Les descriptions de ces scénarios
et les contributions apportées sont résumées dans les paragraphes ci-dessous.

Scénario de multidiffusion dans les réseaux radio sans fil :
Un premier cas d’usage important dans les réseaux sans fil est le canal multi-
diffusion, dans lequel un seul émetteur envoie un message commun à plusieurs
récepteurs à travers un canal qui s’estompe – fading channel. Le taux de la trans-
mission multidiffusion peut être analysé de deux façons :

• Le taux moyen de multidiffusion, qui correspond au nombre moyen de bits
décodés avec succès par canal utilisé pour un utilisateur choisi uniformément
au hasard.

• Le taux de coupure - outage - de multidiffusion, qui correspond au taux
maximum tel que tous les utilisateurs puissent décoder le message avec une
probabilité d’erreur de l’ordre de ε

Tout d’abord, le taux moyen de multidiffusion est intéressant dans le contexte
de la mise en mémoire cache sans fil – wireless caching. Il a été prouvé que le
trafic durant les heures de pointe peut être considérablement réduit en mettant en
mémoire cache les contenus répandus durant les heures creuses, et en distribuant
ces contenus par multidiffusion [3, 4]. Le problème de ce taux moyen de multi-
diffusion est qu’il reste constant dans les scénarios denses, c’est-à-dire quand le
nombre d’utilisateurs augmente.

Ensuite, l’étude du taux de coupure de multidiffusion est essentielle pour les
scénarios comme l’amélioration des services multimédias par multidiffusion – en-
hanced Multimedia Broadcast Multicast Service (eMBMS) – [5]. Ces services réduisent
la charge du réseau en multidiffusant une donnée commune aux équipements mo-
biles de sécurité publique [6] – Public Safety (PS) – pour lesquels il est impératif que
chacun puisse décoder. Dans ce cas, le taux de coupure est limité par l’équipement
dans la pire condition radio. On obtient donc un taux de coupure qui diminue
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quand le nombre d’équipements augmente. Motivés par ces deux scénarios, nous
allons étudier la multidiffusion sans fil aidée par la technologie D2D sans connais-
sance du canal à l’émetteur – Channel State Information at the Transmitter (CSIT)
– pour surmonter l’effet de non-croissance du taux de multidiffusion. Plutôt que
de considérer le CSIT, nous ne supposons uniquement qu’une connaissance statis-
tique de cannal, qui est transmise par les récepteurs à chaque période de temps.
Ceci évite une surcharge au moment d’estimer le cannal, ainsi que d’éventuelles er-
reurs liées à cette estimation dans le cas typique d’évanouissement rapide du canal.
Nous considérons donc une topologie générale du réseau combiné avec la technolo-
gie D2D, où l’émetteur n’a qu’une connaissance statistique du canal. De plus,
l’analyse du taux de multidiffusion s’effectuera dans un réseau dense, c’est-à-dire
dans un régime où le nombre d’équipements mobiles est grand. Nous répondons
donc à la question fondamentale : le D2D sans CSIT peut-il augmenter le taux de
multidiffusion ?

Nos contributions dans ce scénario de multidiffusion sont les suivantes :

1 Nous proposons un procédé double-phases élémentaire qui atteint un taux
de multidiffusion évolutif en fonction du nombre d’équipements avec une
connaissance seulement statistique du canal à l’émetteur. En considérant
une répartition optimale des ressources, ce procédé de double-phase amélioré
atteint un taux moyen de multidiffusion de l’ordre de O(ln lnn) avec grande
probabilité, où n représente le nombre d’équipements mobiles dans le réseau.

2 Nous déduisons une expression asymptotique traitable pour les deux types de
taux de multidiffusion (moyen et de coupure) dans un régime asymptotique,
où n est grand. Il en va de soi que ces expressions sont nouvelles et basées
sur des inégalités de concentration non-triviales.

3 Nous fournissions par la suite une expression approximative pour les deux
types de taux de multidiffusion. Nos exemples numériques montrent que ces
expressions sont très précises même pour un faible nombre d’équipements
mobiles.

Scénario d’URLLC dans les réseaux radio sans fil :
Un deuxième cas d’usage important est celui de la transmission URLLC. Ces
cas d’usage ont besoin de fournir une transmission ultra fiable avec une latence
très faible, tandis que ces deux contraintes sont généralement très conflictuelles.
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Combiner l’URLLC et la technologie D2D permet d’introduire des services comme
les voitures connectées (qui utilisent une extension du D2D appelée véhicule à
véhicule – Vehicular-to-Vehicular (V2V) – ou encore véhicule à tout – Vehicular-
to-Everything (V2X) –), mais aussi des services comme l’e-santé ou l’industrie 4.0
au moment de connecter les machines ensemble, c’est-à-dire la communication ma-
chine à machine – Machine-to-Machine (M2M) communication.

Sous la contrainte de latence de l’URLLC, une date butoir des paquets ap-
parâıt et les créneaux – slots – pour la transmission doivent être courts. C’est
pourquoi l’organisation de projet 3rd Generation Partnership Project (3GPP) a
commencé à standardiser les créneaux de transmission de très courte durée (à titre
de comparaison, 1 ms pour l’évolution long terme – Long Term Evolution (LTE)
– utilisée dans la 4G, 500 µs et 125 µs pour la “nouvelle radio” – New Radio (NR)
– pour le futur réseau 5G) [7, 8]. Ceci est dû aux espacements de sous-porteuses
– sub-carrier spacing – plus larges que pour le LTE, possible grace à des bandes
passantes – bandwidth – plus larges (20 MHz à une fréquence centrale de 700 MHz
pour le LTE, 100 MHz à une fréquence centrale de 3.5 GHz et 400 MHz à 28 GHz
pour la NR, respectivement par rapport aux créneaux de transmission [7]).

Maintenant, dans le but de faire face à la forte contrainte en fiabilité de l’URLLC,
une procédure de retransmission de données comme celle de la demande automa-
tique de répétition hybride – Hybrid Automatic Repeat Request (HARQ) – est
obligatoire (en effet, dans le but d’atteindre une très haute fiabilité en présence
de bruit, il est impossible d’éviter les retransmissions). Lors d’une communication
D2D utilisant la procédure de retransmission HARQ, l’émetteur attend l’accusé
de non-réception – Non Acknowledgment (NACK) – de la part du récepteur, avant
de retransmettre son paquet erroné. Ce retard introduit donc de la latence, ce
qui n’est ni adéquat ni négligeable, surtout avec des durées de créneaux aussi
courtes que celles mentionnées précédemment qui sont nécessaires pour les cas
d’usage exprimés. En effet, attendre le retour d’information – feedback – pourrait
avoir comme conséquence que le paquet ne soit pas retransmis assez de fois au
récepteur avant la date butoir, annulant les exigences de l’URLLC. En ce sens,
une approche qui combine “attendre le NACK avant de retransmettre” et “re-
transmission aveugle” nécessite donc d’être implémentée avec la déduction d’une
politique de retransmission optimale. Autrement dit, nous allons étudier, sous
les contraintes exigeantes en matière de fiabilité et de latence, une approche qui
consiste à retransmettre de façon optimale le même paquet sans nécessairement
attendre le NACK.

Nos contributions dans ce scénario d’URLLC sont les suivantes :
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1 Nous analysons un procédé d’HARQ optimal pour les services URLLC quand
le retour d’information arrive avec un retard plus grand que la durée du
créneau de transmission (comme c’est souvent le cas). Nous en déduisons la
politique de retransmission optimale et démontrons qu’elle peut être calculée
et implémentée en un temps raisonnable.

2 Nous proposons une nouvelle politique de retransmission semi-gloutonne –
semi-greedy – qui a l’avantage d’être simple et qui ne dépend que de la con-
naissance des exigences des services (en terme de fiabilité et latence requises)
et du retard provoqué par le temps nécessaire au retour d’information dans
un canal. Cette politique est cependant optimale dans beaucoup de cas
pratiques, que nous avons identifiés.

3 Nous étendons ensuite nos résultats au cas où plusieurs émetteurs, qui parta-
gent le même canal sans fil, veulent transmettre leur paquet à un seul et
même récepteur, toujours dans les conditions URLLC. Nous en déduisons
une politique de retransmission qui fait face aux contraintes de l’URLLC
avec le moins de retransmission possible.

Alors que les solutions proposées s’appliquent à beaucoup de cas d’usage de
l’URLLC (qui incluent les transmissions émetteur vers stations de bases – Base
Stations (BSs) –), elles sont particulièrement pertinentes pour la communication
D2D sous contrainte URLLC. Cette dernière rend l’allocation de ressource difficile
et implique des procédures telles qu’ “écouter avant de parler”. Dans ce cas précis,
les NACKs pourraient être implicites, c’est-à-dire que l’absence d’accusé de bonne
réception – Acknowledgment (ACK) – pourrait être interprétée comme un NACK
vu que le récepteur pourrait ne pas être au courant de l’existence du paquet.

Scénario de localisation dans les réseaux radio sans fil :
Pour finir, dans le contexte du massive IoT, de nouveaux services apparaissent
comme les smart cities. En général, dans de tels scénarios, les équipements inter-
agissent les uns avec les autres, en situations indoor/outdoor qui nécessitent une
très haute précision. La précision de l’emplacement est également très importante
pour les services comme les voitures automatiques (éviter les accidents), l’e-santé
(chirurgie ou encore assistance à domicile), les maisons intelligentes (domotique),
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les réseaux sociaux (trouver des amis proches) et l’industrie 4.0 (entrepôts con-
nectés). Remarquons que les équipements utilisés dans les smart cities ou indus-
trie 4.0, également appelés “équipements intelligents”, doivent être bon marché,
à faible consommation énergétique et la transmission entre ces équipements doit
être robuste par rapport à l’interférence cellulaire et à l’effet d’évanouissement du
canal. Sachant qu’elle satisfait toutes les précédentes contraintes et qu’elle a été
standardisée par le groupe de travail Institute of Electrical and Electronics Engi-
neers (IEEE) 802.15, qui définit les standards pour les réseaux personnels sans
fil – Wireless Personal Area Network (WPAN) –, nous proposons de considérer
l’utilisation de signaux à ultra large bande – Ultra-WideBand (UWB) – pour le
D2D. L’UWB propage de faibles pulsations énergétiques à travers une très large
bande de fréquence, ce qui permet une très haute précision.

Vu que les équipements appartenant aux smart cities ou aux industries 4.0 ont
tendance à être confinés dans des groupes locaux, il est d’autant plus intéressant
pour le réseau local de connâıtre leur localisation et de les regrouper avec la plus
grande précision possible. La localisation coopérative entre les équipements est
donc une fonctionnalité clef pour le réseau 5G.

Nos contributions dans ce scénario de localisation sont les suivantes :

1 Nous proposons une méthode dynamique de coopération entre les équipements
pour les cartographier, où la précision est étudiée pour les cas de propagation
de canal avec et sans visibilité directe – Line of Sight (LOS) and Non-Line
of Sight (NLOS) –, fournissant une précision de l’ordre du centimètre.

2 Nous proposons également une comparaison de la précision de notre méthode
de localisation avec celle du Global Positioning System (GPS).

3 Nous appliquons notre méthode de localisation entre équipements afin de
détecter les zones denses – hotspots. De plus, dans le but d’éviter le déploiem-
ent d’infrastructure pour les petites cellules – small cells – également appelées
point d’accès à un réseau, un grand nombre d’antennes côté BS peuvent être
utilisées, afin de créer des faisceaux – beam – très directifs qui couvrent une
zone donnée. Ce concept est appelé les petites cellules virtuelles – Virtual
Small Cells (VSCs). Ce scénario de couverture sera très utile pour les ser-
vices 5G tels que les smart cities, l’industrie 4.0 ou encore les scénarios de
couverture générale à bas coût.
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Titre: Intérêt de la Communication Direct entre Equipements Mobiles dans les Réseaux Radio sans fil

Mots clés: D2D, 5G, multidiffusion, URLLC, HARQ, Positionnement

Résumé: Dans cette thèse, nous étudions plusieurs scénarios

de communication pour les futurs réseaux sans fil. Plus par-

ticulièrement, cette thèse porte son attention sur comment la

communication directe entre équipements mobiles - Device-to-

Device (D2D) - peut améliorer les performances des technolo-

gies existantes dans les systèmes sans fil. Le premier scénario

étudié durant cette thèse est celui de la communication par mul-

tidiffusion d’un message commun entre un émetteur et plusieurs

récepteurs. Il peut être illustré par le streaming vidéo, les mes-

sages d’alerte à destination de la police ou des pompiers ou des

ambulanciers. Le second scénario étudié est celui d’une trans-

mission à contraintes critiques en latence et en fiabilité. Ce

dernier est illustré par son implication primordiale dans les fu-

tures technologies telles que les voitures connectées, avec pour

but d’éviter des accidents, ou bien les machines connectées pour

améliorer les services hospitaliers tels que la télé-chirurgie en-

tre autres. Le dernier scénario étudié est celui de la localisa-

tion d’un groupe d’équipement dans un réseau densément pe-

uplé tel qu’on peut trouver dans le contexte des objets connectés

en masse. En général les objets communiquent entre eux à un

niveau local et sont intéressés par des services communs et locaux.

Plus concrètement, dans cette thèse, nous montrons les bienfaits

de la communication D2D dans les trois scénarios précédents.

Dans le cas du premier scénario de multidiffusion, contraire-

ment à la tendance habituelle d’avoir un taux de transmission

qui diminue en fonction du nombre d’équipements mobiles (en

particulier, car l’équipement émetteur doit adapter sa transmis-

sion à l’équipement récepteur en plus mauvaise condition), en

ajoutant la communication D2D, on observe que ce même taux

de transmission augmente en fonction du nombre d’équipements

mobiles présents. Dans le deuxième scénario où la communication

est soumise à des contraintes de fiabilité et de latence exigeantes,

nous déduisons une politique de retransmission optimale et pro-

posons une autre politique semi-optimale qui est beaucoup moins

gourmande en temps et qui a prouvé son optimalité dans plusieurs

cas pratiques. Enfin dans le dernier scénario, nous proposons une

méthode de localisation d’équipements mobile et l’étudions dans

plusieurs environnements (avec et sans visibilité directe dans les

cas intra-muros et extérieurs). L’identification de ces zones est

ensuite utilisée pour créer de petites cellules virtuelles adapta-

tives aux situations changeantes et non prédictibles, dans le but

de réduire les coûts liés aux infrastructures actuelles.

Title: On the use of Device-to-Device in Wireless Networks

Keywords: D2D, 5G, multicasting, URLLC, HARQ, Positioning
Abstract: This thesis studies Device-to-Device (D2D) com-

munication in realistic and challenging scenarios for future wire-

less systems. In particular, the thesis focuses on how may D2D

communication help other technologies to enhance their perfor-

mance. The first wireless scenario is the one of multicasting,

used for example in video streaming or common alert message

transmission for police, firefighters or ambulances. The second

wireless scenario is the critical one of Ultra-Reliable and Low La-

tency communication (URLLC) expected to be used to avoid cars

crashes in the upcoming Vehicular-to-Everything (V2X) context,

and also when connecting machines together in environments like

connected hospitals, airports, factories (industry 4.0), and last

but not least in e-health context in order to enhance medical

tele-surgery. The last wireless scenario is the one of User Equip-

ment (UE) group localization in the context of massive Internet

of Thing (IoT), where devices are interacting with each other

and are mostly confined in local groups, needing local services.

In the multicast channel scenario, where a transmitter wishes

to convey a common message to many receivers, it is known

that the multicast rate decrease as the number of UEs increases.

This vanishing behavior changes drastically when enabling the

receivers to cooperate with each other via D2D. Indeed, the mul-

ticast rate increases with high probability when the number of

receivers increases. This chapter also analyzes the outage rate of

the proposed scheme in the same setting. Extensions regarding

firstly resource utilization and secondly considering the use of

Hybrid Automatic Repeat Request (HARQ) are also analyzed.

Next chapter addresses one of the major challenges for future

networks, named URLLC. Specifically, the chapter studies the

problem of HARQ with delayed feedback, where the transmitter

is informed after some delay on whether or not his transmission

was successful. The goal is to minimize the expected number

of retransmissions subject to a reliability constraint within a de-

lay budget. This problem is studied at two levels: (i) a sin-

gle transmitter faced with a stochastic i.i.d. noisy environment

and (ii) a group of transmitters whom shares a collision chan-

nel. Then the chapter that follows provides a cooperative UE

mapping method that is highly accurate. Four different chan-

nel models are studied in this chapter: Line of Sight (LOS) and

Non-Line of Sight (NLOS) for indoor and outdoor environments.

The results show significant improvement compared to already

existing methods. Identifying the dense local areas in real time

and informing the network allows the Base Station (BS) to in-

crease the capacity through highly directive beams, and therefore,

avoids the deployment cost of new infrastructure.
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