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Jinhua Zhang (Mathématiques)
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RÉSUMÉ

La dynamique des systèmes hyperboliques est considérée bien comprise du
point de vue topologique aussi bien que du point de vue stochastique. S. Smale
et R. Abraham ont donné un exemple montrant que, en général, les systèmes
hyperboliques ne sont pas denses parmi tous les systèmes diffélrentiables.

Dans les années 1970, M. Brin et Y. Pesin ont proposé une nouvelle no-
tion: hyperbolicité partielle pour affaiblir la notion d’hyperbolicité. Un but
de cette thèse est de comprendre la dynamique de certains systèmes partielle-
ment hyperboliques du point de vue stochastique aussi bien que du point de
vue topologique.

Du point de vue stochastique, nous démontrons les résultats suivants:
— Il existe un sous-ensemble U ouvert et dense de difféomorphismes non

hyperboliques robustement transitifs loin de tangences homocliniques,
tels que pour tout f ∈ U , il existe des mesures ergodiques non hyper-
boliques qui sont limite faible des mesures périodiques, avec un seul
exposant de Lyapunov nul, et dont les supports sont la variété entière;

— Il existe un sous-ensemble ouvert et dense de l’ensemble des difféo-
morphismes partiellement hyperboliques (mais non hyperboliques) de
dimension centrale un dont les feuilletages forts sont robustement min-
imaux, de sorte que la fermeture de l’ensemble des mesures ergodiques
est l’union de deux convexes qui sont la fermeture des ensembles de
mesures ergodiques hyperboliques de deux s-indices différents respec-
tivement; ces deux ensembles convexes se coupent le long de la fer-
meture de l’ensemble des mesures ergodiques non hyperboliques. Par
conséquent, toute mesure ergodique non hyperbolique est approchée par
des mesures périodiques. C’est le cas pour une perturbation robuste-
ment transitive du temps un d’un flot d’Anosov transitif, ou du produit
fibré d’un difféomorphisme d’Anosov sur le tore par une rotation du
cercle.

Ces résultats sont basés sur des résultats locaux dont les démonstrations im-
pliquent beaucoup de définitions techniques.

Du point de vue topologique, pour tout flot d’Anosov non transitif sur
des variétés de dimension 3 orientables, nous construisons de nouveaux dif-
féomorphismes partiellement hyperboliques en composant le temps t des flots
d’Anosov (pour t > 0 large) avec des twists de Dehn le long des tores transver-



saux. Ces nouveaux difféomorphismes partiellement hyperboliques sont ro-
bustement dynamiquement cohérents. Cela généralise dans un cas général le
processus spécial dans [BPP] pour construire de nouveaux difféomorphismes
partiellement hyperboliques. De plus, nous démontrons que pour les nouveaux
difféomorphismes partiellement hyperboliques que nous avons construits, leurs
feuilletages centraux sont topologiquement équivalentes aux flots d’Anosov
utilisés pour les construire. En conséquence, la structure des feuilles centrales
des nouveaux difféomorphismes partiellement hyperboliques est la même que
la structure des orbites d’un flot d’Anosov.

La présence de mesures ergodiques non hyperboliques montre la non hyper-
bolicité des systémes. Dans cette thése, nous cherchons également à compren-
dre: dans quelle mesure la présence de mesures ergodiques non hyperboliques
peut-elle caractériser le degré de non-hyperbolicité des systèmes?

Nous démontrons que, pour les difféomorphismes génériques, si une classe
homoclinique contient des orbites périodiques d’indices différents et sans cer-
taines dominations, il existe une mesure ergodique non hyperbolique avec plus
d’un exposant de Lyapunov qui s’annule et dont le support est la classe ho-
moclinique entière. Le nombre d’exposants de Lyapunov nuls montre combien
d’hyperbolicité a été perdue dans un tel type de systèmes.

MOTS CLÉS : mesure ergodique non hyperbolique, mesure périodique,
exposant de Lyapunov, classe homoclinique, transitivité robuste, hyperbolicité
partielle, flot d’Anosov, twist de Dehn, tores transversaux.
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ABSTRACT

The dynamics of hyperbolic systems is considered well understood from
topological point of view as well as from stochastic point of view. S. Smale
and R. Abraham gave an example showing that, in general, the hyperbolic
systems are not dense among all differentiable systems.

In 1970s, M. Brin and Y. Pesin proposed a new notion: partial hyperbolicity
to release the notion of hyperbolicity. One aim of this thesis is to understand
the dynamics of certain partially hyperbolic systems from stochastic point of
view as well as from topological point of view.

From stochastic point of view, we prove the following results:
— There exists an open and dense subset U of robustly transitive non-

hyperbolic diffeomorphisms far from homoclinic tangency, such that for
any f ∈ U , there exist non-hyperbolic ergodic measures as the weak*-
limit of periodic measures, with only one vanishing Lyapunov exponent,
and whose supports are the whole manifold;

— There exists an open and dense subset of partially hyperbolic (but non-
hyperbolic) diffeomorphisms with center dimension one whose strong
foliations are robustly minimal, such that the closure of the set of er-
godic measures is the union of two convex sets which are the closure of
the sets of hyperbolic ergodic measures of two different s-indices respec-
tively; these two convex sets intersect along the closure of the set of non-
hyperbolic ergodic measures. As a consequence, every non-hyperbolic
ergodic measure is approximated by periodic measures. That is the case
for robustly transitive perturbation of the time one map of a transitive
Anosov flow, or of the skew product of an Anosov torus diffeomorphism
by a rotation of the circle.

These results are based on some local results whose statements involve in lots
of technical definitions.

From topological point of view, for any non-transitive Anosov flow on ori-
entable 3-manifolds, we build new partially hyperbolic diffeomorphisms by
composing the time t-map of the Anosov flow (for t > 0 large) with Dehn twists
along transverse tori. These new partially hyperbolic diffeomorphisms are ro-
bustly dynamically coherent. This generalizes the special process in [BPP]
for constructing new partially hyperbolic diffeomorphisms to a general case.
Furthermore, we prove that for the new partially hyperbolic diffeomorphisms
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we built, their center foliations are topologically equivalent to the Anosov flows
used for building them. As a consequence, one has that the structure of the
center leaves of the new partially hyperbolic diffeomorphisms is the same as
the structure of the orbits of an Anosov flow.

The presence of non-hyperbolic ergodic measures shows the non-hyperbolicity
of the systems. In this thesis, we also attempt to understand: to what extent,
can the presence of non-hyperbolic ergodic measures character how far from
hyperbolicity the systems are?

We prove that, for generic diffeomorphisms, if a homoclinic class contains
periodic orbits of different indices and without certain dominations, then there
exists a non-hyperbolic ergodic measure with more than one vanishing Lya-
punov exponents and whose support is the whole homoclinic class. The number
of vanishing Lyapunov exponents shows how much hyperbolicity has been lost
in such kind of systems.

Keywords: Non-hyperbolic ergodic measure, periodic measure, Lyapunov
exponent, homoclinic class, robust transitivity, partial hyperbolicity, Anosov
flow, Dehn twist, transverse torus.
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Chapter 1

Introduction and the statements of
the results

1.1 Introduction

1.1.1 Historical backgrounds

Let M be a compact smooth Riemannian manifold without boundary and
Diffr(M) be the set of Cr (for r ≥ 1) diffeomorphisms on M .

In the middle of last century, S. Smale presented the hyperbolic theory
which highly promoted the development of dynamical systems. The hyperbolic
systems are considered as well understood:

— From topological point of view, for instance, the dynamics of hyper-
bolic systems concentrates on finite many pieces called hyperbolic basic
sets and each of them is structurally stable. Due to the results of S.
Liao and R. Mañé [L2, M2], if the set where the dynamics of a system
concentrates on is structurally stable, then this system is hyperbolic;

— From stochastic point of view, for instance, for each hyperbolic set, K.
Sigmund [Sig1] proved that periodic measures are dense among all the
invariant measures, and R. Bowen proved that for each Hölder contin-
uous potential, there exists a unique equilibrium state.

However, on a 4-dimensional manifold, R. Abraham and S. Smale [AS] con-
structed an open set of diffeomorphisms each of which is not hyperbolic. The
study of the systems beyond uniform hyperbolicity starts to be important, and
people start to search for robustly non-hyperbolic phenomena. M. Shub [Sh]
and R. Mañé [M1] construct the robustly transitive non-hyperbolic diffeomor-
phisms on T4 and T3 respectively. [BD1] gives more general examples on any
manifold of dimension at least three. Nevertheless, the results in [BDP] imply
that these examples always exhibit some weak form of hyperbolicity.

There are several notions which release the notion of hyperbolicity. On one
hand, from stochastic point of view, inspired by the paper of V. Oseledec [O],
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the notion of non-uniform hyperbolicity, which has asymptotic expanding and
contracting behavior on the tangent bundle over a full measure set, was pro-
posed. Pesin theory shows that many properties of hyperbolic systems survive
in non-uniform hyperbolic systems, for instance the existence of stable and
unstable manifolds and the existence of Markov partitions. The example in
[CLR] shows that there exists a non-uniform hyperbolic system exhibiting a
homoclinic tangency, hence non-uniform hyperbolic theory really generalizes
the hyperbolic theory of Smale. Comparing with hyperbolic theory, it was
natural to ask: are the non-uniform hyperbolic systems dense among all the
differentiable systems? The first example is given by [KN], proving that there
exists an open set of diffeomorphisms on the manifolds of the formM×S1 such
that there exist non-hyperbolic ergodic measures. Recently, [BBD2] proves
the existence of non-hyperbolic ergodic measures for an open and dense subset
of the set of diffeomorphisms having robust cycles, which is a local setting.

On the other hand, M. Hirsch, C. Pugh and M. Shub [HPS] release the
notion of hyperbolicity to partial hyperbolicity. The classification of partially
hyperbolic systems has become a very active topic in recent years. The clas-
sification of partially hyperbolic systems has mainly followed two directions.
One focuses on what kind of manifolds supporting partially hyperbolic sys-
tems. This thesis would not involve in this direction. We refer the readers to
[BBI], [BI] and [GHO] for the progress on this subject. The second direction
focuses on what kind of partially hyperbolic systems that a manifold could
possess. Recently, [BPP] and [BGP] achieve remarkable results on dimension
three. [BPP] built a non-transitive dynamically coherent partially hyperbolic
diffeomorphism which is neither leaf conjugate to any of the known examples
nor isotopic to identity. [BGP] constructed robustly transitive partially hy-
perbolic diffeomorphisms on 3-manifolds which are different from the known
examples and are not homotopic to identity.

1.1.2 The robust existence of non-hyperbolic ergodic mea-
sures

Recall that the Lyapunov exponents of an ergodic measure are the asymp-
totic rates in different directions for a full measure set (see the precise defini-
tion in Section 2.3). An ergodic measure µ is non-hyperbolic if µ has vanishing
Lyapunov exponents; otherwise, we say that µ is hyperbolic.

In [GIKN], a criterion was presented for building non-hyperbolic ergodic
measures as the limit of periodic measures. We call this criterion as [GIKN]
criterion. This criterion can show us where the support of the ergodic measure
is. Using this criterion, [KN] gives an example of robust existence of non-
hyperbolic ergodic measures, and their result depends on the global structure
of the system. Based on this criterion, [BBD1] constructs a C2 open set
of IFS, each of which has a non-hyperbolic ergodic measure whose Lyapunov

2
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exponents all vanish.
Recall that a Df invariant splitting TΛM = E⊕F over a compact invariant

set Λ is a dominated splitting, if the norm of Df along E is controlled by that
along F ; and a compact invariant set Λ is partially hyperbolic if there exists a
dominated splitting TΛM = Es ⊕ Ec ⊕ Eu such that Df along Es is uniform
contracting, Df along Eu is uniform expanding, and the behavior along Ec is
intermediate, see precise definitions in Section 2.1. If the center bundle Ec is
one dimensional, then for any ergodic measure µ supported on Λ, the center
Lyapunov exponent of µ is:

λc(µ) =

∫
log ‖Df |Ec‖dµ.

In the recent work of [BBD2], a new criterion called controlled at any
scale is introduced. The non-hyperbolic ergodic measure obtained by this
criterion has positive metric entropy, but we lose the control on its support.
[BBD2] works in the setting of robust cycles. Consider the open set RC(M) of
diffeomorphism f exhibiting a robust cycle between a transitive hyperbolic set
Λf of s-index i and a hyperbolic periodic point qf of s-index i+1. [BBD2] built
an open and dense subset R̃C(M) in RC(M) so that one can apply ‘controlled
at any scale criterion’ to every f ∈ R̃C(M) and one gets that f admits a point
xf whose ω-limit set ω(xf ) has the following properties:

— the topological entropy of ω(xf ) is positive;
— ω(xf ) is partially hyperbolic with 1-dimensional center bundle;
— every point y ∈ ω(xf ) has a well defined and vanishing center Lyapunov

exponent.
This result contrasts with the procedure in [KN] which builds non-hyperbolic
measures as the limit of periodic orbits in a specific global setting. In partic-
ular, it is not clear a priori if the (non-hyperbolic) measures supported on the
compact set ω(xf ) built in [BBD2] are accumulated by periodic orbits.

Question 1. In the same semi-local setting as [BBD2], could the existence of
non-hyperbolic ergodic measures be obtained as the limit of periodic measures
(ie. ergodic measures supported on a single periodic orbit)? Furthermore, could
it have positive metric entropy?

In the paper [BZ2], we partially answer this question. [BZ2] applies
[GIKN] criterion together with a shadowing lemma in [G1] to every diffeo-
morphism in R̃C(M), and one gets that:

Theorem A. [BZ2] For any f ∈ R̃C(M), there exist a partially hyperbolic
set Λ̃f (with 1-dimensional center bundle) and a sequence of periodic orbits
{On} ⊂ Λ̃f such that:

— the center Lyapunov exponent of On tends to zero;

3
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— the sequence of periodic orbits {On} satisfies the [GIKN] criterion. As
a consequence, one has that the Dirac measure δOn converges to a non-
hyperbolic ergodic measure.

As far as we know, it is still unknown if the ergodic measure obtained by
[GIKN] criterion has positive metric entropy.

Besides, we can show that controlled at any scale criterion can be used with
periodic orbits: the orbits follow this controlled at any scale criterion out of a
very small orbit segment, whose weight in the corresponding periodic measure
tends to 0; this small orbit segment is used for closing the orbit by using a
shadowing lemma in [G1].

Theorem 1. [BZ2] With the notations above, for any f ∈ R̃C(M), there exists
a sequence of hyperbolic periodic orbits {γn} homoclinically related to the orbit
of qf , whose center Lyapunov exponent tends to zero, and which converges for
the Hausdorff distance to a compact invariant set Kf such that:

— qf ∈ Kf ;
— the set Kf is partially hyperbolic with 1-dimensional center bundle;
— there exists a non-empty compact invariant set K ′f ⊂ Kf such that any

point in K ′f has well defined and vanishing center Lyapunov exponent.
— the topological entropy of K ′f is positive: htopf |K′f > 0;
— For any x ∈ Kf\(K ′f ∪ Oqf ), we have either ω(x) ⊂ K ′f and x ∈

W u(Oqf ) or α(x) ⊂ K ′f and x ∈ W s(Oqf ).

In this thesis, we would not present the proof of Theorem 1.
One can apply the techniques in the semi-local setting to the global setting.

Recall that a diffeomorphism f is transitive, if f has a dense orbit, furthermore,
we say that f is robustly transitive if every small perturbation of f has a dense
orbit. We denote by U(M) the set of robustly transitive and robustly non-
hyperbolic diffeomorphisms far from homoclinic tangencies. By definition,
U(M) is an open set. The result in [BDG] implies that for a residual subset
of U(M), there exists a non-hyperbolic ergodic measure with full support. In
this global setting, one can get the following:

Theorem B. [BZ2] There exists an open and dense subset V(M) of U(M),
such that for any f ∈ V(M), there exists a non-hyperbolic ergodic measure as
the weak∗-limit of a sequence of periodic measures and whose support is the
whole manifold.

Actually, for the open set U(M), one can apply the result from [BDPR]
showing that for an open and dense subset of U(M), the diffeomorphism is
partially hyperbolic whose center bundle splits into one dimensional dominated
sub-bundles. We prove Theorem B by showing that for each one dimensional
sub-bundle in the center bundle, there exists a non-hyperbolic ergodic measure
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whose Lyapunov exponent vanishes along this one-dimensional bundle and
whose support is the whole manifold.

We remark that a similar result to Theorem B is also obtained in [BBD3],
using a very different method.

1.1.3 Existence of non-hyperbolic ergodic measures with
more than one vanishing Lyapunov exponents

Recall that a property is called a C1-generic property if it is satisfied for
a dense Gδ subset of Diff1(M). Recall that a compact invariant set Λ for a
diffeomorphism f admits a dominated splitting of index i, if there exists a
dominated splitting TΛM = E ⊕ F over Λ such that dim(E) = i.

The [GIKN] criterion combined with the perturbation techniques has been
used for generic systems in [DG]: for C1-generic diffeomorphisms, if a homo-
clinic class contains periodic orbits with different indices, then the homoclinic
class supports a non-hyperbolic ergodic measure with one vanishing Lyapunov
exponent. Recently, [CCGWY] proves that for a generic homoclinic class,
either it is hyperbolic or it supports non-hyperbolic ergodic measures. It has
been conjectured by Ch. Bonatti [B2] that beyond uniform hyperbolicity, the
systems with robust cycles are dense. Exactly in the setting with robust cycles,
[BBD3] shows that the existence of non-hyperbolic ergodic measures is robust
for an open and dense subset. To some extent, one can think that one can
characterize the non-hyperbolicity by showing the existence of non-hyperbolic
ergodic measures.

It would be interesting to know to what extent the non-hyperbolicity of
a system can be described by the existence of non-hyperbolic ergodic mea-
sures. Another weak form of hyperbolicity called volume hyperbolic describes
the involution of the volume along two different directions in the way that
one is uniformly contracting and the other is uniformly expanding for the vol-
ume. Volume hyperbolic systems can be non-hyperbolic, but along the volume
contracting (or expanding) direction, at least one of the Lyapunov exponents
is non-zero. To some extent, the number of vanishing Lyapunov exponents
describes how far from the hyperbolicity the systems are. In the study of
dynamics, one of the main aims is to describe ‘most’ of the systems: generic
systems. One can ask the following question :

Question 2. Under what kind of assumption, for generic systems, there ex-
ists a non-hyperbolic ergodic measure with more than one vanishing Lyapunov
exponents?

In [BBD1], the authors show that there exist iterated function systems
(IFS) persistently exhibiting non-hyperbolic ergodic measures with all the Lya-
punov exponents vanished. This can be used to step skew products showing
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that there exist more than one vanishing Lyapunov exponents, but such ex-
amples are not generic.

In [WZ], we obtain the following result for generic systems:

Theorem C. [WZ] For C1-generic diffeomorphism f ∈ Diff1(M), consider a
hyperbolic periodic point p. Assume the homoclinic class H(p, f) satisfies the
following properties:

– H(p, f) contains hyperbolic periodic orbits of s-indices i and i + k re-
spectively, where i, k > 0;

– for any integer 1 ≤ j ≤ k − 1, there is no dominated splitting of index
i+ j over H(p, f).

Then there exists an ergodic measure ν whose support is H(p, f) such that the
(i+ j)th Lyapunov exponent of µ vanishes for any 1 ≤ j ≤ k.

The proof of Theorem C consists in applying the perturbation techniques in
[BB] for the Lyapunov exponents of periodic orbits and the Franks-Gourmelon
lemma in [Go2] which ensures that for certain perturbations, the heteroclinic
intersections can be preserved. These two techniques allow us to change the
Lyapunov exponents of a periodic orbit in a homoclinic class and keep the
periodic orbit inside the homoclinic class after perturbations.

As a direct corollary of Theorem C, one has the following result which
generalizes the result of [BDG] in the sense that one can obtain non-hyperbolic
ergodic measures with more than one vanishing Lyapunov exponents.

Corollary 1. [WZ] For a C1 generic diffeomorphism f ∈ Diff1(M), consider
a hyperbolic periodic point p. Assume that the homoclinic class H(p, f) has
a dominated splitting TH(p,f)M = E ⊕ F ⊕ G. Assume, in addition, that the
followings are satisfied:

– H(p, f) contains hyperbolic periodic orbits of s-indices dim(E) and dim(E⊕
F ) respectively,

– the center bundle F has no finer dominated splitting.
Then there exists an ergodic measure ν whose Lyapunov exponents along the
bundle F vanish, and whose support is H(p, f).

We point out that the assumption of the existence of both periodic orbits
of s-indices dim(E) and dim(E ⊕ F ) is necessary. Actually, one can construct
an example such that there is no periodic orbit of s-index dim(E⊕F ) inside a
generic homoclinic class, and the center bundle F has no finer domination but
F is uniformly volume expanding, which implies that every ergodic measure
has at least one positive Lyapunov exponent along F . Hence, one can also ask
the following question, to consider the case when the center bundle F is not
volume expanding.

Question 3. In the assumption of Corollary 1, if we replace the existence of a
hyperbolic periodic orbit of s-index dim(E⊕F ) by the existence of a hyperbolic
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periodic orbit whose absolute Jacobian along center bundle F is strictly less
than 1, does there exist an ergodic measure ν supported on H(p, f) such that
all the Lyapunov exponents of ν along F vanish ?

The following theorem gives an affirmative answer to Question 3.

Theorem 2. [WZ] For a C1-generic diffeomorphism f ∈ Diff1(M), consider
a hyperbolic periodic point p. Assume that the homoclinic class H(p, f) admits
a dominated splitting TH(p,f)M = E ⊕ F ⊕ G. Assume, in addition, that we
have the following:

– H(p, f) contains a hyperbolic periodic orbit of s-index dim(E) and a
hyperbolic periodic point q ∈ H(p, f) such that

| Jac(Dfπ(q)|F (q))| < 1;

– the center bundle F has no finer dominated splitting.
Then there exists an ergodic measure ν whose support is H(p, f), such that all
the Lyapunov exponents of ν along F vanish.

Let’s explain the relation between Theorem 2 and Corollary 1. If the s-
index of q in Theorem 2 is no less than i+ k, then we can conclude Theorem 2
directly from Corollary 1. If the s-index of q is smaller than i + k, indeed by
the no-domination assumption along F and the technics of [BB], we can do an
arbitrarily small perturbation to get a new hyperbolic periodic orbit of s-index
i + k. However, we do not know if the new generated periodic orbits are still
contained in the homoclinic class.

The proof of Theorem 2 is not by finding a hyperbolic periodic orbit of
s-index i+ k in the homoclinic class. We use a little different strategy to give
the proof.

A more general statement than Theorem 2 can be expected to be true. We
state it as the following question.

Question 4. For a C1-generic f ∈ Diff1(M), consider the finest dominated
splitting E1⊕· · ·⊕Ek over a homoclinic class H(p, f). Assume that there exist
two saddles q1, q2 in the class such that

| Jac(Dfπ(q1)|Ei(q1))| > 1 and | Jac(Dfπ(q2)|Ej(q2))| < 1, where i ≤ j.

Then for any i ≤ l ≤ j, does there exist an ergodic measure whose Lyapunov
exponents along the bundle El all vanish?

Comparing with Section 1.1.2, one can ask:

Question 5. Does there exist an open set U of diffeomorphisms such that for
any f ∈ U , there exists an ergodic measure with more than one vanishing
Lyapunov exponents ?

7
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1.1.4 Approximating non-hyperbolic ergodic measures by
periodic measures and convexity of the closure of
the set of non-hyperbolic ergodic measures

K. Sigmund [Sig1] proved that periodic measures are dense in the set of in-
variant measures supported on a given hyperbolic basic set, which implies that
the set of invariant measures on a hyperbolic basic set is a Poulsen Simplex.

One can ask to what extent we can extend Sigmund’s result to the non-
hyperbolic setting. Many results have been obtained:

– Under C1+α setting, using Pesin theory, A. Katok [Ka] proves that any
hyperbolic ergodic measure is approximated by periodic measures. This
result in the C1 setting is not always true, see for instance [BCS].

– Under C1+α setting, using slightly different Pesin blocks and lots of tools
introduced by S. Liao, [LLS, SW] strengthen the result of A. Katok.
[SW] shows that every hyperbolic ergodic measure is approximated by
periodic measures in weak∗-topology and in spectrum. [LLS] shows
that there exists a full measure invariant set, on which every invariant
measure is approximated by periodic measures.

– Using the C1-Pesin theory and shadowing lemma in [G1], and assuming
the existence of some dominated splitting, S. Crovisier [C] proves that
any hyperbolic ergodic measure is supported on a homoclinic class and
is approximated by periodic orbits whose Hausdorff limit is the support
of the hyperbolic ergodic measure.

– In the C1-generic setting, [ABC] proves that the closure of the set of
periodic measures supported on a single homoclinic class is a convex
set.

– The ergodic closing lemma in [M2] implies that for C1-generic diffeo-
morphisms, every ergodic measure is approached by periodic measures.

– In [SY], under C1-setting, the authors prove that for each thin trapped
chain hyperbolic homoclinic class, the periodic measures are dense among
the invariant measures.

– In [STV], for C1 flows and for a hyperbolic ergodic measure supported
away from singularities, if the hyperbolic splitting of the measure is
limit-dominated, then this measure is approximated by periodic mea-
sures.

– For certain step skew-products with circle fiber over a horseshoe, [DGR]
shows that every non-hyperbolic ergodic measure is approximated by
hyperbolic sets in weak∗-topology and in entropy. The hyperbolic sets
are provided by the multi-variable-time horseshoes.

In [BZ3], we recover some of the results above in the semi-local setting and
in a global setting. To state our results, we need to define our setting carefully.
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Results in the semi-local setting

We start with our assumption in the semi-local setting without technical
definitions and the precise definition of the terminology we use here would be
given in the next chapter.

Consider f ∈ Diff1(M). Let (Λ, U, Cuu,D) be a blender horseshoe of u-
index i + 1 and Oq be a hyperbolic periodic orbit of u-index i. We assume
that Λ and Oq form a special robust cycle called split-flip-flop configuration,
for specific definition see Definitions 2.9.1 and 2.9.4.

We fix a small neighborhood V of the split flip-flop configuration so that the
maximal invariant set Λ̃ in the closure V̄ admits a partially hyperbolic splitting
Es⊕Ec⊕Eu with dim(Ec) = 1. Assume, in addition, that there exists a Df -
strictly invariant center unstable cone field CuV which is a continuous extension
of the center unstable cone field Cu in U .

In [ABC], it has been shown that in the C1 generic setting, for each
homoclinic class, the closure of the set of periodic measures is convex. Hence,
for each partially hyperbolic homoclinic class with center dimension one, under
C1-generic setting, the closure of the set of hyperbolic ergodic measures is
convex. Here, in the C1 open setting, we get some kind of ‘convexity’ and it
would be used for the global setting.

Theorem D. Under the assumption above, there exists an invariant measure
µ ∈Minv(Λ, f) such that the segment {αµ+(1−α)δOq , α ∈ [0, 1]} is contained
in the closure of the set of periodic measures whose supports are inside V .

Actually, in the proof Theorem A, we show that in any small neighborhood
of the split flip flop configuration, there exist non-hyperbolic ergodic measures
approached by periodic measures. Conversely, we can prove that the non-
hyperbolic ergodic measures supported on a small neighborhood of the robust
cycle are approximated by hyperbolic periodic measures. To be precise:

Theorem E. Under the assumption above, there exists a small neighborhood
V0 ⊂ V of the split flip flop configuration such that for any non-hyperbolic
ergodic measure ν supported on the maximal invariant set Λ̃0 in V0, there
exists a sequence of periodic orbits {Opn}n∈N which are homoclinically related
to Λ such that δOpn converges to ν.

Remark 1. 1. If the support of ν intersects the boundary of V0, the se-
quence of periodic orbits we find might intersect the complement of Λ̃0;

2. The choice of V0 is uniform for the diffeomorphisms in a C1 small
neighborhood of f .

Results in the global setting

We apply our techniques in the semi-local setting to the global setting.

9



PhD Thesis of Peking University & Université de Bourgogne

We denote by PH(M) the set of partially hyperbolic diffeomorphisms with
center dimension one, ie. for any f ∈ PH(M), the manifold M is partially
hyperbolic with splitting of the form

TM = Es ⊕ Ec ⊕ Eu

where dim(Ec) = 1.
For any f ∈ PH(M), we denote by Minv(f) and Merg(f) the sets of

f -invariant measures and of f -ergodic measures respectively.
Let µ ∈Merg(f), then the center Lyapunov exponent of µ is

λc(µ) =

∫
log ‖Df |Ec‖dµ.

We denote by dim(Es) = i. The s-index of a hyperbolic ergodic measure µ is
the number of negative Lyapunov exponents of µ. In our setting, the s-index
of a hyperbolic ergodic measure µ is

ind(µ) =

{
i if λc(µ) > 0
i+ 1 if λc(µ) < 0

.

We denote byM∗(f),Mi(f) andMi+1(f) the sets of ergodic measures with
vanishing, positive and negative center Lyapunov exponents respectively, and
we denote by MPer,i(f) and MPer,i+1(f) the set of periodic measures of s-
indices i and i+ 1 respectively.

Similarly, for each µ ∈Minv(f), one can define:

λc(µ) =

∫
log ‖Df |Ec‖dµ,

and we call λc(µ) as the mean center Lyapunov exponent of µ.
Recall that a foliation F on a manifold M is minimal if every leaf of F is

dense on the manifold M . Our result in the global setting depends strongly
on the minimality of the strong stable and strong unstable foliations.

Let T (M) ⊂ PH(M) be the set of diffeomorphisms such that for any
f ∈ T (M), one has that

— f has both strong stable and strong unstable foliations which are ro-
bustly minimal;

— f admits hyperbolic periodic points pf of s-index i and qf of s-index
i+ 1.

Remark 2. T (M) is, by definition, an open subset of Diff1(M). [BDU] shows
that there are compact 3-manifolds M for which T (M) is not empty: the time
one map of a transitive Anosov flow on a manifold M admits a smooth per-
turbation in T (M); the same occurs in the skew product of linear Anosov
automorphisms of the torus T2 by rotations of the circle.

10
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For any f ∈ T (M) and any hyperbolic periodic point x, one has the fol-
lowing properties:

— the minimality of both foliations implies that the manifold M is the
whole homoclinic class of x. Furthermore any two hyperbolic periodic
points of same index are homoclinically related. This implies that the
closure of the set of the hyperbolic periodic measures of a given index
is convex. In other wordsMPer,i(f) andMPer,i+1(f) are convex.

— clearly MPer,i(f) ⊂ Mi(f) and MPer,i+1(f) ⊂ Mi+1(f). According
to [C], in this partially hyperbolic setting, every hyperbolic ergodic
measure is weak∗-limit of periodic measures of same index. One gets
therefore:

MPer,i(f) =Mi(f) andMPer,i+1(f) =Mi+1(f)

Now, we are ready to present the results in the global setting.

Theorem F. [BZ3] Let M be a closed manifold. There exists a C1 open and
dense subset T̃ (M) of T (M) such that for any f ∈ T̃ (M), one has that

M∗(f) = Mi(f) ∩ {µ ∈Minv(f), λc(µ) = 0}
= Mi+1(f) ∩ {µ ∈Minv(f), λc(µ) = 0}
= Mi(f) ∩Mi+1(f).

Theorem F shows that the closure of the set of ergodic measures for f ∈
T̃ (M) is the union of two convex setsMPer,i(f) andMPer,i+1(f), which inter-
sect alongM∗(f). As a consequence, the closure of the set of non-hyperbolic
ergodic measures is a convex set and every non-hyperbolic ergodic measure is
the weak∗-limit of hyperbolic periodic measures of different indices.

One can ask an ambitious question:

Question 6. Does there exist an open and dense subset of T (M) such that
for each non-hyperbolic ergodic measure µ with hµ(f) > 0 and for any ε > 0,
there exists a transitive hyperbolic set Λε such that

|hµ(f)− htop(f |Λε)| < ε and d(ν, µ) < ε for any ν supported on Λε?

Roughly speaking, could we find an open and dense subset of T (M) such
that every non-hyperbolic ergodic measure with positive metric entropy can
be approximated by transitive hyperbolic sets in the sense of measure and
entropy? In [DGR], some results are obtained for some step skew-products.

[BZ3] did not get the convexity of the closure of the set of ergodic measures,
but some sort of convexity is recovered:

Theorem G. [BZ3] For any diffeomorphism f ∈ T̃ (M), there exist two com-
pact f -invariant (uniformly) hyperbolic sets Ki ⊂ M and Ki+1 ⊂ M of s-
indices i and i+1 respectively, with the following property: for any µ ∈Mi(f)
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(resp. Mi+1(f)), there exists an invariant measure ν supported on Ki+1 (resp.
Ki) such that the segment {αµ+(1−α)ν|α ∈ [0, 1]} is contained in the closure
of the set of periodic measures.

Theorem G shows that the union of the convex setsMPer,i(f) andMPer,i+1(f)
“is not far from being convex”, but the convexity is not obtained. In other
words, we don’t know if any f -invariant measure is accumulated by ergodic
measures.

Question 7. Does there exist an open dense subset of T (M) such that periodic
measures are dense among invariant measures?

In general, when only one of the strong foliations is minimal, we don’t know
if the non-hyperbolic ergodic measures are accumulated by periodic orbits,
and if the closure of the set of non-hyperbolic ergodic measures is convex.
Nevertheless, there is an important example where we could recover these
properties.

R. Mañé [M1] gave an example that for linear Anosov diffeomorphisms on
T3 of s-index 1 with three ways dominated splitting, one can do DA to get an
open subset W of Diff1(T3) where all the diffeomorphisms are non-hyperbolic
and transitive (see the precise definition of W in Section 4.5). [BDU] proved
that every robustly transitive diffeomorphism in W has minimal strong stable
foliation (see also [PS]).

Theorem 3. There exists an open and dense subset W̃ of W such that for
any f ∈ W̃, one has

— any non-hyperbolic ergodic measure is approximated by periodic mea-
sures of s-index 1;

— the closure of the set of non-hyperbolic ergodic measures is convex.

For every f ∈ W , the minimality of strong stable foliation implies that all
hyperbolic periodic orbits of s-index 1 are homoclinically related; by transitiv-
ity, one can show that the unstable manifold of a hyperbolic periodic orbit of
s-index 1 is dense on the manifold. Hence T3 is the homoclinic class of every
periodic orbit of s-index 1. By [BDPR, Theorem E], for an open and dense
subset of W , the manifold T3 is also the homoclinic class of a periodic orbit of
s-index 2.

Question 8. For Mañé’s example, given two hyperbolic periodic orbits Q1 and
Q2 of s-index 2, are Q1 and Q2 homoclinically related?

Remark 3. If the answer to Question 4 is yes, although we can not get the
whole convexity of the closure of the set of periodic measures, one can show
that for Mañé’s example, the set of ergodic measures is path connected (for the
definition see [Sig3]).
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1.1.5 Building new partially hyperbolic diffeomorphisms

Recall that for a partially hyperbolic diffeomorphism f with the splitting
TM = Es ⊕ Ec ⊕ Eu, one says that f is dynamically coherent if there exist
f -invariant foliations F cs and F cu tangent to Es⊕Ec and Ec⊕Eu respectively.
By taking intersection of these two foliations, one gets an invariant foliation F c
tangent to Ec. Two dynamically coherent partially hyperbolic diffeomorphisms
f, g ∈ Diff1(M) are leaf conjugate if there exists a homeomorphism h : M 7→M
such that for any x ∈M , one has

h(F cf (x)) = F cg(h(x)) and h(F cf (f(x))) = F cg(g(h(x))).

One of the main attempts in the study of partially hyperbolic systems is
to classify the partially hyperbolic systems. The family of partially hyperbolic
diffeomorphisms on 3-manifold was not big. Inspired by a conjecture of E.
Pujals which was formulated in [BW], J. Rodriguez Hertz, F. Rodriguez Hertz
and R. Ures [HHU3] conjectured that:

Conjecture 1. Any dynamically coherent partially hyperbolic diffeomorphism
on a 3-manifold is, up to finite iterations and finite lifts, leaf conjugate to one
of the followings:

— Anosov diffeomorphism on T3;
— time one map of an Anosov flow;
— skew products over a linear Anosov automorphism of torus T2.

This conjecture has been proven to be true in some cases:
— In [BW], for transitive partially hyperbolic diffeomorphism, with extra

assumption on the structure of the invariant manifold of a compact
invariant center curve, the authors show that such kind of systems can
only be leaf conjugate to one of the last two models;

— In [HaPo1], assuming that the fundamental group of the manifold is
solvable, the conjecture is true.

Recently, [BPP] gives a counter example to this conjecture. Recall that a
Dehn twist Ψ along an embedded torus T on a 3-manifold M is a diffeomor-
phism supported on a tubular neighborhood of T of the form

Ψ(t, x) = (t, ψt(x)), for any (t, x) ∈ [0, 1]× T ,

where {ψt} is a family of diffeomorphisms on T such that for any point x ∈ T,
the closed loop {ψt(x)} is non-null homotopy and is independent of x (see
details in Definition 2.15.2). [BPP] built a Franks-Williams type of non-
transitive Anosov flow with two transverse tori and the construction of the flow
gives very precise description about the transverse foliations on the transverse
tori induced by the stable and unstable foliations, see Lemma 4.1 in [BPP].
The new partially hyperbolic diffeomorphism fB by [BPP] is obtained by
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composing time t-map (for t > 0 large) of this special non-transitive Anosov
flow {φs}s∈R on a 3-manifold N with a Dehn twist along a transverse torus.
Their construction strongly depends on the properties of the non-transitive
Anosov flow. [BPP] asserts that fB is dynamically coherent and is, up to
finite iterations and finite lifts, neither isotopic to identity nor leaf conjugate
to time one map of any Anosov flow. The dynamical coherence is guaranteed
by the following property: there exists a constant C > 1 such that

1

C
≤ ‖DfnB|Ec(x) ‖ ≤ C, for any x ∈ N and any integer n ∈ Z.

The composed Dehn twist forbids fB to be isotopic to identity and to be leaf
conjugate to time one map of an Anosov flow. Since N supports an Anosov
flow, by the result in [PT], the fundamental group of N has exponential
growth, which cannot happen to T3 or the lifts of T3. As a consequence, the
diffeomorphism fB is a counter example for Conjecture 1.

The main motivation of this section is to present a general construction of
new examples of partially hyperbolic diffeomorphisms on closed 3-manifolds
given in [BZ1]. We recall that each non-transitive Anosov flow on an oriented
3-manifold admits transverse tori in the wandering domain: we first fix a
smooth Lyapunov function for this Anosov flow, and we take a regular value
in the range of the Lyapunov function out of the non-wandering part, then
one can show that the pre-image of this regular value is the union of finite
transverse tori and every orbit intersects at most one of the transverse tori in
at most one point, see the precise explanation in Section 2.16. Moreover, one
can prove that such transverse tori are incompressible, that is, every non-null
homotopic loop on the transverse torus is non-null homotopy on the manifold,
see [Br].

For each transverse torus on this regular level, we would compose a Dehn
twist along this transverse torus with time t-map of the Anosov flow (for t > 0
large) and we keep the partial hyperbolicity of the diffeomorphism.

Now, we can state our main result on building new partially hyperbolic
diffeomorphisms.

Theorem H. [BZ1] Let X be a smooth (non-transitive) Anosov vector field
on an oriented closed 3-manifold M and let T1, . . . , Tk be the transverse tori
on a regular level of a smooth Lyapunov function of Xt.

Then there exist t > 0 large and a family {Ψi}ki=1 of Dehn twists supported
on {Xs(Ti)}s∈[0,t] so that the composition

fbz = Ψ1 ◦Ψ2 ◦ · · · ◦Ψk ◦Xt

is an absolute partially hyperbolic diffeomorphism of M .
Furthermore, fbz is robustly dynamically coherent; the center stable foliation

F cs and center unstable foliation F cu are plaque expansive.
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Remark 1.1.1. Using the argument in [BPP], one can show that
– if k ≥ 2, any lift of the diffeomorphism fnbz is not isotopic to identity;
– there exist center leaves which are not fixed by the iterations of fbz.

To ensure that the time t-map of the non-transitive Anosov flow composed
with a Dehn twist is partially hyperbolic, it’s necessary to keep the transver-
sality of some bundles, which requires us to choose an appropriate Dehn twist
preserving some transversality. First, one requires the Dehn twists to keep
the transversality of the two foliations on the transverse tori. The existence
of such Dehn twists on transverse tori for the flow constructed in [BPP] is
guaranteed by the construction, i.e. Lemma 4.1 in [BPP]. However, for gen-
eral non-transitive of Anosov flows, the existence of such Dehn twists is not
obvious. On each transverse torus, the existence of such kind of Dehn twist
is guaranteed by a topological result on a pair of transverse C1 foliations on
torus, which was missing for [BPP]. Nevertheless, this topological result deals
with very elementary objects and is interesting by itself.

Theorem 4. [BZ1] Let F and G be two C1 one-dimensional foliations on T2

and they are transverse. Then there exists a continuous (for the C1-topology)
family {Φt}t∈[0,1] of C1 diffeomorphisms on T2 such that

— Φ0 = Φ1 = Id;
— for every t ∈ [ 0, 1 ], the C1 foliation Φt(F) is transverse to G;
— for every point x ∈ T2, the closed curve {Φt(x)} is non-null homotopic.

Theorem 4 is proved separately in two cases, according to two cases for a
pair of transverse foliations (F ,G) defined below:

— F and G have parallel compact leaves, that is, there exist a compact
leaf of F and a compact leaf of G which are in the same free homotopy
class;

— F and G have no parallel compact leaves. In this case either one of them
has no compact leaves, or both of them have compact leaves which are
in different free homotopy classes.

In the case with parallel compact leaves, we denote by α the homotopy class
of the compact leaves of F and G. The family of diffeomorphisms {Φt}t∈[0,1] in
Theorem 4 can be chosen such that the homotopy class of non-null homotopic
loop Φt(x) is any given non-trivial element in the group < α >. The proof
consists in endowing T2 with coordinates in which T2 is divided into vertical
adjacent annuli in which the foliations are separated by affine foliations: now
the vertical translations preserve the vertical annuli and map F on foliations
transverse to G.

In the case without parallel compact leaves, for any 0 6= β ∈ π1(T2), one
can show that there exists a family of diffeomorphisms {Φt}t∈[0,1] satisfying
Theorem 4 such that the homotopy class of non-null homotopic loop {Φt(x)}
is β. The proof consists in endowing T2 with coordinates in which the foliations
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F and G are separated by 2 affine foliations (i.e. F and G are tangent to two
transverse constant cones). Thus in these coordinates every translation keeps
F transverse to G, concluding.

1.1.6 Completeness of invariant foliations

The main motivation of the section is to study the invariant foliations of
the new partially hyperbolic diffeomorphisms in [BZ1].

For the models in Conjecture 1, every leaf of the center stable (resp. center
unstable) foliation is either a plane or a cylinder. Moreover, the center stable
and center unstable foliations are complete. Recall that for a dynamically
coherent partially hyperbolic diffeomorphism f , we say that the center stable
foliation is complete if one has

F ss(F c(x)) = F cs(x), for any x.

As we mentioned in the previous section, the diffeomorphism fB in [BPP] is
“highly different" from the Anosov flow for building it.

It is natural to ask to what extent, the properties of the three models are
preserved by the new partially hyperbolic diffeomorphisms. To be precise:

Question 9. Is every leaf of the center stable (resp. center unstable) foliation
either a plane or a cylinder? Are the center stable and center unstable folia-
tions are complete? What is the relation between the new partially hyperbolic
diffeomorphism and the Anosov flow for building it?

In a more general context, we get the following result:

Theorem 5. [Z] Let f be a partially hyperbolic diffeomorphism on a 3-manifold
M with center dimension one such that there exists a constant c > 1 satisfying
that

1

c
≤ ‖Dfn|Ec(x) ‖ ≤ c, for any x ∈M and any integer n ∈ Z.

Then one has that
— [HHU2] the diffeomorphism f is dynamically coherent and is plaque

expansive;
— the center stable foliation (resp. center unstable foliation) is complete;
— every leaf of the center stable foliation is a plane, a cylinder or a Möbius

band. Moreover, the center stable leaf is a cylinder or a Möbius band if
and only if the leaf contains a compact center leaf.

Since the center stable and center unstable foliations are plaque expansive
which is a robust property, the first and the third items are robust properties.
One can ask the following:

Question 10. For the partially hyperbolic diffeomorphism in Theorem 5, are
the center stable and center unstable foliations robustly complete?

16



Introduction and the statements of the results

By Theorem 5, for the new partially hyperbolic diffeomorphism fbz, its
center stable and center unstable foliations are ‘similar’ to those of the Anosov
flows. Actually, we can prove that the center foliation F c of fbz gives a con-
tinuous flow and this flow is topologically equivalent to the one for building it.
To be precise:

Theorem I. [Z] There exist a continuous flow θt and a homeomorphism
h : M 7→M such that

– for any x ∈M , one has Orb(x, θt) = F c(x);
– for any point x ∈M , one has that h(Orb(x, θt)) = Orb(h(x), φt);
– h sends the positive orbits under the flow θt to the positive orbits under
flow φt, that is, h(Orb+(x, θt)) = Orb+(h(x), φt).

Hence, the diffeomorphism fbz ‘exchanges’ the center leaves of the Anosov
flow and preserves the original structure of the invariant foliations.

We don’t know if the center stable and center unstable foliations of the
diffeomorphism fbz are robustly complete, but with the help of the Theorem I,
one can prove that

Proposition 1.1.2. The center stable and center unstable foliations of fB are
robustly complete.

Further Questions It is well known that the classical Lorenz attractor is
singular hyperbolic. Its tangent bundle splits into a strong stable direction and
a center direction which is volume expanding. The center direction is without
dominated splitting. Lots of properties of time one map of Lorenz attractor is
still unknown. One can ask the following question:

Question. Let Φ1 be the time one map of Lorenz attractor. Does there exist
a neighborhood U of Φ1 such that there exists an open and dense subset V of
U so that every g ∈ V has a non-hyperbolic ergodic measure?

For the flow, one can also ask:

Question. Let X be a C1 vector field with a Lorenz attractor and σX be the
singularity in this attractor. Does there exist an open neighborhood UX of X
such that for an open and dense subset of UX , one has that the Dirac measure
supported on σY is approximated by periodic measures.

Organization of the thesis In Chapter 2, we state the notations and known
results that we need in this thesis. We contribute Chapter 3 to the existence
of non-hyperbolic ergodic measures, we first give the proofs of Theorems A
and B, then we give the proof of our result on the existence of non-hyperbolic
ergodic measures with more than one vanishing Lyapunov exponents, that is,
Theorem C. In Chapter 4, we first give the proofs of local results: Theorems

17
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D and E, then we apply the local arguments to the global setting to give the
proofs of Theorems F and G. We first give the proof of the topological result on
T2 for the existence of Dehn twists for keeping the transversality of transverse
foliations, then we end Chapter 5 by giving the proof of Theorem H. In
Chapter 6, we analyze the invariant manifolds of the new partially hyperbolic
diffeomorphisms given in previous chapter, then we give the proof of Theorem I.

18



Chapter 2

Preliminaries

In this chapter, we will collect some notations and some results that we
need. We start by recalling very classical notions, as hyperbolic basic set and
dominated splitting. In this chapter, if it is not specifically mentioned, we
would denote by f a diffeomorphism on a closed manifold M .

2.1 Dominated splitting, partial hyperbolicity and
hyperbolicity

Given an integer T ∈ N, we say that a compact f -invariant set K admits a
T -dominated splitting of index i, if there exists an invariant splitting TKM =
E ⊕ F with dim(E) = i such that

‖DfT |E(x) ‖
m(DfT |F (x))

<
1

2
, for any x ∈ K.

One says that K admits a dominated splitting, if K admits a T -dominated
splitting for some T ∈ N.

Recall that a compact f -invariant set K is called a hyperbolic set, if there
exists an invariant hyperbolic splitting TKM = Es⊕Eu, that is, Es is uniformly
contracting and Eu is uniformly expanding under Df . A hyperbolic set K is
called a hyperbolic basic set of s-index i if one has

— K is transitive and dim(Es) = i;
— there exists an open neighborhood U of K such that K is the maximal

invariant set in U , that is,

K = ∩i∈Zf i(U).

We denote by ind(Λ) the s-index of Λ.
One important property of hyperbolic basic sets in the sense of measure is

the following theorem:
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Theorem 2.1.1. [Sig1, Theorem 1] Let f ∈ Diff1(M) and Λ be a hyperbolic
basic set. Then any f invariant measure supported on Λ is approximated by
periodic measures.

Given a compact invariant set K. One says that K is partially hyperbolic
if there is a Df -invariant splitting TKM = Es ⊕ Ec ⊕ Eu so that
(P1): there is an integer N > 0 such that for any x ∈ K and any unit vectors

u ∈ Es(x), v ∈ Ec(x) and w ∈ Eu(x), one has:

‖DfN(u)‖ < inf{1, ‖DfN(v)‖} ≤ sup{1, ‖DfN(v)‖} < ‖DfN(w)‖.

One says that K is absolute partially hyperbolic if it is partially hyperbolic
satisfying the stronger assumption
(P2): there are 0 < λ < 1 < σ and an integerN > 0 so that for any x, y, z ∈ K

and any unit vectors u ∈ Es(x), v ∈ Ec(y) and w ∈ Eu(z), one has:

‖DfN(u)‖ < λ < ‖DfN(v)‖ < σ < ‖DfN(w)‖.

Furthermore, a diffeomorphism f of a Riemannian closed manifoldM is called
partially hyperbolic if M is a partially hyperbolic set, and f is called absolute
partially hyperbolic if M is a absolute partially hyperbolic set. We refer the
readers to [BDV, Appendix B] for the first elementary properties and [HHU1]
for a survey book of results and questions for partially hyperbolic diffeomor-
phisms.

2.2 Chain recurrence and homoclinic class
In the study of differential dynamics, there are two ways widely used to

cut the dynamics into pieces: chain recurrence class and homoclinic class.
Let (X, d) be a compact metric space and h be a homeomorphism on X.

Given two points x, y ∈ X, we define the relation x a y, if and only if for any
ε > 0, there exist finite points x = z0, z1, · · · , zk = y, where k ≥ 1, such that

d(h(zi), zi+1) ≤ ε, for any 0 ≤ i ≤ k − 1.

We define the relation x à y if and only if x a y and y a x.
The chain recurrent set of f is defined as

R(h) = {x ∈ X : x a x}.

It’s well known that à is an equivalent relation on R(h). Hence, R(h) can
be decomposed into different equivalent classes, each of which is called a chain
recurrence class.

Homoclinic classes can also be defined in the following way.
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Definition 2.2.1. Let f ∈ Diff1(M). Given two hyperbolic periodic orbits
Op and Oq of f . Op and Oq are said to be homoclinically related, if there
exist a non-empty transverse intersection between W s(Op) and W u(Oq), and
a non-empty transverse intersection between W u(Op) and W s(Oq).

Let Op be a hyperbolic periodic orbit, the homoclinic class of Op is defined
as:

H(p, f) := {Oq| Oq is homoclinically related to Op}.

Let Op and Oq be two hyperbolic periodic orbits and V be an open neigh-
borhood of Op ∪ Oq. We say that Op and Oq are homoclinically related in-
side V , if there exist two transverse intersections x ∈ W u(Op) ∩W s(Oq) and
y ∈ W s(Op) ∩W u(Oq) such that Orb(x) ∪Orb(y) ⊂ V.

One can check that a homoclinic class is a transitive set, hence it is con-
tained in a chain recurrence class. In differential world, the following lemma
from [BC] shows that for the ‘most’ dynamical systems, the homoclinic class
is indeed a chain recurrence class.

Lemma 2.2.2. For C1-generic diffeomorphisms, the chain recurrence class of
a hyperbolic periodic orbit Q coincides with its homoclinic class H(Q).

2.3 Lyapunov exponents, Oseledets splitting and
hyperbolic ergodic measure

In the celebrated paper [O], V. Oseledets proves that for any ergodic mea-
sure µ of a diffeomorphism f , we have the following:

1. there exists a µ-full measure set K such that f(K) = K;

2. there exist s ≤ dim(M) numbers λ1 < · · · < λs and an invariant mea-
surable splitting over K of the form TKM = E1⊕· · ·⊕Es such that for
any integer 1 ≤ t ≤ s, any x ∈ K and any v ∈ ⊕ti=1Ei(x)\ ⊕t−1

i=1 Ei(x),
we have that

lim
n→+∞

1

n
log ‖Dfnx v ‖ = λt.

The numbers λ1, · · · , λs are called the Lyapunov exponents of µ, the full
measure set K is called the Oseledets basin of µ and the splitting TKM =
E1 ⊕ · · · ⊕ Es is called the Oseledets splitting of µ.

An ergodic measure µ is called a hyperbolic ergodic measure, if all the
Lyapunov exponents of µ are non-zero. Let K be the Oseledets basin of µ, we
denote by E− ⊕E+ the invariant splitting over K such that all the Lyapunov
exponents along E− are negative and all the Lyapunov exponents along E+

are positive. Then the invariant splitting TKM = E− ⊕ E+ is called the non-
uniform hyperbolic splitting. We say that the non-uniform hyperbolic splitting
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is dominated if there exists a dominated splitting over the closure of K of the
form TKM = E ⊕ F such that dim(E) = dim(E−).

There exists another expression for the Lyapunov exponents of an ergodic
measure. Let f ∈ Diff1(M) and ν be an f -ergodic measure. We denote by

χ1(ν, f) ≤ · · · ≤ χd(ν, f)

all the Lyapunov exponents of ν counted by multiplicity. We define a contin-
uous function on M as:

Lni (x, f) =
1

n
log ‖ ∧i Dfn(x) ‖ .

Then, for ν-a.e. x ∈M , we have that

χi(ν, f) = lim
n→∞

(Lnd−i+1(x, f)− Lnd−i(x, f)).

2.4 Choquet and Poulsen Simplex

Definition 2.4.1. Let K be a non-empty compact convex subset of a locally
convex vector space. Then

— K is said to be a Choquet simplex, if every point of K is the barycenter
of a unique probability measure supported on the set of extreme points
of K.

— K is said to be a Poulsen simplex if K is a Choquet Simplex so that the
set of extreme points of K is strictly contained in K and is dense in K.

Recall that E. Poulsen [Poul] constructs the first Choquet simplex whose
extreme points are dense. The result in [LOS] shows that any two metricable
non-trivial simplices with dense extreme points are equivalent up to affine
homeomorphisms, hence one can consider these spaces as Poulsen simplex 1.

Let C be a compact f -invariant set. We denote by Minv(C, f) the set of
invariant measures supported on C. A classical result is that Minv(C, f) is
always a Choquet simplex, hence Sigmund’s theorem (see [Sig1]) shows that if
C is a hyperbolic basic set thenMinv(C, f) is a Poulsen Simplex.

2.5 Good approximation and [GIKN] criterion

In this subsection, we state the [GIKN] criterion ensuring that a sequence
of periodic measures converges to an ergodic measure. This criterion is firstly
used in [GIKN, KN] and is developed in [BDG] for building non-hyperbolic
ergodic measures as the limit of periodic measures.

1. I thank Lorenzo. Díaz for pointing out this fact.
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Definition 2.5.1. Given a compact metric space (X, d) and let f : X 7→ X be
a continuous map. Fix ε > 0 and κ ∈ (0, 1). Let γ1 and γ2 be two periodic orbits
of f , and we denote by π(γi) the period of the periodic orbit γi for i = 1, 2.
Then, the periodic orbit γ1 is said to be a (ε, κ) good approximation for γ2, if
there exist a subset γ1,ε of γ1 and a projection P : γ1,ε → γ2 such that:

— for every y ∈ γ1,ε and every i = 0, · · · , π(γ2)− 1, one has

d(f i(y), f i(P(y))) < ε;

— the proportion of γ1,ε in γ1 is larger that κ. In formula:

#γ1,ε

π(γ1)
≥ κ.

— the cardinal of the pre-image P−1(x) is the same for all x ∈ γ2.

We can now state the [GIKN] criterion refined in [BDG]:

Lemma 2.5.2. [BDG, Lemma 2.5] Let (X, d) be a compact metric space and
f : X 7→ X be a homeomorphism. Let {γn}n∈N be a sequence of periodic orbits
whose periods tend to infinity. We denote by µn the Dirac measure of γn.

Assume that the orbit γn+1 is a (εn, κn) good approximation for γn, where
εn > 0 and 0 < κn < 1 satisfy∑

n

εn <∞ and
∏
n

κn > 0.

Then the sequence {µn} converges to an ergodic measure ν whose support
is given by

supp ν = ∩∞n=1∪∞k=nγk.

2.6 Shadowing lemma and approaching hyper-
bolic measures by periodic orbits

In this thesis, we use a shadowing lemma which is firstly given by S. Liao
[L1] and is developed by S. Gan[G1]; this shadowing lemma allows us to find
the periodic orbits without perturbing the dynamics.

Let Λ be an f -invariant compact set. Assume that there exists a Df -
invariant continuous splitting TΛM = E⊕F . For any λ < 0, an orbit segment
{x, n} := {x, . . . , fn(x)} contained in Λ is called a λ-quasi hyperbolic string, if
the followings are satisfied:

— Uniform contraction of E by Df , from x to fn(x):

1

k

k−1∑
i=0

log ‖Df |E(f i(x))‖ ≤ λ,

for every k = 1, · · · , n;
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— Uniform contraction of F by Df−1, from fn(x) to x

1

n− k

n−1∏
i=k

logm(Df |F (f i(x))) ≥ −λ,

for every k = 0, · · · , n− 1;
— Domination of E by F from x to fn(x)

log ‖Df |E(f i(x))‖ − logm(Df |F (f i(x))) ≤ 2λ,

for every i = 0, · · · , n− 1.

Remark 2.6.1. From the definition, we can easily check that a λ-quasi hyper-
bolic string is also a λ

2
-quasi hyperbolic string.

Definition 2.6.2. Consider d > 0 and λ < 0. Let {xi}i∈Z be a sequence
of points in Λ and {ni}i∈Z be a sequence of positive integers. We say that the
sequence of orbit segments

{
{xi, ni}

}
i∈Z is a λ-quasi hyperbolic d-pseudo orbit

if for any i, we have:
— d(fni(xi), xi+1) ≤ d,
— the orbit segment {xi, ni} is a λ-quasi hyperbolic string.

We say that a λ-quasi hyperbolic d-pseudo orbit
{
{xi, ni}

}
i∈Z is periodic,

if there exists a positive integer m such that ni+m = ni and xi+m = xi for all i.
Then, assuming that m is the smallest such positive integer, the sum

∑m−1
i=0 ni

is the period of the pseudo orbit.

Definition 2.6.3. Let {xi}i∈Z be a sequence of points and {ni}i∈Z be a sequence
of strictly positive integers. We define

Ti =


0 if i = 0
n0 + · · ·+ ni−1 if i > 0
−n−i − · · · − n−1 if i < 0

Let ε > 0, we say that the orbit of a point x ε-shadows
{
{xi, ni}

}
i∈Z if for

any i ∈ Z and Ti ≤ j ≤ Ti+1 − 1, we have that

d(f j(x), f j−Ti(xi)) < ε.

Now, we are ready to state the shadowing lemma for quasi hyperbolic
pseudo orbit.

Lemma 2.6.4. [G1] Assume that Λ is an f -invariant compact set and there
exists an f -invariant continuous splitting TΛM = E ⊕ F .

Then, for any λ < 0, there exist L > 0 and d0 > 0 such that for any
d ∈ (0, d0] and any λ-quasi hyperbolic d-pseudo orbit

{
{xi, ni}

}
i∈Z, there exists

a point x whose orbit L · d shadows
{
{xi, ni}

}
i∈Z .

If moreover the quasi hyperbolic pseudo-orbit
{
{xi, ni}

}
i∈Z is periodic, then

the point x can be chosen to be periodic with the same period.
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Remark 2.6.5. If the splitting TΛM = E ⊕ F is a dominated splitting,

Lemma 2.6.4 (together with the C1-Pesin theory in [ABC]) has been used
by S. Crovisier [C] for approaching hyperbolic ergodic measures with periodic
orbits:

Proposition 2.6.6. [C, Proposition 1.4] Let f ∈ Diff1(M) and µ be a hy-
perbolic ergodic measure whose non-uniform hyperbolic splitting E− ⊕ E+ is
dominated. Then µ is supported on a homoclinic class.

Moreover, there exists a sequence of periodic orbits {γn}n∈N of s-index
dim(E−) which are pairwise homoclinically related, such that γn converges to
the support of µ for the Hausdorff topology and the Dirac measure supported
on γn converges to µ in the weak∗-topology.

Remark 2.6.7. This result is firstly obtained by [G2] on surfaces.

2.7 Plaque family and estimate on the size of
invariant manifold

In this section, let Λ be a compact f -invariant set with a dominated split-
ting TΛM = E ⊕ F .

We recall the Plaque family theorem by [HPS] showing that there exist
invariant plaque families for dominated splitting. Given a continuous bundle
G over a set K, for any x ∈ K and r > 0, we denote by Gx(r) = {v ∈
Gx|‖ v ‖ ≤ r} and denote by G(r) = ∪x∈KGx(r).

Lemma 2.7.1. Let Λ be a compact f -invariant set admitting a dominated
splitting TΛM = E ⊕ F . Then there exist two continuous maps W cs : E(1)→
M and W cu : F (1)→M satisfying the followings:

— for any x ∈ Λ, the induced map W cs
x : Ex(1) 7→ M (resp. W cu

x :
Fx(1) 7→ M) is a C1 embedding and is tangent to Ex (resp. Fx) at the
point x = W cs

x (0) (reps. x = W cu
x (0)).

— the families {W cs
x }x∈Λ and {W cu

x }x∈Λ of C1 embedding maps are con-
tinuous;

— there exists a neighborhood UE (resp. UF ) of zero section in E (resp.
F ) such that the image of W cs

x (Ex ∩ UE) (resp. W cu
x (Fx ∩ UF )) by f

(resp. f−1) is contained in W cs
x (Ex) (reps. W cu

x (Fx ∩ UF )).

We denote by W cu
δ (x) = W cu

x (Fx(δ)) and W cs
δ (x) = W cs

x (Ex(δ)), for δ ∈
(0, 1].

Definition 2.7.2. Let Λ be a compact invariant set admitting a dominated
splitting TΛM = E ⊕ F . Given λ < 0. A point x ∈ Λ is called a (λ,E)
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hyperbolic time if we have the following:

n−1∑
i=0

log ‖Df |E(f i(x)) ‖ ≤ n · λ, for any integer n ≥ 1.

Similarly, we can define the (−λ, F )-hyperbolic time which is a (λ, F ) hyper-
bolic time for f−1.

By Lemma 2.7.1, we can fix a plaque family W cs corresponding to the
bundle E. The following lemma guarantees the existence of stable manifold
at a (λ,E) hyperbolic time. The proof is classical (see for instance [ABC,
Section8.2]).

Lemma 2.7.3. For any λ < 0, there exists η > 0 such that for any (λ,E)
hyperbolic time x, we have that the disc W cs

η (x) is contained in the stable
manifold of x.

Remark 2.7.4. Similar result holds for (−λ, F ) hyperbolic time.

To find the (λ,E) hyperbolic time, we need the following well known result:

Lemma 2.7.5. [Pl] Given a number b. Consider a sequence of numbers
a1, · · · , an bounded from above by b. Assume that there exists a number c < b
such that

∑n
i=1 ai ≥ n · c.

Then for any number c′ < c, there exist l integers t1, · · · , tl ⊂ [1, n] satis-
fying that:

tk∑
i=j

ai ≥ (tk − j + 1)c′, for any k = 1, · · · , l and any j = 1, · · · , tk.

Moreover, we have l
n
≥ c−c′

b−c′ .

Let p be a periodic point and λ be a negative number. Assume that there
exists a Df invariant splitting TOpM = E ⊕ F over the orbit Op. The point p
is called a λ bi-hyperbolic time if for any k = 1, · · · , π(p), we have that

1

k

k−1∑
i=0

log ‖Df |E(f i(p)) ‖ ≤ λ

and
1

k

k−1∑
i=0

log ‖Df−1|F (f−i(p)) ‖ ≤ λ.

The following classical lemma gives the existence of bi-hyperbolic time (see
for instance [Wa, Lemma 2.21]).
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Lemma 2.7.6. Let f ∈ Diff1(M) and p be a periodic point. Assume that there
exists a Df invariant splitting TOpM = E ⊕ F and a number λ < 0 satisfying
that

—
1

π(p)

π(p)−1∑
i=0

log ‖Df |E(f i(p)) ‖ ≤ λ

—
1

π(p)

π(p)−1∑
i=0

log ‖Df−1|F (f−i(p)) ‖ ≤ λ.

— log ‖Df |E(f i(p)) ‖ + log ‖Df−1|F (f i+1(p)) ‖ ≤ 2 · λ, for any integer i.
Then for any λ′ ∈ (λ, 0), there exists a point q ∈ Op such that q is a λ′

bi-hyperbolic time.

2.8 Blender

Blender is a powerful tool in the study of robustly non-hyperbolic phe-
nomena. In this subsection, we will state a new definition of blender recently
defined by [BBD3], and a special blender called blender horseshoe given in
[BD2].

2.8.1 Dynamically defined blender

Let’s first recall some notations in [BBD3]. Let Di(M) be the set of C1

embedded i-dimensional compact discs on a compact Riemannian manifoldM .
We endow Di(M) with C1-topology in the following way: for any D ∈ Di(M),
which is the image of the embedding φ : Di 7→M where Di is the i-dimensional
closed unit disc in Ri, we define the C1 neighborhood of D as the set of the
images of all the embedding maps contained in a C1 neighborhood of φ.

For any D1, D2 ∈ Di(M), one can define their distance as

ρ(D1, D2) = dHaus(TD1, TD2) + dHaus(T∂D1, T∂D2),

where dHaus(·, ·) denotes the Hausdorff distance on the corresponding Grass-
mann manifold. It has been proven in [BBD3, Section 3.1] that the distance
ρ(·, ·) induces the C1-topology in Di(M).

Let f ∈ Diff1(M), and D be a family of i-dimensional embedded discs. For
any ε > 0, we denote by Vε(D) the ε-neighborhood of D for the distance ρ(·, ·).

The family D is called a strictly invariant family, if there exists ε > 0 such
that for any D ∈ Vε(D), its image f(D) contains an element of D. The number
ε is called the strength of the strictly invariant family D.
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Definition 2.8.1. (Dynamical Blender) Let f ∈ Diff1(M). A hyperbolic
basic set Λ of f is called a dynamically defined cu-blender of uu-index i, if the
followings are satisfied:

— there exists a dominated splitting of the form TΛM = Es ⊕ Ec ⊕ Euu

over Λ; where dim(Es) = ind(Λ), dim(Ec) > 0 and dim(Euu) = i.
— there exists a neighborhood U of Λ such that Λ =

⋂
n∈Z f

n(U) and there
exists a Df -strictly invariant continuous cone field Cuu of index i defined
on U ;

— there is a strictly invariant family D ⊂ Di(M) of discs with strength
ε > 0 such that every disc D ∈ Vε(D) is tangent to Cuu and is contained
in U .

The set U is called the domain of Λ, the cone field Cuu is called the strong
unstable cone field of Λ and the family D is called strictly invariant family of
discs. We denote the dynamically defined cu-blender as (Λ, U, Cuu,D)

We can also define the cs-blender which is a cu-blender for the reversed
dynamics.

Remark 2.8.2. [BBD3, Scholium 3.15] Let (Λ, U, Cuu,D) be a dynamically
defined cu-blender, there exists a disc in the local strong unstable manifold of
a point in Λ which is approximated by discs in D.

The main property of a dynamically defined blender is the following:

Lemma 2.8.3. [BBD3, Lemma 3.14] Let (Λ, U, Cuu,D) be a dynamically de-
fined cu-blender and ε be the strength of the strictly invariant family D.

Then there exists a C1 neighborhood U of f such that for any g ∈ U , one
has

— Let Λg be the continuation of Λ. For any D ∈ Vε/2(D), one has that
W s(Λg) ∩D 6= ∅;

— the continuation (Λg, U, Cuu,Vε/2(D)) is a dynamically defined blender
for g.

We call the open family Vε/2(D) the superposition region of the blender (Λ, U, Cuu,D).

2.8.2 Blender horseshoe

In this part, we recall the main feature of a special and simplest blender
called blender horseshoe (for specific definition see [BD3]).

Consider Rn = Rs ⊕ R ⊕ Ru. For α ∈ (0, 1), we define the following cone
fields:

Csα(x) = {v = (vs, vc, vu) ∈ Rs ⊕ R⊕ Ru = TxM |‖vc + vu‖ ≤ α‖vs‖}

Cuα(x) = {v = (vs, vc, vu) ∈ Rs ⊕ R⊕ Ru = TxM |‖vs‖ ≤ α‖vc + vu‖}

Cuuα (x) = {v = (vs, vc, vu) ∈ Rs ⊕ R⊕ Ru = TxM |‖vs + vc‖ ≤ α‖vu‖}.
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For α ∈ (0, 1), one can check that Csα(x) is transverse to Cuα(x) and Cuuα (x) is
contained in Cuα(x) for any x ∈ Rn.

Denote by C = [−1, 1]s × [−1, 1] × [−1, 1]u. A blender horseshoe Λ of u-
index i + 1 is a hyperbolic basic set of u-index i + 1 for an embedding map
f : C 7→ Rn such that:

H1) the maximal invariant set in C is Λ and the dynamics restricted to C
is a two-leg horseshoe ( hence it exhibits two fixed points P and Q),
that is, the intersection f−1(C) ∩ C consists of two horizontal disjoint
sub-cubes A,B and the images f(A), f(B) are two vertical sub-cubes;

H2) the set f(C) ∩ [−1, 1]s × R × [−1, 1]u consists of two connected com-
ponents A,B such that P ∈ A and Q ∈ B. Furthermore, there exists
α ∈ (0, 1) such that the cone field Csα is strictly Df−1 invariant and
the cone fields Cuα, Cuuα are strictly Df invariant. Moreover, for any
x ∈ f−1(A ∪ B) and any vector v ∈ Cuα(x), v is uniformly expanded by
Df . Similarly, the vector in Csα is uniformly contracted by Df .

H3) A compact disc Du of dimension i is called a uu-disc, if the relative
interior of Du is contained in the interior of C, Du is tangent to Cuuα
and the boundary of Du is contained in [−1, 1]s × [−1, 1] × ∂[−1, 1]u.
Then every uu-disc intersectingW s

loc(P ) (resp. W s
loc(Q)) is disjoint from

W s
loc(Q) (resp. W s

loc(P )).
H4) A uu-disc Du is between W s

loc(P ) and W s
loc(Q), if Du is homotopic to

W uu
loc (P ) in the set of uu-discs whose homotopy process is disjoint from

W s
loc(Q) and Du is homotopic to W uu

loc (Q) in the set of uu-discs whose
homotopy process is disjoint from W s

loc(P ). Then, for any uu-disc Du

between W s
loc(P ) and W s

loc(Q), at least one of the connected components
of f(Du) ∩ C is a uu-disc between W s

loc(P ) and W s
loc(Q)

The existence of blender horseshoes is a robust property. The items H1) and
H2) imply that there exists a dominated splitting TΛM = Es⊕Ecu⊕Euu such
that dim(Euu) = i and dim(Ecu) = 1.

A uu-disc Du is said to be in the characteristic region, if Du is between
W s
loc(P ) and W s

loc(Q). According to item H4) above, for any uu-disc Du in the
characteristic region, f(Du) contains a uu-disc in the characteristic region.

By items H1) and H2), there exists ε1 > 0 such that

A ∪ B ⊂ (−1 + ε1, 1− ε1)s × [−1, 1]× [−1, 1]u

and
f−1(A ∪ B) ⊂ [−1, 1]s × [−1, 1]× (−1 + ε1, 1− ε1)u.

A compact disc S of dimension i+ 1 is called a cu-strip if S is tangent to the
cone field Cuα and is the image of a C1-embedding map

Φ : [−1, 1]× [−1, 1]u 7→ [−1 + ε1, 1− ε1]s × [−1, 1]× [−1, 1]u

satisfying that Φ({t} × [−1, 1]u) is a uu-disc, for any t ∈ [−1, 1]. The cu-strip
S is called in the characteristic region if for any t ∈ [−1, 1], Φ({t}× [−1, 1]u) is
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between W s
loc(P ) and W s

loc(Q). The uu-discs Φ({−1} × [−1, 1]u) and Φ({1} ×
[−1, 1]u) are called the vertical boundary components of S. For any cu-strip S,
we define the central length `c(S) of S as the minimum length of all C1 curves
in S joining the two vertical boundary components of S.

In the rest of this subsection, we fix f ∈ Diff1(M) exhibiting a blender
horseshoe Λ corresponding to the cube C. We fix τ > 1 such that for any
x ∈ C ∩ f−1(C) and v ∈ Cuα(x), one has ‖Df(v) ‖ ≥ τ · ‖ v ‖ .

Lemma 2.8.4. The blender horseshoe Λ is a dynamically defined blender.

Proof. Let D′ be the set of uu-discs D satisfying that
— D is in the characteristic region of the blender;
— D is contained in [−1 + ε1, 1− ε1]s × [−1, 1]× [−1, 1]u.

By item H3) above, there exists ε2 > 0 such that for any cu-strip S1 of central
length 2ε2 which intersects W s

loc(P ) and any cu-strip S2 of central length 2ε2
which intersects W s

loc(Q), we have that S1 and S2 are disjoint.
Since the existence of blender horseshoes is robust, there exists ε3 > 0 such

that for any diffeomorphism g ε3-close to f , the continuation Λg is a blender
horseshoe corresponding to the cube C. Let ε = min{ε2, ε3}.

For any δ > 0 small, we denote by Dδ the set of uu-discs Du ∈ D′ such
that there exists a cu-strip S which is disjoint from W s

loc(P ) ∪W s
loc(Q) and is

defined by

φ : [−1, 1]× [−1, 1]u 7→ [−1 + ε1, 1− ε1]s × [−1, 1]× [−1, 1]u

satisfying that
— φ({0} × [−1, 1]u) = Du,
— the central length of the cu-strips φ([0, 1] × [−1, 1]u) and φ([−1, 0] ×

[−1, 1]u) are δ;
One can check that

∅ 6= Dδ ( Dδ′ , for any δ′ < δ small.

Claim 2.8.5. There exists δ0 > 0 small such that Dδ0 is a strictly invariant
family.

Proof. We denote by c = supx∈C ‖Df(x) ‖ > τ . By the uniform expansion of
Df along Cuα, there exists δ1 <

ε
2c

small enough such that for any δ ≤ δ1 and
any uu-disc Du ∈ Dδ\D2δ, we have that f(D) contains a uu-disc in Dτ ·δ.

Let δ0 = 1
2
δ1 and δ′ = τδ0 < ε. We will prove that for any D ∈ D2δ0 , f(D)

contains a uu-disc in Dδ′ . Since the blender horseshoe is a horseshoe with two
legs, for any D ∈ Dδ0 , one has that f(D) contains two discs D1, D2 such that

— D1 = f(D) ∩ A and D2 = f(D) ∩ B;
— D1, D2 are tangent to the cone field Cuuα .
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By item H4), either D1 or D2 is in the characteristic region of the blender.
Without loss of generality, we assume that D1 is in the characteristic region. If
D1 is contained in Dδ′ , we are done. Otherwise, one can do a δ′-perturbation
f̃ of f in A without changing W s

loc(P ) such that f̃(D) ∩ A is not in the char-
acteristic region of Λf̃ , then one has that D2 is in the characteristic region of
Λf̃ as well as of Λ. In this case, one has that D2 must be in Dδ′ , otherwise,
one can do another δ′-perturbation f ′ of f̃ , supported in B without changing
W s
loc(Q), such that f ′(D) ∩ B is not in the characteristic region of Λf ′ which

contradicts to the item H4) for f ′.
By the strictly invariant property of the strong unstable cone field, one has

that Dδ0 is a strictly invariant family.

Let D be the restriction of the family Dδ0 to the region [−1, 1]s× [−1, 1]×
[−1 + ε1, 1 − ε1]u, then this gives a strictly invariant family D in the interior
of C, ending the proof of Lemma 2.8.4.

According to Lemma 2.8.4, we can also denote a cu-blender horseshoe as
(Λ, C, Cuuα ,D). C is also called the domain of Λ. Let ε0 be the strength of
D. In the whole thesis, for a blender horseshoe, we use the type of strictly
invariant family given by Lemma 2.8.4.

Recall that τ > 1 is the number such that for any x ∈ C ∩f−1(C), we have
that

‖Df(v) ‖ > τ · ‖ v ‖ , for any 0 6= v ∈ Cuα(x).

We can prove that the central length of any cu-strip, “crossing" the character-
istic region, is uniformly expanded by the dynamics. To be precise:

Lemma 2.8.6. For any cu-strip S defined by φ : [−1, 1] × [−1, 1]u 7→ C
satisfying that φ({t0} × [−1, 1]u) contains an element of D, for some t0 ∈
[−1, 1], if the central length of S is less than ε0, one has that f(S) contains a
cu-strip S1 in C such that

— `c(S1) > τ · `c(S);
— S1 is foliated by uu-discs, one of which contains an element of D.

Proof. By the strictly invariant property of D, f(φ({t0}× [−1, 1]u)) contains a
disc Du

1 in D. By item H2), the connected component of f(S) ∩ C containing
Du

1 is a cu-strip S1 in C. For any C1-curve γ in S1 joining the two vertical
boundary components of S1, we have that f−1(γ) is a C1 curve in S and joins
the two vertical boundary components of S. Hence, we have that the length
`(f−1(γ)) is no less than `c(S). Since S is tangent to Cuα, by the uniform
expansion of Df along the cone field Cuα, we have that `(γ) > τ · `(f−1(γ)),
which implies that `c(S1) > τ · `c(S).

Remark 2.8.7. Lemma 2.8.6 allows us to iterate cu-strips crossing the su-
perposition region and to gain some expansion in the center direction. This
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is also the reason why we use blender horseshoe instead of the more general
dynamically defined blender.

By Lemma 2.8.3, we have that for any Du ∈ D, there exists a non-empty
intersection between Du and W s

loc(Λ). Since Λ is a hyperbolic basic set, we
have that there exists x ∈ Λ such that Du intersects W s

loc(x). In general, x is
not a periodic point. The following lemma shows that we can enlarge the disc
Du in the center direction, and after (uniformly) finite many iterations, the
enlarged disc always intersects the local stable manifolds of periodic orbits in
Λ.

Lemma 2.8.8. Let (Λ, C, Cuuα ,D) be a cu-blender horseshoe and ε be the strength
of D. Then there exists N ∈ N such that for any cu-strip Dcu defined by
φ : [−1, 1]× [−1, 1]u 7→ C satisfying that

— the central length of Dcu is no less than ε;
— each uu-disc φ({t} × [−1, 1]u) contains an element of Vε/2(D);

and for any hyperbolic periodic orbit Op ⊂ Λ, one has that there exists a point
x ∈ Dcu whose forward orbit is in C, such that fN(x) ∈ W s

loc(Op).

Proof. By the hyperbolicity of Λ, there exist η > 0 and δ > 0 small enough
such that for any points x, y ∈ Λ with d(x, y) < δ, one has that W s

η (x) is
contained in C and intersects W u

η (y) transversely in a unique point.
Since for any Du ∈ Vε/2(D), the stable manifold W s

loc(Λ) intersects Du

transversely, hence there exists δ0 > 0 such that for any cu-strip Dcu satisfying
the hypothesis of Lemma 2.8.8, there exists x ∈ Λ such that W s

loc(x) intersects
Dcu transversely in a point whose distance to the boundary of Dcu is no less
than δ0.

By the uniform continuity of the local stable manifold, there exists δ1 < δ
such that for any points x, y ∈ Λ with d(x, y) < δ1 and any disc D with
inner radius no less than δ0/2 and which is tangent to the center unstable cone
field and is centered at a point in W s

loc(x), one has that W s
loc(y) intersects Dcu

transversely in the interior.
Since Λ is a hyperbolic basic set, there exists a periodic orbit Op0 and a

positive integer N such that
— the orbit Op0 is δ1/2 dense in Λ.
— for any two points p1, p2 ∈ Op0 , there exists an integer n ∈ [0, N ] such

that f−n(W u
η (p1)) ⊂ W u

δ1/2
(p2).

By the choice of N , one has that N depends only on the number δ0 and
on the set Λ and one can check that N is the integer that we need, ending the
proof of Lemma 2.8.8.
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2.9 Flip-flop configuration
In this section, we recall the definition and the properties of flip-flop con-

figuration. Roughly speaking, a flip flop configuration is a robust cycle formed
by a cu-blender and a hyperbolic periodic orbit of different indices in the way:
the unstable manifold of the periodic orbit “crosses" the superposition region
of the cu-blender, and every disc in the strictly invariant family intersects the
stable manifold of the periodic orbit. To be specific:

Definition 2.9.1. Consider a dynamically defined blender (Λ, U, Cuu,D) of
uu-index i and a hyperbolic periodic point q of u-index i. We say that Λ and q
form a flip-flop configuration, if there exist a disc ∆u ⊂ W u(q) and a compact
submanifold with boundary ∆s ⊂ W s(q) ∩ U such that:

1. ∆u ∈ D and f−n(∆u) ∩ U = ∅, for any n ∈ N+;
2. there exists N ∈ N such that for any integer n > N , fn(∆s) ∩ U = ∅;

Moreover, for any x ∈ ∆s, if f j(x) /∈ U for some j > 0, the forward
orbit of f j(x) is in the complement of U ;

3. for any y ∈ ∆s, TyW s(q) ∩ Cuu = {0};
4. there exist a compact set K ⊂ ∆s and a number η > 0 such that for

any disc D ∈ D, the disc D intersects K in a point whose distance to
∂D is no less than η.

We denote the flip flop configuration as (Λ, U, Cuu,D,Oq,∆s,∆u).

Remark 2.9.2. 1. By item (4) in Definition 2.9.1, for the discs in D,
their diameters are uniformly bounded away from zero;

2. It’s shown in [BBD3, Proposition 4.2] that the existence of flip-flop
configurations is a robust property.

One says that a set V is a neighborhood of the flip-flop configuration
(Λ, U, Cuu,D,Oq,∆s,∆u), if its interior contains the set

Oq ∪ U ∪
⋃
j≥0

f j(∆s) ∪
⋃
j≥0

f−j(∆u).

Lemma 2.9.3. [BBD3, Lemma 4.6]Let f ∈ Diff1(M). Assume that there
exists a flip-flop configuration (Λ, U, Cuu,D,Oq,∆s,∆u). For any small enough
compact neighborhood V of the flip-flop configuration, one has that the maximal
invariant set in V has a partially hyperbolic splitting of the form Ecs ⊕ Euu,
where dim(Euu) equals the u-index of q. Moreover, there exists a strictly Df -
invariant cone field CuuV over V which continuously extends the cone field Cuu,
such that any vector in CuuV is uniformly expanded by Df .

Definition 2.9.4. Given a flip-flop configuration (Λ, U, Cuu,D,Oq,∆s,∆u).
Let i be the u-index of the periodic point q. We say that this configuration is
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split if there exists a small compact neighborhood V of this configuration such
that the maximal invariant set in V admits a partially hyperbolic splitting of
the form Ess ⊕ Ec ⊕ Euu, where dim(Ess) = ind(Λ) and dim(Euu) = i.

The following proposition gives the existence of split flip-flop configurations,
whose proof can be found in [BBD3, Section 5.2].

Proposition 2.9.5. [BBD3] Let U be an open set of diffeomorphisms such
that for any f ∈ U , there exist two hyperbolic periodic points pf , qf of u-indices
ip > iq respectively which continuously depend on f and are in the same chain
class C(pf , f).

Then there exists an open and dense subset Ũ of U such that for any f ∈ Ũ
and any i ∈ (iq, ip], there exists a split flop-flop configuration formed by a
dynamically defined cu-blender of uu-index i−1 and a hyperbolic periodic orbit
of u-index i− 1.

2.10 Flip flop family and the controlled at any
scale

In this section, we restate a criterion given in [BBD2] for the existence of
zero average for a continuous function along an orbit. We would also present an
abstract mechanism called flip flop family where this criterion can be applied.

In this section, let (X, d) be a metric space, K ⊂ X be a compact subset,
f : X 7→ X be a homeomorphism and ϕ : K → R be a continuous function.

Definition 2.10.1. Given β > 0, t ∈ N and T ∈ N+ ∪ {+∞}, we say that
a point x ∈ K is (β, t, T )-controlled, if f i(x) ∈ K for 0 ≤ i < T and there
exists a subset P ⊂ N such that

— 0 ∈ P and T = sup(P);
— if k < l are two consecutive elements in P, then we have

l − k ≤ t and
1

l − k
∣∣ l−k−1∑

i=0

ϕ
(
f i+k(x)

)∣∣ ≤ β.

A point x ∈ K is controlled at any scale if there exist monotone sequences
(ti)i of natural numbers and (βi)i of positive numbers, with ti → +∞ and
βi → 0, such that x is (βi, ti,+∞)-controlled for every i. Note that this
implies that the ω-limit set ω(x) is contained in K.

Denote by ϕn(x) :=
∑n−1

i=0 ϕ(f i(x)), for x ∈ ∩n−1
i=0 f

−i(K). In particular,
if x is controlled at any scale, its positive orbit remains in K so that ϕn is
defined and continuous on the closure of this positive orbit. Now, for the
points controlled at any scales, we have the following property:
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Lemma 2.10.2. [BBD2, Lemma 2.2] If x ∈ K is controlled at any scale, then
every point y ∈ ω(x) satisfies

lim
n→∞

1

n
ϕn(y) = 0.

Moreover, the limit is uniform over the ω-limit set ω(x).

Definition 2.10.3. (Flip− flop family) A flip-flop family, associated to the
continuous function ϕ, is a family F of compact subsets of K with uniformly
bounded diameters that splits as F = F+ ∪ F− into two disjoint families satis-
fying:

1. There exists a constant α such that for any D+ ∈ F+, D− ∈ F− and
any points x ∈ D+, y ∈ D−, we have ϕ(x) > α > 0 > −α > ϕ(y);

2. For any D ∈ F, there exist two subsets D+, D− of D such that f(D+) ∈
F+ and f(D−) ∈ F−;

3. There exists a constant λ > 1 such that if x, y belong to the same element
D0 of F and if f(x) and f(y) belong also to the same element D1 of F
then

d(f(x), f(y)) ≥ λ d(x, y).

An important property of flip-flop family is the following:

Lemma 2.10.4. [BBD2, Theorem 2.1] For any D ∈ F, there exists a point
x ∈ D such that x is controlled at any scale with respect to ϕ.

By Definition 2.10.3, we can iterate any element of F and its image contains
an element of F. This leads to the notion F-segment below.

Definition 2.10.5. Given T ∈ N, a F-segment of length T is a sequence
E = {Ei}0≤i≤T of compact sets such that

— f(Ei) = Ei+1,
— there is a family {Di}0≤i≤T ⊂ F so that the compact set Ei is contained

Di and DT = ET
We call E0 the entrance of E and ET the exit of E.

Definition 2.10.6. Given two F-segments E = {Ei}0≤i≤T and F = {Fj}0≤j≤S;
if the exit of E contains the entrance of F , the concatenation of E and F is a
F-segment E ? F = {Gi}0≤i≤T+S defined as follows:

Gi =

{
f i−T (F0) if i ≤ T
Fi−T if i > T

Next straightforward lemma gives a precise meaning to the simple idea
that, if one controls the averages of ϕ along F segments, one also controls the
averages along the concatenation of these segments. This will allow us to build
F-segment of arbitrarily long length on which we control the averages of ϕ.
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Lemma 2.10.7. Let Ei = {Ei,j}j∈{0,··· ,Ti}, i ∈ {0, · · · , n}, be a family of F-
segments of length Ti so that the exit of Ei contains the entrance of Ei+1 for
i ∈ {0, · · · , n − 1}. Denote by T =

∑n
i=0 Ti and let F = {Fj}j∈{0,...,T} be the

F-segment defined as the concatenation

F = E0 ? E1 ? · · · ? En.

Assume that there are α < β so that for any i and any x ∈ Ei,0, one has

1

Ti
ϕ
Ti
∈ [α, β].

Then for every x ∈ F0 one has

1

T
ϕ
T
∈ [α, β].

Given x ∈ D0 ∈ F, a positive integer t, a point s = (s0, s1, · · · ) ∈ {+,−}N
and T ∈ N+ ∪{+∞}, we say that x follows the t-pattern s up to time T , if for
any n ∈ [0, T ) which is a multiple of t, we have that fn+1(x) ∈ ∪D∈FsnD.

Given t ∈ N+ and s ∈ {+,−}N, we say that a F-segment E = {Ei}0≤i≤T
follows t-pattern s, if for any x ∈ E0, the point x follows t-pattern s up to time
T .

The key lemma in [BBD2] to find zero center Lyapunov exponent set is the
following:

Lemma 2.10.8. [BBD2, Lemma 2.12]Given a flip-flop family (F, ϕ), we fix
two sequences of positive numbers {ak} and {bk} which will converge to zero
and satisfy that bk > ak > bk+1 for any k ∈ N.

Then there exists a sequence of integers 1 = t0 < t1 < · · · satisfying that
— each ti+1 is a multiple of ti, for any i ∈ N;
— for every integer k > 1, every member D ∈ F and every pattern s ∈
{+,−}N, there exist two integers T+, T− ∈ N and two F-segments E+, E−
of lengths T+ and T− respectively such that:
– the entrances of E+ and E− are contained in D;
– T+ and T− are multiples of t1 and satisfy tk−1 < T± ≤ tk;
– the segments E+ and E− are (bi, ti)-controlled for i = 1, · · · , k − 1;
– for all x in the entrance of E+ and all y in the entrance of E−, we
have

ak ≤
1

T+

ϕ
T+

(x) ≤ bk and − bk ≤
1

T−
ϕ
T−

(y) ≤ −ak;

– the segments E+ and E− follow the t1-pattern s.

According to Lemma 2.10.8, we can find a sequence of orbit segments
{xi, Ti} whose lengths tend to infinity in the sense of time and those segments
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are (bj, tj) controlled for any j < i. Then the accumulation x of xi is controlled
at any scale and finally any ergodic measure supported on the ω-limit set of
x is non-hyperbolic. The last item in the Lemma 2.10.8 guarantees that our
system has positive topological entropy on ω(x).

2.11 Flip flop configuration and flip flop family

The following proposition shows that the dynamics on a flip-flop configu-
ration induces a flip-flop family.

Proposition 2.11.1. [BBD2, Proposition 4.9] Consider a diffeomorphism f
exhibiting a flip-flop configuration formed by a dynamical blender Λ and a
hyperbolic periodic orbit Oq . Let V be a partially hyperbolic neighborhood of
this flip-flop configuration, CuuV be the associated strong unstable cone field in
V and K be the maximal invariant set of f in V . Assume that ϕ : V → R is a
continuous function that is positive on Λ and is negative on the periodic orbit
Oq.

Then there exist an integer N ≥ 1 and a flip-flop family F with respect to
the dynamics fN and the function

ϕ
N

:=
N−1∑
j=0

ϕ ◦ f j defined on ∩N−1
j=0 f

−j(V ).

Moreover, given any ε > 0, one can choose the flip-flop family F = F+ ∪ F−

such that ∪F+ (resp.∪F−) is contained in the ε-neighborhood of Λ (resp.Oq.)

Remark 2.11.2. If ϕ is obtained by extending log ‖Df |Ec ‖ on K continu-
ously to V , then the points in the ω-limit set of an orbit which are controlled
at any scale have a vanishing center Lyapunov exponent.

Remark 2.11.3. According to [BBD2, Section 4.4], one can choose the flip-
flop family (F, ϕ

N
) such that:

— the discs in F are tangent to the strong unstable cone field CuuV and have
uniform diameter;

— the disc ∆u ⊂ W u(Oq) in the definition of flip-flop configuration con-
tains a disc which is an element of F.

— Denote by W s
loc(Oq) the connected component of W s(Oq) ∩ V , which

contains Oq. For any D ∈ F, one of the followings is satisfied:
– f 2N(D) ∈ D;
– f 2N(D) intersects W s

loc(Oq) transversely;
– D intersects W s

loc(Oq) transversely.
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2.12 Perturbation technics

Let A1, · · · , Al ∈ GL(d,R) and we denote by B = Al ◦ Al−1 ◦ · · · ◦ A1.
Let λ1(B), · · · , λd(B) be the eigenvalues of B, counted by multiplicity and
satisfying

|λ1(B)| ≤ · · · ≤ |λd(B)|.

The ith Lyapunov exponent of B is defined as

χi(B) =
1

l
log |λi(B)|.

We say that B has simple spectrum if all the Lyapunov exponents of B are
mutually different.

We state a version of Theorem 4.11 in [BB] adapted to our situation. A
similar result can be found in [G3].

Lemma 2.12.1. For any d ≥ 2, ε > 0, and R > 1, there exist two positive
integers T, l0 such that:

Given l linear maps A1, · · · , Al ∈ GL(d,R) with l ≥ l0 such that ‖Ai ‖ , ‖A−1
i ‖ <

R. Assume that B = Al ◦ Al−1 ◦ · · · ◦ A1 has no T -domination of index j for
any j ∈ {i0 + 1, · · · , i0 + k0 − 1}

For any k0 numbers ξ1, · · · , ξk0 satisfying:
– ξk0 ≥ · · · ≥ ξ1;
–
∑j

i=1 ξi ≥
∑j

i=1 χi0+i(B), for any j = 1, · · · , k0;

–
∑k0

i=1 ξi =
∑k0

i=1 χi0+i(B).
Then there exist l one-parameter families of linear maps {(Ai,t)t∈[0,1]}li=1

such that:

1. Ai,0 = Ai for each i;

2. ‖Ai,t − Ai ‖ < ε and ‖A−1
i,t − A−1

i ‖ < ε, for each i and any t ∈ [0, 1];

3. Consider the linear map Bt = Al,t ◦Al−1,t ◦ · · · ◦A1,t, then the Lyapunov
exponents of Bt satisfy the following:
– χj(Bt) = χj(B), for any integer j ∈ [1, i0] ∪ [i0 + k0 + 1, d];
–
∑k0

j=1 χi0+j(Bt) =
∑k0

j=1 χi0+j(B), for any t ∈ [0, 1];
– For any j ∈ [1, k0], the function

∑j
i=1 χi0+i(Bt) with respect to vari-

able t is non-decreasing;
– χi0+j(B1) = ξj, for any j = 1, · · · , k0.

Remark 2.12.2. In particular, we can take ξ1 = · · · = ξk0 = 1
k0

∑k0

i=1 χi0+i(B)
in Lemma 2.12.1.

The following lemma shows that for periodic orbit of large period, we can
do certain small perturbation to make it have simple spectrum.

38



Preliminaries

Lemma 2.12.3. [BC, Lemma 6.6] Given a positive number K. For any ε > 0,
there exists an integer N such that for any n ≥ N and any matrices A1, · · · , An
in GL(2,R) satisfying that ‖Ai ‖ < K and ‖A−1

i ‖ < K for any i = 1, · · · , n.
Then there exist matrices B1, · · · , Bn in GL(2,R) such that
– ‖Ai −Bi ‖ < ε and ‖A−1

i −B−1
i ‖ < ε for any i = 1, · · · , n;

– the matrix Bn ◦ · · · ◦B1 has simple spectrum.

Remark 2.12.4. The original statement of Lemma 6.6 in [BC] is for the
matrices in SL(2,R), but with the assumption that the norm of the matrices
and its inverse are uniformly bounded, the same conclusion is also true directly
from [BC, Lemma 6.6].

We state a generalized Franks lemma by N. Gourmelon [Go2], which allows
us to do a Franks-type perturbation along a hyperbolic periodic orbit which
keeps some homoclinic or heteroclinic intersections.

Lemma 2.12.5 (Franks-Gourmelon Lemma). Given ε > 0, a diffeomorphism
f ∈ Diff1(M) and a hyperbolic periodic orbit Q = Orb(q) of period n. Consider
n one-parameter families of linear maps {(Ai,t)t∈[0,1]}n−1

i=0 in GL(d,R) satisfying
the following properties:

– Ai,0 = Df(f i(q)) for any integer i ∈ [0, n− 1];
– ‖Ai,t − Df(f i(q)) ‖ < ε and ‖A−1

i,t − Df−1(f i+1(q)) ‖ < ε, for any t ∈
[0, 1];

– An−1,t ◦ · · · ◦ A0,t is hyperbolic for any t ∈ [0, 1].
Then for any neighborhood U of Q, any number η > 0 and any pair of compact
sets Ks ⊂ W s

η (Q, f) and Ku ⊂ W u
η (Q, f) which do not intersect U , there is a

diffeomorphism g ∈ Diff1(M) which is ε-C1-close to f , such that
— g coincides with f on Q ∪M\U ,
— Dg(gi(q)) = Ai,1, for any i ∈ {0, 1, · · · , n− 1},
— Ks ⊂ W s(Q, g) and Ku ⊂ W u(Q, g).

Definition 2.12.6. Consider a diffeomorphism f ∈ Diff1(M). An invariant
compact set Λ is said to admit a partially hyperbolic splitting, if there is a
splitting TΛM = Es ⊕ Ec ⊕ Eu such that, the splittings (Es ⊕ Ec) ⊕ Eu and
Es ⊕ (Ec ⊕ Eu) are dominated splittings, and the bundle Es (resp. Eu) is
uniformly contracting (resp. expanding). Moreover, at least one of the two
extreme bundles Es and Eu is non-degenerate.

Consider two hyperbolic periodic points p and q of indices i and i + k
respectively. We say that p and q form a heterodimensional cycle if W u(P )
has transverse intersections with W s(Q) along the orbit of some point y, and
W s(P ) has quasi-transverse intersections with W u(Q) along the orbit of some
point x, i.e. TxW

s(P ) + TxW
u(Q) is a direct sum. We say p and q form

a partially hyperbolic heterodimensional cycle, if the f -invariant compact set
C = Orb(x)∪Orb(y) admits a partially hyperbolic splitting of the form TCM =
Es⊕Ec⊕Eu, where dim(Es) = i and dim(Ec) = k. Moreover, for any x ∈ C,
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we denote by W ss(x) (resp. W uu(x)) the strong stable manifold (resp. strong
unstable manifold) of x which is tangent to the bundle Es (resp. Eu) at x.

We have the following theorem from [BDPR] to obtain transition between
two periodic orbits of different indices.

Theorem 2.12.7. [BDPR, Theorem 3.1 and Lemma 3.5] Consider a dif-
feomorphism f ∈ Diff1(M). Let p and q be two hyperbolic periodic points of
indices i and i+k respectively and denote by P and Q their orbits respectively.
Assume that there exist dominated splitting TPM = E1(P )⊕E2(P )⊕E3(P ) and
TQM = E1(Q)⊕E2(Q)⊕E3(Q) satisfying that dim(E1(P )) = dim(E1(Q)) = i
and dim(E2(P )) = dim(E2(Q)) = k. Assume, in addition, that P and Q form
a heterodimensional cycle. Denote by MP and MQ the two linear maps:

Dfπ(P )(p) : TpM → TpM and Dfπ(Q)(q) : TqM → TqM.

Then for any C1-neighborhood U of f , for any two neighborhoods UP and
UQ of P and Q respectively, there are two matrices T0 and T1, and two integers
t0 and t1, such that for any two positive integers m and n, there is a diffeo-
morphism g ∈ U with a periodic point p1, satisfying the following properties:

– g and Dg coincide with f and Df on P ∪Q respectively;
– For i = 1, 2, 3, we have that T0(Ei(p)) = Ei(q) and T1(Ei(q)) = Ei(p);
– The period of p1 equals t0 + t1 + nπ(P ) +mπ(Q);
– the matrix Dgπ(p1)(p1) : Tp1M → Tp1M is conjugate to

T1 ◦Mm
Q ◦ T0 ◦Mn

P ;

– we denote by P1 the orbit of p1 under g, then we have:

#(P1 ∩ UP ) ≥ nπ(P ) and #(P1 ∩ UQ) ≥ mπ(Q).

Remark 2.12.8. By Lemma 4.13 in [BDP], if the periodic orbits P and Q
admit another dominated splitting of the same index, the two matrices T0 and
T1 can be chosen to preserve the two dominated splitting at the same time.

2.13 Generic diffeomorphisms
Let f ∈ Diff1(M), P and Q be two hyperbolic periodic orbits of f . We say

that P and Q are robustly in the same chain recurrence class, if there exists
a C1 small neighborhood U of f such that for any g ∈ U , the continuation Pg
of P and the continuation Qg of Q are in the same chain recurrence class. A
periodic orbit P is said to have simple spectrum, if the d Lyapunov exponents
of P are mutually different. Denote by Per(f) the set of periodic points of f .

The following theorem summarizes some generic properties for Diff1(M),
see for example [ABCDW, BC, BDPR, BDV, CCGWY, DG].

40



Preliminaries

Theorem 2.13.1. There exists a residual subset R of Diff1(M) such that for
any f ∈ R, we have the followings:

1. f is Kupka-Smale.
2. Any chain recurrence class containing a hyperbolic periodic orbit P co-

incides with the homoclinic class H(P, f). Hence two homoclinic classes
either coincide or are disjoint.

3. Given a hyperbolic periodic orbit P , there exists a neighborhood U of f
such that the map g 7→ H(Pg, g) is well defined and f is a continuous
point of this map.

4. Given a homoclinic class H(P, f), for any hyperbolic periodic orbit Q
contained in H(P, f), we have that P and Q are robustly in the same
chain recurrence class.

5. Consider a non-trivial homoclinic class H(P, f), the set

{q ∈ Per(f) : q has simple spectrum and is homoclinically related to P}

is dense in H(P, f).
6. Consider a hyperbolic periodic orbit P of index i, whose homoclinic class

contains a hyperbolic periodic orbit Q of index i + k for some integer
k > 0. If there exist dominated splitting TPM = E1(P )⊕E2(P )⊕E3(P )
and TQM = E1(Q) ⊕ E2(Q) ⊕ E3(Q) satisfying that dim(E1(P )) =
dim(E1(Q)) = i and dim(E2(P )) = dim(E2(Q)) = k. Then arbitrarily
C1-close to f , there is a diffeomorphism g, satisfying that:
– g and Dg coincide with f and Df on P ∪Q respectively,
– under the diffeomorphism g, the periodic orbits P and Q form a
partially hyperbolic heterodimensional cycle K, which is contained
in an arbitrarily small neighborhood of H(P, f).

7. Consider a hyperbolic periodic orbit P with simple spectrum whose ho-
moclinic class H(P, f) is non-trivial. Then for any ε > 0, δ > 0 and
κ ∈ (0, 1), there is a hyperbolic periodic orbit Q homoclinically related
to P , such that the following properties are satisfied:
– Q has simple spectrum and is ε-dense in H(P, f);
– Q is a (δ, κ)-good approximation of P ;
– |χi(Q, f)− χi(P, f)| < ε, for any i ∈ {1, 2, · · · , d}.

2.14 Foliations on torus or on cylinder and its
classification

In this section, we give the definitions and the tools for dealing with folia-
tions on torus or cylinder.

We denote by S1 the circle S1 = R/Z and by T2 the torus R2/Z2 = S1×S1.
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2.14.1 Pair of transverse foliations

Given two C1 one-dimensional foliations F and G on the torus T2. We say
that (F , G) is a pair of transverse foliations if each leaf of F is everywhere
transverse to the leaves of G, and vice versa.

For a pair of transverse foliations on torus, there are two cases for their
relations defined by the following definition:
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Definition 2.14.1. We say that two foliations F and G of the torus T2 have
parallel compact leaves if and only if there exist a compact leaf of F and a
compact leaf of G which are in the same free homotopy class.

Otherwise, we say that F and G have no parallel compact leaves or that
they are without parallel compact leaves.

According to the relations defined above, for pair of transverse foliations,
we define a group associated to them in the following way:

Definition 2.14.2. Let (F ,G) be a pair of transverse foliations of T2. We
denote by GF ,G ⊂ π1(T2) the group defined as follows:

— if F and G have no parallel compact leaves, then GF ,G = Z2 = π1(T2);
— if F and G have parallel compact leaves, let α ∈ π1(Z) be the homotopy

class of these leaves. Then GF ,G = 〈α〉 = Z · α ⊂ π1(T2).

2.14.2 Complete transversal

Definition 2.14.3. Given a Cr (r ≥ 1) foliation F on T2. We say that a C1

simple closed curve γ is a complete transversal or a complete transverse cross
section of the foliation F , if γ is transverse to F and every leaf of F intersects
γ.

Lemma 2.14.4. Consider a C1 foliation E on T2. Assume that there is a
simple smooth closed curve γ which is transverse to E and is not a complete
transversal of E. Then there exists a compact leaf of E which is in the homotopy
class of γ.

This lemma is classical. As the proof is short, we include it for complete-
ness.

Proof. Cut the torus along γ: we get a cylinder C endowed with a foliation
transverse to its boundary. Furthermore, by assumption, this foliation admits
a leaf which remains at a uniform distance away from the boundary of C.

γ

Figure 2.1 –

Hence, the closure of that leaf is also far from the boundary of C. By Poincaré-
Bendixson theorem, the closure of this leaf contains a compact leaf, thus this
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compact leaf is disjoint from the boundary C. Furthermore, as the foliation
is not singular, this leaf cannot be homotopic to 0 in the annulus, hence it is
homotopic to the boundary components.

2.14.3 Reeb components and Compact leaves of folia-
tions

Definition 2.14.5 (Reeb component). Given a foliation F on T2, we say that
F has a Reeb component, if there exists a compact annulus A such that

— the boundary ∂A is the union of two compact leaves of F ;
— there is no compact leaf in the interior of A;
— first item above implies that F is orientable restricted to A, so let us

choose an orientation. We require that the two oriented compact leaves
are in opposite homotopy classes.

Figure 2.2 – Reeb component

By using the Poincaré-Bendixson theorem, one easily checks the following
classical result:

Proposition 2.14.6. Let F and G be two transverse foliations on T2. Assume
that F admits a Reeb component A. Then G admits a compact leaf contained
in the interior of A. Thus F and G have parallel compact leaves.

Definition 2.14.7. Given two Cr foliations F and F ′ on manifolds M and
M ′, respectively. F and F ′ are Cr conjugate if there exists a Cr diffeomor-
phism f : M →M ′ such that f(F) = F ′.

We state now a classification theorem which can be found in [HH]:

Theorem 2.14.8. [HH, Proposition 4.3.2] For any Cr foliation F on T2, we
have the following:

– Either F has Reeb component;
– or F is Cr conjugated to the suspension of a Cr diffeomorphism on S1.

In general the union of the compact leaves of a foliation may fail to be
compact. But, for codimension 1 foliations we have the following theorem due
to A. Haefliger.
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Theorem 2.14.9. [H] For any Cr (r ≥ 1) codimension one foliation F on a
compact manifold M , the set

{x ∈M |the F-leaf through x is compact}

is a compact subset of M .

2.14.4 Translation and rotation numbers

In this section we recall very classical Poincaré theory on the rotation num-
ber of a circle homeomorphism. We refer to [HK] for more details.

We denote by h̃omeo
+

(R) the set of orientation preserving homeomor-
phisms on R which commute with the translation t 7→ t + 1. Recall that
the elements of h̃omeo

+

(R) are precisely the lifts on R of the orientation pre-
serving homeomorphisms of S1.

Let H ∈ h̃omeo
+

(R) be the lift of h ∈ Homeo+(S1). Poincaré noticed that
the ratio Hn(x)−x

n
converges uniformly, as n → ±∞, to some constant τ(H)

called the translation number of H. The projection ρ(h) of τ(H) on R/Z does
not depend on the lift H and is called the rotation number of h.

We can find the following observations in many books, in particular in
[HK].

Remark 2.14.10. The rotation number is rational if and only if h admits a
periodic point.

Proposition 2.14.11. [HK, Proposition 11.1.6] τ(·) varies continuous in C0-
topology.

Proposition 2.14.12. [HK, Proposition 11.1.9] Let H, F ∈ h̃omeo
+

(R). As-
sume that τ(H) is irrational and H(x) < F (x), for any x ∈ R. Then we have
that τ(H) < τ(F ).

Poincaré theory proves that a homeomorphism h of the circle with irrational
rotation number is semi-conjugated to the rotation Rρ(h); but h may fail to
be conjugated to Rρ(h) even if h is a C1-diffeomorphism (Denjoy counter exam-
ples). However the semi-conjugacy is a C0-conjugacy if h is a C2-diffeomorphism
(Denjoy theorem). In general, if h is a smooth circle diffeomorphism with irra-
tional rotation number, the conjugacy to the corresponding rotation may fail
to be a diffeomorphism. However M. Herman proved that there are generic
conditions on ρ(h) ensuring the smoothness of the conjugacy:

Theorem 2.14.13. [He] Let f ∈ Diffr(S1) (r ≥ 3) be a diffeomorphism of the
circle. If the rotation number of f is diophantine, then f is Cr−2 conjugated
to an irrational rotation.
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2.14.5 Foliations without compact leaves on the annulus

Let F be a Cr foliation on the annulus S1 × [0, 1] so that
— F is transverse to the boundary S1 × {0, 1};
— F has no compact leaves in the annulus.

Thus Poincaré-Bendixson theorem implies that every leaf entering through
S1×{0} goes out through a point of S1×{1}. The map PF : S1×{0} → S1×{1},
which associates an entrance point (x, 0) of a leaf in the annulus to its exit
point at S1 × {1}, is called the holonomy of F .

Consider the universal cover R × [0, 1] → S1 × [0, 1]; we denote by F̃ the
lift of F on R× [0, 1] and by P̃F the holonomy of F̃ . Note that P̃F is a lift of
PF .

We will use the following classical and elementary results:

Proposition 2.14.14. Let F ,G be Cr-foliations, r ≥ 0, on the annulus S1 ×
[0, 1] so that :

— The foliations F and G are transverse to the boundary S1 × {0, 1} and
have no compact leaves in the annulus;

— The foliations F and G coincide in a neighborhood of the boundary
S1 × {0, 1};

— The foliations F and G have same holonomy, that is PF = PG.
Then there is a Cr diffeomorphism ϕ : S1 × [0, 1]→ S1 × [0, 1] which coincides
with the identity map in a neighborhood of the boundary S1×{0, 1} and so that

ϕ(G) = F .

If furthermore the lifted foliations F̃ and G̃ have same holonomies, that is
P̃F = P̃G, then ϕ is isotopic (relative to a neighborhood of the boundary) to
the identity map.

An important step for proving Proposition 2.14.14 is the next classical
result that we will also use several times:

Proposition 2.14.15. [HH, Lemma 4.2.5] Let F be a Cr (r ≥ 1) foliation on
the annulus S1 × [0, 1], transverse to the boundary and without compact leaf.
Then there is a smooth surjection θ : S1 × [0, 1] → [0, 1] mapping S1 × {0} on
0 and S1 × {1} on 1 and so that F is transverse to the fibers of θ.

As we did not find a reference for the precise statement of Proposition 2.14.14,
we explain its proof below.

Hint for the proof of Proposition 2.14.14. One first notices that the surjection
θ given by Proposition 2.14.15 can be chosen so that θ(x, t) = t for t close to
0 or to 1.

Let us fix such surjections θF and θG associated to F and G by Proposi-
tion 2.14.15.

46



Preliminaries

We get a map ϕF : S1 × [0, 1]→ S1 × [0, 1] defined as

ϕF(x, t) = (y, θF(x, t)),

where (y, 0) is the intersection of the leaf of F through (x, t) with S1 × {0}.
We define a map ϕG in the same way.

As F coincides with G in a neighborhood of the boundary and F ,G have
the same holonomy map, and as θF coincides with θG close to the boundary,
one easily checks that ϕF coincides with ϕG in a neighborhood of the boundary.
Now the announced map ϕ is just

ϕ = ϕ−1
G ◦ ϕF .

One easily checks that ϕ satisfies all the announced properties.

A classical consequence of Proposition 2.14.15 is that a foliation on T2

admitting a complete transversal is conjugated to the suspension of the first
return map on this transversal.

2.15 Dehn twist along torus

In the study of 3-dimensional topology, there is a classical surgery called
Dehn twist aiming to create new diffeomorphism that is non-isotopy to identity.

Definition 2.15.1. Let u = (n,m) ∈ Z2 = π1(T2). A diffeomorphism ψ : [0, 1]×
T2 → [0, 1]× T2 is called a Dehn twist of [0, 1]× T2 directed by u if:

— ψ is of the form (t, x) 7→ (t, ψt(x)), where ψt is a diffeomorphism of T2

depending smoothly on t.
— ψt is the identity map for t close to 0 or close to 1.
— the closed path t 7→ ψt(O) on T2 is freely homotopic to u (where O =

(0, 0) in T2 = R2/Z2).

Now, the Dehn twist along an embedded torus on a 3-manifold is defined
as below:

Definition 2.15.2. Let M be an oriented 3-manifold and let T : T2 ↪→ M be
an embedded torus. Fix u ∈ π1(T ). We say that a diffeomorphism ψ : M →M
is a Dehn twist along T directed by u if there is an orientation preserving
diffeomorphism ϕ : [0, 1] × T2 ↪→ M whose restriction to {0} × T2 induces T ,
and so that:

— ψ is the identity map out of ϕ([0, 1] × T2). In particular, ψ leaves
invariant ϕ([0, 1]× T2);

— The diffeomorphism ϕ−1 ◦ψ ◦ϕ : [0, 1]×T2 → [0, 1]×T2 is a Dehn twist
directed by u.
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2.16 Anosov flows and transverse tori

A vector field X on a 3-manifoldM is called an Anosov vector field if there
is a splitting TM = Es⊕R ·X ⊕Eu as a direct sum of 1-dimensional bundles
which are invariant by the flow {Xt}t∈R of X, and so that the vectors in Es

are uniformly contracted and the vectors in Eu are uniformly expanded by the
flow of X.

Notice that X is Anosov if and only if X has no zeros and if there is t > 0
so that Xt is partially hyperbolic.

The bundles Ecs = Es ⊕ R ·X and Ecu = R ·X ⊕ Eu are called the weak
stable and unstable bundles (respectively). They are tangent to transverse 2-
dimensional foliations denoted by F cs and F cu respectively, which are of class
C1 if X is of class at least C2.

The bundles Es and Eu are called the strong stable and strong unstable
bundles, and are tangent to 1-dimensional foliations denoted by F ss and Fuu
which are called the strong stable and the strong unstable foliations, respec-
tively.

Notice that being an Anosov vector field is an open condition in the set
of C1-vector fields and that the structural stability implies that all the flows
C1-close to an Anosov flow are Anosov flows topologically equivalent to it.
The topologically equivalence of two flows is defined as follow:

Definition 2.16.1. Let ϕt : M 7→ M and θt : N 7→ N be two continuous
flows. We say that ϕt is topologically equivalent to θt, if there exists a homeo-
morphism h : M 7→ N preserving the orientation of the flows and sending the
orbits of the flow ϕt to the orbits of the flow θt, that is,

h(Orb(x, ϕt)) = Orb(h(x), θt), for any x ∈M.

Therefore, for our purpose here we may always assume, and we do it, that
the Anosov flows we consider are smooth.

The most classical Anosov flows on 3-manifolds are the geodesic flows of
hyperbolic closed surfaces and the suspension of hyperbolic linear automor-
phisms of T2 (i.e. induced by an hyperbolic element of SL(2,Z)). In 1979,
[FW] built the first example of a non-transitive Anosov flow on a closed 3-
manifold. Many other examples of transitive or non-transitive Anosov flows
have been built in [BL, BBY].

If X is an Anosov vector field on an oriented closed 3-manifold M and if
S ⊂M is an immersed closed surface which is transverse to X then

— S is oriented (as transversely oriented by X);
— S is transverse to the weak foliations F cs and F cu of X and these

foliations induce on S two 1-dimensional C1-foliations F sS and FuS , re-
spectively, which are transverse.

— as a consequence of the two previous items, S is a torus.
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A transverse torus is an embedded torus T : T2 ↪→ M transverse to X
and we denote by F sT and FuT the 1-dimensional C1 foliations induced on T
obtained by intersections of T with F cs and with F cu, respectively. These
foliations are transverse. Therefore Theorem 4 associates to (F sT ,FuT ) and a
subgroup GFs

T
,Fu
T
of π1(T ) which is either a cyclic group if F sT and FuT have

parallel compact leaves or the whole π1(T ) otherwise.
Let T1, . . . , Tk be a finite family of transverse tori. We say that X has no

return on
⋃
i Ti if each torus Ti is an embedded torus, the {Ti} are pairwise

disjoint and each orbit of X intersects
⋃
i Ti in at most 1 point.

A Lyapunov function for X is a function which is not increasing along
every orbit, and which is strictly decreasing along every orbit which is not
chain recurrent.

In [Br] Marco Brunella noticed that a non-transitive Anosov vector field X
on an oriented closed 3-manifoldM always admits a smooth Lyapunov function
whose regular levels separate the basic pieces of the flow; such a regular level
is a disjoint union of transverse tori T1, · · · , Tk. One can check the following
statement:

Proposition 2.16.2. Let X be a (non-transitive) Anosov vector field on an
oriented closed 3-manifold M . Then the two following assertions are equiva-
lent:

1. T1, . . . , Tk are transverse tori so that X has no return on
⋃
i Ti.

2. there is a smooth Lyapunov function θ : M → R of X for which the Ti,
i ∈ {1, . . . , k} are (distinct) connected components of the same regular
level θ−1(t) for some t ∈ R.

2.17 Dynamical coherence, Plaque expansive-
ness and completeness

Definition 2.17.1. Let f be a partially hyperbolic diffeomorphism. We say
that f is cs (resp. cu)-dynamically coherent, if there exists an f invariant
foliation F cs (resp. F cu) everywhere tangent to Es⊕Ec (resp. Ec⊕Eu). f is
dynamically coherent, if f is both cs-dynamically coherent and cu-dynamically
coherent.

A partially hyperbolic diffeomorphism might not be dynamical coherent
even if the center dimension is one (see for instance [HHU5]).

Let F be an f -invariant foliation. We denote by F(x) the F -leaf through
the point x. A sequence of points {xn}n∈Z is called an ε pseudo orbit with
respect to F , if for any n ∈ Z, one has that the points f(xn) and xn+1 belong
to the same F leaf, and f(xn) belongs to Fε(xn+1), where Fε(xn+1) denotes
the ε ball in the leaf F(xn+1) centered at xn+1.
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Definition 2.17.2. Given an f -invariant foliation F . We say that F is plaque
expansive, if there exists ε > 0 satisfying the following: if {xn}n∈Z and {yn}n∈Z
are two ε-pseudo orbits with respect to F and if one has d(xn, yn) < ε for any
n ∈ Z, then xn and yn belong to a common F-leaf for any n ∈ Z.

By Theorem 7.5 and Corollary 7.6 in [HHU2], a partially hyperbolic diffeo-
morphism with neutral center is dynamically coherent; moreover, the center,
center stable and center unstable foliations are plaque expansive. By Theo-
rem 7.1 in [HPS] one has that the plaque expansiveness in this setting is a
robust property and implies the structure stability of the invariant foliation
(ie. leaf conjugacy). In [PSh], the authors prove that if the center foliation
is plaque expansive, then the leaf conjugacy for the center foliation keeps the
center stable and center unstable foliations invariant. To summarize, one has
the following result:

Theorem 2.17.3. Let f be a partially hyperbolic diffeomorphism. If f has
one dimensional neutral center, there exists a C1 small neighborhood U of f
such that for any g ∈ U , one has the following properties:

— (dynamical coherence) g is dynamically coherent;
— (plaque expansive) the center, center stable and center unstable folia-

tions g are plaque expansive;
— (leaf conjugacy) there exists a homeomorphism hg : M 7→ M such that

for any point x ∈M and i = c, cs, cu, one has that

hg(F ig(x)) = F if (hg(x)) and hg(g(F ig(x))) = f(hg(F if (x))).

Remark 2.17.4. For the homeomorphism hg, one has that hg tends to identity
as g tends to f .

Let f be a dynamically coherent partially hyperbolic diffeomorphism. A
point y is called an accessible boundary point with respect to F ss(F c(x)) for
some x ∈ M , if there exists a C1 curve σ : [−1, 0] 7→ M tangent to the center
bundle such that

σ([−1, 0)) ⊂ F ss(F c(x)) and σ(0) = y /∈ F ss(F c(x)).

The set of accessible boundary points with respect to F ss(F c(x)) is called
accessible boundary with respect to F ss(F c(x)).

With the notations above, one has the following result due to [BW]:

Proposition 2.17.5. The accessible boundary with respect to F ss(F c(x)) is
saturated by strong stable leaves.

We will call each strong stable leaf in the accessible boundary with respect
to F ss(F c(x)) as a boundary leaf with respect to F ss(F c(x)) or a boundary leaf
for simplicity.
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2.18 Existence of compact leaf
In 1965, S. Novikov gave a criterion for the existence of compact leaves of

codimension one foliations on closed 3-manifolds.

Theorem 2.18.1. [N] Let F be a codimension one foliation on a 3-manifold
M . F has a compact leaf, if one of the followings is satisfied:

— there exists a null-homotopy closed transversal for F ;
— there exists a non-null homotopic path in a F-leaf which is null homo-

topy in M .

We remark here that both conditions above would imply the existence of
Reeb components, hence any one-dimensional foliation transverse to F would
admit a circle leaf.

With the help of Novikov’s theorem, [HHU6] proves the non-existence of
compact leaf for center stable (center unstable) foliation. More precisely,

Theorem 2.18.2. [HHU6] Let f be a partially hyperbolic diffeomorphism on
a 3-manifold M with the splitting TM = Es ⊕ Ec ⊕ Eu. Assume that f is
cs-dynamically coherent, then the center stable foliation F cs has no compact
leaves.
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Chapter 3

Existence of non-hyperbolic
ergodic measures

In this chapter, we deal with the existence of non-hyperbolic ergodic mea-
sures to characterize the non-hyperbolicity of certain systems.

We first prove the robust existence of non-hyperbolic ergodic measures
for some robustly non-hyperbolic diffeomorphisms (up to removing a nowhere
dense subset), using the [GIKN] criterion. Hence the non-hyperbolic ergodic
measures are the limit of periodic measures. To prove this, we use the spe-
cial partially hyperbolic robust cycle called flip-flop configuration (given by
[BBD2]) and formed by a dynamically defined blender and a hyperbolic peri-
odic point of different indices. In a small neighborhood of this robust cycle,
for each hyperbolic periodic orbit, one can find some pieces of orbit segments
which exhibit some hyperbolicity along the center and stay close to the fixed
periodic orbit for a large proportion of time, then one can apply Liao-Gan’s
shadowing lemma to close the orbit. By choosing the pieces of orbit segments
carefully, one can get that the new closed orbit obtained by the shadowing
lemma is a good approximation of the fixed periodic orbit and the center Lya-
punov exponent of the new periodic orbit gets closer to zero. Inductively,
one can get a sequence of periodic orbits satisfying the [GIKN] criterion and
whose center Lyapunov exponents tending to zero. The non-hyperbolic er-
godic measures obtained in the way above have only one vanishing Lyapunov
exponent. Using this techinic, we also show that for an open dense subset of
robustly transitive diffeomorphisms far from homoclinic tangencies, there exist
non-hyperbolic ergodic measures whose supports are the whole manifold.

We also describe how far from hyperbolicity of the systems are by proving
the existence of non-hyperbolic ergodic measures with more than one vanishing
Lyapunov exponents. This involves in lots of perturbation techinics by Bochi,
Bonatti, Díaz, Crovisier, Gourmelon and many others. The non-hyperbolic
ergodic measure is also obtained by [GIKN] criterion and the periodic or-
bits applied to this criterion are obtained by generic arguments. The proof
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consists in perturbing the dynamics to get a ‘large’ partially hyperbolic het-
erodimensional cycle, then the no-domination assumption allows us to use
Bochi-Bonatti’s result to equalize the center Lyapunov exponents of the two
periodic orbits in the cycle. Then by mixing the center Lyapunov exponents
of these two periodic orbits of different indices, one gets a new periodic or-
bit whose center Lyapunov exponents get closer to zero. Moreover, the new
periodic orbit is still in the homoclinic class, which is guaranteed by Franks-
Gourmelon lemma. By carefully choosing the sequence of periodic orbits, one
can apply the argument in [CCGWY] showing that the ergodic measure has
more than one vanishing Lyapunov exponents.

3.1 Periodic orbits satisfying the [GIKN] crite-
rion in a flip flop configuration: Proof of
Theorem A

Let (Λ, U, Cuu,D) be a dynamically defined blender and Oq be a hyper-
bolic periodic orbit. Let ε0 be the strength of the strictly invariant fam-
ily. We assume that there are ∆s ⊂ W s(Oq) and ∆u ⊂ W u(Oq) so that
(Λ, U, Cuu,D,Oq,∆s,∆u) is a split-flip-flop configuration.

We fix a partially hyperbolic neighborhood V of the split flip-flop config-
uration so that the maximal invariant set Λ̃ of f in the closure V̄ admits a
partially hyperbolic splitting Es⊕Ec⊕Eu with dim(Ec) = 1. Let ϕ : M → R
be the continuous extension of the continuous function log ‖Df |

Ec
‖ : Λ̃→ R.

Since ϕ|Λ > 0 and Λ is the maximal invariant set of U , hence there exist a
number τ > 0 and an integer N such that for any x ∈ ∩Ni=−Nf i(U), we have
that

ϕ(x) ≥ 2τ.

Lemma 3.1.1. With the notation above. There exist two constants ρ ∈
(0, 1
‖ϕ ‖

C0
) and ζ ∈ (0, 1), such that for any ε > 0 and any hyperbolic peri-

odic orbit γ which is contained inside V and is homoclinically related to Oq
inside V , there exists a hyperbolic periodic orbit γ′ which is homoclinically
related to γ in V satisfying:

— γ′ is (ε, 1− ρ · |λc(γ)|) good for γ;
— λc(γ′) > ζλc(γ).

Proof. We denote by λ the center Lyapunov exponent of γ, then there exists
a point y ∈ γ such that

1

k

k−1∑
i=0

log ‖Df |Ec(f i(y))‖ ≤ λ, for k = 1, · · · , π(γ).
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Consider the continuous function

h1(t) =
2‖ϕ ‖

C0

2‖ϕ ‖
C0 + |λ− t|

· λ+ t

2
+ t

and

h2(t) =
2‖ϕ ‖

C0 − τ
2‖ϕ ‖

C0 + |λ+ t|
λ− 3

2
t,

for any t ≥ 0.
Since h1(0) < 1

4
λ and h2(0) >

2‖ϕ ‖
C0−τ

2‖ϕ ‖
C0

λ, there exists t0 such that for any
t ∈ [0, t0], we have the following:

h1(t) <
λ

4
and h2(t) >

2‖ϕ ‖
C0 − τ

2‖ϕ ‖
C0

λ.

We take a small positive number

δ < min{t0,
1

100
|λ|}.

For the number 1
4
λ < 0 and the splitting TΛ̃M = (Es⊕Ec)⊕Eu, by Lemma

2.6.4, there exist two numbers L > 1 and d0 > 0 such that for any d ∈ (0, d0],
any 1

4
λ-quasi hyperbolic d-pseudo orbit is L · d shadowed by a real orbit. Now

we choose a number d ∈ (0, d0) small enough such that
— (L+ 1)d < ε;
— |ϕ(z)− ϕ(w)| < δ for any two points z, w satisfying z ∈ BL·d(w).

The precise choice of d would be fixed at the end.
The proof of Lemma 3.1.1 consists in finding a quasi hyperbolic string which

starts at a point on the unstable manifold of y, whose orbit is contained in Λ̃,
such that it spends a very long time to follow the periodic orbit γ. Then it
spends some proportion of time in the open set U to gain some expansion in the
center direction and after that in a small proportion of time it goes into a small
neighborhood of Oq. Using the fact that γ and Oq are homoclinically related
in V , by the shadowing lemma for hyperbolic set, we can find a hyperbolic
string starts from a small neighborhood of Oq to y.

Since γ is homoclinically related to Oq inside V , by Inclination Lemma,
there exists an i-dimensional compact disc Du ∈ W u(y) ∩ V and a positive
integer n1 such that

— the backward orbit of fn1(Du) is contained in V ;
— fn1(Du) is C1 ε0/2-close to ∆u, which implies that fn1(Du) ∈ Vε0(D).
We denote by Du

0 = fn1(Du). By the compactness of Du and of ∆s, there
exists an integer nd such that f−nd(Du

0 ) ⊂ W u
d/2(y) and fnd(∆s) ⊂ W s

d/2(Oq).
By shadowing lemma for hyperbolic set, up to increase nd, there exists

an λ/2-quasi hyperbolic string {w, nd} from d/2-neighborhood of q to d/2-
neighborhood of y.

By the strictly invariant property of D, for any integer r, we have that
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— f r(Du
0 ) contains a uu-disc Du

r ∈ D;
— f−i(Du

r ) is contained in U for any i = 0, · · · , r.
By the definition of flip-flop configuration, Du

r intersects ∆s in a point yr
transversely, for any positive integer r. We denote by xr = f−r(yr). By the
choice of xr, one gets that

— the orbit segment {xr, r} is contained in U and xr belongs to Λ̃;
— for any n > nd such that n − nd is a multiple of π(γ), we have that

f−n(xr) ∈ W u
d/2(y).

For any r ≥ 2N , where is N is the integer fixed at the beginning of this section,
one has that

r−1∑
i=0

ϕ(f i(xr)) =
N−1∑
i=0

ϕ(f i(xr)) +
r−N−1∑
i=N

ϕ(f i(xr)) +
r−1∑

i=r−N

ϕ(f i(xr))

> −N‖ϕ ‖
C0 + (r − 2N)τ −N‖ϕ ‖

C0

≥ r · τ − 4N‖ϕ ‖
C0

Denote by xr,n = f−n(xr) and σn,r the orbit segment

σn,r = {xr,n, · · · , xr, · · · , yr, · · · , fnd(yr)}

which is contained in Λ̃. We denote by πn,r = n+ r + nd.

Claim 3.1.2. There exist two integers n and r arbitrarily large such that
—

n− nd
πn,r + nd

> 1− 2|λ|
3‖ϕ ‖

C0

;

—
2‖ϕ ‖

C0 − τ
2‖ϕ ‖

C0

λ <
1

πn,r

πn,r−1∑
i=0

ϕ(f i(xr,n)) <
1

4
λ;

— σn,r is a 1
4
λ-quasi hyperbolic string corresponding to the splitting (Es ⊕

Ec)⊕ Eu.

Proof. By the choice of σn,r, we have that

πn,r−1∑
i=0

ϕ(f i(xr,n)) =

n−nd−1∑
i=0

ϕ(f i(xr,n)) +

πn,r−1∑
i=n−nd

ϕ(f i(xr,n))

< (n− nd)(λ+ δ) + (r + 2nd)‖ϕ ‖ C0 .
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On the other hand, we have that

πn,r−1∑
i=0

ϕ(f i(xr,n)) =

n−nd−1∑
i=0

ϕ(f i(xr,n)) +
n−1∑

i=n−nd

ϕ(f i(xr,n))

+
n+r−1∑
i=n

ϕ(f i(xr,n)) +

πn,r−1∑
i=n+r

ϕ(f i(xr,n))

> (n− nd)(λ− δ)− nd‖ϕ ‖ C0

+ r · τ − 4N‖ϕ ‖
C0 − nd‖ϕ ‖ C0

= (n− nd)(λ− δ) + r · τ − (2nd + 4N)‖ϕ ‖
C0 .

Hence, there exists N0 such that for any integer n > N0 and any r ∈ N, we
have that

1

πn,r

(
(n− nd)(λ+ δ) + (r + 2nd)‖ϕ ‖ C0

)
<

n

n+ r
λ+

r

n+ r
‖ϕ ‖

C0 + δ

and

1

πn,r

(
(n− nd)(λ− δ) + r · τ − (2nd + 4N)‖ϕ ‖

C0

)
>

n

n+ r
λ+

r

n+ r
τ − δ.

There exist n and r arbitrarily large such that

r

n
∈
( |λ+ δ|

2‖ϕ ‖
C0

,
|λ− δ|

2‖ϕ ‖
C0

)
.

Hence, we have the following estimate:

n

n+ r
λ+

r

n+ r
‖ϕ ‖

C0 + δ =
1

1 + r
n

λ+
r
n

1 + r
n

‖ϕ ‖
C0 + δ

<
1

1 + |λ−δ|
2‖ϕ ‖

C0

λ+

|λ−δ|
2‖ϕ ‖

C0

1 + |λ−δ|
2‖ϕ ‖

C0

‖ϕ ‖
C0 + δ

=
1

1 + |λ−δ|
2‖ϕ ‖

C0

· λ+ δ

2
+ δ

=
2‖ϕ ‖

C0

2‖ϕ ‖
C0 + |λ− δ|

· λ+ δ

2
+ δ

= h1(δ)
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and

n

n+ r
λ+

r

n+ r
τ − δ =

1

1 + r
n

λ+
r
n

1 + r
n

τ − δ

>
1

1 + |λ+δ|
2‖ϕ ‖

C0

λ+

|λ+δ|
2‖ϕ ‖

C0

1 + |λ+δ|
2‖ϕ ‖

C0

τ − δ

=
2‖ϕ ‖

C0

2‖ϕ ‖
C0 + |λ+ δ|

λ− λ+ δ

2‖ϕ ‖
C0 + |λ+ δ|

τ − δ

>
2‖ϕ ‖

C0 − τ
2‖ϕ ‖

C0 + |λ+ δ|
λ− 3

2
δ

= h2(δ)

By the choice of δ, we have that

2‖ϕ ‖
C0 − τ

2‖ϕ ‖
C0

λ <
1

πn,r

πn,r−1∑
i=0

ϕ(f i(xr,n)) <
1

4
λ.

This proves the second item of Claim 3.1.2.
Since we have

r

n
∈
( |λ+ δ|

2‖ϕ ‖
C0

,
|λ− δ|

2‖ϕ ‖
C0

)
,

where n and r can be chosen arbitrarily large; when n and r are chosen large
enough, we have the following

n− nd
πn,r + nd

=
1− nd

n

1 + r
n

+ 2nd
n

>
1− nd

n

1 + |λ−δ|
2‖ϕ ‖

C0
+ 2nd

n

>
1

1 + 2|λ|
3‖ϕ ‖

C0

> 1− 2|λ|
3‖ϕ ‖

C0

.

Since σn,r is contained in Λ̃ and Λ̃ admits the partially hyperbolic splitting
(Es ⊕ Ec) ⊕ Eu, to prove that σn,r is a 1

4
λ-quasi hyperbolic string, we only

need to show that for any integer j ∈ [1, πn,r], we have the following

1

j

j−1∑
k=0

ϕ(fk(xr,n)) ≤ 1

4
λ.

For any j ∈ [1, n + N ], when n is chosen large enough and d is small enough,
we have the following:

1

j

j−1∑
k=0

ϕ(fk(xr,n)) ≤ 1

2
λ <

1

4
λ;

58



Existence of non-hyperbolic ergodic measures

For any j ∈ [n+N, πn,r], we have that:

1

j

j−1∑
k=0

ϕ(fk(xr,n)) =
1

j

n−nd−1∑
k=0

ϕ(fk(xr,n)) +
1

j

j−1∑
k=n−nd

‖ϕ ‖
C0

<
n− nd
j

(λ+ δ) +
j − n+ nd

j
‖ϕ ‖

C0 .

Since the last item of the inequality above is increasing when j increases in
j ∈ [n+N, πn,r], one has that

1

j

j−1∑
k=0

ϕ(fk(xr,n)) ≤ 1

πn,r

(
(n− nd)(λ+ δ) + (r + 2nd)‖ϕ ‖ C0

)
.

By the proof of item two, one has that

1

πn,r

(
(n− nd)(λ+ δ) + (r + 2nd)‖ϕ ‖ C0

)
<

n

n+ r
λ+

r

n+ r
‖ϕ ‖

C0 + δ

<
1

4
λ.

This ends the proof of Claim 3.1.2.

By the choice of the λ/2-quasi hyperbolic string {w, nd} and the Claim
3.1.2, we get a λ

4
-quasi hyperbolic periodic d-pseudo orbit {σn,r, {w, nd}} of

period πn,r + nd. By Lemma 2.6.4, there exists a periodic orbit point p of
period πn,r + nd such that

— For any j ∈ [0, πn,r], we have that

d(f j(p), f j(xr,n)) < L · d;

— For any j ∈ [πn,r + 1, πn,r + nd − 1], we have that

d(f j(p), f j−πn,r(w)) < L · d.

Let γ′ be the orbit of periodic point p. Since (L + 1) · d < ε, we have that γ′
is (ε, n−nd

πn,r+nd
) good for γ.

We take

ρ =
2

3‖ϕ ‖
C0

<
1

‖ϕ ‖
C0

and ζ =
2‖ϕ ‖

C0 − τ
2‖ϕ ‖

C0

< 1.

By the first item of Claim 3.1.2, we have that γ′ is (ε, 1− ρ · |λ|) good for
γ.
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When d is chosen small enough, by the uniform continuity of ϕ and the
third item of Claim 3.1.2, one gets that

1

j

j−1∑
k=0

ϕ(fk(p)) ≤ 1

5
λ, for any integer j ∈ [0, πn,r + nd − 1];

by the uniform continuity of ϕ and the second item of Claim 3.1.2, one gets
that

λc(γ′) =
1

πn,r + nd

πn,r+nd−1∑
j=0

ϕ(f j(p)) > ζλ.

Hence, p is a (λ
5
, Es ⊕Ec) hyperbolic time whose distance to y is less than

(L+1) ·d. By Lemma 2.7.3, p has uniform size of stable manifold of dimension
dim(Es ⊕ Ec). When d is small enough, combining with the fact that Eu is
uniformly expanding, we have that γ′ is homoclinically related to γ in V .

This ends the proof of Lemma 3.1.1.

Remark 3.1.3. If f is globally partially hyperbolic with center dimension one,
we can see from the proof of Lemma 3.1.1 that we can take V as the whole
manifold M .

Recall that RC(M) is the set of diffeomorphisms with robust cycles formed
by a hyperbolic set of s-index i and a hyperbolic periodic point of s-index i+1.
We denote by d = dim(M). Now we can give the proof of Theorem A.

Proof. By Proposition 2.9.5, there exists an open and dense subset R̃C(M) of
RC(M) such that for every f ∈ R̃C(M), there exists a split flip flop configu-
ration formed by a dynamically defined cu-blender of uu-index d − i − 1 and
a hyperbolic periodic point of u-index d− i− 1.

We fix a sequence of positive numbers {εj} such that

lim
n→+∞

n∑
j=0

εj < +∞.

Using Lemma 3.1.1, for each f ∈ R̃C(M), we will inductively find a se-
quence of hyperbolic periodic orbits satisfying the condition of Lemma 2.5.2.

Let ρ ∈ (0, 1
‖ϕ ‖

C0
) and ζ ∈ (0, 1) be the two numbers given by Lemma

3.1.1.
We denote by

γ0 = Oq and κ0 = 1− ρ · |λc(γ0)|.

Assume that we already get γn. Then we denote by

κn = 1− ρ · |λc(γn)|.
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By applying Lemma 3.1.1 to γn and εn, we get a hyperbolic periodic orbit γn+1

such that
— γn+1 is homoclinically related to γn in V ;
— γn+1 is (εn, κn) good for γn;
— |λc(γn+1)| < ζ · |λc(γn)|.

For any n, we have that

|λc(γn)| ≤ ζn · |λc(γ0)|.

Hence, the center Lyapunov exponent of γn exponentially tends to zero when
n tends to infinity, which implies

lim
n→+∞

n∏
i=0

κi ∈ (0, 1].

By Lemma 2.5.2, the sequence {δγn} converges to a non-hyperbolic ergodic
measure µ whose support is

∩∞n=1∪∞k=nγk.

3.2 Existence of non-hyperbolic ergodic measures
with full support for robustly transitive dif-
feomorphisms: Proof of Theorem B

3.2.1 Reduction of Theorem B

Let RT (M) be the subset of Diff1(M) such that for any f ∈ RT (M), we
have that

— f is robustly transitive;
— f admits a partially hyperbolic splitting of the form

TM = Es ⊕ Ec
1 ⊕ · · · ⊕ Ec

k ⊕ Eu

satisfying that dim(Ec
1) = · · · = dim(Ec

k) = 1.
— there exist two hyperbolic periodic orbits of indices dim(Es) and dim(Es)+

k respectively.
We denote by dim(Es) = i0 and dim(M) = d.

Remark 3.2.1. — By definition, RT (M) is an open subset of Diff1(M).
— By robust transitivity and [ABCDW, Theorem 1], there exists an open

and dense subset RTp(M) of RT (M) such that for any f ∈ RTp(M)
and any j = 0, · · · , k, there exists a hyperbolic periodic orbit of index
i0 + j.
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For any f ∈ RT (M) and any f -ergodic measure µ, we denote by λci(µ) the
Lyapunov exponent of µ along the bundle Ec

i , for any i = 1, · · · , k. As the
bundle Ec

i is one dimensional, one has that

λci(µ) =

∫
log ‖Df |

Ec
i
‖ dµ.

Recall that U(M) is the set of robustly transitive non-hyperbolic C1 dif-
feomorphisms far from homoclinic tangencies. Hence, U(M) is an open set of
Diff1(M). It is clear, by definition, that RT (M) is a subset of U(M). In fact,
by Theorem D in [BDPR], the set RT (M) is an open and dense subset of
U(M). Now, Theorem B is a straightforward result of the following theorem:

Theorem 3.2.2. There exists an open and dense subset R̃T (M) of RT (M),
such that for any f ∈ R̃T (M), there exist k non-hyperbolic ergodic measures
µ1, · · · , µk such that for any i = 1, · · · , k, we have that

— λci(µi) = 0;
— The support of each µi is the whole manifold M ;
— µi is the weak∗-limit of a sequence of hyperbolic periodic measures of

index i0 + i;

Note that in the case k = 1, the existence of non-hyperbolic ergodic measure
with full support is also announced in [BBD3], but the proof is quite different.

Let pf be a f -hyperbolic periodic point. We say that the homoclinic class of
pf is robustly being the whole manifold, if there exists a C1 small neighborhood
Uf of f such that for any g ∈ Uf , we have that

— the continuation pg of pf is well defined;
— the homoclinic class of pg is the whole manifold.

3.2.2 Existence of homoclinic classes robustly being the
whole manifold

By [BC], for C1 generic diffeomorphisms in RT (M) and any j = 0, · · · , k,
the set of periodic orbits of index i0 + j is dense on M and periodic orbits of
the same index are homoclinically related; As a consequence, we have that M
is a homoclinic class. Recently, [ACS] proves that one can replace the generic
assumption by open and dense assumption to show that M is a homoclinic
class of periodic orbits of index i0 and i0 + k in a robust way. Combining with
[BDPR, Theorem E], we have the following:

Proposition 3.2.3. There exists an open and dense subsetRTh(M) ofRT (M)
such that for any f ∈ RTh(M), there exist k + 1 hyperbolic periodic points
p1, · · · , pk+1 whose homoclinic classes are robustly being the whole manifold.
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3.2.3 Periodic orbits satisfying [GIKN] criterion: Proof
of Theorem 3.2.2

For every f ∈ RT (M), up to changing a metric (due to [Go1]), we can
assume that there exists λ0 < 0 such that

— log ‖Df |Es(x) ‖ < λ0 and log ‖Df−1|Eu(x) ‖ < λ0, for any x ∈M ;
— For any x ∈M , we have that

log ‖Df |Es(x) ‖ − log ‖Df |Ec1(x) ‖ < 2λ0,

log ‖Df−1|Eu(f(x)) ‖ + log ‖Df |Eck(x) ‖ < 2λ0,

and for any i = 1, · · · , k − 1,

log ‖Df |Eci (x) ‖ − log ‖Df |Eci+1(x) ‖ < 2λ0.

To prove Theorem 3.2.2, we need the following proposition.

Proposition 3.2.4. Let f ∈ RT (M) and p be a hyperbolic periodic point of
index i0 + i for some integer i ∈ (0, k]. Assume that the homoclinic class of
p is the whole manifold. Assume, in addition, that there exists a cu-blender
(Λu, U, Cuu,D) of uu-index d− i0− i such that Op and Λu form a split flip-flop
configuration.

Then there exist ρ > 0 and ζ ∈ (0, 1) such that for any ε > 0 and any
hyperbolic periodic orbit p0 homoclinically related to p satisfying that λci(p0) >
λ0, where λ0 is the number we fixed at the beginning of this section, there exists
a hyperbolic periodic point Op1 such that

— Op1 is homoclinically related to Op0 and is ε dense in M ;
— The orbit of p1 is (ε, 1− ρ · |λci(p0)|) good for p0;
— λci(p1) > ζ · λci(p0).

Proof. Since Df is uniformly expanding in the bundle Ec
i |Λu , there exist τ1 >

τ2 > 1 and an integer N such that for any x ∈ ∩Ni=−Nf i(U), we have that

τ2 < ‖Df |Eci (x) ‖ < τ1.

For simplicity, we will take N = 1.
We denote by λ the Lyapunov exponent of p0 along Ec

i .
We take δ ∈ (0, −λ

4
), whose precise value would be fixed at the end. By

the uniform continuity of the functions log ‖Df |Eci ‖ and log ‖Df |Eci+1
‖ , there

exists η > 0 such that for any two points y, w ∈M satisfying that d(y, w) < η,
we have that

| log ‖Df |Eci (y) ‖ − log ‖Df |Eci (w) ‖ | <
δ

2

and
| log ‖Df |Eci+1(y) ‖ − log ‖Df |Eci+1(w) ‖ | <

δ

2
.
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Since H(p0, f) = M , for any ε ∈ (0, η) and any κ ∈ (0, 1), there exists a hy-
perbolic periodic point p′ homoclinically related to p0 (therefore homoclinically
related to p) such that

— the orbit of p′ is ε
2
dense in M ;

— the orbit of p′ is ( ε
2
, κ) good for the orbit of p0.

Since Ec
i is one dimension, we have that

1

π(p0)

π(p0)−1∑
j=0

log ‖Df |Eci (fj(p0)) ‖ = λ.

By assumption that λ ∈ (λ0, 0) and the domination

1

π(p0)
·
π(p0)−1∑
j=0

log ‖Df |Eci (fj(p0)) ‖ −
1

π(p0)
·
π(p0)−1∑
j=0

log ‖Df |Eci+1(fj(p0)) ‖ ≤ 2 ·λ0,

we have that
1

π(p0)

π(p0)−1∑
j=0

log ‖Df |Eci+1(fj(p0)) ‖ > −λ0.

Hence, by Lemma 2.7.6, there exists a λ+ δ/2 bi-hyperbolic time on the orbit
p0. For notational convenience, we still denote the λ+ δ/2 bi-hyperbolic time
as p0.

By the uniform continuity of log ‖Df |Eci ‖ and of log ‖Df |Eci+1
‖ , when ε is

taken small and κ is close to 1 enough, the orbit of p′ has a λ+ δ bi-hyperbolic
time in the ε

2
neighborhood of p0. For simplicity, we denote the bi-hyperbolic

time as p′.
By Lemma 2.6.4, there exist two numbers L and d0 corresponding to the

number λ
4
and to the splitting

TM = (Es ⊕ Ec
1 ⊕ · · · ⊕ Ec

i )⊕ (Ec
i+1 ⊕ · · · ⊕ Eu).

We take d < ε/2 small enough such that L · d is much smaller than ε/2.
The precise value of d would be fixed at last. By the definition of flip-flop
configuration and the homoclinic relation between Op′ and Op, there exists an
integer Nd such that

— fNd(W u
d/2(p′)) contains a uu-disc Du

0 ∈ D;
— For any disc D ∈ D, we have that fNd(D) intersects W s

d/2(p′) trans-
versely.

For any positive integer m, we have that fm(Du
0 ) contains a uu-disc Du

m ∈ D.
By the choice of Nd, we have that fNd(Du

m) intersects W s
d/2(p′) in a point x.

Then for any integers n,m and k, we consider the following orbit segment:

σn,m,k = {f−nπ(p′)−m−2Nd(x), · · · , x, · · · , fkπ(p′)(x)}.
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We denote by

xn,m = f−nπ(p′)−m−2Nd(x) ∈ W u
d/2(p′) and πn,m,k = (n+ k)π(p′) +m+ 2Nd.

Notice that d(xn,m, f
kπ(p′)(x)) < d.

Claim 3.2.5. There exist n,m, k which can be chosen arbitrarily large, such
that when δ is chosen small enough, we have

—
nπ(p′)

πn,m,k
> 1− 2|λ|

3 log τ1

—

1

πn,m,k

πn,m,k−1∑
j=0

log ‖Df |Eci (fj(xn,m)) ‖ ∈
(2 log τ1 − log τ2

2 log τ1

· λ, λ
4

)
.

— σn,m,k is a λ
4
quasi hyperbolic string corresponding to the splitting

TM = (Es ⊕ Ec
1 ⊕ · · · ⊕ Ec

i )⊕ (Ec
i+1 ⊕ · · · ⊕ Eu).

The proof of the Claim 3.2.5 is similar to Claim 3.1.2 in the proof of Lemma
3.1.1. The difference is the last item, since the bundle Ec

i+1 is not uniformly
expanding. However, Ec

i+1 is uniformly expanding when it is restricted to the
neighborhood of the blender. Here, we explain a little bit about the uniform
contraction of Ec

i+1 by Df−1 from fkπ(p′)(x) to xn,m,k. From the proof of
Claim 3.1.2, when we choose δ small enough, for any integer k, we can choose
n and m arbitrarily large such that k

n
are small enough, the first item and the

second item of the claim are satisfied, and xn,m,k is (λ
4
, Ec

i ) hyperbolic time
until the point fkπ(p′)(x). To make sure σn,m,k is a λ

4
quasi hyperbolic string,

we only need to show that fkπ(p′)(x) is the (−λ
4
, Ec

i+1) hyperbolic time until
the point xn,m,k. To guarantee this, we only need to ask that k is much larger
than 2Nd+π(p′), but still much smaller than n, and we can do that is because
we have the following fact:

—
λ0 < λ < 0

—
τ2 < ‖Df |Eci (x) ‖ < τ1, for any x ∈ f(U) ∩ U ∩ f−1(U).

—
log ‖Df |Eci (z) ‖ − log ‖Df |Eci+1(z) ‖ < 2λ0, for any z ∈M .

We take ρ = 2
3 log τ1

and ζ = 2τ1−log τ2
2 log τ1

.
By Lemma 2.6.4, there exists a periodic point p1 such that

d
(
f j(xn,m,k), f

j(p1)
)
< L · d < ε/2, for any j = 0, · · · , πn,m,k − 1.

By the choice of σn,m,k and Claim 3.2.5, when d is chosen small, we have
that
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— λci(p1) ∈ (ζ · λ, λ
4
);

— the orbit of p1 is (ε, 1− ρ · |λ|) good for p0;
— the orbit of p1 is ε dense in M .
Once again when d is chosen small enough, by Lemma 2.7.3 and the uniform

continuity of the functions log ‖Df |Eci ‖ and log ‖Df |Eci+1
‖ , we have that p1

has the uniform size of stable and unstable manifolds which implies that p1 is
homoclinically related to p′.

This ends the proof Proposition 3.2.4.

Proof of Theorem 3.2.2. For any j ∈ [1, k], by Proposition 3.2.3 and Proposi-
tion 2.9.5, there exists an open and dense subset R̃T j(M) of RT (M), such
that for any f ∈ R̃T j(M),

— there exists a split flip-flop configuration formed by a dynamically de-
fined cu-blender Λu

j and a hyperbolic periodic orbit pj of s-index i0 + j;
— there exists a hyperbolic periodic point qj of s-index i0 + j whose ho-

moclinic class is robustly being the whole manifold.
By connecting lemma and robust transitivity, we can do arbitrarily C1

small perturbation to make qj and pj be homoclinically related. As a conse-
quence, there exists an open and dense subset RTj(M) of R̃T j(M), such that
for any f ∈ RTj(M), there exists a split flip-flop configuration formed by a
dynamically defined cu-blender Λu

j and a hyperbolic periodic orbit pj of index
i0+j; moreover the homoclinic class of pj is robustly being the whole manifold.

By Lemma 3.1.1, there always exists a hyperbolic periodic point q′j homo-
clinically related to pj whose Lyapunov exponent along the bundle Ec

j is much
larger than λ0.

Let ρ > 0 and ζ ∈ (0, 1) be the two constants given by Proposition 3.2.4.
We fix a sequence of positive numbers {εn}n≥1 such that

∑
n εn converges.

We will inductively find a sequence of hyperbolic periodic orbits satisfying
the condition in Lemma 2.5.2.

Denote by γ0 = Oq′j . Assume that we already have a periodic orbit γn such
that

— γn is homoclinically related to γ0 and is εn dense in M ;
— λcj(γn) > ζ · λcj(γn−1);
— γn is (εn, 1− ρ|λcj(γn−1)|) good for γn−1.

By Proposition 3.2.4, there exists a hyperbolic periodic orbit γn+1 such that
— γn+1 is homoclinically related to γ0 and εn+1 dense in M ;
— λcj(γn+1) > ζ · λcj(γn);
— γn+1 is (εn, 1− ρ|λcj(γn)|) good for γn.
One can see that λcj(γn) converges to 0 exponentially which implies that the

product
∏

n(1− ρ|λcj(γn−1)|) converges to a positive number. By Lemma 2.5.2
and continuity of the function log ‖Df |

Ec
j
‖ , the Dirac measure δγn converges

to a non-hyperbolic ergodic measure νj whose support is given by ∩∞n=1∪∞k=nγk.
Since εn tends to zero, we have that supp νj = M .
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We take the intersection R̃T (M) = ∩kj=1RTj(M), which is an open and
dense subset of RT (M). This ends the proof of Theorem 3.2.2.

3.3 Ergodic measure with multi-zero Lyapunov
exponents for the case controlled by norm:
Proof of Theorem C

In this section, for a periodic point p, we denote P as its orbit and π(P )
(or π(p)) as its period.

3.3.1 Proof of Theorem C

The following proposition is the main step for proving Theorem C.

Proposition 3.3.1. For generic f ∈ Diff1(M). Consider a non-trivial ho-
moclinic class H(P, f) of a hyperbolic periodic orbit P of index i. Assume
that

– there is a hyperbolic periodic orbit Q of index i+k contained in H(P, f),
where k ≥ 1;

– there is no dominated splitting of index i + j over H(P, f), for any
j = 1, 2, · · · , k − 1.

Then there is a constant χ > 0 such that for any γ > 0 and any hyperbolic
periodic orbit P0 with simple spectrum which is homoclinically related to P ,
there is a hyperbolic periodic orbit P1 homoclinically related to P , satisfying
the following properties:

1. P1 is γ-dense in H(P, f) and has simple spectrum;

2. χi+k(P1, f) < 3
4
· χi+k(P0, f);

3. P1 is a
(
γ, 1− χi+k(P0,f)

χ+χi+k(P0,f)

)
-good approximation of P0.

Using Proposition 3.3.1, we give the proof of Theorem C.

Proof of Theorem C. By item 2 of Theorem 2.13.1, we can assume that P is
of index i. We take the positive constant χ from Proposition 3.3.1. We will
inductively construct a sequence of periodic orbits {Pn} with simple spectrum,
a sequence of positive numbers {γn} and a sequence of integers {Nn} satisfying
the following properties:

1. χi+k(Pn+1, f) < 3
4
· χi+k(Pn, f);

2. Pn is homoclinically related to P and is 1
2n
-dense inside H(P, f);

3. the constants γn and Nn satisfy that:
– γn <

1
2
γn−1 and Nn > Nn−1;
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– for any point x ∈ B2γn(Pn) ∩H(P, f), we have that

0 < LNnd−i(x, f)− LNnd−i−1(x, f),

0 < LNnd−i(x, f)− LNnd−i−k(x, f) < 2k · χi+k(Pn, f);

4. Pn+1 is
(
γn, 1− χi+k(Pn,f)

χ+χi+k(Pn,f)

)
-good approximation of Pn.

Choice of P0, N0 and γ0 First we construct for n = 0. By the item 5 and
item 7 of Theorem 2.13.1, we can choose a hyperbolic periodic orbit P0, with
simple spectrum, which is homoclinically related to P and is 1

20 -dense inside
H(P, f). Hence the item 2 is satisfied.

By the definition of the function Lnj (x, f), there exists an integer N0 such
that for any y ∈ P0, we have that

0 < LN0
d−i(y, f)− LN0

d−i−1(y, f),

0 < LN0
d−i(y, f)− LN0

d−i−k(y, f) <
3k

2
· χi+k(P0, f).

By the uniform continuity of the functions LN0
d−i(x, f) and LN0

d−i−k(x, f), there
exists a number γ0 > 0 such that for any point x ∈ B2γ0(P0) ∩ H(P, f), we
have that

0 < LN0
d−i(x, f)− LN0

d−i−1(x, f),

0 < LN0
d−i(x, f)− LN0

d−i−k(x, f) < 2k · χi+k(P0, f).

Hence the item 3 is satisfied. Notice that we do not have to check the items
1, 4 for n = 0.

Construct Pn, Nn and γn inductively Assume that Pj, Nj and γj are
already defined for any j ≤ n. We apply Pn, γn, and 1

2n+1 to Proposition 3.3.1,
then we get a periodic orbit Pn+1 with simple spectrum, satisfying that:

— χi+k(Pn+1, f) < 3
4
· χi+k(Pn, f);

— Pn+1 is homoclinically related to P and is 1
2n+1 -dense in H(P, f);

— Pn+1 is (γn, 1− χi+k(Pn,f)

χ+χi+k(Pn,f)
)-good approximation of Pn.

Then the items 1, 2, 4 are satisfied.
By the definition of the function Lnj (x, f), there is an integer Nn+1 > Nn

satisfying that: for any y ∈ Pn+1, we have that

0 < L
Nn+1

d−i (y, f)− LNn+1

d−i−1(y, f),

0 < L
Nn+1

d−i (y, f)− LNn+1

d−i−k(y, f) <
3k

2
· χi+k(Pn+1, f).
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By the uniform continuity of the functions LNn+1

d−i (x, f) and LNn+1

d−i−k(x, f), there
exists a number γn+1 ∈ (0, 1

2
γn) such that for any point x ∈ B2γn+1(Pn+1) ∩

H(P, f), we have
0 < L

Nn+1

d−i (x, f)− LNn+1

d−i−1(x, f),

0 < L
Nn+1

d−i (x, f)− LNn+1

d−i−k(x, f) < 2k · χi+k(Pn+1, f).

End of proof of Theorem C By Lemma 2.5.2, the sequence of ergodic
measures δPn converges to an ergodic measure ν whose support is H(P, f). We
will show that ν has k vanishing Lyapunov exponents.

Claim 3.3.2. The (i + j)th Lyapunov exponent of ν equals zero, for any j =
1, 2, · · · , k.

Proof. By Definition 2.5.1, there exist a subset P̃n of Pn and a map Πn : P̃n 7→
Pn−1 for each n ≥ 2. Consider the set Kn = Π−1

n ◦ Π−1
n−1 ◦ · · · ◦ Π−1

1 (P0), then
we have that

δPn(Kn) ≥
n−1∏
l=0

(
1− χi+k(Pl, f)

χ+ χi+k(Pl, f)

)
.

We denote by
K = ∩∞n=1∪∞l=nKl,

then we have that ν(K) ≥ limn→∞ δPn(Kn) > 0.
On the other hand, for any point x ∈ B2γn(Pn) ∩H(P, f), we have that

0 < LNnd−i(x, f)− LNnd−i−1(x, f),

0 < LNnd−i(x, f)− LNnd−i−k(x, f) < 2k · χi+k(Pn, f).

Since Pn+1 is a (γn, 1− χi+k(Pn)

χ+χi+k(Pn)
)-good approximation of Pn, we have that

K is contained in the
∑∞

i=n γi neighborhood of Pn, therefore is contained in 2γn
neighborhood of Pn. As a consequence, for any y ∈ K, we have the following

0 < LNnd−i(y, f)− LNnd−i−1(y, f), (3.1)

0 < LNnd−i(y, f)− LNnd−i−k(y, f) < 2k · 3n

4n
· χi+k(P, f). (3.2)

Since ν is ergodic, for ν-a.e. point y, we have that

k∑
j=1

χi+j(ν, f) = lim
n→+∞

(
Lnd−i(y, f)− Lnd−i−k(y, f)

)
, (3.3)

χi+1(ν, f) = lim
n→+∞

(
Lnd−i(y, f)− Lnd−i−1(y, f)

)
. (3.4)
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By the fact that ν(K) > 0 and the formulas (3.2) and (3.3), we can see that

k∑
j=1

χi+j(ν, f) = 0.

By the formulas (3.1) and (3.4), we get that χi+1(ν, f) ≥ 0. Then by the fact
that χi+1(ν, f) ≤ χi+2(ν, f) ≤ · · · ≤ χi+k(ν, f), we have that

χi+j(ν, f) = 0, for any j = 1, 2, · · · , k.

This ends the proof of Theorem C.

Now it remains to prove Proposition 3.3.1.

3.3.2 Good approximation with weaker center Lyapunov
exponents: Proof of Proposition 3.3.1

The proof of Proposition 3.3.1 is based on the following perturbation Lemma:

Lemma 3.3.3. Consider a diffeomorphism f ∈ Diff1(M). Let P and Q be two
hyperbolic periodic orbits of indices i and i + k respectively. Assume that Q
and P form a partially hyperbolic heterodimensional cycle K with the splitting
TKM = Es ⊕ Ec ⊕ Eu. Assume, in addition, that

χi+j(P, f) = log µ > 0 and χi+j(Q, f) = log λ < 0, for any j = 1, 2, · · · , k. (F)

Then for any γ > 0 and any C1 neighborhood U of f , there exist a diffeo-
morphism g ∈ U and a hyperbolic periodic orbit P1 of g such that

1. P1 has simple spectrum;

2. g and Dg coincide with f and Df on the set P ∪Q respectively ;

3. 1
4
· χi+k(P, g) < χi+1(P1, g) < χi+k(P1, g) < 1

2
· χi+k(P, g);

4. P1 is a
(
γ, 1 + log µ

2 log λ−log µ

)
-good approximation of P ;

5. W ss(P1) has transverse intersections with W u(P ) and W uu(P1) has
transverse intersections with W s(Q).

Remark 3.3.4. If P and Q are robustly in the same chain recurrence class,
the last item of Lemma 3.3.3 implies that P1 is robustly in the same chain
recurrence class with P and Q.

The idea of the proof of Lemma 3.3.3 is that we mix two hyperbolic peri-
odic orbits of different indices to get a new periodic orbit with weaker center
Lyapunov exponents.
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Proof of Lemma 3.3.3. We fix a small number γ > 0 and a neighborhood U
of f . There exists ε > 0 such that the ε neighborhood of f is contained in
U . There is a small number 0 < θ < 1, such that for any h ∈ U and any two
points z1, z2 satisfying d(z1, z2) < θ · γ, we have that

d(hi(z1), hi(z2)) <
γ

2
, for any i ∈ [−π(P ), π(P )].

We take two neighborhoods UP and UQ of P and Q respectively, such that UP
is contained in the θ · γ-neighborhood of P and is disjoint from UQ.

Construction of the periodic orbit P1 Let P = Orb(p) and Q = Orb(q).
We denote by MP and MQ the two linear maps:

Dfπ(P )(p) : TpM → TpM and Dfπ(Q)(q) : TqM → TqM.

Since P and Q form a partially hyperbolic heterodimensional cycle K, by
Theorem 2.12.7, there are two matrices T0, T1 and two integers t0, t1 such that
for any two integers m and n, there is a diffeomorphism g, which is ε

4
-C1-

close to f and has a periodic orbits P1 = Orb(p1, g), satisfying the following
properties:

– g and Dg coincide with f and Df respectively on P ∪Q,
– the matrix Dgπ(p1)(p1) : Tp1M → Tp1M is conjugate to

T1 ◦Mm
Q ◦ T0 ◦Mn

P .

– π(p1) = t0 + t1 + nπ(P ) +mπ(Q).
– #(P1 ∩ UP ) ≥ nπ(P ), and #(P1 ∩ UQ) ≥ mπ(Q).

Moreover, by the continuity of partial hyperbolicity and the local stable and
unstable manifolds of hyperbolic periodic orbit, by taking UP and UQ small
enough at first, we have that W ss(P1, g) intersects W u

loc(P, g) transversely and
W uu(P1, g) intersects W s

loc(Q, g) transversely.

By the second item of Theorem 2.12.7, we can take proper coordinates at
TPM and TQM , under which we have:

MP =

 As 0 0
0 Ac 0
0 0 Au

 , MQ =

 Bs 0 0
0 Bc 0
0 0 Bu



T1 =

 Cs 0 0
0 Cc 0
0 0 Cu

 , T0 =

 Ds 0 0
0 Dc 0
0 0 Du
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Choice of the integers m and n We will adjust m,n to get the periodic
orbit that satisfies the properties stated in Lemma 3.3.3. We take η > 0 which
will be decided later.

Claim 3.3.5. There exists an integer Nη such that for any m ≥ Nη and
n ≥ Nη, we have that all the center Lyapunov exponents of P1 belong to the
interval:[m · π(P ) · log µ+ n · π(Q) · log λ

m · π(P ) + n · π(Q)
−2η,

m · π(P ) · log µ+ n · π(Q) · log λ

m · π(P ) + n · π(Q)
+2η

]
.

Proof. By the Equation (F) in the assumption of Lemma 3.3.3, there exists
an integer N1(η) such that for any m,n ≥ N1(η), we have that

log µ− η < 1

m · π(P )
log m(Amc ) ≤ 1

m · π(P )
log ‖Amc ‖ < log µ+ η;

log λ− η < 1

n · π(Q)
log m(Bn

c ) ≤ 1

n · π(Q)
log ‖Bn

c ‖ < log λ+ η.

As a consequence, for any unit vector v ∈ Ec(P1) and k ∈ N, we have that

log ‖Dgk·π(P1)v ‖ ≤k ·
(
m · π(P ) · (log µ+ η) + n · π(Q) · (log λ+ η)

)
+ k · log (‖Cc ‖ · ‖Dc ‖ ),

log ‖Dgk·π(P1)v ‖ ≥k ·
(
m · π(P ) · (log µ− η) + n · π(Q) · (log λ− η)

)
+ k · log(m(Cc) ·m(Dc))

Hence,

1

k · π(P1)
log ‖Dgk·π(P1)v ‖ ≤m · π(P ) · (log µ+ η) + n · π(Q) · (log λ+ η)

π(P1)

+
log (‖Cc ‖ · ‖Dc ‖ )

π(P1)

1

k · π(P1)
log ‖Dgkπ(P1)v ‖ ≥m · π(P ) · (log µ− η) + n · π(Q) · (log λ− η)

π(P1)

+
log (m(Cc) ·m(Dc))

π(P1)

By the fact that π(P1) = mπ(P ) +nπ(Q) + t0 + t1 and the matrices Cc, Dc

are independent of m and n, there exists an integer N2(η) such that for any
m,n ≥ N2(η), we have that

—
−η

2
<

log(m(Cc) ·m(Dc))

π(P1)
≤ log (‖Cc ‖ · ‖Dc ‖ )

π(P1)
<
η

2
;
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— ∣∣∣m · π(P ) · log µ+ n · π(Q) · log λ

π(P1)
−m · π(P ) · log µ+ n · π(Q) · log λ

mπ(P ) + nπ(Q)

∣∣∣ < η

2
.

We take Nη = max{N1(η), N2(η)}. When m,n ≥ Nη, we have that all the
center Lyapunov exponents of P1 would belong to the interval:[m · π(P ) · log µ+ n · π(Q) · log λ

m · π(P ) + n · π(Q)
−2η,

m · π(P ) · log µ+ n · π(Q) · log λ

m · π(P ) + n · π(Q)
+2η

]
.

This ends the proof of Claim 3.3.5.

To guarantee the item 3, we only need that

mπ(P ) · log µ+ nπ(Q) · log λ

mπ(P ) + nπ(Q)
+ 2η <

1

2
log µ (3.5)

and
mπ(P ) · log µ+ nπ(Q) · log λ

mπ(P ) + nπ(Q)
− 2η >

1

4
log µ. (3.6)

By the choice of the numbers θ and γ, to guarantee the item 4, we only
need that

mπ(P )

mπ(P ) + nπ(Q)
> 1 +

χi+k(P, g)

2χi+k(Q, g)− χi+k(P, g)
= 1 +

log µ

2 log λ− log µ
. (3.7)

By calculation, to satisfy the inequalities (3.5), (3.6) and (3.7), we only
have to show that there exist m,n large enough such that the following is
satisfied:

max
{−2 log λ

log µ
,
log µ− 4 log λ+ 8η

3 log µ− 8η

}
<
mπ(P )

nπ(Q)
<

log µ− 2 log λ− 4η

log µ+ 4η
. (3.8)

When η is chosen small, we have the following inequality

max
{−2 log λ

log µ
,
log µ− 4 log λ+ 8η

3 log µ− 8η

}
<

log µ− 2 log λ− 4η

log µ+ 4η
. (3.9)

By Claim 3.3.5, the inequality (3.9) and the density of rational numbers on
real line, there exist m,n arbitrarily large satisfying the inequality (3.8).

By an arbitrarily C1 small perturbation, the eigenvalues of the periodic
orbit P1 are of multiplicity one (might have complex eigenvalue). Since the
period of P1 can be chosen arbitrarily large, by Lemma 2.12.3, after another
small Franks-type perturbation, we have that the periodic orbit P1 has simple
spectrum.

This ends the proof of Lemma 3.3.3.
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Remark 3.3.6. One can see from the proof of Lemma 3.3.3 that the pertur-
bation is done in very small neighborhood of the heterodimensional cycle K.

Now we are ready to give the proof of Proposition 3.3.1.

Proof of Proposition 3.3.1. We can see that the properties stated in Proposi-
tion 3.3.1 are persistent under C1 small perturbation. Let R be the residual
subset of Diff1(M) from Theorem 2.13.1. Notice that for any f ∈ R, by the
item 5 of Theorem 2.13.1, there is a periodic orbit Q0 with simple spectrum
which is homoclinically related to Q. We take χ = −χi+k(Q0, f) > 0.

We only need to show that given f ∈ R, for any ζ > 0 and γ > 0, there are
a diffeomorphism g which is ζ-C1-close to f and a hyperbolic periodic orbit
P1 of g, such that the following properties are satisfied:

1. g coincides with f on P0 ∪Q0;
2. P1 is robustly in the chain recurrence class of Pg;
3. P1 has simple spectrum and the Hausdorff distance dH(P1, H(Pg, g)) <
γ;

4. χi+k(P1, g) < 3
4
· χi+k(P0, g);

5. P1 is a (γ, 1− χi+k(P0,f)

χ+χi+k(P0,f)
)-good approximation of P0.

Then Proposition 3.3.1 can be proved by a standard Baire argument.
By item 4 of Theorem 2.13.1, we can require that ζ is chosen small enough

such that after any ζ-perturbation, the continuations of P , Q, P0, and Q0 are
still robustly in the same chain recurrence class. We take 0 < ε < ζ

4
, then

there exist T > 0 and l0 satisfying Lemma 2.12.1.

Perturb to get a heterodimensional cycle SinceH(P, f) admits no dom-
inated splitting of index j for any j ∈ {i + 1, · · · , i + k − 1}, there is a num-
ber δ0 ∈ (0, γ

10
) such that for any compact invariant subset Λ of H(P, f), if

dH(Λ, H(P, f)) < δ0, then Λ admits no T -dominated splitting of index j for
any j ∈ {i+ 1, · · · , i+ k − 1}.

We fix a positive number δ < min{δ0,
1
4
χi+k(P0, f)} small enough such that

the following is satisfied:

χi+k(P0, f) + δ

−2χi+k(Q0, f) + χi+k(P0, f)− δ
<

χi+k(P0, f)

−3
2
χi+k(Q0, f) + χi+k(P0, f)

. (3.10)

We take a number κ such that

κ ∈
(2χi+k(P0, f)− 3χi+k(Q0, f)

3χi+k(P0, f)− 3χi+k(Q0, f)
, 1
)
.

We apply the item 7 of Theorem 2.13.1 to the constants δ and κ, then there
exist two hyperbolic periodic orbits P ′ = Orb(p′) and Q′ = Orb(q′) such that:
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— P ′ and Q′ are homoclinically related to P0 and Q0 respectively;
— Both P ′ and Q′ are δ/2 dense in H(P, f) and have simple spectrum.
— P ′ is a ( γ

10
, κ)-good approximation of P0 and Q′ is ( γ

10
, κ)-good approx-

imation of Q0 .
— For each j ∈ {1, · · · , d}, we have that

|χj(P ′, f)− χj(P0, f)| < δ and |χj(Q′, f)− χj(Q0, f)| < δ. (3.11)

— Both of the periods of P ′ and Q′ are larger than l0.
By item 6 of Theorem 2.13.1, we can do an arbitrarily C1 small perturba-

tion, keeping P ′ and Q′ homoclinically related to P and Q respectively and
without changing the Lyapunov exponents of P ′ and Q′, such that P ′ and Q′
form a partially hyperbolic heterodimensional cycle. For simplicity, we still
denote this diffeomorphism as f .

Notice that the periodic orbits P ′ and Q′ have no T -domination of index j
for any j ∈ {i+ 1, · · · , i+ k − 1}.

Equalize the center Lyapunov exponents of both P ′ and Q′ By Lemma
2.12.1 and Remark 2.12.2, there exist π(P ′) one-parameter families
{(Al,t)t∈[0,1]}π(P ′)−1

l=0 and π(Q′) one-parameter families {(Bm,t)t∈[0,1]}π(Q′)−1
m=0 in

GL(d,R) such that:
— Al,0 = Df(f l(p′)) and Bm,0 = Df(fm(q′)), for any l,m;
— ‖Al,t − Df(f l(p′)) ‖ < ε and ‖A−1

l,t − Df−1(f l+1(p′)) ‖ < ε, for any
t ∈ [0, 1];

— ‖Bm,t − Df(fm(q′)) ‖ < ε and ‖B−1
m,t − Df−1(fm+1(q′)) ‖ < ε, for any

t ∈ [0, 1];
— Aπ(P ′)−1,t ◦ · · · ◦ A0,t and Bπ(Q′)−1,t ◦ · · · ◦ B0,t are hyperbolic, for any

t ∈ [0, 1];
— For any integer s ∈ [1, i] ∪ [i+ k + 1, d], we have that

χs(Aπ(P ′)−1,t◦· · ·◦A0,t) = χs(P
′, f) and χs(Bπ(Q′)−1,t◦· · ·◦B0,t) = χs(Q

′, f);

— χi+1(Aπ(P ′)−1,1◦· · ·◦A0,1) = χi+k(Aπ(P ′)−1,1◦· · ·◦A0,1) = 1
k

∑i+k
j=i+1 χj(P

′, f)

— χi+1(Bπ(Q′)−1,1◦· · ·◦B0,1) = χi+k(Bπ(Q′)−1,1◦· · ·◦B0,1) = 1
k

∑i+k
j=i+1 χj(Q

′, f).
Fix a small number η > 0. Since P ′ and Q′ form a heterodimensional cycle

and P ′ is homoclinically related to P0, there exist four points x, y, z, w ∈ M
such that

—
x ∈ W s

η (P ′) ∩W u(Q′) and y ∈ W u
η (P ′) ∩W s(Q′);

—
z ∈ W s

η (P ′) ∩W u(P0) and w ∈ W u
η (P ′) ∩W s(P0).

We take Ks = {x, z} and Ku = {y, w}, and we choose a small neighborhood
U of P ′ such that U is disjoint from Orb−(x) ∪Orb−(z), Orb+(y) ∪Orb+(w),

75



PhD Thesis of Peking University & Université de Bourgogne

Q′, Q0 and two homoclinic orbits between Q′ and Q0, whose ω-limit sets are
Q′ and Q0 respectively. By Lemma 2.12.5, there exists an ε perturbation g1

whose support is contained in U such that
— g1 keeps P ′;
— Dg1(f l(p′)) = Al,1, for any l = 0, · · · , π(P ′)− 1;
— x ∈ W s(P ′, g1) ∩W u(Q′, g1) and y ∈ W u(P ′, g1) ∩W s(Q′, g1).
— W s(P ′, g1) intersectsW u(P0, g1) transversely at the point z andW u(P ′, g1)

intersects W s(P0, g1) transversely at the point w.
Following the same way above, we choose a small neighborhood V of Q′ which
is disjoint from certain homoclinic intersection and some orbit segments, and
we apply Lemma 2.12.5. At the end, we get an ε perturbation g2 of g1 such
that

— For diffeomorphism g2, the periodic orbits P ′, P , Q and Q′ are robustly
in the same chain recurrence class;

— P ′ and Q′ form a partially hyperbolic heterodimensional cycle;
— Dg2(f l(p′)) = Al,1 and Dg2(fm(q′)) = Bm,1, for any integer l ∈ [0, π(P ′)−

1] and m ∈ [0, π(Q′)− 1].
To sum up, the diffeomorphism g2 is 2ε-C1-close to f and satisfies that:
S1. g2 coincides with f on P0 ∪Q0 ∪ P ′ ∪Q′;
S2. χj(P0, g2) = χj(P0, f) and χj(Q0, g2) = χj(Q0, f), for any j = 1, 2, · · · , d;
S3. χj(P ′, g2) = χj(P

′, f) and χj(Q
′, g2) = χj(Q

′, f), for any j ∈ [1, i] ∪
[i+ k + 1, d];

S4. χi+1(P ′, g2) = χi+k(P
′, g2) and χi+1(Q′, g2) = χi+k(Q

′, g2);
S5.

i+k∑
j=i+1

χj(P
′, g2) =

i+k∑
j=i+1

χj(P
′, f) and

i+k∑
j=i+1

χj(Q
′, g2) =

i+k∑
j=i+1

χj(Q
′, f).

As a consequence, the diffeomorphism g2 satisfies the assumptions of Lemma 3.3.3.

Construction of the periodic orbit P1 By Lemma 3.3.3, there exist a
diffeomorphism g which is ε-C1-close to g2, hence is ζ-C1-close to f , and a
hyperbolic periodic orbit P1 of index i for the diffeomorphism g such that

— χi+k(P1, g) < 1
2
· χi+k(P ′, g);

— P1 has simple spectrum;
— g coincides with g2 in a small neighborhood of P0 ∪Q0;
— g and Dg coincide with g2 and Dg2 on P ′ ∪Q′ respectively;
— P1 is a ( γ

10
, 1 + χi+k(P ′,g2)

2χi+k(Q′,g2)−χi+k(P ′,g2)
)-good approximation of P ′.

Moreover, by Remark 3.3.4, we have that P1 is robustly in the same chain class
with Pg and Qg. By the choice of δ and γ, we have that dH(P1, H(P, g)) < γ.
Then the items 1, 2, 3 are satisfied.

By the properties S4 and S5, we have that

0 < χi+k(P
′, g2) < χi+k(P

′, f) and χi+k(Q′, g2) < χi+k(Q
′, f) < 0,
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which implies that

χi+k(P
′, g2)

−2χi+k(Q′, g2) + χi+k(P ′, g2)
<

χi+k(P
′, f)

−2χi+k(Q′, f) + χi+k(P ′, f)
. (3.12)

By the inequalities (3.10), (3.11) and (3.12), we have that

χi+k(P
′, g2)

−2χi+k(Q′, g2) + χi+k(P ′, g2)
<

χi+k(P0, f)

−3
2
χi+k(Q0, f) + χi+k(P0, f)

.

Recall that P ′ is a ( γ
10
, κ) good approximation of P0 (for the diffeomorphisms

f and g), hence we have that P1 is a
(
γ, κ ·

(
1 + χi+k(P0,f)

3
2
χi+k(Q0,f)−χi+k(P0,f)

))
- good

approximation of P0.
By the choice of κ, we have that

κ ·
(

1 +
χi+k(P0, f)

3
2
χi+k(Q0, f)− χi+k(P0, f)

)
>
( χi+k(P0, f)− 3

2
χi+k(Q0, f)

3
2
χi+k(P0, f)− 3

2
χi+k(Q0, f)

)
·
(

1 +
χi+k(P0, f)

3
2
χi+k(Q0, f)− χi+k(P0, f)

)
=

χi+k(Q0, f)

χi+k(Q0, f)− χi+k(P0, f)

= 1 +
χi+k(P0, f)

χi+k(Q0, f)− χi+k(P0, f)

= 1− χi+k(P0, f)

χ+ χi+k(P0, f)

Hence, P1 is a
(
γ, 1 − χi+k(P0,f)

χ+χi+k(P0,f)

)
-good approximation of P0. This implies

that the item 5 is satisfied.
Besides, by the choice of δ, we have the following estimation for the maximal

center Lyapunov exponent of P1:

χi+k(P1, g) <
1

2
· χi+k(P ′, g) =

1

2
· 1

k
·

k∑
j=1

χi+j(P
′, f)

<
1

2
· 1

k
·

k∑
j=1

χi+j(P0, g) + δ

≤ 3

4
· χi+k(P0, g).

Hence the item 4 is satisfied. This ends the proof of Proposition 3.3.1.
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3.4 Ergodic measure with multi-zero Lyapunov
exponents for the case controlled by Jaco-
bian: Proof of Theorem 2

Consider a diffeomorphism f ∈ Diff1(M) and a homoclinic class H(P, f)
admitting a dominated splitting of the form TH(P,f)M = E⊕F⊕G. We denote
by k = dim(F ). For any periodic orbit Q = Orb(q) contained in H(P, f), the
mean Lyapunov exponent along the bundle F of Q is defined as

LF (Q, f) =
1

k · π(Q)
log | Jac(Dfπ(Q)|F (q))|.

Notice that LF (Q, f) is the average of the Lyapunov exponents of Q along the
bundle F .

3.4.1 Proof of Theorem 2

The main ingredient for the proof of Theorem 2 is the following proposition.

Proposition 3.4.1. For generic diffeomorphism f ∈ Diff1(M), consider a
hyperbolic periodic orbit P of index i. Assume the homoclinic class H(P, f)
admits a dominated splitting TH(P,f)M = E ⊕ F ⊕ G, such that dim(E) = i.
Assume, in addition, that we have the following:

– H(P, f) contains a hyperbolic periodic orbit Q = Orb(q), whose index
is no larger than dim(E ⊕ F ), such that

| Jac(Dfπ(Q)|F (q))| < 1;

– the center bundle F has no finer dominated splitting.
Then there exists a constant ρ ∈ (0, 1) which only depends on Q, such that for
any hyperbolic periodic orbit P0 with simple spectrum, which is homoclinically
related to P , and any γ > 0, there exists a hyperbolic periodic point P1 with
simple spectrum such that:

1. LF (P1, f) < ρ · LF (P0, f);
2. P1 is homoclinically related to P and is γ dense inside H(P, f);

3. P1 is
(
γ, 1− LF (P0,f)

LF (P0,f)−LF (Q,f)

)
good approximation of P0.

The proof of Proposition 3.4.1 is left to the next subsection. Now, we follow
the strategy of the Proof of Theorem C to give the proof of Theorem 2.

Proof of Theorem 2. We denote by i = dim(E). By item 2, item 5 and item 7
of Theorem 2.13.1, we can assume that P is of index i and has simple spectrum.
Let ρ ∈ (0, 1) be the number in Proposition 3.4.1, which only depends on Q.

We will inductively get a sequence of periodic orbits {Pn}, a sequence of
positive numbers {εn} and a sequence of integers {Nn} satisfying the following
properties:
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— εn <
1
2
εn−1;

— LF (Pn+1) < ρ · LF (Pn);
— Pn+1 is homoclinically related to P and is εn dense inside H(p, f);
— Pn+1 is (εn, 1− 2LF (Pn,f)

2LF (Pn,f)−LF (Q,f)
) good approximation of Pn;

— For any point x ∈ B2εn(Pn) ∩H(P, f), we have that

0 <
1

Nn

log m(DfNn|F (x)) ≤
1

Nn

log ‖DfNn|F (x) ‖ < 2χi+k(Pn).

Choice of P0, N0 and ε0 Let P0 = P , then there exists an integer N0 large
enough such that for any y ∈ P0, we have that

0 <
1

N0

log m(DfN0|F (y)) ≤
1

N0

log ‖DfN0|F (y) ‖ <
3

2
χi+k(P0).

By the uniform continuity of the function log ‖DfN0|F (x) ‖ and the function
log m(DfN0|F (x)), there exists a number ε0 > 0 such that for any point x ∈
B2ε0(P0) ∩H(P, f), we have that

0 <
1

N0

log m(DfN0 |F (x)) ≤
1

N0

log ‖DfN0|F (x) ‖ < 2χi+k(P0).

Construct Pn, Nn and εn inductively Assume that Pi, Ni and εi are
already defined for any i ≤ n. We apply Pn and εn to the Proposition 3.4.1,
then we get a periodic orbit Pn+1 which is homoclinically related to Pn such
that

— LF (Pn+1) < ρ · LF (Pn);
— Pn+1 is εn dense in H(p, f);
— Pn is (εn, 1− 2LF (Pn,f)

2LF (Pn,f)−LF (Q,f)
) good approximation of Pn.

Then there exists an integer Nn+1 large enough such that for any y ∈ Pn+1,
we have that

0 <
1

Nn+1

log m(DfNn+1|F (y)) ≤
1

Nn+1

log ‖DfNn+1|F (y) ‖ <
3

2
χi+k(Pn+1).

By the uniform continuity of the function log ‖DfNn+1|F (x) ‖ and the func-
tion log m(DfNn+1|F (x)), there exists a number εn+1 ∈ (0, 1

2
εn] such that for any

point x ∈ B2εn+1(Pn+1) ∩H(P, f), we have

0 <
1

Nn+1

· log m(DfNn+1|F (x)) ≤
1

Nn+1

log ‖DfNn+1|F (x) ‖ < 2χi+k(Pn+1).

End of proof of Theorem 2 Since 1− 2LF (Pn,f)
2LF (Pn,f)−LF (Q,f)

exponentially tends

to 1 and
∑

n εn converges, by Lemma 2.5.2, the sequence of ergodic measures
δPn converges to an ergodic measure ν whose support is H(p, f).
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Claim 3.4.2. The Lyapunov exponents of ν along the center bundle F are all
zero.

Notice that χi+k(Pn) ≤ k ·LF (Pn) ≤ k ·ρnLF (P0). The proof of Claim 3.4.2
follows the proof of the Claim 3.3.2. The only difference is that we control
the sum of the center Lyapunov exponents by the function 1

Nn
log ‖DfNn|F ‖

instead of the function LNnd−i − L
Nn
d−i−k.

This ends the proof of Theorem 2.

Now it remains to prove Proposition 3.4.1

3.4.2 Good approximation with weaker center Jacobian:
Proof of Proposition 3.4.1

The proof of Proposition 3.4.1 is based on the following perturbation lemma:

Lemma 3.4.3. Let P and Q be two hyperbolic periodic orbits of f ∈ Diff1(M)
with different indices. Assume that

– Q and P form a partially hyperbolic heterodimensional cycle K. In
other words, K admits a partially hyperbolic splitting of the form

TKM = Es ⊕ Ec ⊕ Eu,

where dim(Es) = ind(P ) and dim(Es ⊕ Ec) = ind(Q);
– there exists another dominated splitting over K of the form

TKM = Es ⊕ F ⊕G

such that dim(F ) ≥ dim(Ec);
– all the Lyapunov exponents of Q along Ec are equal.
– all the Lyapunov exponents of P along Ec are equal and are larger than
LF (P, f)/2;

– LF (Q, f) < 0.
Then there exists a number ρ ∈ (0, 1) which only depends on Q, such that for
any γ > 0 and any C1 neighborhood U of f , there exists g ∈ U together with a
hyperbolic periodic orbit P ′ of index ind(P ), with simple spectrum such that

1. g = f and Dg = Df on P ∪Q ;
2. LF (P ′, g) < ρ · LF (P, g);

3. P ′ is
(
γ, 1− LF (P,g)

LF (P,g)−LF (Q,g)
) good approximation of P ;

4. W ss(P ′, g) has transverse intersections with W u(P, g) and W uu(P ′, g)
has transverse intersections with W s(Q, g), corresponding to the par-
tially hyperbolic splitting TKgM = Es ⊕ Ec ⊕ Eu.
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Remark 3.4.4. 1. Once again, if P and Q are robustly in the same chain
recurrence class, the fourth item above implies that P ′, P and Q are
robustly in the same chain recurrence class;

2. Actually, the constant ρ is only and continuously depends on the mean
Lyapunov exponent of Q along the bundle Ec and the mean Lyapunov
exponent of Q along F .

The idea of the proof of Lemma 3.4.3 is that we mix two hyperbolic periodic
orbits with different sign of mean Lyapunov exponents to get a new hyperbolic
periodic orbit with weaker mean Lyapunov exponent along the bundle F .

Similar to Section 3.3, we complete the proof of Proposition 3.4.1 by prov-
ing Lemma 3.4.3. To prove Lemma 3.4.3, we first follow the strategy of the
proof of Lemma 3.3.3 to linearize the system in a small neighborhood of the
cycle K by an arbitrarily small perturbation, then by another arbitrarily small
perturbation, we get a periodic orbit. At the end, we will adjust the time of
periodic orbit staying close to P and Q respectively.

Proof of Lemma 3.4.3. By the assumption, we can denote by log µ and log λ
the Lyapunov exponents of P and Q along Ec respectively. Then we have that

LF (P, f)

2
< log µ < LF (P, f) and log λ < LF (Q, f).

Denote by P = Orb(p, f) and Q = Orb(q, f).
We fix a small number γ > 0 and a neighborhood U of f . There exists

ε > 0 such that the ε neighborhood of f is contained in U . There is a small
number 0 < θ < 1, such that for any h ∈ U , if d(z1, z2) < θ · γ, we have that

d(hi(z1), hi(z2)) <
γ

2
, for any i ∈ [−π(P ), π(P )].

We take two neighborhoods UP and UQ of P and Q respectively, such that UP
is contained in the θ · γ-neighborhood of P and is disjoint from UQ.

Construction of the periodic orbit P1 Similar to the proof of Lemma
3.3.3, consider the splitting TKM = Es ⊕Ec ⊕Eu = Es ⊕ F ⊕G and the two
neighborhoods UP and UQ, by Theorem 2.12.7 and Remark 2.12.8, there are
two matrices T0, T1 and two positive integers t0, t1 such that for any two integers
m and n, there exist g ∈ U and a hyperbolic periodic orbit P1 = Orb(p1, g)
satisfying s that:

– g = f and Dg = Df on P ∪Q,
– The linear maps T0 : TpM 7→ TqM and T1 : TqM 7→ TpM preserve the

two dominated splittings,
– π(P1) = mπ(P ) + nπ(Q) + t0 + t1,
– Dgπ(P1)(p1) is conjugate to T1 ◦Dfnπ(Q)(q) ◦ T0 ◦Dfmπ(P )(p),
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– #(P1 ∩ UP ) ≥ mπ(P ) and #(P1 ∩ UQ) ≥ nπ(Q),
– W ss(P1, g) t W u(P, g) and W uu(P1, g) t W s(Q, g) corresponding to

the splitting TKgM = Es ⊕ Ec ⊕ Eu.
As a consequence of the first item above, we have that
— LF (P, f) = LF (P, g) and LF (Q, f) = LF (Q, g);
— χj(P, f) = χj(P, g) and χj(Q, f) = χj(Q, g), for any j = 1, · · · , d.

For simplicity, we denote them by LF (P ), LF (Q), χj(P ) and χj(Q),.
Since T0 and T1 preserve the dominated splittings, by choosing the proper

coordinates, we assume that, corresponding to the two splittings, the two
matrices T1 and T0 have the following forms respectively:

T0 =

 Ds 0 0
0 Dc 0
0 0 Du

 =

 Ds 0 0
0 DF 0
0 0 DG

 ,

T1 =

 Cs 0 0
0 Cc 0
0 0 Cu

 =

 Cs 0 0
0 CF 0
0 0 CG

 .

Then we have that Dgπ(P1)(p1)|Ec is conjugate to

Cc ◦Dfnπ(Q)(q)|Ec ◦Dc ◦Dfmπ(P )(p)|Ec ,

and Dgπ(P1)(p1)|F is conjugate to

CF ◦Dfnπ(Q)(q)|F ◦DF ◦Dfmπ(P )(p)|F .

Choice of m, n and ρ We will adjust m and n to get a periodic orbit
satisfying the conclusion of Lemma 3.4.3. Let η > 0 be a small number which
will be decided later.

Claim 3.4.5. There exists an integer Nη such that for any m,n ≥ Nη, we
have that

— all the Lyapunov exponents of P1 along the bundle Ec would belong to
the interval[mπ(P ) · log µ+ nπ(Q) · log λ

mπ(P ) + nπ(Q)
− η, mπ(P ) · log µ+ nπ(Q) · log λ

mπ(P ) + nπ(Q)
+ η
]
.

— the mean Lyapunov exponent of P1 along the bundle F would belong to
the interval

[mπ(p) · LF (P ) + nπ(q) · LF (Q)

mπ(P ) + nπ(Q)
−η, mπ(P ) · LF (P ) + nπ(Q) · LF (Q)

mπ(P ) + nπ(Q)
+η
]
.
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The proof of Claim 3.4.5 is just like the proof of Claim 3.3.5 and we omit
the proof here.

To guarantee the item 2 and that P1 has the same index as P , we only need
to require that there exists a number ρ ∈ (0, 1) which will be decided later,
such that:

mπ(P ) · LF (P ) + nπ(Q) · LF (Q)

mπ(P ) + nπ(Q)
+ η < ρ · LF (P )

and
mπ(P ) · log µ+ nπ(Q) · log λ

mπ(P ) + nπ(Q)
− η > 0,

which are equivalent to

η − log λ

log µ− η
<
mπ(P )

nπ(Q)
<
ρ · LF (P )− LF (Q)− η
LF (P )− ρ · LF (P ) + η

.

Claim 3.4.6. There exists ρ ∈ (0, 1) such that the following inequality is
satisfied:

− log λ

log µ
<
ρ · LF (P )− LF (Q)

LF (P )− ρ · LF (P )
.

Proof. The proof consists in solving the following inequality:

ρ · LF (P )− LF (Q)

LF (P )− ρ · LF (P )
>
− log λ

log µ
,

which is equivalent to

ρ >
LF (Q) · log µ− log λ · LF (P )

LF (P ) · log µ− log λ · LF (P )
.

By assumption that log µ ∈
(LF (P )

2
, LF (P )

)
, we have the estimation:

LF (Q) · log µ− log λ · LF (P )

LF (P ) · log µ− log λ · LF (P )
=
LF (Q) · log µ

LF (P )
− log λ

log µ− log λ

<
LF (Q)

2
− log λ

− log λ

= 1 +
LF (Q)

−2 log λ
.

We only need to take

ρ = 1 +
LF (Q)

−2 log λ
∈ (0, 1).

Notice that ρ only depends on LF (Q) and log λ.
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We fix the value of ρ that we get from Claim 3.4.6, then when η is chosen
small enough, we have that

η − log λ

log µ− η
<
ρ · LF (P )− LF (Q)− η
LF (P )− ρ · LF (P ) + η

.

By the density of rational numbers among R and Claim 3.4.5, there exist m
and n arbitrarily large such that

mπ(P )

nπ(Q)
∈
(η − log λ

log µ− η
,
ρ · LF (P )− LF (Q)− η
LF (P )− ρ · LF (P ) + η

)
,

which implies that P1 satisfies the properties of the conclusion of Lemma 3.4.3
except the item 3.

Now, we only need to check that the choice of m and n guarantees the item
3. By the fact that

mπ(P )

nπ(Q)
>
− log λ

log µ
, LF (P ) > log µ and LF (Q) > log λ,

we have that

mπ(P )

mπ(P ) + nπ(Q)
>

− log λ
log µ

− log λ
logµ

+ 1
=

− log λ

log µ− log λ

>
−LF (Q)

LF (P )− LF (Q)

= 1− LF (P )

LF (P )− LF (Q)
.

Hence by taking m and n much larger than t0 + t1, we have that P ′ is(
γ, 1− LF (P )

LF (P )−LF (Q)
) good approximation of P . Just as the part of the proof of

Lemma 3.3.3, P can be chosen with simple spectrum. This ends the proof of
Lemma 3.4.3.

Remark 3.4.7. From the proof above, one can see that ρ only depends on
LF (Q) and the average of the Lyapunov exponents of Q along Ec.

Now, we can give the proof of Proposition 3.4.1 whose proof is quite similar
to that of Proposition 3.3.1.

Proof of Proposition 3.4.1. We denote by k = dim(F ) and assume that ind(Q) =
i+ k0, then we have 0 < k0 ≤ k.

We can see that the properties stated in Proposition 3.4.1 are persistent
under C1 small perturbation. Let R be the residual subset of Diff1(M) from
Theorem 2.13.1. We only need to show that given f ∈ R, there is ρ ∈ (0, 1)
such that for any ζ > 0 and γ > 0, there exist a diffeomorphism g which is
ζ-C1-close to f , and a g hyperbolic periodic orbit P1 of index i satisfying the
followings:
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H1. g coincides with f on P0 ∪Q;
H2. P1 is robustly in the chain recurrence class of Pg;
H3. P1 has simple spectrum and dH(P1, H(Pg, g)) < γ;
H4. L

F (P1, g) < ρ · LF (P0, g);
H5. P1 is a (γ, 1− LF (P0,g)

LF (P0,g)−LF (Q,g)
)-good approximation of P0.

Then Proposition 3.4.1 can be proved by a standard Baire argument.

The previous settings By item 4 of Theorem 2.13.1, we can require that ζ
is chosen small enough such that after any ζ-perturbation, the continuations
of P0, P and Q are still robustly in the same chain recurrence class.

We take 0 < ε < ζ
4
, then there exist T > 0 and l0 satisfying Lemma 2.12.1.

We denote by

log λ =
1

k0

i+k0∑
j=i+1

χj(Q, f) and ρ0 = 1 +
LF (Q, f)

−2 log λ
.

Since H(P, f) admits no dominated splitting of index j for any j ∈ {i +
1, · · · , i + k − 1}, there is a number δ0 ∈ (0, γ

10
) such that for any compact

invariant subset Λ ⊂ H(P, f), if dH(Λ, H(P, f)) < δ0, then Λ admits no T -
dominated splitting of index j for any j ∈ {i+ 1, · · · , i+ k − 1}.

Notice that log λ < 0, LF (Q, f) < 0, 0 < LF (P0, f) and ρ0 ∈ (0, 1), hence
we have that

—

ρ0 = 1 +
LF (Q, f)

−2 log λ
<

1 + ρ0

2
;

—
LF (P0, f)

LF (P0, f)− LF (Q, f)
∈
(

0,
2LF (P0, f)

2LF (P0, f)− LF (Q, f)

)
.

As a consequence, we can take a number δ ∈ (0,
1−ρ0

2
) small enough such that:

—

1 +
LF (Q, f) + δ

−2 log λ+ δ
<

1 + ρ0

2
;

—
LF (P0, f) + δ

LF (P0, f)− LF (Q, f)− 2δ
∈
(

0,
2LF (P0, f)

2LF (P0, f)− LF (Q, f)

)
We take a number κ such that

κ ∈
(2LF (P0, f)− LF (Q, f)

3LF (P0, f)− LF (Q, f)
, 1
)
.

We apply the item 7 of Theorem 2.13.1 to the constants δ and κ, then there
exist two hyperbolic periodic orbits P ′ = Orb(p′) and Q′ = Orb(q′), with
simple spectrum such that:
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— P ′ and Q′ are homoclinically related to P0 and Q respectively;
— Both P ′ and Q′ are δ/2 dense in H(P, f);
— P ′ is a ( γ

10
, κ)-good approximation of P0 and Q′ is ( γ

10
, κ)-good approx-

imation of Q;
— |LF (P ′, f)− LF (P0, f)| < δ and |LF (Q′, f)− LF (Q, f)| < δ;
— ∣∣ i+k0∑

j=i+1

χj(Q
′)−

i+k0∑
j=i+1

χj(Q)
∣∣ < δ;

— Both of the periods of P ′ and Q′ are larger than l0.
By item 6 of Theorem 2.13.1, we can do an arbitrarily C1 small perturba-

tion, keeping P ′ and Q′ homoclinically related to P and Q respectively and
without changing the Lyapunov exponents of P ′ and Q′, such that P ′ and Q′
form a partially hyperbolic heterodimensional cycle.

Equalize the center Lyapunov exponents of both P ′ and Q′ By Lemma
2.12.1, there exist π(P ′) one-parameter families {(Al,t)t∈[0,1]}π(P ′)−1

l=0 and π(Q′)

one-parameter families {(Bm,t)t∈[0,1]}π(Q′)−1
m=0 in GL(d,R) such that:

— Al,0 = Df(f l(p′)) and Bm,0 = Df(fm(q′)), for any l,m;
— ‖Al,t − Df(f l(p′)) ‖ < ε and ‖A−1

l,t − Df−1(f l+1(p′)) ‖ < ε, for any
t ∈ [0, 1];

— ‖Bm,t − Df(fm(q′)) ‖ < ε and ‖B−1
m,t − Df−1(fm+1(q′)) ‖ < ε, for any

t ∈ [0, 1];
— Aπ(P ′)−1,t ◦ · · · ◦ A0,t and Bπ(Q′)−1,t ◦ · · · ◦ B0,t are hyperbolic, for any

t ∈ [0, 1];
— For any integer s ∈ [1, i] ∪ [i+ k + 1, d], we have that

χs(Aπ(P ′)−1,t ◦ · · · ◦ A0,t) = χs(P
′, f).

— For any integer s ∈ [1, i] ∪ [i+ k0 + 1, d], we have that

χs(Bπ(Q′)−1,t ◦ · · · ◦B0,t) = χs(Q
′, f);

— χi+1(Aπ(P ′)−1,1◦· · ·◦A0,1) = χi+k0(Aπ(P ′)−1,1◦· · ·◦A0,1) ∈ (1
2
LF (P ′), LF (P ′));

— χi+k0+1(Aπ(P ′)−1,1 ◦ · · · ◦ A0,1) = χi+k(Aπ(P ′)−1,1 ◦ · · · ◦ A0,1) ≥ LF (P ′);

— χi+1(Bπ(Q′)−1,1◦· · ·◦B0,1) = χi+k0(Bπ(Q′)−1,1◦· · ·◦B0,1) = 1
k0

∑i+k0

j=i+1 χj(Q
′, f).

Similar to the proof of Proposition 3.3.1, by Franks-Gourmelon Lemma,
there exists an ε perturbation g1 of f , which preserves the partially hyperbolic
heterodimensional cycle formed by P ′ and Q′, such that

S1. g1 coincides with f on P0 ∪Q ∪ P ′ ∪Q′;
S2. χj(P0, g1) = χj(P0, f) and χj(Q, g1) = χj(Q, f), for any j = 1, 2, · · · , d;
S3. ind(P ′, g1) = ind(P ′, f) and ind(Q′, g1) = ind(Q′, f);
S5. χi+1(P ′, g1) = χi+k0(P ′, g1) ∈

(
1
2
LF (P ′, f), LF (P ′, f)

)
S6. χi+1(Q′, g1) = χi+k0(Q′, g1);
S7. LF (P ′, g1) = LF (P ′, f) and LF (Q′, g1) = LF (Q′, f).
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Construction of the periodic orbit P1 By Lemma 3.4.3 and Remark
3.4.4, we have that there exist g ∈ Diff1(M), which is ε-C1-close to g1 and
therefore is ζ-C1-close to f , and a g-hyperbolic periodic orbit P1 of index i
such that

— LF (P1, g) < ρ0 · LF (P ′, g1);
— P1 has simple spectrum;
— g coincides with g1 on P0 ∪Q ∪ P ′ ∪Q′;
— the Lyapunov exponents of P0, Q, P

′ and Q′ with respect to g1 are equal
to those with respect to g, hence are equal to those with respect to f ;

— P1 is a ( γ
10
, 1− LF (P ′,f)

LF (P ′,f)−LF (Q′,f)
)-good approximation of P ′;

— P1 is robustly in the same chain class with Pg and Qg.
By the choice of δ and γ, we have that dH(P1, H(P, g)) < γ. Then the

items H1, H2, H3 are satisfied.
By the choice of δ, we have the following estimation for the mean center

Lyapunov exponent LF (P1) of P1:

LF (P1, g) < ρ0·LF (P ′, g1) = ρ0·LF (P ′, f) < ρ0·LF (P0, f)+δ <
1 + ρ0

2
·LF (P0, g).

We only need to take ρ =
1+ρ0

2
, hence item H4 is satisfied.

Besides, by the choice of κ, we have that

κ ·
(

1− LF (P ′, f)

LF (P ′, f)− LF (Q′, f)

)
>

2LF (P0, f)− LF (Q, f)

3LF (P0, f)− LF (Q, f)
· −LF (Q, f)

2LF (P0, f)− LF (Q, f)

= 1− 3LF (P0, f)

3LF (P0, f)− LF (Q, f)
.

Since P ′ is ( γ
10
, κ) good approximated of P0, by the inequality above, P1 is a(

γ, 1− 2LF (P0,f)
2LF (P0,f)−LF (Q,f)

)
-good approximation of P0. Then item H5 is satisfied.

This ends the proof of Proposition 3.4.1.

3.5 Partially hyperbolic homoclinic classes with
volume expanding center bundle

In this section, we give an example showing that Corollary 1 may be not
true if there is no periodic orbit of index dim(E ⊕ F ). We first give some
known results about normally hyperbolic submanifolds in Section 3.5.1 and
the example will be given in Section 3.5.2.
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3.5.1 Stability of normally hyperbolic compact manifolds

Let f ∈ Diff1(M). A compact invariant submanifold without boundary
N of M is called normally hyperbolic, if there exists a partially hyperbolic
splitting of the form TNM = Es ⊕ TN ⊕ Eu.

We state a simple version of Theorem 4.1 in [HPS] which gives the stability
theorem for normally hyperbolic compact submanifold.

Theorem 3.5.1. Let f ∈ Diff1(M) and N be a compact normally hyperbolic
submanifold. We denote by i : N 7→M the embedding map from N to M .

There exists a C1 small neighborhood U of f such that for any g ∈ U , there
exists a C1 embedding map ig : N 7→ M , such that Ng = ig(N) is g-normally
hyperbolic. Moreover, ig would tend to i in the C1 topology, if g tends to f .

Remark 3.5.2. The map i−1
g |Ng ◦ g ◦ ig is C1-conjugate to the restriction of

the map g to Ng and is C1 close to f if g is C1 close to f .

3.5.2 An example

Ch. Bonatti [B1] (see also Section 6.2 in [BV]) constructs an open set U of
C1 diffeomorphism on T3 such that for any f ∈ U , we have the following:

— f is robustly transitive;
— There exist a periodic orbit of index one having a complex eigenvalue

and a periodic orbit of index two.
By Theorem 2 and Theorem 4 in [BDP], for the diffeomorphism f ∈ U , there
exists a partially hyperbolic splitting of the form TT3 = Ess ⊕ Ec, where
dim(Ess) = 1 and the center bundle Ec is volume expanding without any finer
dominated splitting.

Now, we consider a north-south diffeomorphism h on S1 such that the
expanding rate of h at the source Q is strictly larger than the norm of f . We
denote by

f̃ = f × h : T3 × S1 7→ T3 × S1.

By Theorem 3.5.1 and continuity of partial hyperbolicity, there exists a C1

neighborhood V of f̃ such that any g̃ ∈ V has a partially hyperbolic repelling
set Λg̃ diffeomorphic to T3 × {Q} admitting a splitting of the form TΛg̃T4 =
Ess ⊕ Ec ⊕ Euu where Ess ⊕ Ec = TΛg̃. Then by Remark 3.5.2, we have
that g̃|Λg̃ is transitive and the dynamics g̃ : Λg̃ 7→ Λg̃ is C1-conjugated to a
diffeomorphism C1 close to the dynamics f : T3 7→ T3. Then the bundle Ec|Λg̃
is volume expanding and there is a periodic orbit of index one with complex
eigenvalues along the bundle Ec contained in Λg̃. Hence the bundle Ec|Λg̃ also
has no finer dominated splitting. As a consequence, we have the following
conclusion.
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Lemma 3.5.3. For generic diffeomorphism in V, there is a partially hyperbolic
homoclinic class, such that any ergodic measure supported on it has at least
one positive Lyapunov exponent along Ec.
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Chapter 4

Non-hyperbolic ergodic measures
approximated by periodic
measures

We recall that K. Sigmund proved that the periodic measures are dense
among invariant measures supported on a hyperbolic basic set. In this chapter,
we give the proofs of our results on extending Sigmund’s result to the non-
hyperbolic setting.

In the previous chapter, we prove the robust existence of non-hyperbolic
ergodic measures for some robustly non-hyperbolic diffeomorphisms. To ex-
tend Sigmund’s theorem to non-hyperbolic setting, one has to find a way to
approximate non-hyperbolic ergodic measures by periodic measures. To do
this, we ‘add’ some hyperbolicity to the non-hyperbolic ergodic measures by
considering the convex combination of it with a hyperbolic ergodic measure.
We first work in a semi-local setting where there exist partially hyperbolic ro-
bust cycles called flip-flop configuration and formed by blender horseshoes and
periodic points of different indices. One can show that in a very small neigh-
borhood of this robust cycle, the basin of a non-hyperbolic ergodic measure µ
intersects the unstable manifold of a periodic point p in the blender in a point
x. The mechanism in this robust cycle allows us to find an arbitrarily large
orbit segment following the positive orbit of x for a uniform proportion of time,
then by an arbitrarily small proportion of time to get to the stable manifold
p. Moreover, the obit segment has some hyperbolicity along the center which
allows us to apply Liao-Gan’s shadowing lemma. Combining the [GIKN]
criterion and Liao-Gan’s shadowing lemma, one can show that the invariant
measure approximated by hyperbolic measures and with vanishing center Lya-
punov exponent is approached by non-hyperbolic ergodic measures. Using the
arguments above, we also obtain some sort of convexity of the closure of the
set of ergodic measures.

In the global setting, we consider the partially hyperbolic diffeomorphisms
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with minimal strong foliations. We obtain the analogous results. To be pre-
cise, we show the convexity of the closure of the set of non-hyperbolic ergodic
measures which is the intersection of the closures of the set of hyperbolic er-
godic measures of two possible s-indices. Moreover, we show that in general,
the closure of the set of hyperbolic ergodic measures of same index is no more
a Choquet simplex. We also apply our arguments to the Mañé’s example on
T3 and we get similar results. Here, we recall that for Mañé’s example, only
the minimality of strong stable foliation is known.

4.1 Approximation of non hyperbolic ergodic mea-
sure by periodic orbits: Proof of Theorem E.

In this section, we prove that all the non-hyperbolic ergodic measures sup-
ported in a small enough neighborhood of a split flip-flop configuration are
approximated by hyperbolic periodic measures.

Consider f ∈ Diff1(M). Assume that there exists a split flip flop configu-
ration formed by a cu-blender horseshoe (Λ, C, Cuu,D) of u-index i + 1 and a
hyperbolic periodic point q of u-index i. Let ε0 be the strength of the strictly
invariant family D. We denote by Cu the center unstable invariant cone field
defined in C. By the definition of a blender horseshoe, there exists τ1 > 1 such
that

‖Df(v) ‖ > τ1 · ‖ v ‖ , for any x ∈ C ∩ f−1(C) and 0 6= v ∈ Cu(x).

By Lemma 2.9.3 and the definition of a split flip flop configuration, there exists
a small neighborhood V of the configuration such that

— the maximal invariant Λ̃ in V admits a partially hyperbolic splitting
TΛ̃M = Ess ⊕ Ec ⊕ Euu, where dim(Ec) = 1 and dim(Euu) = i.

— there exist a continuous extension CuuV of Cuu in V and a number τ2 > 1
such that

‖Df(v) ‖ ≥ τ2 · ‖ v ‖ , for any x ∈ V ∩ f−1(V ) and any v ∈ Cuu(x).

We assume, in addition, that there exists a Df -strictly invariant cone field CuV
in V which is a continuous extension of the center unstable cone field Cu in C.

We denote by b = max{supx∈M ‖Dfx ‖ , supx∈M ‖Df−1
x ‖ }.

Proposition 4.1.1. With the notation above. Let ν be a non-hyperbolic ergodic
measure supported on Λ̃. Assume that there exist a periodic orbit Op ⊂ Λ and
a point y ∈ Λ̃∩W u

loc(Op) in the basin of ν such that Orb(y, f) is far away from
the boundary of V .

Then ν is approximated by hyperbolic periodic orbits which are homoclini-
cally related to Λ.
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Proof. By plaque family theorem, we fix plaque families W cu and W cs for Λ̃
such that W cu(y) is foliated by discs tangent to cone field CuuV . Since y ∈
W u
loc(Op) and Λ is uniformly hyperbolic, there exists an integer N0 ∈ N, which

only depends on the size ofW u
loc(Op) and Λ, such that f−N0(y) is a (τ1, E

c⊕Eu)
expanding point. By Lemma 2.7.3, there exists δ0 independent of y such that
W cu
δ0

(y) is contained in the unstable manifold of y, which implies thatW cu
δ0

(y) ⊂
W u
loc(Op).
For any point z ∈ Λ̃, we denote by

W c(z) = W cu(z) ∩W cs(z),

then this gives a plaque family for Ec. For any z ∈ Λ̃ and any point w ∈ W i(z),
we denote by Ẽi(w, z) = TwW

i(z) for i = c, cu. When there is no ambiguity,
for i = c, cu, we denote Ẽi(w, z) as Ẽi(w) for simplicity.

To fulfill the proof, we need the following lemma:

Lemma 4.1.2. For any ε > 0, there exist an integer N > 0 and a sequence of
points {zk}k∈N ⊂ W u

loc(Op) together with a sequence of positive integers {tk}k∈N
such that

—

f tk(zk) ∈ W s
loc(Op) and d

( 1

tk

tk−1∑
j=0

δfj(zk), ν
)
< ε;

— for any j ∈ [N, tk], we have that

−ε < 1

j

j−1∑
i=0

log ‖Df |
Ec(fj(zk))

‖ < ε;

— the sequence {tk}k∈N tends to infinity and the orbit segments
{
{zk, tk}

}
k∈N

are contained in V .

Proof. For any ε > 0 small, by the uniform continuity of Df on the unit
tangent bundle of TM , and compactness of M and Λ̃, there exists δ ∈ (0, δ0)
such that:

– Given x ∈ Λ̃. For any two points x1, x2 ∈ W c
δ (x), one has that

−ε 6 log ‖Df |Ẽc(x1) ‖ − log ‖Df |Ẽc(x2) ‖ 6 ε;

– for any point z ∈ Λ̃ and any point w ∈ W cu
δ (z), one has that

−ε ≤ log m(Df |Ẽcu(w))− log ‖Df |Ec(z) ‖ ≤ ε;

– for any w1, w2 ∈ Λ̃ satisfying that d(w1, w2) < δ, we have that

| log ‖Df |
Ec(w1)

‖ − log ‖Df |
Ec(w2)

‖ | < ε/2;
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– for any two points z1, z2 ∈M satisfying that d(z1, z2) < δ, we have that
d(δz1 , δz2) < ε/2, where δzi denotes the Dirac measure supported on the
point zi;

– for any point x ∈ Λ̃, one has that f(W cu
δ (x)) ⊂ W cu(f(x)).

By the choice of y, there exists an integer N such that for any n > N , we have
that

−ε < 1

n

n−1∑
i=0

log ‖Df |Ec(f i(y)) ‖ < ε and d
( 1

n

n−1∑
i=0

δf i(y), ν
)
< ε/2. (4.1)

For any C1 curve γ ⊂M , we denote by `(γ) the length of γ. For any n ∈ N,
we take the C1 curve γn ⊂ W c(y) such that

— `(γn) = δ · e−4n·ε;
— the curve γn is centered at y.

Claim 4.1.3. There exists an integer N1 such that for any n > N1, we have
that

`(f i(γn)) < δ, for any integer i ∈ [0, n].

Proof. Recall that b ≥ maxx∈M ‖Dfx ‖ , then there exists an integer N1 satis-
fying that

e−nε · bN < 1, for any n > N1,

Hence, for any n > N1 and any integer i ∈ [0, N ], we have the estimate:

`(f i(γn)) =

∫ 1

0

‖ d

dt
f i(γn(t))‖dt ≤ bi · `(γn) < δ;

We will prove this claim for i ∈ (N, n] inductively. Assume that for any
integer j ≤ i ∈ (N, n), we have that `(f j(γn)) < δ, then by the choices of δ
and N , we have that

`(f i+1(γn)) =

∫ 1

0

‖ d

dt
f i+1(γn(t))‖dt ≤

∫ 1

0

i∏
j=0

‖Df |Ẽc(fj(γn(t))) ‖ ‖γ
′
n(t)‖dt

≤
∫ 1

0

e(i+1)ε ·
i∏

j=0

‖Df |Ec(fj(y)) ‖ ‖γ′n(t)‖dt

< δ.
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By Claim 4.1.3 and the choice of δ, for any n > N1, we have the estimate:

`(fn(γn)) =

∫ 1

0

‖ d

dt
fn(γn(t))‖dt

≥
∫ 1

0

e−nε
n−1∏
j=0

‖Df |Ec(fj(y)) ‖ ‖γ′n(t)‖dt

≥ δ · e−6nε.

A (i + 1)-dimensional disc Dcu ⊂ V is called a uu-foliated cu-disc, if one
has that

— the disc Dcu is tangent to the center unstable cone field CuV ;
— there exists a C1 embedding φ : [0, 1]× [0, 1]i 7→M such that φ([0, 1]×

[0, 1]i) = Dcu and for any t ∈ [0, 1], φ({t} × [0, 1]i) is a disc tangent to
CuuV .

The central length `c(Dcu) of Dcu is defined as the infimum of the length of the
C1 curves contained in Dcu joining the discs φ({0}× [0, 1]i) and φ({1}× [0, 1]i).
The discs φ({0} × [0, 1]i) and φ({1} × [0, 1]i) are called the vertical boundary
components of Dcu.

Consider a submanifold Sn which is the `(γn) tubular neighborhood of
W uu
δ (y) in W cu(y), then Sn is a uu-foliated cu-disc for n large and is contained

in W u
loc(Op); moreover, the central length of Sn is δ · e−4nε. We denote by

Sn(i) the connected component of f i(Sn)∩Bδ(f
i(y)) which contains f i(y) (see

Figure 4.1).

p y

f

Sn

f f

Sn(1)

· · ·

≥ δe−6nε

Sn(i)

≥ δe−6nε

Figure 4.1 –

By Claim 4.1.3 and uniform expansion of Df along the cone field CuuV , one
has that

— Sn(i) is a uu-foliated cu-disc whose vertical boundary components are
contained in the f i-image of the vertical boundary components of Sn;

— Sn(i) is saturated by the discs tangent to CuuV with diameters of size δ,
for i = 1, · · · , n.
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Claim 4.1.4. The central length of Sn(i) is no less than δ · e−6nε, for each
i ∈ [1, n].

Proof. Given i ∈ [1, n], for any C1 curve {ξ(t)}t∈[0,1] contained in Sn(i) which
joins the two vertical boundary components of Sn(i), one has that f−i(ξ(t)) is
a C1 curve joining the vertical boundary components of Sn. Moreover, by the
definition of Sn(i), one has that for any j ∈ [1, i], one has that f−i+j(ξ(t)) ⊂
W cu
δ (f j(y)).
Since `(f−i(ξ(t))) ≥ δ · e−4nε, by the choice of δ, one has that

`(ξ(t)) = `(f i ◦ f−i(ξ(t)))

=

∫ 1

0

‖Df i d

dt
f−i(ξ(t)) ‖ dt

≥
∫ 1

0

e−nε ·
i−1∏
j=0

‖Df |Ec(fj(y)) ‖ ‖
d

dt
f−i(ξ(t)) ‖ dt

≥ e−2nε · `(f−i(ξ(t)))
≥ δ · e−6nε

By the definition of a flip-flop configuration and the choice of y, there exists
a sequence of positive integers {nk}k∈N tending to infinity such that fnk(y) is
in a small neighborhood of ∆u, hence fnk(y) is in C. Consider the cu-disc
Snk , by Claim 4.1.4, we have that Snk(nk) is a cu-disc of central length at least
δ · e−6·nk·ε.

Recall that τ2 > 1 is a number such that for any x ∈ V ∩ f−1(V ) and
v ∈ CuuV (x), one has that ‖Df(v) ‖ ≥ τ2‖ v ‖ . We denote by N(δ) the smallest
integer satisfying that τN(δ)

2 · δ ≥ b0, where b0 is an upper bound for the
diameters of the uu-discs in the family D, then N(δ) ≤ log b0−log δ

log τ2
+ 1. By

the Df -strictly invariant property of the cone fields CuV , CuuV and the fact that
Orb(y, f) is far away from the boundary of V , there exists an integer ñk such
that

— nk − ñk ∈ (0, N(δ)];
— Denote by S̃nk(nk) the connected component of fnk−ñk(Snk(ñk)) ∩ V

containing fnk(y). Then S̃nk(nk) contains a cu-strip S̃k in the charac-
teristic region of blender horseshoe (see Figure 4.2) such that for the
central length `c(S̃k) of S̃k , one has

`c(S̃k) ≥ b−N(δ) · δ · e−6·nk·ε.

Due to the uniform expansion of Df along the cone field CuuV , each point
in f−nk(S̃k) would stay close to the orbit segment {y, . . . , fnk(y)} for a large
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f f f

· · ·

Euu

Ess

Ec

Figure 4.2 –

proportion of time in [ 0, nk ] ∩ N; moreover, the proportion would tend to 1
when nk tends to infinity.

We will iterate S̃k to make it cut the local stable manifold ofOp transversely.
Let ε0 be the strength of the strictly invariant family D, and we denote by

[r] = sup{n ∈ Z : n ≤ r} and Nk =
[6 · nk · ε

log τ1

+
log ε0 − log δ + log b ·N(δ)

log τ1

]
+1.

Since the integer N in Lemma 2.8.8 is a constant, for simplicity, we take its
value as 0. By Lemma 2.8.6, Lemma 2.8.8 and the choice of Nk, there exists
an integer Ñk ≤ Nk such that f Ñk(S̃k) ∩ C contains a connected component
which intersects the local stable manifold of Op in a point z. Denote by

tk = Ñk + nk and zk = f−tk(z),

then one has that zk ∈ Λ̃ and satisfies the third item of Lemma 4.1.2.
Since the choice of δ is independent of nk, by the fact that |ñk−nk| ≤ N(δ),

we can take nk large enough such that

N(δ) +Nk

ñk
<

7ε

log τ1

.

By the choice of δ and zk, for any j ∈ [N, ñk], we have that
—

d(
1

j

j−1∑
i=0

δf i(zk),
1

j

j−1∑
i=0

δf i(y)) <
ε

2
;

— ∣∣1
j

j−1∑
i=0

log ‖Df |
Ec(fi(zk))

‖ − 1

j

j−1∑
i=0

log ‖Df |
Ec(fi(y))

‖
∣∣ < ε

2
.
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On the other hand, when nk is large enough, we have that

d
( 1

tk

tk−1∑
i=0

δf i(zk),
1

ñk

ñk−1∑
i=0

δf i(y)

)
≤ d

( 1

tk

tk−1∑
i=0

δf i(zk),
1

ñk

ñk−1∑
i=0

δf i(zk)

)
+ d
( 1

ñk

ñk−1∑
i=0

δf i(zk),
1

ñk

ñk−1∑
i=0

δf i(y)

)
≤ tk − ñk

tk
· (1 +

1

ñk
) +

ε

2

<
7

log τ1

ε+
ε

2

and for any j ∈ (ñk, tk]∣∣∣1
j

j−1∑
i=0

log ‖Df |
Ec(fi(zk))

‖ − 1

ñk

ñk−1∑
i=0

log ‖Df |
Ec(fi(y))

‖
∣∣∣

≤
∣∣∣1
j

ñk−1∑
i=0

log ‖Df |
Ec(fi(zk))

‖ − 1

ñk

ñk−1∑
i=0

log ‖Df |
Ec(fi(y))

‖
∣∣∣

+
∣∣∣1
j

j−1∑
i=ñk

log ‖Df |
Ec(fi(zk))

‖
∣∣∣

<
ε

2
+

7

log τ1

· ε · log b.

As a consequence, we have that

d(
1

tk

tk−1∑
i=0

δf i(zk), ν) < ε+
7

log τ1

ε

and

∣∣1
j

j−1∑
i=0

log ‖Df |
Ec(fi(zk))

‖
∣∣ < ε+

7 log b

log τ1

· ε, for any j = N, · · · , tk.

Let c = max{1 + 7 log b
log τ1

, 1 + 7
log τ1
}, then we only need to take ε small such that

c · ε < ε, ending the proof of Lemma 4.1.2.

Consider the convex sum {αδOp + (1 − α)ν}α∈[0,1]. We fix α ∈ (0, 1], then
the mean center Lyapunov exponent of αδOp + (1− α)ν is:

λc(αδOp + (1− α)ν) = αλc(δOp) > 0.

Denote by
λ = exp(−λc(αδOp + (1− α)ν)) ∈ (0, 1).
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We take ε < − log λ
16

small. By the uniform continuity of log ‖Df |Ec ‖ over Λ̃,
there exists δ1 > 0 such that for any w1, w2 ∈ Λ̃ satisfying that d(w1, w2) < δ1,
we have that ∣∣ log ‖Df |Ec(w1) ‖ − log ‖Df |Ec(w2) ‖

∣∣ < − log λ

16
.

By Lemma 2.6.4, we get two numbers L > 0 and d0 > 0 such that for any
d ∈ (0, d0), one has that every

√
λ-quasi hyperbolic periodic d-pseudo orbit

corresponding to the splitting TΛ̃M = Ess ⊕ (Ec ⊕ Euu) is L · d shadowed by
a periodic orbit.

For any d ∈ (0,min{d0, δ1}) small enough whose precise value would be
fixed later, there exists an integer Nd such that

f−Nd(W u
loc(Op)) ⊂ W u

d/2(Op) and fNd(W s
loc(Op)) ⊂ W s

d/2(Op).

By Lemma 4.1.2, there exist an integer N , a sequence of points {zk}k∈N in
Λ̃ and a sequence of integers {tk}k∈N tending to infinity such that

—

d
( 1

tk

tk−1∑
j=0

δfj(zk), ν
)
< ε;

—
zk ∈ W u

loc(Op) and f tk(zk) ∈ W s
loc(Op);

— for any j ∈ [N, tk], we have that

−ε < 1

j

j−1∑
i=0

log ‖Df |
Ec(fj(zk))

‖ < ε. (4.2)

Claim 4.1.5. there exist integers mk and tk arbitrarily large such that
—

|mk

tk
− α

1− α
|+ 2Nd

tk
< ε;

— the orbit segment {f−Nd(zk), . . . , fNd+tk+mk(zk)} is a
√
λ-quasi hyper-

bolic string corresponding to the splitting Ess ⊕ (Ec ⊕ Euu).

−Nd ñk
nk tk +Nd mk + tk +Ndtk

following the orbit of y staying close to Op

0

Figure 4.3 –
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Proof. Since the sequence {tk} tends to infinity, one can take a sequence of
positive integers {mk}k∈N tending to infinity such that

lim
k→∞
|mk

tk
− α

1− α
|+ 2Nd

tk
= 0,

hence, for k large enough, the first item is satisfied.
We denote by πk,d = 2Nd + tk +mk. By the choice of Nd, we have that

d(f−Nd(zk), f
Nd+tk+mk(zk)) < d.

Since d is less than δ1 and the integers tk,mk can be chosen arbitrarily large,
by the choice of ε and Equation (4.2), one has the following estimate:

1

πk,d

πk,d−1∑
j=0

log ‖Df |Ec(fj−Nd (zk)) ‖ =
1

πk,d

tk+Nd−1∑
j=0

log ‖Df |Ec(fj−Nd (zk)) ‖

+
1

πk,d

πk,d−1∑
j=tk+Nd

log ‖Df |Ec(fj−Nd (zk)) ‖

≥ tk +Nd

πk,d

log λ

16
+
mk +Nd

πk,d

(
− log λ

α
+

log λ

16

)
>
−3 log λ

4
.

By Pliss lemma, there exist a number ρ ∈ (0, 1) only depending on λ and
a sequence of points {s1, · · · , sl} ⊂ {0, · · · , πk,d − 1} such that

—
l

πk,d
≥ ρ;

—
si−1∏
l=j

‖Df |Ec(f l−Nd (zk)) ‖ ≥ (
1√
λ

)si−j+1, for any j = 0, · · · , si − 1.

By Equation (4.2), we have that {s1, · · · , sl}∩ [Nd +N,Nd + tk] = ∅. Since
the center Lyapunov exponent of Op is − log λ

α
and f tk+Nd(zk) ∈ W s

d/2(Op), for
k large, we have that

1

πk,d − i

πk,d−1∑
j=i

log ‖Df |Ec(fj−Nd (zk)) ‖ >
− log λ

2
, for any i = 0, · · · , πk,d − 1.

Since Ess is uniformly contracting and Ess ⊕ (Ec ⊕ Euu) is a dominated
splitting over Λ̃, the orbit segment {f−Nd(zk), . . . , fNd+tk+mk(zk)} is a

√
λ-quasi

hyperbolic string corresponding to the splitting Ess ⊕ (Ec ⊕ Euu).
This ends the proof of Claim 4.1.5.
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By Lemma 2.6.4, there exists a periodic orbit Op1 of period πk,d such that

d(f i(p1), f i(zk,d)) < L · d, for any i ∈ [0, πk,d − 1].

When d is chosen small enough, by the second item of Claim 4.1.5 and
uniform continuity of the function log ‖Df |

Ec
‖ defined on Λ̃, we have that

p1 is a ( 1
4√
λ
, Ec ⊕ Euu) expanding point; by Lemma 2.7.3, the point p1 has

uniform size of unstable manifold independent of d. Once again, when d is
chosen small, by the fact that the strong stable manifolds of p1 and of Op are
the stable manifolds of p1 and of Op respectively, we have that Op1 and Op are
homoclinically related.

On the other hand, when d is chosen small, by the first item of Claim 4.1.5
and the first item of Lemma 4.1.2, one can check that

d(δOp1 , αδOp + (1− α)ν) < 4ε.

Hence, αδOp + (1− α)ν is approximated by periodic measures whose supports
are periodic orbits homoclinically related to Op.

By the arbitrary choice of α and compactness of the set {αδOp + (1 −
α)ν|α ∈ [0, 1]}, ν is approximated by periodic measures, ending the proof of
Proposition 4.1.1.

Now we are ready to give the proof of Theorem E.

Proof of Theorem E. Recall that the open set V is a small neighborhood of the
split flip flop configuration (Λ, C, Cuu,D,Oq,∆s,∆u) such that the maximal
invariant set Λ̃ in V is partially hyperbolic with center dimension one. Up to
shrinking V , we can assume that V = U ∪ V1 ∪ V2 ∪W for which one has that

— U is a small open neighborhood of C satisfying that the maximal in-
variant set in U is Λ;

— V1 and V2 are small neighborhoods of ∪i∈Nf i(∆s) and of ∪i∈Nf−i(∆u)
respectively;

— W is a small neighborhood of Oq such that the maximal invariant set
in W is Oq.

Now, we will choose a small neighborhood V0 ⊂ V of the flip flop configura-
tion such that any non-hyperbolic ergodic measure supported on the maximal
invariant set in V0 satisfies the conditions in Proposition 4.1.1.

By assumption, there exists an integer N such that for any point x ∈
∩Ni=−Nf i(U)∩Λ̃, there exists a periodic point p ∈ Λ such thatW ss

loc(x) intersects
W u
loc(p). For simplicity, we assume that the periodic point q is a fixed point.

We take a small neighborhood W ′ ⊂ W of Oq such that

log ‖Df |Ec(x) ‖ < λ < 0, for any point x ∈ W ′ ∩ Λ̃.
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On the other hand, there exists an integer N0 such that fN0(∆s) ∪ f−N0(∆u)
is contained in W ′. Let Ñ be the smallest integer satisfying

Ñ > (2N + 2N0)
b

|λ|
, where b = max

x∈M
‖Df(x) ‖ .

We take a small neighborhood W0 of Oq such that

W0 ∪ · · · ∪ f Ñ(W0) ⊂ W ′.

Let U0 ( U be a neighborhood of C. By the first and the second items in
the definition of a flip flop configuration, one can take small neighborhoods
V ′1 ⊂ V1 and V ′2 ⊂ V2 of the sets Orb+(∆s, f) and Orb−(∆u, f) respectively
such that for any point x ∈ Λ̃0\Λ, where Λ̃0 is the maximal invariant set in
U0 ∪ V ′1 ∪ V ′2 ∪W0, the positive orbit of x intersects W0.

Let V0 = U0 ∪ V ′1 ∪ V ′2 ∪W0 ⊂ V . By the choices of W ′ and W0, for any
non-hyperbolic ergodic measure ν ∈Merg(Λ̃0, f) and any point x in the basin
of ν, the forward orbit of x contains an orbit segment of length 2N + 1 which
is contained in U , hence there exists a point y in the basin of ν such that
W ss
loc(y) intersects the local unstable manifold of a periodic point contained in

Λ in a point z; moreover, by the uniform contraction along the local strong
stable manifold, the closure of the orbit of z is strictly contained in V . Now,
by applying ν, Λ̃ and V to Proposition 4.1.1, one has that ν is accumulated
by periodic measures, ending the proof of Theorem E.

4.2 The closure of periodic measures contains
a segment joining δOq to a measure in the
blender: Proof of Theorem D

Given a split flip flop configuration (Λ, C, Cuu,D,Oq,∆s,∆u) of f ∈ Diff1(M)
formed by a blender horseshoe (Λ, C, Cuu,D) and a hyperbolic periodic point q.
In this section, we prove that there exists an invariant measure µ (maybe non-
ergodic) supported on Λ such that the convex combination {αµ+(1−α)δOq ;α ∈
[0, 1]} is approximated by periodic measures.

We take a small neighborhood V of the split flip flop configuration such
that the maximal invariant Λ̃ in V is partially hyperbolic with center dimension
one. We assume, in addition, that there exist two Df strictly invariant cone
fields CuV and CuuV in V , which are continuous extensions of the center unstable
cone field Cu and the strong unstable cone field Cuu in C respectively.

Let’s fix a sequence of functions {gi}+∞
i=1 which is a dense subset of C0(M,R).

Then {gi}+∞
i=1 determines a metric on the probability measure space on M in
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the following way: for any probability measures ν1, ν2 on M , we have

d(ν1, ν2) =
∞∑
i=1

|
∫
gi dν1 −

∫
gi dν2|

2i‖ gi ‖ C0

.

Since the disc ∆u ⊂ W u(q) belongs to D, by the strictly invariant property
of D, this segment would intersect the local stable manifold of Λ in a (Cantor)
set which is denoted as C. For any point x ∈ C, there exists a sequence of discs
{Di}i∈N ⊂ D such that

— f i(x) ∈ Di for any i ∈ N;
— D0 = ∆u and Di+1 ⊂ f(Di), for any i ∈ N.

Theorem 4.2.1. With the assumption above. Given x ∈ C and let µ be an
accumulation of { 1

n

∑n−1
i=0 δf i(x)}n∈N. Then the convex combination {αµ+ (1−

α)δOq |α ∈ [0, 1]} is contained in the closure of the set of periodic measures.

Now Theorem D is directly from Theorem 4.2.1. Hence, we only need to
prove Theorem 4.2.1.

Recall that the mean center Lyapunov exponent of the invariant measure
αµ+ (1− α)δOq , by definition, is

λc(αµ+ (1− α)δOq) = αλc(µ) + (1− α)λc(δOq),

hence there exists α0 ∈ [0, 1] such that

α0λ
c(µ) + (1− α0)λc(δOq) = 0.

The proof of Theorem 4.2.1 consists of two parts. We first show that for
any α ∈ [0, α0], αµ + (1 − α)δOq is accumulated by periodic measures. Then
we show the other half convex combination is also approached by periodic
measures. The proof of these two parts are quite different. But their proofs
still consist in finding quasi hyperbolic periodic pseudo orbits and applying
Lemma 2.6.4 to find the periodic orbits.

Lemma 4.2.2. For any α ∈ [0, α0], the invariant measure αµ+ (1− α)δOq is
accumulated by a sequence of periodic orbits which are homoclinically related
to Oq in V .

Proof. We fix α ∈ (0, α0), then λc(αµ+ (1− α)δOq) is negative.
Let λ = exp(λc(αµ+(1−α)δOq)). By Lemma 2.6.4, there exist two positive

numbers L and d0 such that for any d ∈ (0, d0], every (λ+1)/2-quasi hyperbolic
periodic d-pseudo orbit corresponding to the splitting TΛ̃M = (Ess⊕Ec)⊕Euu

is L · d shadowed by a periodic orbit.
By the continuity of center distribution, there exists δ > 0 such that for

any z1, z2 ∈ Λ̃ satisfying d(z1, z2) < δ, we have that

4λ

1 + 3λ
≤
‖Df |Ec(z1) ‖
‖Df |Ec(z2) ‖

≤ 1 + 3λ

4λ
.
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For any d ∈ (0,min{d0,
δ
L
}) whose precise value would be fixed at the end,

there exists a positive integer Nd such that

fNd(∆s) ⊂ W s
d/2(q) and f−Nd(∆u) ⊂ W u

d/2(q).

Let τ0 > 1 be a number such that for any point x ∈ V ∩ f−1(V ) and
v ∈ CuuV (x), one has ‖Df(v) ‖ ≥ τ0‖ v ‖ . We denote by Nδ = [ log b0−log δ

log τ0
] + 1,

where b0 is an upper bound for the diameters of the discs in D.
In the following, we will find a (λ+1)/2-quasi hyperbolic periodic d-pseudo

orbit which will spend almost α proportion of time to follow an orbit segment
of x and (1 − α) proportion of time to follow the orbit of Oq; then we apply
Lemma 2.6.4.

For any ε > 0, there exists an integer n arbitrarily large such that

d(
1

n

n−1∑
i=0

δf i(x), µ) < ε.

We choose the δ neighborhood of x in W u(Oq) and denote it as Du
x. Consider

the connected component Du
x(n) of fn(Du

x)∩Bδ(f
n(x)) which contains fn(x).

By the choice of Nδ, one gets that fNδ(Du
x(n)) contains a disc in D, hence

fNδ(Du
x(n)) has transverse intersection with ∆s. By the choice of Nd, there

exists a transverse intersection y between fNδ+Nd(Du
x(n)) and W s

d/2(q).
Consider the orbit segment σm,n = {f−mπ(q)−n−2Nd−Nδ(y), · · · , y}. We de-

note by

tm,n = mπ(q) + n+ 2Nd +Nδ and tn = n+ 2Nd +Nδ.

Notice that for any m ∈ N, we have d(f tm,n(y), y) < d.
We denote by b = max{supx∈M ‖Df(x) ‖ , supx∈M ‖Df−1(x) ‖ }.

Claim 4.2.3. There exist n and m arbitrarily large such that
— ∣∣∣ n

mπ(q)
− α

1− α

∣∣∣+
2Nd +Nδ

n
· b < ε;

—

d(
1

tn

tn−1∑
i=0

δf−i(y), µ) < ε;

— σm,n is a (1 +λ)/2-quasi hyperbolic string corresponding to the splitting
(Ess ⊕ Ec)⊕ Euu.

The proof of Claim 4.2.3 is just like the one of Claim 4.1.5.
Using Lemma 2.6.4, we can get a periodic orbit Oq1 of period tm,n such

that
d(f j(q1), f j(f−tm,n(y))) < L · d, for any j = 0, · · · , tm,n − 1.

Arguing as before, when d is chosen small enough, one has that

104



Non-hyperbolic ergodic measures approximated by periodic measures

— d(δOq1 , αµ+ (1− α)δOq) < 4 · ε;
— Oq1 is homoclinically related to Oq.

Hence, αµ + (1 − α)δOq is approximated by periodic orbits which are homo-
clinically related to Oq.

This ends the proof of Lemma 4.2.2.

For α ∈ [0, α0), the property of ∆u helps to find the type of quasi hyperbolic
string that we need. For the case α ∈ (α0, 1], the quasi hyperbolic string that
we need is another type, that is, we want Df along the center direction to have
expanding behavior on the quasi hyperbolic string. Indeed, using the strategy
above, we can start from a small neighborhood of Λ then go arbitrarily close
to Oq to stay for arbitrarily long time; however, after that, it is not clear if we
can go arbitrarily close to x by an arbitrarily small proportion of time.

To deal with this situation, we change the strategy. The proof for the case
α ∈ (α0, 1] strongly depends on the fact that α0µ+(1−α0)δOq is approximated
by hyperbolic periodic orbits homoclinically related to Oq.

Proposition 4.2.4. With the assumption we posed at the beginning of this
section. There exists a constant ρ > 0, such that for any hyperbolic periodic
orbit Oq′ which is homoclinically related to Oq in V , any ε > 0, any hyperbolic
periodic orbit Op ⊂ Λ and α ∈ (0, 1) satisfying that

λc
(
αδOp + (1− α) δOq′

)
> 0,

one has that there exists a hyperbolic periodic orbit Op0 homoclinically related
to Op such that:

d
(
δOp0 , αδOp + (1− α) δOq′

)
< ρ · (1− α) · |λc(Oq′)|+ ε.

Proof. For ε > 0, there exists an integer N large enough such that

2
∞∑
i=N

1

2i
<
ε

2
.

Then there exists δ > 0 such that for any x, y satisfying d(x, y) < δ, we have
that

|gi(x)− gi(y)| < ε

8
‖ gi ‖ C0 , for any i = 1, · · · , N.

Let ε0 be the strength of D. Since Oq′ is homoclinically related to Oq in V ,
by Inclination Lemma and the definition of a flip-flop configuration, there exist
two compact submanifolds ∆s(q′) ⊂ W s(Oq′) and ∆u(q′) ⊂ W u(Oq′) such that

—
∆u(q′) ∈ Vε0/4(D);

—
Orb−(∆u(q′)) ∪Orb+(∆s(q′)) ⊂ V ;
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— for anyDu ∈ D, the discDu intersects the interior of ∆s(q′) transversely.
Let λ = exp

(
− λc(αδOp + (1 − α)δOq′ )

)
. By Lemma 2.6.4, there exist

two positive numbers L and d0 such that for any d ∈ (0, d0], every (λ + 1)/2-
quasi hyperbolic periodic d-pseudo orbit corresponding to the splitting TΛ̃M =
Ess ⊕ (Ec ⊕ Euu) is L · d shadowed by periodic orbit.

We choose a number d ∈ (0,min{d0, δ}] small enough such that L · d is
much less than δ; the precise value of d would be fixed at the end. By the
choices of ∆s(q′) and ∆u(q′), there exists an integer N1

d satisfying that:

fN
1
d (∆s(q′)) ∪ f−N1

d (∆u(q′)) ⊂ Bd/2(Oq′).

Up to increasing N1
d , we can assume that fN1

d (W s
loc(Λ)) ⊂ W s

d/2(Λ).
By the transitivity of Λ, Remark 2.8.2 and the strictly invariant property

of D, there exist N2
d ∈ N and a disc D0 ⊂ W u

d/2(Op) such that

fN
2
d (D0) ∈ D and ∪N

2
d

i=0 f
i(D0) ⊂ C.

Up to increasing N1
d or N2

d , we can assume that N1
d = N2

d and we denote it by
Nd.

We fix two plaque familiesW cs andW cu corresponding to the bundle Ess⊕
Ec and to bundle Ec ⊕ Euu respectively.

By the choice of ∆s(q′), the disc fNd(D0) intersects ∆s(q′) transversely and
we denote the intersection as y, then one has that

—
Orb(y, f) ⊂ V ;

—
Orb−(f−Nd(y)) ⊂ W u

d/2(Op) and Orb+(fNd(y)) ⊂ W s
d/2(Oq′).

By Lemma 2.7.3, there exists a number δd > 0 such that

W cs
2δd

(y) ⊂ f−Nd(W s
d/2(O′q)) and W cu

2δd
(y) ⊂ fNd(W u

d/2(Op)).

Since ∆u(Oq′) ⊂ W u(Oq′), by uniform expansion of Df along the strong
unstable cone field CuuV , there exists an integer N ′d large such that for any disc
D tangent to the cone field CuuV , if D intersects W s

d/2(Oq′) transversely in a
point whose distance to the relative boundary of D is no less than δd, we have
that fN ′d(D) contains a disc belong to Vε0/2(D). Up to increasing Nd or N ′d,
we can assume that Nd = N ′d.

Let S(y) be the δd tubular neighborhood ofW uu
δ (y) inW cu(y), then one has

S(y) ⊂ W cu
2δd

(y). We denote by Sn(y) the connected component of fn+Nd(S(y))∩
Bd/2(O′q) which contains fn+Nd(y) for any n ∈ N, and we denote by b =
max{supx∈M ‖Dfx ‖ , supx∈M ‖Df−1

x ‖ }. Since the center Lyapunov exponent
of the orbit of q′ is negative, when n is chosen large enough, arguing as
Claim 4.1.3 and Claim 4.1.4, one has that Sn(y) is a uu-foliated cu-disc satis-
fying that
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— the central length of Sn(y) is at least exp(n(λc(Oq′)− ε)) · δd · b−Nd ;
— Sn(y) is foliated by discs of size δd tangent to the cone field CuuV .

Then fNd(Sn(y)) contains a cu-strip Dcu in C foliated by uu-discs in Vε0/2(D)
such that for the central length `c(Dcu) of Dcu, one has

`c(Dcu) ≥ exp(nλc(Oq′)) · δd · b−Nd .

Let τ > 1 be a number such that

‖Df(v) ‖ ≥ τ‖ v ‖ , for any x ∈ C ∩ f−1(C) and any v ∈ Cu(x).

Following the strategy in Lemma 4.1.2, there exist a constant cd independent
of n and an integer k such that

— fk(Dcu) intersects the local stable manifold of Op;
— f i(Dcu) does not intersect the local stable manifold of Op, for i < k;
— when n is chosen large enough, we have an upper bound for k:

k ≤ 2n · π(q′) · |λc(Oq′)|+ cd
log τ

. (4.3)

Let x be the intersection of fk(Dcu) and W s
loc(Op).

We denote by xn,d = f−2Nd−nπ(q′)−k(x). For any positive integerm, consider
the orbit segment

σm,n = {xn,d, · · · , fmπ(p)+Nd(x)},

Notice that d(xn,d, f
mπ(p)+Nd(x)) < d.

Claim 4.2.5. There exist integers m and n arbitrarily large such that
— ∣∣nπ(q′)

mπ(p)
− 1− α

α

∣∣+
∣∣mπ(p)

nπ(q′)
− α

1− α
∣∣ < ε

16
;

—
cd + 3Nd

n
· (1 +

1

log τ
) <

ε

16
;

— {xn,d, · · · , fmπ(p)+Nd(x)} is a (1 + λ)/2 quasi hyperbolic string corre-
sponding to the splitting Ess ⊕ (Ec ⊕ Euu).

Nd0 nπ(q′) +Nd nπ(q′) + 3Nd + k

mπ(p) + nπ(q′) + k + 3Nd

staying close to the orbit of q′ staying close to the orbit of p
Figure 4.4 –

The proof of this claim is exactly as the proof of Claim 4.1.5.
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By Lemma 2.6.4, there exists a periodic orbitOp0
of period nπ(q′)+mπ(p)+

3Nd + k such that for any i = 0, · · · , π(p0)− 1, we have

d(f i(xn,d), f
i(p0)) < L · d.

Arguing as before, when d is chosen small enough, we have that Op0
is homo-

clinically related to Op in V .
We denote by
– I1 = {Nd, · · · , Nd + nπ(q′)− 1};
– I2 = {0, · · · , Nd − 1} ∪ {Nd + nπ(q′), · · · , 3Nd + k + nπ(q′)− 1};
– I3 = {3Nd + k + nπ(q′), · · · , π(p0)− 1}.

By the choice of σm,n and the fact that the orbit of p0 shadows σm,n at a
distance of L · d, we have that

—
d(f j(p0), f j−Nd(q′)) < L · d+ d, for any j ∈ I1;

—
d(f j(p0), f j−3Nd−k−nπ(q′)(p)) < L · d+ d, for any j ∈ I3.

Claim 4.2.6. For each integer i ∈ [1, N ], we have that∣∣∣ ∫ gi dδOp0−α
∫
gi dδOp−(1−α)

∫
gi dδOq′

∣∣∣ < ( ε
2

+
2|λc(Oq′)|

log τ
·(1−α)

)
·‖ gi ‖ C0 .

Proof. For each i ∈ [1, N ], we have that∣∣∣ ∫ gi dδOp0 − α
∫
gi dδOp − (1− α)

∫
gi dδOq′

∣∣∣
≤
∣∣∣ 1

π(p0)

∑
j∈I1

gi(f
j(p0))− (1− α)

∫
gi dδOq′

∣∣∣+
∣∣∣ 1

π(p0)

∑
j∈I2

gi(f
j(p0))

∣∣∣
+
∣∣∣ 1

π(p0)

∑
j∈I3

gi(f
j(p0))− α

∫
gi dδOp

∣∣∣.
By the choice of I1, we have the estimate:∣∣∣ 1

π(p0)

∑
j∈I1

gi(f
j(p0))− (1− α)

∫
gi dδOq′

∣∣∣
<
∣∣∣ 1

π(p0)

(∑
j∈I1

gi(f
j(p0))−

∑
j∈I1

gi(f
j(q′)

)∣∣∣+
∣∣∣(nπ(q′)

π(p0)
− 1 + α)

∫
gi dδOq′

∣∣∣
≤ ε

8
‖ gi ‖ C0 +

∣∣∣nπ(q′)

π(p0)
− 1 + α

∣∣∣ · ‖ gi ‖ C0 .
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By Equation ( 4.3) and Claim 4.2.5, when m,n are chosen large, we have that

∣∣nπ(q′)

π(p0)
− 1 + α

∣∣ ≤ ∣∣nπ(q′)

π(p0)
− nπ(q′)

nπ(q′) +mπ(p)

∣∣+
∣∣ nπ(q′)

nπ(q′) +mπ(p)
− 1 + α

∣∣
≤ (k + 3Nd)

nπ(q′) +mπ(p)
· nπ(q′)

nπ(q′) +mπ(p)
+

ε

16

<
3|λc(Oq′)|

log τ
· (1− α)2 +

ε

8
.

Hence, we have that∣∣∣ 1

π(p0)

∑
j∈I1

gi(f
j(p0))−(1−α)

∫
gi dδOq′

∣∣∣ < ε

4
‖ gi ‖ C0 +

3|λc(Oq′)|
log τ

·(1−α)2·‖ gi ‖ C0 .

Similarly, by choosing m,n large enough, we also have that∣∣∣ 1

π(p0)

∑
j∈I2

gi(f
j(p0))

∣∣∣ < 3Nd + k

π(p0)
‖ gi ‖ C0 <

3|λc(Oq′)|
log τ

· (1− α)‖ gi ‖ C0 ,∣∣∣ 1

π(p0)

∑
j∈I3

gi(f
j(p0))− α

∫
gi dδOp

∣∣∣ < ε

4
‖ gi ‖ C0 +

3|λc(Oq′)|
log τ

· α · (1− α) · ‖ gi ‖ C0 .

Hence, we have that for any i ∈ [1, N ],∣∣∣ ∫ gi dδOp0−α
∫
gi dδOp−(1−α)

∫
gi dδOq′

∣∣∣ < ( ε
2

+
6|λc(Oq′)|

log τ
·(1−α)

)
·‖ gi ‖ C0 .

This ends the proof of Claim 4.2.6

By the choice of N and Claim 4.2.6, we have

d
(
δOp

0
, αδOp + (1− α)δOq′

)
=
∞∑
i=1

|
∫
gi dδOp0 − α

∫
gi dδOp − (1− α)

∫
gi dδOq′ |

2i‖ gi ‖ C0

<
ε

2
+

6|λc(Oq′)|
log τ

· (1− α) +
ε

2

= ε+
6|λc(Oq′)|

log τ
· (1− α).

We take ρ = 6
log τ

, ending the proof of Proposition 4.2.4.

Remark 4.2.7. The conclusion of Proposition 4.2.4 also explains the main
obstruction to obtain the approximation of the convex combination between
two hyperbolic ergodic measures of different indices by periodic measures.

As an application of Proposition 4.2.4, we have the following corollary:
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Corollary 4.2.8. For any α ∈ (α0, 1], the measure αµ + (1 − α)δOq is ac-
cumulated by a sequence of periodic orbits which are homoclinically related to
Λ.

Proof. By Lemma 4.2.2, we have a sequence of hyperbolic periodic orbits Oqn
which are related to Oq such that δOqn converges to α0µ+ (1− α0)δOq .

By Theorem 2.1.1, there exists a sequence of periodic orbits Opn ⊂ Λ such
that δOpn converges to µ.

We denote by

Bn = {β ∈ [0, 1] : λc(βδOqn + (1− β)δOpn ) > 0}.

By Proposition 4.2.4, there exists a constant ρ > 0 such that for any β ∈ Bn,
we have that βδOqn + (1− β)δOpn is approximated by periodic measures with
an error bounded by ρ · λc(Oqn).

Since the set {βδOqn + (1 − β)δOpn : β ∈ Bn} tends to the set {αµ +
(1 − α)δOq : α ∈ [α0, 1]} and λc(Oqn) tends to zero, the invariant measure
αµ+ (1−α)δOq is approximated by periodic measures, for any α ∈ [α0, 1].

Now, Theorem 4.2.1 follows directly from Lemma 4.2.2 and Corollary 4.2.8.

4.3 Non-hyperbolic ergodic measures approach-
ing a non-ergodic measure with vanishing
mean center Lyapunov exponent

We fix a sequence of continuous functions {g
i
}i∈N ⊂ C0(M,R), which de-

termines a metric d(·, ·) on the probability measure space on M : for any
probability measure µ and ν, we have the distance:

d(µ, ν) =
∞∑
i=1

|
∫
g
i
dµ−

∫
g
i
dν|

2i‖ g
i
‖
C0

.

Let f ∈ Diff1(M), consider a split flip flop configuration formed by a
dynamically defined cu-blender (Λ, U, Cuu,D) and a hyperbolic periodic orbit
Oq. We fix a small neighborhood V of the split flip flop configuration such that
the maximal invariant set Λ̃ in V is partially hyperbolic with center dimension
one.

In this section, we show that any invariant measure supported on Λ̃, which
is approached by hyperbolic periodic measures of certain index and exhibits
vanishing mean center Lyapunov exponent, is approached by non-hyperbolic
ergodic measures. To be precise, we prove the following:
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Proposition 4.3.1. With the notation above. Given µ ∈Minv(Λ̃, f) such that∫
log ‖Df |Ec ‖ dµ = 0.

Assume that µ is accumulated by periodic measures whose supports are periodic
orbits homoclinically related to Oq inside V .

Then µ is approximated by non-hyperbolic ergodic measures.

Proof. Let {Opn}n∈N be a sequence of periodic orbits such that δOpn converges
to µ and Opn is homoclinically related to Oq inside V . We denote by λn the
center Lyapunov exponent of Opn , then λn tends to 0.

Using Lemma 3.1.1 and [GIKN] criterion, we will prove that there exists
a constant c > 0 such that for each periodic measure δOpn , there exists a
non-hyperbolic ergodic measure νn satisfying:

d(νn, δOpn ) < c · |λn|.

We fix the periodic orbit Opn , then there exists an integer N large such
that

4
∞∑

i=N+1

1

2i
≤ |λn|.

By the uniform continuity of g1 , · · · , gN , there exists δ > 0 such that for any
two points x, y satisfying d(x, y) < δ, we have

|g
i
(x)− g

i
(y)| < |λn| · ‖ gi ‖ C0 , for any i = 1, · · · , N .

We choose a sequence of decreasing positive numbers {εi}i∈N such that∑
εi < δ and we denote Opn as γ0

n. Let ρ and ζ ∈ (0, 1) be the two constants
given by Lemma 3.1.1. Assume that we already have a periodic orbit γkn which
is homoclinically related to Oq in V , then we apply γkn to Lemma 3.1.1 and we
get a periodic orbit γk+1

n such that:
— λc(γk+1

n ) > ζλc(γkn)
— γk+1

n is a (εk+1, 1− ρ|λc(γkn)|) good approximation for γkn;
— γk+1

n is homoclinically related to γkn inside V .
We denote by κi = 1 − ρ|λc(γin)|. By induction, we have that |λc(γin)| <

ζ i|λn|, which implies that

κi ≥ 1− ρ · ζ i · |λn|, for each i ∈ N.

Therefore, for any integer k ∈ N, we have the following estimate:

0 ≥
k∑
i=0

log κi >
k∑
i=0

2(κi − 1) ≥
k∑
i=0

−2ρ · ζ i|λn| >
2ρ

1− ζ
λn.
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Hence, we have that

k∏
i=0

κi ∈ (1 +
2ρ

1− ζ
λn, 1),

which implies
∏∞

i=0 κi ∈ (0, 1].

By Lemma 2.5.2, δγkn tends to an ergodic measure νn. Since the center Lya-
punov exponent of γkn tends to zero when k tends to infinity, by the continuity
of log ‖Df |

Ec
‖ , νn is a non-hyperbolic ergodic measure.

On the other hand, by construction of γkn, we have that for any k ∈ N,
the periodic orbit γkn is a (

∑k
i=1 εi,

∏k
i=1 κi) good approximation for Opn . We

denote by γ(n, k) the subset of γkn corresponding to the one in Definition 2.5.1.

For any integer i ∈ [ 1, N ], we have the following:

∫
g
i
dδγkn =

1

π(γkn)

∑
x∈γkn

g
i
(x) =

1

π(γkn) · π(γ0
n)

∑
x∈γkn

π(γ0
n)−1∑
j=0

g
i
(f j(x)).

∣∣ ∫ g
i
dδγ0

n −
∫
g
i
dδγkn

∣∣ =
∣∣∣ 1

π(γkn)π(γ0
n)

∑
x∈γkn

π(γ0
n)−1∑
j=0

g
i
(f j(x))− 1

π(γ0
n)

∑
y∈γ0

n

g
i
(y)
∣∣∣

=
1

π(γkn)π(γ0
n)

∣∣∣ ∑
x∈γ(n,k)

( π(γ0
n)−1∑
j=0

g
i
(f j(x))−

∑
y∈γ0

n

g
i
(y)
)

+
∑

x∈γkn\γ(n,k)

( π(γ0
n)−1∑
j=0

g
i
(f j(x))−

∑
y∈γ0

n

g
i
(y)
)∣∣∣

≤ 1

π(γkn)π(γ0
n)

(
π(γkn) · π(γ0

n) · |λn| · ‖ gi ‖ C0

+ 2(1−
k∏
i=1

κi) · π(γkn) · π(γ0
n) · ‖ g

i
‖
C0

)
≤ |λn|‖ gi ‖ + 2(1−

k∏
i=1

κi)‖ gi ‖ C0

≤ (1 +
4ρ

1− ζ
)|λn|‖ gi ‖ C0 .
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Hence, for any k, we have that

d(δOpn , δγkn) =
∞∑
i=1

|
∫
g
i
dδOpn −

∫
g
i
dδγn|

2i‖ g
i
‖
C0

=
N∑
i=1

|
∫
g
i
dδOpn −

∫
g
i
dδγn|

2i‖ g
i
‖
C0

+
∞∑

i=N+1

|
∫
g
i
dδOpn −

∫
g
i
dδγn|

2i‖ g
i
‖
C0

<

N∑
i=1

(1 + 4ρ
1−ζ )|λn|
2i

+
∞∑

i=N+1

2

2i

≤ (1 +
4ρ

1− ζ
)|λn|+ |λn|.

Then, by taking the limit for k tending to infinity, we get that

d(δOpn , νn) ≤ (2 +
4ρ

1− ζ
) · |λn|.

Since λn tends to 0 and δOpn tends to µ, the non-hyperbolic ergodic measure
νn tends to µ.

This ends the proof of Proposition 4.3.1.

Remark 4.3.2. According to the proof of Proposition 4.3.1, one can check
that when f is partially hyperbolic of center dimension one, one can take V to
be M and the conclusion of Proposition 4.3.1 still holds.

4.4 Approximating non-hyperbolic ergodic mea-
sures in global setting

In this section, we give the proof of Theorems F and G, then using the
theorems we prove, we give some results in C1-generic setting.

4.4.1 Generation of blender horseshoes

In this subsection, we state the results on the generation of blenders in
[BD2], [BD3].

Proposition 4.4.1. [BD3, Proposition 5.6] Let fbe a diffeomorphism with a
heterodimensional cycle associated to saddles P and Q with ind(P ) = ind(Q)+
1. Then there is g arbitrarily C1 close to f exhibiting a cu-blender horseshoe
Λg.

From Proposition 4.4.1, we can build blender from co-index one heterodi-
mensional cycle. To get heterodimensional cycle, we need the connecting
lemma due to S. Hayashi:
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Theorem 4.4.2. [H] Let f ∈ Diff1(M). For any C1 neighborhood U of f ,
there is an integer L = L(U) > 0 such that for any non-periodic point z, there
exist two arbitrarily small neighborhoods Bz ⊂ B̃z of z such that for any two
points x, y /∈ ∪Li=0f

i(B̃z), if both forward orbit of x and backward orbit of y
intersect Bz, then there exists g ∈ U such that y = gn(x), for some integer
n > 0.

4.4.2 Assuming minimality of both strong foliations: proof
of Theorems F and G:

Now, we can give the proof of theorem F.

Proof of Theorem F. By Hayashi’s connecting lemma and the transitivity, there
exists a dense subset of V(M) such that every diffeomorphism inside this dense
subset has a co-index one heterodimensional cycle. By Propositions 2.9.5 and
4.4.1, there exists an open dense subset Ṽ(M) of V(M) such that for any
f ∈ Ṽ(M), one has that

— f has a cu-blender horseshoe(Λu, V u, Cuu,Du) and a cs-blender horse-
shoe (Λs, V s, Css,Ds);

— f has a split flip flop configuration associated to a dynamically defined
cu-blender;

— f has a split flip flop configuration associated to a dynamically defined
cs-blender.

Take any hyperbolic ergodic measure µ and any non-hyperbolic ergodic mea-
sure ν. We will prove that for any α ∈ [0, 1], αµ + (1 − α)ν is approximated
by periodic measures. By Proposition 2.6.6, the measure µ is approximated
by hyperbolic periodic measures. Hence, we only need to prove it when µ
is a hyperbolic periodic measure. Assume that µ is a periodic measure with
positive center Lyapunov exponent (for the negative case, we can argue for the
system f−1). Let Op be the hyperbolic periodic orbit such that µ = δOp . By
the minimality of the strong stable foliation, Op is homoclinically related to
Λu.

Take a generic point x of measure ν, by the minimality of strong stable
foliation, F ss(x) intersects W u(Op) in a point y. Then, we have that

lim
n→+∞

1

n

n−1∑
j=0

δfj(y) = ν and lim
n→+∞

1

n

n−1∑
j=0

‖Df |Ec(fj(y)) ‖ = 0.

By the minimality of strong unstable foliation and the strictly invariant prop-
erty of D, for any δ > 0, there exists an integer Nδ such that for any strong
unstable disc Duu of radius δ, we have that fNδ(D) contains an element of Du.
Hence, for any δ > 0 and any integer n ∈ N, one has that fNδ(W uu

δ (fn(y)))
contains a disc in D. Now we can apply the arguments for Proposition 4.1.1
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to Op and the point y, proving that the invariant measure αµ + (1 − α)ν is
approximated by periodic measures of s-index ind(p).

As a consequence, one gets that every non-hyperbolic ergodic measure is
approached by periodic measures of s-indices i and i+ 1 at the same time.

By the minimality of strong foliations, any two hyperbolic periodic orbits
of same index are homoclinically related. As a consequence, for any two hy-
perbolic periodic orbits γ1 and γ2 of same index, one has that

{(1− α)δγ1 + αδγ2 : α ∈ [0, 1]} ⊂ Mper(f).

Hence for any two hyperbolic ergodic measures of same index, by Proposi-
tion 2.6.6, their convex combination can be approximated by periodic measures
of same index, which implies thatMi(f) andMi+1(f) are convex sets.

Given two invariant measures µ, ν ∈ M∗(f), then µ and ν are approxi-
mated by a sequence of periodic measures {δOpn} and {δOqn} of same index
respectively. Then the convex combination {(1− α)δOpn + αδOqn : α ∈ [0, 1]}
is contained in the closure of the set of hyperbolic periodic measures. Hence,
the invariant measure (1 − α)µ + αν is accumulated by hyperbolic periodic
measures, for any α ∈ [ 0, 1 ]. On the other hand, for any α ∈ [0, 1], we have∫

log ‖Df |Ec ‖ d((1− α)µ+ αν) = 0.

By Proposition 4.3.1 and Remark 4.3.2 , we have that (1− α)µ+ αν is accu-
mulated by non-hyperbolic ergodic measures, that is,

{(1− α)µ+ αν;α ∈ [0, 1]} ⊂ M∗(f).

This proves thatM∗(f) is a convex set.
Since every non-hyperbolic ergodic measure is approximated by hyperbolic

periodic measures of s-index i and s-index i+1 at the same time, we have that
—

M∗(f) ⊂Mi(f) ∩ {µ ∈Minv(f), λc(µ) = 0};
—

M∗(f) ⊂Mi+1(f) ∩ {µ ∈Minv(f), λc(µ) = 0};
—

M∗(f) ⊂Mi(f) ∩Mi+1(f).

On the other hand, for any µ ∈ Mi(f) ∩ {µ ∈ Minv(f), λc(µ) = 0},
we have that µ is accumulated by hyperbolic ergodic measures of s-index i.
By Proposition 2.6.6, we know that µ is accumulated by hyperbolic periodic
measures of s-index i. By Proposition 4.3.1, the measure µ is accumulated by
non-hyperbolic ergodic measures, ie. µ ∈M∗(f). Hence, we have

Mi(f) ∩ {µ ∈Minv(f), λc(µ) = 0} ⊂ M∗(f).
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Similarly, we can prove that

Mi+1(f) ∩ {µ ∈Minv(f), λc(µ) = 0} ⊂ M∗(f).

Besides, one can easily check that

Mi(f) ∩Mi+1(f) ⊂Mi(f) ∩ {µ ∈Minv(f), λc(µ) = 0};

and
Mi(f) ∩Mi+1(f) ⊂Mi+1(f) ∩ {µ ∈Minv(f), λc(µ) = 0}.

As mentioned before, combing the result in [ABC] and the ergodic closing
lemma in [M2], one has that for C1-generic f in the set Ṽ(M), the closure
MPer(f) of the set of hyperbolic periodic measures is convex, and coincides
with the setMinv(f) of all invariant measures.

As a corollary of Theorem F, one has that:

Corollary 4.4.3. For C1-generic f ∈ Ṽ(M), every invariant (a priori non
ergodic) measure whose mean center Lyapunov exponent vanishes is approached
by non-hyperbolic ergodic measures. In formula:

{µ ∈Minv(f), λc(µ) = 0} =M∗(f).

Now, we will use Theorem D to give the proof of Theorem G. The proof is
quite straightforward:

Proof of Theorem G. Let Ṽ(M) be the open and dense subset of V(M) given
in Theorem F. Given f ∈ Ṽ(M) and a measure ν ∈ Mi(f), then there exists
a sequence of periodic orbits {Opn}n∈N of s-index i such that δOpn converges
to ν. By the minimality of strong stable foliation and Inclination lemma, for
each periodic orbit Opn , one has that

— the stable manifold of Opn contains a disc in Vε0/2(Ds), where ε0 is the
strength of Ds;

— there exists a compact submanifold ∆n of W u(Opn) such that each disc
in Ds intersects ∆n.

By Proposition 4.2.1, there exists an invariant measure µn supported on Λs

such that for any α ∈ [0, 1], we have that

αδOpn + (1− α)µn ∈Mper(f).

Let ξ be an accumulation of µn, then for any α ∈ [0, 1], we have that

αν + (1− α)ξ ∈Mper(f).

Similarly, we can prove that for any invariant measure belonging toMi+1(f),
there exists an invariant measure supported on Λu such that their convex com-
bination is approximated by periodic measures.
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We only need to take Ki = Λu and Ki+1 = Λs. Then the second item is
satisfied.

This ends the proof of Theorem G.

It is well known that the decomposition of an invariant measure in the
convex sum of ergodic measures is unique and one calls Minv(f) a Choquet
simplex. As we splitMinv(f) into several convex sets (the ones with positive,
vanishing and negative center Lyapunov exponents respectively) it is natural
to ask if these sets are Choquet simplices too. We could not answer to this
question in the whole general situation, but in the C1-generic setting we can
give a negative answer:

Proposition 4.4.4. For C1-generic f in Ṽ(M), none of the three compact
convex setsMi(f),Mi+1(f) andM∗(f) is a Choquet simplex.

As we know that all the extreme points ofMinv(f) are ergodic measures.
In general, a convex subset ofMinv(f) may have more extreme points. Under
some assumption, we firstly show that there exist extreme points of M∗(f)
which are not ergodic. Recall that Ṽ(M) is an open and dense subset of V(M)
given by Theorem F.

Lemma 4.4.5. Given f ∈ Ṽ(M). Let µ and ν be two hyperbolic ergodic
measures of different indices. Assume that, for any α ∈ [0, 1], the measure
αµ+ (1− α)ν is approached by hyperbolic periodic measures.

Then there exists α0 ∈ (0, 1) such that:
—

α0µ+ (1− α0)ν ∈M∗(f);

— the invariant measure α0µ+ (1−α0)ν is an extreme point of the convex
setsM∗(f),Mi(f) andMi+1(f).

Proof. Since the indices of µ and ν are different, there exists a unique α0 ∈
(0, 1) such that ∫

log ‖Df |Ec ‖ d(α0µ+ (1− α0)ν) = 0.

Since α0µ+(1−α0)ν is approximated by hyperbolic periodic measures, by the
first item of Theorem F, we have that

α0µ+ (1− α0)ν ∈M∗(f).

Assume that there exist two measures µ1, µ2 ∈M∗(f) and β0 ∈ (0, 1) such
that

α0µ+ (1− α0)ν = β0µ1 + (1− β0)µ2. (4.4)

SinceMinv(f) is a Choquet simplex, by Equation (4.4) and the ergodicity
of µ and ν, one has that µ1 is a convex combination of µ and ν. By the
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fact that λc(µ1) = 0, one has that µ1 = α0µ + (1 − α0)ν, which implies that
µ1 = µ2 = α0µ + (1 − α0)ν. This proves that α0µ + (1 − α0)ν is an extreme
point of the convex setM∗(f).

Similarly, we can show that α0µ + (1 − α0)ν is an extreme point of the
convex setsMi(f) andMi+1(f).

This ends the proof of Lemma 4.4.5.

Now, we are ready to give the proof of Proposition 4.4.4.

Proof of Proposition 4.4.4. By Theorem F, we know thatM∗(f),Mi(f) and
Mi+1(f) are convex sets. By Theorem 3.10 in [ABC], there exists a residual
subset R of Ṽ(M) such that for any f ∈ R, the closure of the set of periodic
measures is convex, which implies that the convex combinations of hyperbolic
ergodic measures of different indices are approached by hyperbolic periodic
measures.

We will show that for any f ∈ R, none ofM∗(f),Mi(f) orMi+1(f) is a
Choquet simplex.

We take four hyperbolic ergodic measures µ1, µ2 ∈ Mi(f) and ν1, ν2 ∈
Mi+1(f).

We denote by

H1 = {(α1, α2, α3, α4) ∈ R4| αi is non-negative and Σ4
i=1αi = 1}

and

H2 = {(β1, β2, β3, β4) ∈ R4| β1λ
c(µ1) + β2λ

c(µ2) + β3λ
c(ν1) + β4λ

c(ν2) = 0}.

Since λc(µi) > 0 and λc(νi) < 0 for i = 1, 2, one gets that the hyperplane
H2 is transverse to H1. As a consequence, the intersection H1 ∩ H2 is a con-
vex quadrilateral whose vertexes are corresponding to four different invariant
measures; moreover, each of them is a convex sum of two hyperbolic ergodic
measures of different indices among {µ1, µ2, ν1, ν2}. By the generic assump-
tion, these four invariant measures are approximated by hyperbolic periodic
measures; hence by Theorem F, they belong to the setM∗(f).

By the convexity of the set M∗(f), the diagonals of H1 ∩ H2 intersect in
a point which corresponds to an invariant measure µ ∈ M∗(f). By Lemma
4.4.5, the vertexes of H1 ∩ H2 are extreme points of M∗(f). Hence, µ is the
convex combination of two different pairs of extreme points ofM∗(f), which
implies thatM∗(f) is not a Choquet simplex.

Similarly, one can show that neither Mi(f) nor Mi+1(f) is a Choquet
simplex.
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4.5 Invariant measures for Mañé’s DA example:
Proof of Theorem 3

In this section, we first recall Mañé’s DA-example, that is, what exactly
the open set W in the statement of Theorem 3 is. Then we give the proof the
Theorem 3.

4.5.1 Mañé ’s DA-example

In [M1], by doing DA from a linear Anosov diffeomorphism on T3 whose
center is uniformly expanding, R. Mañé constructs an open subset W of
Diff1(T3) such that for any f ∈ W , the following properties are satisfied:

— there exists a Df -invariant partially hyperbolic splitting

TT3 = Ess ⊕ Ec ⊕ Euu

with dim(Ess) = dim(Ec) = 1,
— there exists a constant λ ∈ (0, 1) such that ‖Df−1|Euu ‖ < λ;
— there exist two hyperbolic periodic orbits of different indices;
— the center bundle Ec is integrable and the center foliation is minimal.
— there exist two open sets U and V , a constant τ > 1 and five positive

numbers ε1, · · · , ε5 such that
1. V is a proper subset of U
2. for any point x ∈ T3\V , we have that

‖Df |Ec(x) ‖ > τ ;

3. every strong unstable curve of length at least ε1 contains a strong un-
stable curve of length at least ε2 which is disjoint from U ; moreover,
we have that λε1 < ε2;

4. every center plaque of length at least ε3 contains a center plaque of
length at least ε4 which is disjoint from V ; moreover, we have that
τε4 > 2ε3;

5. for every center leaf F c(x), every connected component of F c(x) ∩
(U\V ) has length larger than ε5; moreover, we have that τε5 > ε3.

By construction, the diffeomorphism f is isotopic to a linear Anosov.
R. Mañé proved the followings:

Theorem 4.5.1. [M1, Theorem B] For every f ∈ W, the diffeomorphism f
is robustly transitive and non-hyperbolic.

Lemma 4.5.2. [M1, Lemma 5.2] Let f ∈ W. For any x ∈ T3, there exists
y ∈ W uu

ε1
(x) such that the forward orbit of y is contained in T3\U .
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A recent result by R. Potrie [Po] implies that f ∈ W is dynamically
coherent, that is, there exist invariant foliations F cs and F cu tangent to Ess⊕
Ec and Ec ⊕ Euu respectively.

4.5.2 Proof of Theorem 3

We deal with Mañé’s example separately because we only know that strong
stable foliation and center foliation are minimal. The minimality of strong
unstable foliation is still unknown.

The minimality of strong stable foliation is due to [BDU, PS]:

Lemma 4.5.3. [BDU, PS] There exists an open dense subset Ws of W such
that for any f ∈ Ws, the strong stable foliation is minimal.

The proof of Theorem 3 strongly depends on the properties of W , ie. the
DA construction of Mañé ’s example.

Proof of Theorem 3. By Hayashi’s connecting lemma and transitivity, there
exists a dense subset ofW such that every diffeomorphism in this dense subset
has a co-index one heterodimensional cycle. By Propositions 2.9.5 and 4.4.1,
there exists an open dense subset ofW such that every diffeomorphism in this
set has a split flip flop configuration associated to a dynamically defined cs-
blender. On the other hand, by Lemma 4.5.3, there exists an open dense subset
Ws of W such that the strong stable foliation is minimal for any f ∈ Ws.

To sum up, there exists an open and dense subset W̃ of W such that for
any f ∈ W̃ , we have that:

— f has minimal strong stable foliation;
— f has a split flip flop configuration associated to a dynamically defined

cs-blender.
Now, we fix a Df strictly invariant strong unstable cone field Cuu around Euu

on T3 such that Df is uniformly expanding along Cuu.
Non-hyperbolic ergodic measures approached by hyperbolic pe-

riodic measures of s-index one.
We will prove that for any hyperbolic periodic measure of s-index 1 and any

non-hyperbolic ergodic measure, their convex combination is approximated by
periodic measures.

By construction, there exists δ0 > 0 such that Bδ0(V ) ⊂ U . We fix a hyper-
bolic periodic point p of s-index 1, the size of local unstable manifold W u

loc(Op)
and the size of local strong stable manifold W s

loc(Op). By the minimality of
the foliation F ss and the fact that W s(Op) = W ss(Op), there exists a positive
integer k such that

— the integer k only depends on the size of W s
loc(p) and on δ0;

— for any x ∈ T3, f−k(W s
loc(p)) intersects F cuδ0 (x) transversely, where

F cuδ0 (x) denotes the δ0 neighborhood of x in the leaf F cu(x).
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Given a non-hyperbolic ergodic measure ν ∈Merg(T3, f), and consider the
convex sum αδOp + (1− α)ν, for α ∈ [0, 1]. Then for any α ∈ ( 0, 1 ], we have
that

λc(αδOp + (1− α)ν) > 0.

We fix α ∈ (0, 1] and we denote by

λ′ = exp(−λc(αδOp + (1− α)ν)).

Lemma 2.6.4 provides two positive numbers L and d0, corresponding to the
number

√
λ′ and to the splitting Ess⊕(Ec⊕Euu), such that for any d ∈ (0, d0),

we have that any
√
λ′-quasi hyperbolic periodic d-pseudo orbit is L·d shadowed

by a periodic orbit.
We choose a number d ∈ (0, d0) such that L · d is small enough, whose

precise value would be fixed at the end. Then there exists an integer Nd such
that

f−Nd(W u
loc(Op)) ⊂ W u

d/2(Op) and fNd(W s
loc(Op)) ⊂ W s

d/2(Op).

Now, we fix a point x in the basin of ν. Since strong stable foliation is
minimal and W u

loc(p) is everywhere tangent to Ec ⊕ Euu, there exists a trans-
versely intersection y between the strong stable manifold of x and W u

loc(Op).
By the choice of y, we have that

lim
n→+∞

1

n

n−1∑
i=0

δf i(y) = ν and lim
n→+∞

1

n

n−1∑
i=0

log ‖Df |Ec(f i(y)) ‖ = 0.

In the following, we will find a
√
λ′-quasi hyperbolic periodic d-pseudo

orbit, with large period, such that it spends almost 1 − α proportion of its
period to follow the forward orbit of y and also spends almost α proportion of
its period to follow the periodic orbit Op.

Take ε < − log λ′

16
small, then we have the following:

— there exists δ > 0 such that for any two points z, w ∈ T3 satisfying
d(z, w) < δ, we have that

−ε 6 log ‖Df |Ec(w) ‖ − log ‖Df |Ec(z) ‖ 6 ε;

— there exists an integerN such that for any n > N , we have the following:

−ε < 1

n

n−1∑
i=0

log ‖Df |Ec
fi(y)
‖ < ε and d(

1

n

n−1∑
i=0

δf i(y), ν) < ε/2.

For any C1 curve γ in T3, we denote by `(γ) the length of γ.
We choose a C1 curve γn ⊂ W c(y), centered at y, such that `(γn) = δe−2nε.

Now, consider the set Sn which is the `(γn) tubular neighborhood of W uu
δ (x)

in the leaf F cu(x).
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Similar to Claim 4.1.3, for n large enough, one has that

`(f i(γn)) ≤ ‖Df ‖ i`(γn) < δ, for any i = 0, · · ·n.

According to this estimate and the choice of δ, we have that

`(fn(γn)) =

∫ 1

0

‖ d

dt
fn(γn(t))‖dt ≥

∫ 1

0

e−nε
n−1∏
j=0

‖Df |Ec(fj(y)) ‖ ‖γ′n(t)‖dt ≥ δe−4nε.

Consider the connected component of fn(Sn) ∩ Bδ(f
n(y)) which contains

fn(y), and we denote it as S̃n; then S̃n is a C1 surface tangent to Ec ⊕ Eu

satisfying that
— fn(γn) ⊂ S̃n;
— S̃n is foliated by curves tangent to Cuu, whose lengths are 2δ ;
— For any center plaque γ ⊂ S̃n joining the two boundary components of

S̃n which are tangent to Cuu, one has that `(γ) ≥ δe−5nε.
Now, we will iterate S̃n to make it cut the local stable manifold of Op. By the
uniform expansion in the strong unstable direction, there exists an integer Nδ

such that for any curve Duu tangent to Cuu of length at least δ/2, we have that

`(fNδ(Duu)) ≥ ε1.

Hence, fNδ(S̃n) is foliated by curves tangent to Cuu, whose lengths are no
less than 4ε1. By Lemma 4.5.2, there exists z ∈ W uu

δ/2(fn(y)) such that
Orb+(fNδ(z)) is contained in T3\Bδ0(V ).

We denote by Wn the connected component of fNδ(S̃n)∩Bδ/2(fNδ(z)) con-
taining fNδ(z). Let [·] denote the integer part of a number, and we denote
by

Tn =
[5εn+ log δ0 − log δ +Nδ · log b

log τ

]
+ 1, where b > sup

x∈T3

‖Df−1(x) ‖ .

Since for any point x ∈ T3\V , we have

‖Df |
Ec(x)
‖ ≥ τ,

hence fTn(Wn) contains a disc tangent Ec ⊕ Eu whose diameter is no less
than δ0. By the choice of k, fTn(Wn) intersects f−k(W s

loc(p)) transversely. We
denote by

tn = 2Nd + k +Nδ + Tn.

To sum up, there exists a point w ∈ W u
d/2(p) such that

—
fn+tn(w) ∈ W s

d/2(p);

— the orbit segment {fNd(w), · · · , fn+Nd(w)} follows the orbit segment
{y, · · · , fn(y)} at a distance less than δ.

122



Non-hyperbolic ergodic measures approximated by periodic measures

When we choose n large, we have that

tn
n
≤ 6ε

log τ
.

Moreover, we have the following:

∣∣ 1

n+ tn

n+tn−1∑
i=0

log ‖Df |Ec
fi(w)
‖
∣∣ < ε,

d(
1

n+ tn

n+tn−1∑
i=0

δf i(w), ν) <
6

log τ
ε+ ε.

Claim 4.5.4. There exist integers n and m arbitrarily large such that
— ∣∣mπ(p)

n
− α

1− α
∣∣+

2Nd

n
< ε;

— the orbit segment {w, tn + n + mπ(p)} is a
√
λ′-quasi hyperbolic string

corresponding to the splitting Ess ⊕ (Ec ⊕ Euu).

Nd0 n+Nd n+ tn

mπ(p) + n+ tn

staying close to the orbit of y staying close to the orbit of p
Figure 4.5 –

The proof of the claim above is similar to the one of Claim 4.1.5. Once
again, by Lemma 2.6.4, we have a periodic orbit Op′ of s-index one which
shadows the orbit segment {w, tn + n + mπ(p)} at a distance less than L · d.
Moreover, when d is chosen small, one has that

d(δOp′ , αδOp + (1− α)ν) < c · ε,where c is a constant independent of ε.

By the arbitrary choice of α and compactness of the set {αδOp+(1−α)ν|α ∈
[ 0, 1 ]}, the ergodic measure ν is approximated by hyperbolic ergodic measures
of index 1.
Convexity of the set M∗(f). Since any non-hyperbolic ergodic measure
is approximated by hyperbolic periodic measures of s-index 1, we have that
for any µ, ν ∈ M∗(f), both µ and ν are approximated by hyperbolic periodic
measures of s-index 1. Since the hyperbolic periodic orbits of s-index 1 are
homoclinically related to each other, one has that

{αµ+ (1− α)ν;α ∈ [0, 1]}
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is contained in the closure of the set of hyperbolic periodic measures of s-index
1. Notice that αµ+(1−α)ν has zero mean center Lyapunov exponent, for any
α ∈ [0, 1]. By Proposition 4.3.1 and Remark 4.3.2, we have that αµ+ (1−α)ν
is approximated by non-hyperbolic ergodic measures. Hence, we have that

{αµ+ (1− α)ν;α ∈ [0, 1]} ⊂ M∗(f).

This ends the proof of Theorem 3.
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Chapter 5

Constructing new partially
hyperbolic diffeomorphisms on
3-manifolds

We contribute this chapter to building new partially hyperbolic diffeomor-
phisms on M3.

We first show the existence of Dehn twists which keep the transversality
of certain bundles. We first reduce the proof of Theorem 4 to two theorems
according to the two cases for a pair of transverse foliations (F ,G):

– F and G do not have compact leaves that are homotopic. In this case,
one can find a closed curve which is a complete transversal for both F
and G. Then by putting F and G in a good position, one can construct
two linear foliations which separate F and G. One of the linear foliation
is a circle foliation, and the other one has irrational holonomy.

– F and G have compact leaves that are homotopic. In this case, one
decomposes the torus into several cylinders. In each cylinders, one can
modify the foliations to make them in a good position such that the
linear translation directed by the homotopy class of the compact leaves
of F keeps the transversality of two foliations.

Then, we compose the Dehn twists along the transverse tori with time t-map
of the flow; by applying the argument in [BPP], one can show that for t large
enough the diffeomorphism is partially hyperbolic whose center is neutral.

5.1 Reduction of Theorem 4

Recall that for a pair of transverse foliations (F ,G) on T2, either F and
G have parallel compact leaves or they have no compact leaves. According to
this fact,
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Theorem 5.1.1. Let F and G be two C1 one-dimensional transverse foliations
on T2, without parallel compact leaves. Then for any α ∈ π1(T2), there exists
a C1-continuous family {Φt}t∈[0,1] of C1 diffeomorphisms on T2 such that

— Φ0 = Φ1 = Id;
— For every t ∈ [ 0, 1 ], the C1 foliation Φt(F) is transverse to G;
— For every point x ∈ T2, the closed curve Φt(x) is in the homotopy class

of α.

The proof of Theorem 5.1.1 consists in endowing T2 with coordinates in
which the foliations F and G are separated by 2 affine foliations (i.e. F and
G are tangent to two transverse constant cones). Thus in these coordinates
every translation leaves F transverse to G, concluding.

Theorem 5.1.2. Let F and G be two C1 one-dimensional foliations on T2

and they are transverse. Assume that F and G have parallel compact leaves
which are in the homotopy class α ∈ π1(T2). Then, for each β ∈ π1(T2), one
has that β ∈ 〈α〉 if and only if there exists a C1-continuous family {Φt}t∈[0,1]

of C1 diffeomorphisms on T2 such that
— Φ0 = Φ1 = Id;
— For every t ∈ [ 0, 1 ], the C1 foliation Φt(F) is transverse to G;
— For every point x ∈ T2, the closed curve Φt(x) is in the homotopy class

of β.

One easily checks that, if F and G are transverse C1 foliations having
compact leaves in the same homotopy class, then every compact leaf LF of
F is disjoint from every compact leaf LG of G. If {Φt}t∈[0,1] is an isotopy so
that Φ0 is the identity map and Φt(F) is transverse to G, then Φt(LF ) remains
disjoint from LG : this implies the if part of Theorem 5.1.2. The only if part
will be the aim of Section 5.5.

Remark 5.1.3. First notice that every continuous path (for the C1-topology)
of C1 diffeomorphisms can be approached, in the C1-topology, by a smooth path
of smooth diffeomorphisms.

Now, as the transversality of foliations is an open condition, any loop
{Ψt}t∈[0,1] of diffeomorphisms C1-close to the loop {Φt}t∈[0,1] (announced in
Theorems 4, 5.1.1, and 5.1.2) satisfies that Ψt(F) is transverse to G for every
t.

Therefore, in Theorems 4, 5.1.1, and 5.1.2, one can choose the loop t 7→ Φt

so that the map (t, x) 7→ Φt(x), for (t, x) ∈ S1 × T2, is smooth.
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5.2 Existence of a complete transversal for two
transverse foliations without parallel com-
pact leaves

In this section, we consider two foliations F , G on the torus T2 which do
not have parallel compact leaves (see Definition 2.14.1). According to Propo-
sition 2.14.6, the foliations F and G have no Reeb component. In particular,
F and G are orientable. By Theorem 2.14.8, for each of them, there exist
complete transverse cross sections. In this section, we prove that any two
transverse foliations without parallel compact leaves share a complete trans-
verse cross section.

Proposition 5.2.1. If two C1 foliations F and G are transverse on T2 and
have no parallel compact leaves, then there exists a smooth simple closed curve
γ which is a complete transversal to both F and G.

Proof. As noticed before the statement of Proposition 5.2.1, the foliations F
and G have no Reeb component and therefore F and G are orientable. Thus
there exist two unit vector fields X, Y such that X and Y are tangent to the
foliations F and G respectively.

Since X and Y are transverse, the vector field 1
2
X + 1

2
Y is transverse to

both F and G. Let Z be a smooth vector field C0 close enough to 1
2
X+ 1

2
Y so

that Z is non-singular and transverse to both foliations F and G. Furthermore,
up to perform a small perturbation, we can assume that Z admits a periodic
orbit γ̃ which is a simple closed curve transverse to both F and G.

According to Lemma 2.14.4, if γ̃ is not a complete transversal of one of
the foliations F or G, this foliation admits a compact leaf homotopic to γ̃. As
F and G have no parallel compact leaves, this may happen to at most one of
F and G. In other words, γ̃ is a complete transversal for at least one of the
foliations, thus we assume that γ̃ is a complete transversal for F . If γ̃ is a
complete transversal for G, we are done.

Thus we assume that it is not the case. Therefore Lemma 2.14.4 implies
that G has compact leaves which are in the homotopy class of γ̃. We denote
by CG a compact leaf of G, and we denote by L a segment of a leaf of F with
endpoints p, q on γ̃ and whose interior is disjoint from γ̃; furthermore, if F has
a compact leaf, we choose L contained in a compact leaf of F . We denote by
σ ⊂ γ̃ the (unique) non trivial oriented segment so that

— σ joins the final point q of L to its initial point p;
— the interior of σ is disjoint from {p, q};
— the orientation of σ coincides with the transverse orientation of the

foliation G, given by the vector field X directing F .
Thus the concatenation γ0 = L·σ is a closed curve (which is simple unless p = q
in that case p = q is the unique and non topologically transverse intersection
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point) consisting of one leaf segment and one transverse segment to F . A
classical process allows us to smooth γ0 into a smooth curve γ transverse to
F (see Figure 5.1 for the case p 6= q and Figure 5.2 for the case p = q), and
the choice of the oriented segment σ allows us to choose γ transverse to G.
Furthermore, we have that

— γ cuts the compact leaf CG of G transversely and in exactly one point;
— if F has compact leaves, then γ cuts the compact leaf containing L

transversely and in exactly 1 point;
— γ is a closed simple curve (even in the case p = q).
Now γ is a simple closed curve transverse to G and has non-vanishing

intersection number with a compact leaf of G, and therefore γ is not homotopic
to the compact leaves of G. Lemma 2.14.4 implies therefore that γ is a complete
transversal of G. The same argument show that, if F has a compact leaf, then
γ is a complete transversal of F . Finally, if F has no compact leaves, any
closed transversal is a complete transversal, ending the proof.

q

p

L

Figure 5.1 – In the first figure: the dash line is the transversal γ; the dash
and real arrows on the circle pointing outside give the orientations of G and
F respectively. The second and the third figure show the good choice of curve
and bad choice of curve respectively.
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pL

Figure 5.2 – The dash line is the transversal γ. The dash and real arrows on
the circle pointing outside give the orientations of G and F respectively.

5.3 Deformation of a foliation along its trans-
verse foliation

For any C1 foliation E , we will denote by Ex the leaf of E through x. For
any two points x, y on a common leaf of E , we denote dE(x, y) as the distance
between x, y on the E-leaf.

Proposition 5.3.1. Let S = R × [0, 1] be a horizontal strip on R2. Assume
that Ẽ, F̃ and G̃ are C1 foliations on S satisfying that

— the foliation G̃ is transverse to F̃ and Ẽ, that is, Ẽ t G̃ and F̃ t G̃;
— the foliations Ẽ, F̃ and G̃ are invariant under the map (r, s) 7→ (r+1, s);
— the foliations Ẽ and F̃ have the same holonomy map from R × {0} to

R× {1};
— Each leaf of each foliation intersects the two boundary components of S

transversely.
Then there exists a continuous family {Φt}t∈[0,1] of C1 diffeomorphisms on
R× [0, 1] such that

— Φ0 = Id;
— Φ1(Ẽ) = F̃ ;
— Φt(Ẽ) t G̃, for every t ∈ [0, 1];
— Φt commutes with the map (r, s) 7→ (r + 1, s), for any t ∈ [0, 1];
— Φt coincides with the identity map on R× {0, 1}, for any t ∈ [0, 1].
If furthermore Ẽ and F̃ coincide in a neighborhood of the boundary R ×

{0, 1} of S then we can choose the family {Φt}t∈[0,1] of diffeomorphisms so that
there is a neighborhood of R×{0, 1} on which the Φt coincides with the identity
map, for any t ∈ [0, 1].

Proof. By assumption, for each x ∈ R× {0}, the leaf Ẽx and the leaf F̃x have
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the same boundary.

Claim 5.3.2. For each y ∈ Ẽx, the leaf G̃y intersects F̃x in a unique point.

Proof. Since Ẽ and F̃ are transverse to G̃, one can prove that every leaf of G̃
intersects every leaf of Ẽ and F̃ in at most one point. If y is an end point of
Ẽx, it is also an end point of F̃x, concluding. Consider now y in the interior of
Ẽx.

Recall that G̃y is a segment joining the two boundary components of S.
Thus S \ G̃y has two connected components. Moreover each connected compo-
nent of S \ G̃y contains exactly one end point of Ẽx. As F̃x has the same end
points as Ẽx, it intersects G̃y.

Now, we can define a map hẼ from S to itself. For each x ∈ S, there exists
a unique leaf of F̃ which has the same boundary as Ẽx, by the claim above, G̃x
intersects that unique leaf of F̃ in only one point and we denote it as hẼ(x)
(see Figure 5.3 below).

x

hE(x)

Figure 5.3 – The light line, the dark line and dash line denote the leaves of G̃,
Ẽ and F̃ respectively.

Since Ẽ , F̃ and G̃ are C1-foliations, hẼ is a C1 map, and its inverse hF̃ is
obtained by reversing the roles of Ẽ and F̃ , proving that hẼ is a diffeomorphism.
Since each foliation is invariant under horizontal translation (r, s) 7→ (r+1, s),
the diffeomorphisms hẼ and hF̃ commute with the map (r, s) 7→ (r + 1, s).

Since x and hẼ(x) are on the same G̃ leaf, the map dG(x, hẼ(x)) is well
defined from S to R and one can check that it is a C1 map which is invariant
under the translation (r, s) 7→ (r + 1, s).

Now, for each t ∈ [0, 1], we define Φt(x) as the point, in the segment joining
x to hẼ(x) in the leaf G̃x, so that

dG̃(x,Φt(x)) = t · d
G̃
(x, hẼ(x)) and dG̃(Φt(x), hẼ(x)) = (1− t) · d

G̃
(x, hẼ(x)).

Then, we have that Φ0 = Id, Φ1 = hẼ and Φt commutes with the hori-
zontal translation (r, s) 7→ (r + 1, s) and preserves each leaf of the foliation
G̃. One easily checks that Φt is of class C1 and depends continuously on t.
Furthermore, its derivative along the leaves of G̃ does not vanish, so that Φt

is a diffeomorphism restricted to every leaf of G̃. As Φt preserves every leaf of
G̃, one deduces that Φt(Ẽ) is transverse to G̃ and Φt is a diffeomorphism of S.
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Thus, {Φt}t∈[0,1] is the announced continuous path of C1 diffeomorphisms of
S.

For any C1 simple closed curve γ on T2 whose homotopy class is non-
trivial, we can cut the torus along γ to get a cylinder. The universal cover of
the cylinder is a strip denoted by Sγ and diffeomorphic to R× [0, 1]. For any
C1 foliation E on T2 transverse to γ, one denotes by Ẽ the lift of E on Sγ.

Corollary 5.3.3. Let E, F and G be three C1 foliations on T2. Assume that:
— E t G and F t G;
— there exists a C1 simple closed curve γ such that

1. the curve γ is a complete transversal of the foliations E, F and G;
2. the lifted foliations Ẽ and F̃ have the same holonomy map defined

from one boundary component of Sγ to the other;
Then there exists a continuous family of C1 diffeomorphisms {Φt}t∈[0 , 1] ⊂
Diff1(T2) such that

– Φ0 = Id;
– Φt(E) t G, for every t ∈ [0, 1];
– Φ1(E) = F .

Sketch of proof. If we just apply Proposition 5.3.1, one obtains a family of
homeomorphisms of T2 which are C1 diffeomorphisms on the complement of γ
and which coincide with the identity map on γ and satisfy all the announced
properties. Thus the unique difficulty is the regularity along γ. For that we
check that the construction in the proof of Proposition 5.3.1 can be done on
the whole universal cover of T2 commuting with all the deck transformations,
leading to diffeomorphisms on T2.

5.4 Deformation process for transverse foliations
without parallel compact leaves: proof of
Theorem 5.1.1

5.4.1 Separating transverse foliations by two linear ones
and proof of Theorem 5.1.1

Theorem 5.4.1. Let F and G be two transverse C1 foliations on T2 without
parallel compact leaves. Then there are two affine foliations H and I on T2

and a diffeomorphism θ : T2 → T2 so that
— the foliations θ(F), θ(G), H and I are pairwise transverse;
— there are local orientations of the foliations at any point p ∈ T2 so that

— θ(F) and θ(G) cut H with the same orientation;
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— θ(F) and θ(G) cut I with opposite orientations.

The two affine foliations H and I divide the tangent space TpM at each
point p ∈ T2 into four quadrants, and Theorem 5.4.1 asserts that the tangent
lines at p of θ(F) and θ(G) are contained in different quadrants.

The proof of Theorem 5.4.1 is the aim of the whole section. Let us first
deduce the proof of Theorem 5.1.1

Proof of Theorem 5.1.1. We consider two transverse C1 foliations F and G
on T2 without parallel compact leaves, the diffeomorphism θ and the affine
foliations H and I given by Theorem 5.4.1. Consider any vector u ∈ R2 and
let Tu be the affine translation of T2 directed by u, that is Tu(p) = p+ u.

Claim 5.4.2. For any u ∈ R2, the foliation Tu(θ(F)) is transverse to θ(G)

Proof. The foliations H and I are invariant by Tu, and the quadrants defined
by H and I are preserved by Tu so that Tu(θ(F)) is still transverse to both
H and I and its tangent bundle is contained in the same quadrants as θ(F),
and therefore Tu(θ(F)) is not contained in the same quadrants as the tangent
bundle of θ(G).

Thus Tu(θ(F)) is transverse to θ(G), concluding.

Consider (m,n) ∈ Z2 = H1(T2,Z) and let u = (r, s) be the image of
(m,n) by the natural action of θ on H1(T2,Z). Then the announced loop of
diffeomorphisms is {ϕt = θ−1Ttuθ}t∈[0,1]. Then ϕt(F) is transverse to G for
every t ∈ [0, 1], ϕ0 = ϕ1 = id

T2 , and the loop t 7→ ϕt(p) is in the homology
class of (m,n) for every p ∈ T2.

Therefore, it remains to prove Theorem 5.4.1. The proof is divided into
two main steps corresponding to the next subsections.

5.4.2 Separating transverse foliations by a circle bundle

In this section, consider two transverse foliations F and G without parallel
compact leaves. We first choose a coordinate to make G in a “good position",
then we apply Proposition 5.3.1 to deform F in “good position", keeping G
invariant.

By Lemma 5.2.1, there exists a smooth simple closed curve γ which is a
complete transversal of F and G. The aim of this section is to prove next
result which can be seen as the first step for proving Theorem 5.4.1.

Theorem 5.4.3. Let F and G be two transverse C1 foliations on T2 and
assume that they share the same complete transversal γ. Then there exists
θ ∈ Diff1(T2) such that

— θ(γ) = S1 × {0};
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— Both θ(F) and θ(G) are transverse to the horizontal circle S1×{t}, for
any t ∈ S1.

Up to now, F and G are two transverse foliations on T2 which share the
same complete transversal γ. In particular, G is conjugated to the suspension
of its holonomy (first return map) on γ. In other words, we can choose an
appropriate coordinate on T2 = S1 × S1 such that:

— the circle γ = S1 × {0} is a complete transversal for F and G;
— the foliation G is everywhere transverse to the horizontal circles;
— the foliation G is vertical in a small neighborhood of S1 × {0}.
Under this coordinate, we cut the torus along γ and we get a cylinder

S1× [0, 1]. Thus T2 is obtained from S1× [0, 1] by identifying (x, 0) with (x, 1),
for x ∈ S1.

Now, we take a universal cover of that cylinder, we get a strip S = R ×
[0, 1]. The foliations F and G can be lifted as two foliations F̃ and G̃ on S,
respectively. Moreover, G̃ is everywhere transverse to the horizontal direction.

The proof of Theorem 5.4.3 has two steps: first we build a foliation E on
T2 transverse to G and to the horizontal foliation, so that E has the same
holonomy as F . Then we push F on E by a diffeomorphism preserving G, by
using Proposition 5.3.1. Thus the main step of the proof is:

Proposition 5.4.4. With the notations above, there exist ε > 0 and a C1

foliation E transverse to G on T2 such that the foliation Ẽ induced by E on the
strip S = R× [0, 1] satisfies:

— the foliation Ẽ is transverse to the horizontal direction;
— For any x ∈ R× {0}, we have that

Ẽx ∩ (R× ([0, ε] ∪ [1− ε, 1])) = F̃x ∩ (R× ([0, ε] ∪ [1− ε, 1])).

Remark 5.4.5. The last item of Proposition 5.4.4 means that
— the foliations E and F coincide in a neighborhood of γ
— the holonomy maps from R×{0} to R×{1} associated to Ẽ and F̃ are

the same.

Proof. We denote by
f, g : R× {0} 7→ R× {1}

the C1 holonomy maps of F̃ and G̃ respectively.
As F̃ is transverse to G̃, we have that f(x) 6= g(x), for any x ∈ R × {0}.

Hence, we can assume that f(x) > g(x) for any x ∈ R×{0} (the other case is
similar).

We denote by gt : R → R the holonomy of G̃ from R × {0} to R × {t}.
In particular, g0 is the identity map and g1 = g. Our assumption that G is
vertical close to the boundary, implies that gt is the identity map for t small
enough and gt = g for t close to 1.
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Let ψ0 : S → S be defined by (x, t) 7→ (gt(x), t). Then ψ0 is a diffeomor-
phism which commutes with the translation T1 : (x, t) 7→ (x+ 1, t).

Consider the foliations G̃0 = ψ−1
0 (G̃) and F̃0 = ψ−1

0 (F̃). Now we have
— G̃0 is the vertical foliation;
— F̃0 is a C1 foliation transverse to the vertical foliation and transverse

to the boundary of S, and invariant by the translation T1. We denote
by F0 its quotient on the annulus S1 × [0, 1].

— every leaf of F̃0 goes from R × {0} to R × {1} so that the holonomy
map f 0 is well defined and f 0 = g−1 ◦ f . Our assumption f(x) > g(x)
means that f 0(x) > x for every x.

As F0 is transverse to the boundary of S1 × [0, 1], there is δ > 0 so that
F̃0 is transverse to the horizontal foliation on R× [0, δ] and on R× [1− δ, 1].
Thus the holonomy f 0

t : R× {0} → R× {t} of the foliation F̃0 is well defined
for t ∈ [0, δ] ∪ [1− δ, 1] and satisfies:

— f 0
t (x) > x for t > 0, and moreover f 0

t1
(x) < f 0

t2
(x) for t1, t2 ∈ [0, δ] ∪

[1− δ, 1] and t1 < t2.
— The map (x, t) 7→ f 0

t (x) is C1 and ∂f0
t (x)

∂t
> 0 (because F̃0 is transverse

to the vertical foliation).
Consider ε > 0 so that
—

ε < inf
x∈R
{f 0

1−δ(x)− f 0
δ (x), for x ∈ R}

—
ε < inf

{
∂f 0

t (x)

∂t
, for x ∈ R and t ∈ [0, δ] ∪ [1− δ, 1]

}
With this choice of ε, one can easily check the following inequalities

Claim 5.4.6. — for any t ∈ [0, δ] and x ∈ R, one has

f 0
t (x) <

f 0
1−δ(x) + f 0

δ (x)

2
+ (t− 1

2
)ε; (5.1)

— for any t ∈ [1− δ, 1] and x ∈ R, one has

f 0
1−δ(x) + f 0

δ (x)

2
+ (t− 1

2
)ε < f 0

t (x). (5.2)

Let α : [0, 1]→ [0, 1] be a smooth function so that:
— α(t) ≡ 1, for t close to 0 and close to 1;
— α(t) ≡ 0, for t ∈ [ δ

2
, 1− δ

2
];

— dα
dt
≤ 0 on [0, δ] and dα

dt
≥ 0 on [1− δ, 1].

For x ∈ R and t ∈ [0, 1], we define ht(x) as follows
— If t ∈ [0, δ] ∪ [1− δ, 1], then

ht(x) = α(t)f 0
t (x) + (1− α(t))

(
f 0
δ (x) + f 0

1−δ(x)

2
+ ε(t− 1

2
)

)
;
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— if t ∈ [δ, 1− δ], then

ht(x) =
f 0
δ (x) + f 0

1−δ(x)

2
+ ε(t− 1

2
).

Claim 5.4.7. The map ψ1 : (x, t) 7→ (ht(x), t) is well defined and is a C1

diffeomorphism of S such that
— ψ1 preserves the horizontal foliation and commutes with the translation

T1;
—

∂ht(x)

∂t
> 0, for every (x, t) ∈ S.

Proof. One easily checks that ψ1 is continuous and of class C1. The formula
gives also that ψ1 commutes with T1. Now

∂ht(x)

∂x
=

1

2

(∂f 0
δ (x)

∂x
+
∂f 0

1−δ(x)

∂x

)
> 0 if t ∈ [δ, 1− δ]

and

∂ht(x)

∂x
= α(t)

∂f 0
t (x)

∂x
+(1−α(t)) · 1

2

(
∂f 0

δ (x)

∂x
+
∂f 0

1−δ(x)

∂x

)
> 0 if t /∈ [δ, 1−δ].

This shows that ht is a diffeomorphism of R for every t ∈ [0, 1].
It remains to prove the last item of the claim.
One can observe that

∂ht(x)

∂t
= ε > 0, if t ∈ [δ, 1− δ]

and if t /∈ [δ, 1− δ] the derivative ∂ht(x)
∂t

is equal to :

dα(t)

dt

(
f 0
t (x)−

(
1

2
(f 0
δ (x) + f 0

1−δ(x) + ε(t− 1

2
)

))
+ α(t)

∂f 0
t

∂t
+ (1− α(t))ε.

The last two terms of this sum are positive, as product of positive numbers.
For t ∈ [0, δ], the first term is product of two negative numbers, as the

derivative of α is negative and (5.1) implies:

f 0
t (x)−

(
1

2
(f 0
δ (x) + f 0

1−δ(x) + ε(t− 1

2
)

)
< 0.

For t ∈ [1− δ, 1], the first term is product of two positive numbers, as the
derivative of α is positive and (5.2) implies:

f 0
t (x)−

(
1

2
(f 0
δ (x) + f 0

1−δ(x) + ε(t− 1

2
)

)
> 0.

Thus ∂ht(x)
∂t

> 0 for every (x, t).
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Now the foliation H̃ defined as the image of the vertical foliation by ψ1

satisfies:
— H̃ is transverse to the horizontal foliation.
— H̃ is transverse to the vertical foliation (that is, to G̃0).
— its holonomy from R× {0} to R× {t} is ht. In particular, it coincides

with ft for t so that α(t) = 1, that is, in the neighborhood of R × {0}
and R× {1}.

— as a consequence of the previous item, the foliation H̃ coincides with
F̃0 in the neighborhood of R× {0} and R× {1}.

We can now finish the proof of Proposition 5.4.4: the announced foliation
on the strip S is Ẽ = ψ0(H̃). This foliation is invariant under the translation
T1, so it passes to the quotient in a foliation E on the annulus S1 × [0, 1]. As
Ẽ coincides with F̃ in a neighborhood of the boundary of S, one gets that E
coincides with F on the boundary of the annulus, and therefore this foliation
induces a C1 foliation, still denoted by E on the torus T2.

Next remark ends the proof of Theorem 5.4.3:

Remark 5.4.8. According to Proposition 5.3.1, there is a continuous path of
diffeomorphisms {ϕs}s∈[0,1] of S so that:

— ϕs commutes with the translation T1 : (x, t) 7→ (x+ 1, t);
— ϕ0 is the identity map;
— for every s ∈ [0, 1], the diffeomorphism ϕs coincides with the identity

map in a neighborhood of the boundary of S;
— ϕs(G̃) = G̃ for every s; in particular ϕs(F̃) is transverse to G̃ for every

s;
— ϕ1(F̃) = Ẽ.

We now state a small variation of the statement of Theorem 5.4.3 which
follows (exactly as Theorem 5.4.3) from of Propositions 5.4.4 and 5.3.1, and
that we will use in a next section.

Lemma 5.4.9. Let F and G be two transverse C1-foliations on the annulus
S1 × [0, 1]. Assume that

— G is transverse to every circle S1 × {t};
— F is transverse to the boundary S1 × {0, 1} and has no compact leaf in

S1 × (0, 1).
Then there is a C1 diffeomorphism θ of S1× [0, 1] which coincides with the

identity map in a neighborhood of the boundary and which preserves every leaf
of G, so that θ(F) is transverse to every circle S1 × {t}.
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5.4.3 Building the second linear foliation: end of the
proof of Theorem 5.4.1

Proposition 5.4.10. Let F and G be two transverse C1 foliations on T2 with-
out parallel compact leaves. Assume that both F and G are transverse to the
horizontal foliation. We endow F and G with orientations so that they cut the
horizontal foliation with the same orientation.

Then there exists a smooth (C∞) foliation E on T2 such that
— the circle S1 × {0} is a complete transversal to E;
— the holonomy map induced by E on γ has a diophantine rotation number;
— the foliation E is transverse to the foliations F , G and to the horizontal

direction. We endow it with an orientation so that it cuts the horizontal
foliation with the same orientation as F and G.

— the foliation E cuts F and G with opposite orientations.

Proof. As already done before, we cut the torus along S1 × {0}, getting an
annulus, and we denote by F̃ and G̃ the lift of F and G on the strip R× [0, 1]
which is the universal cover of the annulus. We denote by f and g the holonomy
maps from R × {0} to R × {1} associated to the lifted foliations F̃ and G̃,
respectively. By transversality of F with G, we have that either f(x) < g(x)
for any x, or f(x) > g(x) for any x. Without loss of generality, we assume
that f(x) < g(x). Let τ(f) and τ(g) be the translation numbers of f and g.

Claim 5.4.11. τ(f) 6= τ(g).

Proof. We prove it by contradiction. Assume that τ(f) = τ(g), then τ(f) =
τ(g) is either rational or irrational. When they are irrational, since f(x) <
g(x), by Proposition 2.14.12, we have that τ(f) < τ(g), a contradiction. When
they are both rational, then there exist m,n ∈ N such that τ(f) = τ(g) = n

m
.

Hence, there exist two points x0, y0 ∈ R, such that

fm(x0) = x0 + n and gm(y0) = y0 + n,

which implies that there exist compact leaves of F and G that are in the
homotopy class of (m,n), contradicting the non-parallel assumption.

We endow F̃ and G̃ with orientations such that they point inward the strip
S at R×{0} and point outward at R×{1}, and F and G are endowed with the
corresponding orientations. Let X and Y be the unit vector fields tangent to F
and G respectively, pointing to the orientation of the corresponding foliation,
and X̃ and Ỹ be their lifts on S.

Claim 5.4.12. There are smooth vector fields U and V on T2 so that
— at each point x ∈ T2, the vertical coordinates of U(x) and V (x) are

strictly positive. In particular, U and V are transverse to the horizontal
foliation. We denote by Ũ and Ṽ the lifts of U and V on the strip S.
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— let h and k be the holonomies of Ũ and Ṽ , respectively, from R × {0}
to R×{1}. These holonomies commute with the translation T1, and let
τ(h) and τ(k) denote their translation numbers. Then

τ(f) ≤ τ(h) < τ(k) ≤ τ(g).

Proof. Just consider a small enough ε > 0 and consider smooth vector fields
U and V arbitrarily C0 close to X + εY and εX + Y , respectively.

Now the vector fields Ut = (1 − t)U + tV , t ∈ [0, 1], are all transverse to
both foliations F , G and to the horizontal foliation, and they cut F and G with
opposite orientations. We denote by Ũt the lift of Ut on the strip S. Let τt
denote the translation number of the holonomy of Ũt from R×{0} to R×{1}.
According to Proposition 2.14.11, the map t 7→ τt is a continuous monotonous
function joining τ(h) to τ(k). As τ(h) < τ(k), there is t ∈ (0, 1) for which τt
is an irrational diophantine number, ending the proof.

We end the proof of Theorem 5.4.1 by noticing that Theorem 2.14.13 im-
plies

Lemma 5.4.13. Let E be a smooth foliation on T2 transverse to the horizontal
foliation and so that its holonomy on S1 × {0} is a diffeomorphism with an
irrational diophantine rotation number. Then there is a diffeomorphism θ of
T2 which preserves each horizontal circle S1×{t}, for any t ∈ S1, and satisfies
that θ(E) is an affine foliation.

5.5 Deformation process of transverse foliations
with parallel compact leaves and proof of
Theorem 5.1.2

We dedicate this whole section to give the proof of Theorem 5.1.2. We
state a definition which is only used in this section.

Definition 5.5.1. Given a C1 foliation E on the annulus [0, 1]× S1 = [0, 1]×
R/Z without compact leaves such that E is transverse to the vertical circle
{t} × S1, for any t ∈ [0, 1]. The leaves of such a foliation E are called

– not increasing (resp. not decreasing), if the lifted foliation Ẽ on [0, 1]×R
satisfies that every leaf of Ẽ is not increasing (resp. not decreasing);

– non-degenerate increasing (resp. non-degenerate decreasing), if the
lifted foliation Ẽ on [0, 1] × R satisfies that every leaf of Ẽ is strictly
increasing (resp. strictly decreasing) and transverse to the horizontal
foliation {[0, 1]× {t}}t∈R.
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5.5.1 Normal form for two transverse foliations with par-
allel compact leaves and proof of Theorem 5.1.2

The aim of this section is the proof of Theorem 5.1.2. The main step for
this proof is the following result which puts any pair of transverse C1 foliations
in a canonical position.

Theorem 5.5.2. Let F and G be two transverse C1 foliations on T2 admitting
parallel compact leaves. Then there are an integer k, a set of points {ti}i∈Z/kZ
in S1 which are cyclically ordered on S1, and a diffeomorphism θ : T2 → T2 so
that

— the foliations θ(F) and θ(G) are transverse to {ti} × S1, for any i ∈
Z/kZ;

— for each i ∈ Z/kZ, the restrictions of the foliations θ(F) and θ(G) to
the annulus Ci = [ti, ti+1]× S1 satisfy one of the six possibilities below

1. θ(F) coincides with the horizontal foliation on Ci and θ(G) admits
compact leaves in Ci;

2. θ(G) coincides with the horizontal foliation on Ci and θ(F) admits
compact leaves in Ci;

3. the foliations θ(F) and θ(G) are transverse to the vertical foliation
on Ci. Furthermore, every leaf of θ(F) (resp. of θ(G)) on Ci is
non-degenerate increasing (resp. not increasing);

4. the foliations θ(F) and θ(G) are transverse to the vertical foliation
on Ci. Furthermore, every leaf of θ(F) (resp. of θ(G)) on Ci is not
increasing (resp. non-degenerate increasing);

5. the foliations θ(F) and θ(G) are transverse to the vertical foliation
on Ci. Furthermore, every leaf of θ(F) (resp. of θ(G)) on Ci is
non-degenerate decreasing (resp. not decreasing);

6. the foliations θ(F) and θ(G) are transverse to the vertical foliation
on Ci. Furthermore, every leaf of θ(F) (resp. of θ(G)) on Ci is not
decreasing (resp. non-degenerate decreasing).

The proof of Theorem 5.5.2 will be done in the next subsections. We start
below by ending the proof of Theorem 5.1.2.

Proof of Theorem 5.1.2. Let F and G be two C1 foliations of T2 admitting
parallel compact leaves, and let α ∈ π1(T2) be the homotopy class of the
compact leaves of F and G. Let k > 0, {ti}i∈Z/kZ and θ be the integer, the
elements of S1 and the diffeomorphism given by Theorem 5.5.2, respectively.

One easily checks that there is at least one annulus of the type (1) or (2).
As a consequence, the compact leaves of θ(F) are isotopic to the vertical circle
{0} × S1.
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Consider any vertical vector (0, t), for t ∈ R, and let Vt be the vertical
translation defined by (r, s) 7→ (r, t + s). Then Vt preserves each annulus Ci.
Now one can check, on each annulus Ci, that Vt(θ(F)) is transverse to θ(G).

Consider now β ∈ 〈α〉, so that β = nα for some n ∈ Z. Then the announced
loop of diffeomorphisms is {θ−1 ◦ Vnt ◦ θ}t∈[0,1].

5.5.2 First decomposition in annuli

By Theorem 2.14.9, the sets of compact leaves of F and G are all compact
sets. We denote the unions of compact leaves of F and G as KF and KG

respectively. Note that every compact leaf of F is disjoint from any compact
leaf of G, because they are in the same homotopy class, and by assumption, F
and G are transverse. Thus KG and KF are disjoint compact sets.

The aim of this section is to prove Proposition 5.5.3 below which is an
important step for proving Theorem 5.5.2.

Proposition 5.5.3. Let F and G be two transverse C1-foliations on T2 having
parallel compact leaves. Then there are k0 and a family {Bi}i∈Z/4k0Z of annuli
so that

— each Bi is an annulus diffeomorphic to [0, 1] × S1 and embedded in T2

whose boundary is transverse to both foliations F and G.
— Bi is disjoint from Bj if j /∈ {i− 1, i, i + 1}, and Bi ∩ Bi+1 consists of

a common connected component of the boundaries ∂Bi and ∂Bi+1. In
particular, the interiors of these Bi are pairwise disjoint;

— each annulus B2j+1 is disjoint from the compact leaves of F and of G,
that is

B2j+1 ∩ (KF ∪KG)) = ∅;

— each annulus B4i contains compact leaves of F and is disjoint from the
compact leaves of G;

— each annulus B4i+2 contains compact leaves of G and is disjoint from
the compact leaves of F .

We say that a compact set C is a F-annulus (resp. a G-annulus) if we
have the following:

– the compact set C is diffeomorphic to either S1 or S1 × [0, 1];
– the compact set C is disjoint from KG (resp. of KF );
– the boundary of C consists in compact leaves of F (resp. of G).

We say that two compact leaves L1, L2 of F (resp. of G) are KG-homotopic
(resp. KF -homotopic) if L1 ∪ L2 bounds a F -annulus (resp. a G-annulus).

Remark 5.5.4. — The union of two non-disjoint F-annuli is a F-annulus.
— two compact leaves of F are KG-homotopic if and only if they are con-

tained in the same F-annulus.

140



Constructing new partially hyperbolic diffeomorphisms on 3-manifolds

— there is δ > 0 so that any two compact leaves of F passing through
points x, y with d(x, y) ≤ δ are KG-homotopic.

As a direct consequence of Remark 5.5.4, one gets

Lemma 5.5.5. 1. The relation of KG-homotopy (resp. of KF -homotopy)
is an equivalence relation on KF (resp. of KG).

2. there are finitely many KG-homotopy classes (resp. KF -homotopy classes).

3. There are k ∈ N \ {0} and pairwise disjoint compact sets {Ai}i∈Z/2kZ ,
so that
— A2i is a F-annulus and A2i+1 is a G-annulus.
— For each KG-homotopy class (resp. KF -homotopy class) of compact

leaves of F (resp. of G), there is a (unique) i so that the class is
precisely the set of compact leaves of F (resp. of G) contained in
A2i (resp. in A2i+1).

— these {Ai} are cyclically ordered in the following meaning: for any
i ∈ Z/2kZ, the set T2\(Ai−1∪Ai+1) consists precisely in two disjoint
open annuli such that one of them contains Ai and is disjoint from
Aj for j 6= i.

Proof. The set {Ai} is defined as the set of the unions of all the F -annuli
containing compact leaves of F in a given KG homotopy class and the unions
of all the G-annuli containing compact leaves of G in a given KF homotopy
class. Then {Ai} bound a family of disjoint compact annuli (or circles) whose
boundary are non-null homotopic simple curves on T2. Thus these curves are
in the same homotopy class and the annuli are cyclically ordered on T2. Thus,
up to reorder the annuli, we assume that the order is compatible with the cyclic
order. Finally if Ai is a F annulus then Ai+1 cannot be a F -annulus, otherwise
there would exist a F -annulus containing both Ai and Ai+1, contradicting to
the maximality of Ai.

The annuli A2i and A2i+1 will be called the maximal F-annuli and maximal
G-annuli, respectively.

Lemma 5.5.6. With the hypotheses and terminology above, each maximal F-
annulus (resp. maximal G-annulus) A admits a base of neighborhoods {Bn}n∈N
which are diffeomorphic to [0, 1] × S1 and whose boundaries are transverse to
both F and G.

Proof. Assume for instance that A is a maximal F -annulus. Its boundary con-
sists in compact leaves of F , and in particular is transverse to G. Furthermore
any neighborhood V of A contains an annulus U which is a neighborhood of
A and satisfies that U \ A is disjoint from KF and KG. Now each connected
component of U \A contains an embedded circle which consists in exactly one
segment of leaf of F and one segment of leaf of G. Exactly as in Section 5.2,
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we get a simple closed curve transverse to both F and G by smoothing such a
curve.

One gets the announced annulus by considering such a transverse curve to
both F and G in each connected component of U \ A.

Proof of Proposition 5.5.3. The announced annuli B4i and B4i+2 are pairwise
disjoint neighborhoods of the maximal F -annuli and maximal G-annuli, re-
spectively, given by Lemma 5.5.6. Each annulus B2j+1 is given by the closure
of a connected component of T2 \

⋃
i(B4i ∪B4i+2).

5.5.3 In the neighborhoods of the maximal F annuli

The aim of this section is to prove the following Proposition which implies
that, in the neighborhoods of the maximal F and G-annuli, one can put F and
G in the position announced by Theorem 5.5.2.

Proposition 5.5.7. Let F and G be two transverse foliations on T2 hav-
ing parallel compact leaves. Let {Bj}∈Z/4kZ be the annuli, which are built in
Proposition 5.5.3 and whose boundaries are transverse to both F and G, and
A4i (resp. A4i+2) be the maximal F-annuli (resp. G-annuli) contained in B4i

(resp. in B4i+2), for i ∈ Z/kZ.
Then there exists θ ∈ Diff1(T2) such that for every j ∈ Z/4kZ, one has

θ(Bj) = [
j

4k
,
j + 1

4k
]× S1;

and for every i ∈ Z/kZ, one has:
— the foliation θ(G) coincides with the horizontal foliation {[ 4i

4k
, 4i+1

4k
] ×

{t}}t∈S1 on θ(B4i) = [ 4i
4k
, 4i+1

4k
]× S1;

— there are 4i
4k
< a4i ≤ b4i <

4i+1
4k

such that θ(A4i) = [a4i, b4i] × S1. In
particular, {a4i} × S1 and {b4i} × S1 are compact leaves of θ(F);

— the foliation θ(F) is transverse to the vertical circle {r} × S1, for any
r ∈ [ 4i

4k
, a4i) ∪ (b4i,

4i+1
4k

].
and similarly:

— the foliation θ(F) coincides with the horizontal foliation {[4i+2
4k
, 4i+3

4k
]×

{t}}t∈S1 on θ(B4i+2) = [4i+2
4k
, 4i+3

4k
]× S1

— there are 4i+2
4k

< a4i+2 ≤ b4i+2 <
4i+3
4k

so that θ(A4i+2) = [a4i+2, b4i+2] ×
S1. In particular, {a4i+2} × S1 and {b4i+2} × S1 are compact leaves of
θ(G);

— the foliation θ(G) is transverse to the vertical circle {r} × S1, for any
r ∈ [4i+2

4k
, a4i+2) ∪ (b4i+2,

4i+3
4k

].

Proposition 5.5.7 is a straightforward consequence of Lemma 5.5.8 below:
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Lemma 5.5.8. Let F and G be two transverse C1-foliations of the annulus
[0, 1] × S1 so that the boundary {0, 1} × S1 is transverse to both F and G.
Assume that G has no compact leaves (in (0, 1) × S1) and F admits compact
leaves in (0, 1)× S1.

Then there exists θ ∈ Diff1([0, 1]× S1) so that
1. the foliation θ(G) is the horizontal foliation {[0, 1]× {t}}t∈S1.
2. there are 0 < a ≤ b < 1 so that {a} × S1 and {b} × S1 are compact

leaves of θ(F) and every compact leaf of θ(F) is contained in [a, b]×S1;
3. the foliation θ(F) is transverse to the vertical circle {r} × S1 for r /∈

[a, b].

The proof of Lemma 5.5.8 uses the Lemma 5.5.9 below

Lemma 5.5.9. For any continuous function ϕ : [0, 1] 7→ [0,+∞) such that ϕ >
0 on (0, 1), and any interval (c, d) ⊂ (0, 1) ⊂ S1, there exists θ ∈ Diff∞(R×S1)
such that

— the diffeomorphism θ coincides with the identity map out of [0, 1]× S1;
— θ([0, 1]× {y}) = [0, 1]× {y};
— Dθ( ∂

∂y
) = ∂

∂y
+ a(x, y) ∂

∂x
;

— a(x, y) > 0, for any (x, y) ∈ (0, 1)× (c, d);
— a(x, y) > −ϕ(x), for any (x, y) ∈ (0, 1)× S1.

Proof. We fix c < d and take a point e ∈ (d, 1). We take θ(x, y) = (x +
α(x)β(y), y) where α : R → [0,+∞) and β : S1 → [0, 1] are smooth functions
so that

— α(x) is defined on R and equals to zero in (−∞, 0] ∪ [1,+∞);
— 0 < α(x) < ϕ(x) in the set (0, 1) and α ≡ 0 out of [0, 1] (the existence

of such a function is not hard to check);
— the derivative α′(x) is everywhere strictly larger than −1;
— β(y) is equal to zero in the set [0, c] ∪ [e, 1];
— the derivative β′(y) is strictly positive for y ∈ (c, d);
— the derivative β′(y) is larger than −1 everywhere.

With this choice, one gets that the restriction of θ to any horizontal line has
a non-vanishing derivative, hence is a diffeomorphism. One deduces that θ
is a diffeomorphism of [0, 1] × S1. Furthermore, the function a(x, y) in the
statement is α(x) · β′(y) which is strictly positive on (0, 1) × (c, d) and larger
than −α(x) > −ϕ(x) for x ∈ (0, 1), concluding the proof.

Remark 5.5.10. In the proof of Lemma 5.5.9, if we define θt by

θt(x, y) = (x+ tα(x)β(y), y), for any t ∈ [0, 1],

one gets a continuous family of diffeomorphisms for the C∞ topology so that θ0

is the identity map and every θt, t 6= 0, satisfies the conclusion of Lemma 5.5.9.
In particular, in Lemma 5.5.9 one may choose θ arbitrarily C∞ close to iden-
tity.
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Proof of Lemma 5.5.8. As G is transverse to the boundary and has no compact
leaves in [0, 1]× S1, then as a simple corollary of Proposition 2.14.14 one gets
that, up to consider the images of F and G by a diffeomorphism of the annulus,
we may assume that G is the horizontal foliation and that there are compact
leaves {a} × S1 and {b} × S1, 0 < a ≤ b < 1, so that the compact leaves of
F are contained in [a, b]× S1. In other words, we may assume that items (1)
and (2) are already satisfied. It remains to get item (3), that is, to get the
transversality of F with the vertical fibers out of [a, b]× S1.

We first show

Claim 5.5.11. There is a C1 foliation H defined in a neighborhood of the
compact leaf {a} × S1 so that

— the leaves of H are transverse to the horizontal foliation G;
— {a} × S1 is a compact leaf of H;
— the holonomies h and f on the transversal [0, 1]×{0} for the foliations
H and F are equal;

— the foliation H is transverse to the vertical circle {r} × S1, for r < a.

Proof. We fix 0 < ε < 1/2 and a function α : [0, 1] → [0, 1] so that α ≡ 0 in
[0, ε], α ≡ 1 in [1− ε, 1] and α′(s) > 0 for s ∈ (ε, 1− ε).

Consider the foliation H0, defined in a neighborhood of the compact leaf
{a} × S1, whose holonomy map hs : [0, 1]× {0} → [0, 1]× {s}, for any s ∈ S1,
is defined by r 7→ α(s)f(r) + (1− α(s))r, where f : [0, 1]× {0} → [0, 1]× {0}
is the holonomy map of F .

As F has no compact leaves on [0, a)×S1, one gets that f(r) 6= r for every
r < a. Thus, by the choice of H0, we have that

— H0 is transverse to the horizontal foliation everywhere;
— H0 is transverse to the vertical foliation at each point (r, s) with r < a

and s ∈ (ε, 1− ε);
— H0 is vertical for s in the interval [0, ε]∪ [1−ε, 1] = [−ε, ε] ⊂ R/Z = S1.
We fix an interval [e, f ] ⊂ S1 disjoint from [−ε, ε]. The foliation H0 is

directed by vectors of the form ∂
∂s

+δ(r, s) ∂
∂r
, where the function δ is continuous

and non-vanishing on [0, a)× [e, f ]. We define ϕ(r) = infs∈[e,f ] |δ(r, s)|. By the
absolute continuity of δ, the map ϕ is continuous and positive for r < a. The
map ϕ is only defined on a small neighborhood of a, and we extend it to [0, a]
as a continuous function which is positive on (0, a).

Applying Lemma 5.5.9 to ϕ and to an interval (c, d) containing [−ε, ε]
and disjoint from [e, f ], one gets a smooth diffeomorphism θ0 of [0, a] × S1,
preserving each horizontal leaf, such that θ0(H0) is transverse to the vertical
foliation on [0, a)× S1, concluding the proof of the claim.

The foliation H defined by the claim in a neighborhood of {a} × S1, is
conjugated to F by a diffeomorphism preserving the compact leaf {a}×S1 and
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every horizontal segment [0, 1]× {s}. We can do the same in a neighborhood
of the compact leaf {b} × S1.

Thus there is a diffeomorphism θ1 of [0, 1]×S1 preserving the leaves {a}×S1

and {b}×S1 and preserving every horizontal segment [0, 1]×{s}, and there is
ε > 0 so that θ1(F) is transverse to the vertical circles on [a − ε, a) × S1 and
on (b, b+ ε]× S1.

For concluding the proof, it remains to put the foliation F transverse to
the vertical circles on the annuli [0, a− ε]× S1 and [b+ ε, 1]× S1. On each of
these annuli, we have that

— G is a foliation transverse to the circle bundle;
— F is transverse everywhere to G;
— Both F and G are transverse to the boundary and have no compact

leaf.
Thus applying Lemma 5.4.9 to these annuli, one gets diffeomorphisms which
preserve each leaf of G and equal to the identity map on the boundary, such that
these diffeomorphisms send F on a foliation transverse to the circle bundle,
concluding the proof.

Let us add a statement that we will not use, but it is obtained by a slight
modification of the proof of Lemma 5.5.8:

Corollary 5.5.12. Let F and G be two transverse C1-foliations of the annulus
[0, 1]×S1 which are both transverse to the boundary. We assume that G has no
compact leaves in the interior of the annulus. Then there is a diffeomorphism
θ of the annulus so that θ(G) is the horizontal foliation {[0, 1]× {s}}s∈S1 and
θ(F) satisfies the following properties:

— every compact leaf of θ(F) is a vertical circle;
— every non compact leaf of θ(F) is transverse to the vertical circles.

Furthermore, θ has the same regularity as F and G. Finally, if G is already
the horizontal foliation, then θ can be chosen preserving every leaf of G and
equal to the identity map in a neighborhood of the boundary of the annulus.

Proof. The unique change is that, in the last part of the proof, we will need
to use Lemma 5.5.9 in any connected component of the complement of the
compact leaves of F , that is, countably many times. For that we uses Re-
mark 5.5.10 for choosing these diffeomorphisms arbitrarily C∞-close to iden-
tity.

5.5.4 Between two maximal F and G-annuli
The aim of this section is to end the proof of Theorem 5.5.2 and therefore

to end the proof of Theorem 5.1.2. We consider two transverse C1 foliations
F , G on T2 with parallel compact leaves.
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According to Propositions 5.5.3 and 5.5.7, there is a diffeomorphism θ0 of
the torus T2 so that, up to replace F and G by θ0(F) and θ0(G), there is an
integer k > 0 for which F and G satisfy the following properties

— both foliations F and G are transverse to every vertical circle { j
4k
}×S1,

for any j ∈ Z/4kZ;
— both foliations F and G have no compact leaves on the vertical annuli

[2i+1
4k
, 2i+2

4k
]× S1, for any i ∈ Z/2kZ;

— the foliation G coincides with the horizontal foliation on each vertical
annulus [ 4i

4k
, 4i+1

4k
]× S1, for any i ∈ Z/kZ;

— there are 4i
4k
< a4i ≤ b4i <

4i+1
4k

such that
– {a4i} × S1 and {b4i} × S1 are compact leaves of F ;
– every compact leaf of F in [ 4i

4k
, 4i+1

4k
]×S1 is contained in [a4i, b4i]×S1;

– F is transverse to the vertical circles on
(
[ 4i
4k
, a4i) ∪ (b4i,

4i+1
4k

]
)
× S1;

— the foliation F coincides with the horizontal foliation on each vertical
annulus [4i+2

4k
, 4i+3

4k
]× S1, for any i ∈ Z/kZ;

— there are 4i+2
4k

< a4i+2 ≤ b4i+2 <
4i+3
4k

such that
– {a4i+2} × S1 and {b4i+2} × S1 are compact leaves of G;
– every compact leaf of G in [4i+2

4k
, 4i+3

4k
]× S1 is contained in

[a4i+2, b4i+2]× S1;
– G is transverse to the vertical circles on

(
[4i+2

4k
, a4i+2)∪(b4i+2,

4i+3
4k

]
)
×

S1.
The following Proposition ends the proof of Theorem 5.5.2:

Proposition 5.5.13. With the hypotheses and notations above, for any i ∈
Z/2kZ, there is a diffeomorphism θi of T2 supported on (b2i, a2i+2) × S1 such
that for the restrictions Fi of θi(F) and Gi of θi(G) to [b2i, a2i+2]×S1, we have
the followings:

— the leaves of both Fi and Gi are transverse to every vertical circle {r}×
S1, for any r ∈ [b2i, a2i+2];

— the leaves of Fi and Gi satisfy one of the four possibilities below:

1. the leaves of Fi (resp. of Gi) are not decreasing (resp. non-degenerate
decreasing) on [b2i,

b2i+a2i+2

2
]× S1 and are non-degenerate increasing

(resp not increasing) on [ b2i+a2i+2

2
, a2i+2]× S1;

2. the leaves of Fi (resp. of Gi) are not increasing (resp. non-degenerate
increasing) on [b2i,

b2i+a2i+2

2
]× S1 and are non-degenerate decreasing

(resp. not decreasing) on [ b2i+a2i+2

2
, a2i+2]× S1;

3. the leaves of Gi (resp. of Fi) are not decreasing (resp. non-degenerate
decreasing) on [b2i,

b2i+a2i+2

2
]× S1 and are non-degenerate increasing

(resp. not increasing) on [ b2i+a2i+2

2
, a2i+2]× S1;

4. the leaves of Gi (resp. of Fi) are not increasing (resp. non-degenerate
increasing) on [b2i,

b2i+a2i+2

2
]× S1 and are non-degenerate decreasing

(resp. not decreasing) on [ b2i+a2i+2

2
, a2i+2]× S1.
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Figure 5.4 – In each figure, the real lines denote the leaves of Fi and the dash
lines denote the leaves of Gi.

We start by using Proposition 5.5.13 to end the proof of Theorem 5.5.2

Proof of Theorem 5.5.2. Let {θ`}`∈Z/2kZ be the sequence of diffeomorphisms
on annuli, which are given by Proposition 5.5.13. We take four sets of points
{d4i}i∈Z/kZ, {c4i+2}i∈Z/kZ, {d4i+2}i∈Z/kZ and {c4i+4}i∈Z/kZ on S1 such that

—
b4i < d4i <

b4i + a4i+2

2
< c4i+2 < a4i+2;

—
b4i+2 < d4i+2 <

b4i+2 + a4(i+1)

2
< c4(i+1) < a4(i+1);

— The set {c4i+2, c4i+4, d4i+2, d4i+2}i∈Z/kZ is disjoint from the union of the
supports of all {θ`}`∈Z/2kZ.

We choose the annuli {Cj}j∈Z/6kZ as follows
— each annulus C6i is the vertical annulus [c4i, d4i] × S1; notice that it

contains [a4i, b4i]× S1 in its interior;
— each annulus C6i+1 is the vertical annulus [d4i,

1
2
(b4i + a4i+2)]× S1;

— each annulus C6i+2 is the vertical annulus [1
2
(b4i + a4i+2), c4i+2]× S1;
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a4i b4i a4i+2 b4i+2

d4i c4i+2 d4i+2

b4i+a4i+2

2
b4i+2+a4i+4

2

c4i

Figure 5.5 – The thick segment denotes the support of some θ`.

— each annulus C6i+3 is the vertical annulus [c4i+2, d4i+2] × S1 containing
[a4i+2, b4i+2]× S1 in its interior;

— each annulus C6i+4 is the vertical annulus [d4i+2,
1
2
(b4i+2 + a4(i+1))]×S1;

— each annulus C6i+5 is the vertical annulus [1
2
(b4i+2 +a4(i+1)), c4(i+1)]×S1.

It remains to prove Proposition 5.5.13.

Lemma 5.5.14. Let F and G be two transverse foliations on [0, 1] × S1 so
that:

— {0} × S1 is a compact leaf of F ;
— {1} × S1 is a compact leaf of G;
— F and G have no compact leaves in (0, 1)× S1;
— there is a neighborhood U0 = [0, ε0]×S1 of {0}×S1 on which G coincides

with the horizontal foliation and F is transverse to the vertical circles;
— there is a neighborhood U1 = [1−ε0, 1] of {1}×S1 on which F coincides

with the horizontal foliation and G is transverse to the vertical circles.
Then for any 0 < ε < ε0 the holonomies of F and G from Σ0,ε = {ε} × S1

to Σ1,ε = {1− ε}×S1 are well defined. Consider the lifts F̃ and G̃ of F and G
on the universal cover [0, 1]× R. The holonomies fε and gε of F̃ and G̃ from
{ε}×R to {1− ε}×R are well defined. Then for any ε > 0 small enough one
has:

(fε(x)− x) · (gε(x)− x) < 0, for every x ∈ R.

Proof. On U0 \ {0} × S1, the foliation F is transverse to the horizontal seg-
ments and to the vertical circles. Therefore its leaves are either non-degenerate
increasing or non-degenerate decreasing curves. Let us assume that they are
non-degenerate increasing (the other case is similar).

Notice that, on [ε0, 1 − ε0] × S1, the foliations F and G are transverse to
the boundary and are transverse to each other. We orient F and G from
{ε0} × S1 to {1− ε0} × S1. As F is increasing along {ε0} × S1 and horizontal
along {1− ε0} × S1, and as G is horizontal along {ε0} × S1, one gets that G is
decreasing along {1− ε0} × S1. Thus the leaves of G are decreasing curves on
U1 \ {1} × S1.

Let us denote by
fε,0 : {ε} × R→ {ε0} × R
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f1,ε : {1− ε0} × R→ {1− ε} × R

and
gε,0 : {ε} × R→ {ε0} × R

g1,ε : {1− ε0} × R→ {1− ε} × R

the holonomies of F̃ and G̃ on the corresponding transversals. We consider
them as diffeomorphisms of R (that is we forget the horizontal coordinate).

Then gε,0 = f1,ε are equal to the identity map as they are horizontal folia-
tions in the corresponding regions.

Thus one gets that

fε = fε0 ◦ fε,0 and gε = g1,ε ◦ gε0 .

Now Lemma 5.5.14 follows directly from the following claim:

Claim 5.5.15. fε,0(x)−x and g1,ε(x)−x converge uniformly to +∞ and −∞,
respectively, as ε tends to 0.

The claim follows directly from the fact that the leaves of F̃ (resp. G̃) are
non-degenerate increasing (resp. non-degenerate decreasing) curves asymp-
totic to the vertical line {0} × R (resp. {1} × R) according to the negative
orientation (resp. positive orientation).

One ends the proof of Proposition 5.5.13 by proving:

Lemma 5.5.16. Let F and G be two transverse C1 foliations on the annulus
[0, 1]× S1 which are transverse to the boundary and do not have any compact
leaf in the interior. We denote by F̃ and G̃ the lifts of F and G to [0, 1]× R.
Under that hypotheses, the holonomies of F̃ and G̃ from {0} × R to {1} × R
are well defined and we denote them as f and g, respectively (and we consider
them as diffeomorphisms of R). Assume that:

– the foliation G (resp. F) coincides with the horizontal foliation on a
neighborhood of {0} × S1 (resp. {1} × S1);

– for every x ∈ R, one has f(x) > x and g(x) < x.
Then there is a diffeomorphism θ of [0, 1] × S1, equal to the identity map on
a neighborhood of the boundary, and isotopic to the identity relative to the
boundary, and so that (denoting by F̃θ and G̃θ the lifts of θ(F) and θ(G) to
[0, 1]× R):

— the leaves of θ(F) and of θ(G) are transverse to the vertical circles;
— the leaves F̃θ are non-degenerate increasing on [0, 1

2
] × R and are not

decreasing on [1
2
, 1]× R;

— the leaves of G̃θ are not increasing on [0, 1
2
]×R and are non-degenerate

decreasing on [1
2
, 1]× R;

Sketch of proof. We just need to choose a pair of transverse C1 foliations F0

and G0 so that, denoting by F̃0 and G̃0 their lifts on [0, 1]× R, one has:
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— F0 and G0 are transverse to the vertical foliation,
— F0 and G0 coincide with F and G in a neighborhood of the boundary,
— the holonomies of F̃0 and G̃0 from {0} × R to {1} × R are f and g,

respectively,
— the leaves F̃0 are non-degenerate increasing on [0, 1

2
] × R and are not

decreasing on [1
2
, 1]× R;

— the leaves of G̃0 are not increasing on [0, 1
2
]×R and are non-degenerate

decreasing on [1
2
, 1]× R;

The fact that we can choose such a pair of foliations is similar to the proof of
Proposition 5.4.4.

Then the pair (F ,G) is conjugated to (F0,G0) by a unique diffeomorphism
equal to the identity map in a neighborhood of the boundary. The lift θ̃ on
[0, 1] × R of the announced diffeomorphism θ is build as follows: consider a
point p ∈ [0, 1]×R and let qF (p) and qG(p) be the intersections with {0} ×R
of the leaves F̃p and G̃p through p. The transversality of F̃ and G̃ implies that
q
F

(p) is below q
G

(p) and f(q
F

(p)) is over g(q
G

(p)). As F̃0 and G̃0 have the
same holonomies as F̃ and G̃, one gets that the leaves of F̃0 and of G̃0 through
q
F

(p) and q
G

(p) have a unique intersection point that we denote by θ̃(p).

5.6 Dehn twists, transverse foliations and par-
tially hyperbolic diffeomorphisms

The aim of this section is to give the proof of Theorem H.

5.6.1 Transverse foliations on 3-manifolds

We first state a result which is a simple application of Theorem 4 to the
pair of transverse co-dimension one C1-foliations on 3-manifolds.

Proposition 5.6.1. Let F ,G be a pair of 2-dimensional foliations on a 3-
manifold M , and let E be the 1-dimensional foliation obtained as E = F ∩ G.
Assume that there is an embedded torus T ⊂M which is transverse to E (hence
T is transverse to F and G). We denote by FT ,GT the 1-dimensional foliations
on T obtained as intersection of F and G with T , respectively.

Then for every u ∈ GFT ,GT ⊂ π1(T ), there is a Dehn twist ψ along T
directed by u so that ψ(F) is transverse to G.

Idea of the proof There is a collar neighborhood U of T and an orientation
preserving diffeomorphism θ : U → T × [0, 1] inducing the identity map from
T to T ×{0}, so that θ(E) is the trivial foliation {{p}× [0, 1]}p∈T . Then θ(F)
and θ(G) are the product foliations of FT × [0, 1] and GT × [0, 1], respectively
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(meaning that their leaves are the product by [0, 1] of the leaves of FT and GT ,
respectively).

Let u be an element of GFT ,GT ⊂ π1(T ). By definition of GFT ,GT , there is a
loop {ϕt}t∈[0,1] of C1 diffeomorphisms of T so that ϕ0 = ϕ1 is the identity map,
ϕt(FT ) is transverse to GT and for any p ∈ T , the loop {ϕt(p)}t∈[0,1] belongs
to the homotopy class of u.

We consider the diffeomorphism Φ on T×[0, 1] defined by (p, t) 7→ (ϕα(t)(p), t),
where α : [0, 1]→ [0, 1] is a smooth function equal to 0 in a neighborhood of 0
and to 1 in a neighborhood of 1. Then Φ is a Dehn twist directed by u and Φ
is the identity map in a neighborhood of the boundary of T × [0, 1].

Consider Φ(FT × [0, 1]). It is a foliation transverse to any torus T × {t}
and it induces ϕα(t)(FT ) on T × {t}. Therefore it is transverse to GT .

This proves that Φ(FT × [0, 1]) is transverse to the foliation GT × [0, 1].
Now the announced Dehn twist on M directed by u is the diffeomorphism

ψ with support in U and whose restriction to U is θ−1 ◦Φ◦θ. By construction,
ψ(F) is transverse to G, ending the proof.

5.6.2 Anosov flows, Dehn twists and partially hyperbolic
diffeomorphisms

Let X be a non-transitive Anosov vector field of class at least C2 on a
closed 3-manifoldM and we denote by Xt the flow generated by X. According
to Proposition 2.16.2, any family of transverse tori on which X has no return,
are contained in a regular level of a smooth Lyapunov function.

Let L(x) : M 7→ R be a smooth Lyapunov function of the flow Xt, and let
c be a regular value of L. Thus each connected component of L−1(c) is a torus
transverse to X.

Let T1, · · · , Tk be the disjoint transverse tori such that

∪ki=1Ti = L−1(c).

Consider the set M r = L−1(c,+∞) and Ma = L−1(−∞, c). Then M r

and Ma are two disjoint open subsets of M and share the same boundary
∪ki=1Ti. Since L(x) is strictly decreasing along the positive orbits of the points
in the wandering domain, one gets thatMa andM r are attracting and repelling
regions of the vector fieldX. We denote byA andR, respectively, the maximal
invariant sets of X in Ma and M r. Thus A is a hyperbolic (not necessarily
transitive) attractor and R is a hyperbolic (not necessarily transitive) repeller
for X.

By [HP, Corollary 4], the center stable foliation F csX and center unstable
foliation F cuX of the Anosov flow Xt are C1 foliations. For each i = 1, · · · , k,
we denote by F si and Fui the C1 foliation induced by F csX and F cuX on Ti
respectively.
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As X has no return on
⋃
i Ti, the sets {Xt(T1)}t∈R, · · · , {Xt(Tk)}t∈R are

pairwise disjoint embeddings of Ti × R into M . As a consequence, for any
integer N , the sets {Xt(T1)}t∈[0,N ], · · · , {Xt(Tk)}t∈[0,N ] are pairwise disjoint
and diffeomorphic to T2 × [0, N ].

For each i, we define the diffeomorphism

ψi,N : {Xt(Ti)}t∈[0,N ] 7→ Ti × [0, 1]

by (Xt(p)) 7→ (p, t/N), for any p ∈ Ti and t ∈ [0, N ]. Thus Dψi,N(X) = 1
N

∂
∂s

is tangent to the vertical segment {p} × [0, 1], for any p ∈ Ti.
We fix a smooth function α(s) : [0, 1] 7→ [0, 1] such that α(s) is a non-

decreasing function on [0, 1], equals to 0 in a small neighborhood of 0 and
equals to 1 in a small neighborhood of 1. For each i, the group Gi = GFsi ,Fui is
the subgroup of π1(T2) associated to the pair of transverse foliations (F si ,Fui )
by Definition 2.14.2. Given an element ui ∈ Gi, let {ϕt}t∈[0,1] be the loop in
Diff1(Ti) associated to ui by Theorem 4.

Consider the map Φi : Ti × [0, 1] 7→ Ti × [0, 1] defined as

(x, s) 7→ (ϕ
α(s)

(x), s).

Hence, the map Ψi,N = ψ−1
i,N ◦ Φi ◦ ψi,N is a Dehn twist directed by ui.

Notice that Ψi,N can be C1-smoothly extended on the whole manifold M to
be the identity map outside Xt(Ti).

The main part of Theorem H is directly implied by the following theorem:

Theorem 5.6.2. With the notations above, when N is chosen large enough,
the diffeomorphism Ψk,N ◦ · · · ◦Ψ1,N ◦XN is absolute partially hyperbolic.

Proof. We denote
ΨN = Ψk,N ◦ · · · ◦Ψ1,N .

Then ΨN ◦XN coincides with XN on the attracting region Ma. Thus A is
the maximal invariant set of ΨN ◦XN in Ma and is an absolute partially hy-
perbolic attractor. Furthermore the center stable bundle and the strong stable
bundle on A admit unique continuous and (ΨN ◦XN)-invariant extensions Ecs

A
and Es

A, respectively, on Ma which coincide with the tangent bundles of the
center stable and strong stable foliations F csX and F sX of the vector field X.

In the same way, (ΨN ◦XN)−1 coincides with X−N on the repelling region
M r. Thus R is still an absolute partially hyperbolic repeller of ΨN ◦ XN

and its center unstable and strong unstable bundles admit unique continuous
and (ΨN ◦XN)-invariant extensions Ecu

R and Eu
R on M r which coincide with,

respectively, the tangent bundles of F cuX and FuX .
Notice that the center unstable and strong unstable bundles Ecu

R and Eu
R,

of the repellerR for ΨN ◦XN extend in a unique way onM \A, just by pushing
by the dynamics of ΨN ◦XN .
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Thus the bundles Ecu
R , Eu

R, Ecs
A and Es

A coincide with the tangent bundles of
the foliations ΨN(F cuX ), ΨN(FuX), F csX , and F sXrespectively, on the fundamental
domain

⋃
iX[0,N ](Ti).

One can easily check the following classical result:

Lemma 5.6.3. ΨN ◦XN is absolute partially hyperbolic if and only if

ΨN(FuX) t F csX and ΨN(F cuX ) t F sX .

Notice that {Xt(T1)}t∈R, · · · , {Xt(Tk)}t∈R are pairwise disjoint, the same
argument of Lemma 6.2 in [BPP] gives the following:

Lemma 5.6.4. With the notation above, we have that for each i = 1, · · · , k,

lim
N→+∞

ψi,N(FuuX ) = {Fui } × {s} and lim
N→+∞

ψi,N(F ssX ) = {F si } × {s}

uniformly in the C1-topology.

As a consequence of Lemma 5.6.4, when N is chosen large, for each i =
1, · · · , k, we have that

Φi(ψi,N(FuuX )) t F si × [0, 1] and Φi(ψi,N(F ssX )) t Fui × [0, 1].

Now Theorem 5.6.2 follows directly from Lemma 5.6.3.

Now, we end the proof of Theorem H by proving that the (absolute) par-
tially hyperbolic diffeomorphism f = ΨN◦XN is robustly dynamically coherent
and plaque expansive. We denote by Ec

f the center bundle of f .
Recall that f coincides with XN on the repelling region X−N(M r) and on

the attracting region Ma. Just as Lemma 9.1 in [BPP], we have that:

Lemma 5.6.5. There exists a constant C > 1 such that for any unit vector
v ∈ Ec

f , we have the following:

1

C
≤ ‖Dfn(v) ‖ ≤ C, for any integer n ∈ Z.

As a consequence of Lemma 5.6.5, we have that f is Lyapunov stable and
Lyapunov unstable in the directions Ecs

f and Ecu
f respectively.

To show the dynamically coherent and plaque expansive properties, we
follow the same argument in [BPP, Theorem 9.4]:

– According to [HHU1, Theorem 7.5], f is dynamically coherent, and cen-
ter stable foliation Wcs

f and center unstable foliationWcu
f are plaque

expansive;
– By [HPS], the center stable foliation Wcs

f and center unstable folia-
tion Wcu

f are structurally stable, proving that f is robustly dynamically
coherent.
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Chapter 6

Partially hyperbolic
diffeomorphism with
one-dimensional neutral center

In this chapter, we study the properties of the partially hyperbolic diffeo-
morphisms that we build in the previous chapter. Although the diffeomorphism
constructed in previous chapter is no more leaf conjugate to the time one map
of any Anosov flow, many properties of the flow are preserved by the diffeo-
morphisms. To be specific, we show that each leaf of the center stable (center
unstable) foliation is a plane, a cylinder or a Möbius band, and the center
foliation defines a flow which is topologically equivalent to the Anosov flow for
the construction. One of main ingredients for the proof is the completeness of
the center stable and center unstable foliations.

We recall that a partially hyperbolic diffeomorphism has neutral center, if
there exists a constant c > 1 such that

1

c
< ‖Dfn|Ec(x) ‖ < c, for any n ∈ Z and any x ∈M .

Such diffeomorphisms are always dynamically coherent, see for instance [HHU2].
We recall that the center stable foliation is complete, if one has

∪y∈Fc(x)F ss(y) = F cs(x), for any x ∈M .

The completeness of center unstable foliation can be defined analogously.
We denote by fbz the partially hyperbolic diffeomorphism built in [BZ1],

and fB the partially hyperbolic diffeomorphism built in [BPP].
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6.1 The topological structure of the center sta-
ble and center unstable foliations: Proof of
Theorem 5

Let f be a partially hyperbolic diffeomorphism on a 3-manifoldM , exhibit-
ing neutral behavior along one dimensional center. Since it has already been
proven that f is dynamically coherent, we denote the center stable and center
unstable foliations as F cs and F cu respectively. We will first show that F cs
and F cu are complete, then we give the description of their leaves.

Proof of Theorem 5. By the uniform transversality of strong stable direction
and center direction restricted to every center stable leaf, there exists δ > 0
such that for any point x ∈ M , the δ neighborhood of the leaf F c(x) in the
center stable leaf F cs(x) is contained in F ss(F c(x)).

We will prove the completeness of F cs by contradiction. Assume that F cs
is not complete, by Proposition 2.17.5, there exists a point x ∈ M such that
F ss(F c(x)) has a boundary leaf F ss(y) for some y ∈ M . By the invariant
property of the center and strong stable foliations, we have that F ss(fn(y)) is
a boundary leaf with respect to F ss(F c(fn(x))), for any integer n ∈ Z. By
the choice of δ, one has that when it is restricted to the center stable leaf
F cs(fn(x)), the strong stable leaf F ss(fn(y)) is δ away from the center leaf
F c(fn(x)).

By the definition of boundary leaves, there exists a C1-curve σ : [0, 1] 7→M
such that

σ(t) ⊂ F c(y), σ(0) = y and σ((0, 1]) ⊂ F ss(F c(x)).

Up to shrinking σ, we can assume that the length `(σ) of σ is strictly less than
δ

4K2 , where K > 1 is the number satisfying

1

K
≤ ‖Dfn|Ec(p) ‖ ≤ K, for any n ∈ Z and any point p ∈M.

Since σ(1) is on the strong stable manifold of a point z ∈ F c(x), there exists an
integer N large enough such that fN(σ(1)) is in the δ

2
neighborhood of fN(z)

with respect to the distance on the center stable leaf F cs(fN(x)). Since fN(y)
is still on the boundary leaf F ss(fN(y)), we have that the length

`(fN(σ)) >
δ

2
.

On the other hand, we have the estimate

`(fN(σ)) ≤ max
w∈M
‖DfN |Ec(w) ‖ · `(σ) <

δ

4K
<
δ

2
,
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a contradiction. This proves the first item of Theorem 5.
Let M̃ be the universal cover of M . The metric on M̃ is the pull back of

the metric on M by the covering map. We denote by F̃ i the lift of F i on the
universal cover M̃ , for i = ss, cs, c, cu, uu.

To prove the second item, we need the following lemma:

Lemma 6.1.1. For any x ∈ M̃ , the lifted leaves F̃ cs(x) and F̃ cu(x) are planes.

Proof. For any x ∈ M̃ , the lifted leaf F̃ cs(x) is a two dimensional manifold
without boundary; to prove that it is a plane, we only need to show that its
fundamental group is trivial. Assume that there exists a closed curve γ in
F̃ cs(x) which is non-null homotopy in the leaf. Since γ is null homotopy in M̃ ,
then the projection of γ onM is null homotopy inM and is non-null homotopy
in a F cs leaf. By Theorem 2.18.1, the foliation F cs has a compact leaf which
contradicts to Theorem 2.18.2.

Similarly, we can show that F̃ cu(x) is also a plane.

Claim 6.1.2. The lifted foliations F̃ cs and F̃ cu are complete, that is, they are
trivially bi-foliated by F̃ ss and F̃ c.

Proof. Let f̃ be a lift of f , then f̃ is a partially hyperbolic diffeomorphism with
one dimensional neutral center and whose invariant manifolds are the lifts of
the invariant manifolds of f . Hence, the argument for f applies for f̃ .

For any compact center leaf γ of f , we prove the following:

Lemma 6.1.3. The center stable leaf contains γ is either a cylinder or a
Möbius band.

Proof. Up to taking a double cover of the manifold, we can assume that the
strong stable bundle is orientable and we give it an orientation. If every strong
stable leaf through a point on γ intersects γ only once, then by completeness,
the center stable leaf is a cylinder. If not, there exists a strong stable leaf
intersects γ at least twice. Consider the universal cover M̃ and the lift P of
the leaf F cs(γ) which is a plane, one has that there exist two center curves
which are the lifts of γ on P , by the completeness of the center stable foliation
on the universal cover, one has that for every point on γ, the strong stable
curve through this point positively goes back to γ after finite length, which
implies that the center stable leaf F cs(γ) is a closed surface, a contradiction.

The following lemma ends the proof of Theorem 5:

Lemma 6.1.4. Any center stable leaf which contains no compact center leaves
is a plane.
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Proof. Let F cs(x) be a center stable leaf which contains no compact center
leaves. We will first use the argument from [BW] to prove that F cs(x) is
either a plane or cylinder, then we show that F cs(x) can only be a plane.

Consider a lift F̃ cs(y) of F cs(x) and let Γ be the subgroup of π1(M) which
leaves the leaf F̃ cs(y) invariant, then F cs(x) is the quotient of F̃ cs(y) by the
action Γ. By Claim 6.1.2, we have that the space of center leaves in F̃ cs(y)
is a real line, as well as the space of strong stable leaves in F̃ cs(y). Hence, Γ
induces two actions on these two spaces and the action Γ is a sub-action of
Cartesian product of these two actions.

The action of Γ on the space of center leaves corresponds to a subgroup
of Homeo(R). Moreover every non-trivial element of Γ acts on the space of
center leaves without fixed point and preserving the orientation, otherwise
there exists a non-trivial element of Γ leaving a center leaf invariant which
implies that F cs(x) has a compact center leaf. Similar argument applies to the
action of Γ on the space of the strong stable leaves, proving that this action is
orientation preserving and has no fixed points. Hölder theorem [Ho] asserts
that any group acting freely on R is Abelian, hence these two actions are
Abelian actions. As a consequence, the action Γ is Abelian and is orientation
preserving, which implies that F cs(x) is an orientable two dimensional manifold
whose fundamental group is Abelian. Once again, by Theorem 2.18.2, we have
that F cs(x) is either a cylinder or a plane.

By assumption, one has that F cs(fn(x)) contains no compact leaves for
any integer n ∈ Z. We will prove that F cs(x) is a plane, by contradiction.
Assume that F cs(x) is a cylinder, then one has the following result:

Claim 6.1.5. The center leaf F c(x) intersects F ss(x) at least twice.

Proof. Let y be a lift of x. Since leaf F̃ cs(y) is complete and the group Γ is
non-trivial, given a non-trivial element ϕ ∈ Γ, then ϕ(F̃ c(y)) is a leaf different
from F̃ c(y) (otherwise F c(x) is compact), as a consequence ϕ(F̃ c(y)) intersects
F̃ ss(y) in a point different from y and ϕ(y), hence F c(x) intersects F ss(x) at
least twice.

One can take a point z ∈ F c(x) ∩ F ss(x)\{x} such that the interior of
the center curve L with endpoints {x, z} does not intersect F ss(x). By the
transversality and completeness of the foliation F̃ cs, one has that for any point
w ∈ F cs(x)\F ss(x), the strong stable leaf F ss(w) intersects L in a unique
point. Since z ∈ F ss(x) and f has neutral behavior along Ec, we have that a
subsequence of fn(L) tends to a closed center leaf C in the C1-topology. By
the uniform transversality between Es and Ec ⊕ Eu, and the compactness of
M , there exist two small positive numbers ε and δ such that for any two points
x1, x2 satisfying d(x1, x2) < δ, the ε neighborhood F ssε (x1) of x1 in its strong
stable leaf intersects the ε neighborhood F cuε (x2) of x2 in its center unstable
leaf in a unique point which is strictly contained in F ssε/2(x1) ∩ F cuε/2(x2).
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C

fn(L)

Fuuε (C)

F ss(fn(L))

Figure 6.1 –

We take n large enough such that fn(L) is δ close to C, then F ssε (fn(L))
intersects the annulus or Möbius band F cuε (C) in a compact center curve with-
out boundary in the interior of F cuε (C) (see Figure 6.1), which, therefore, is
a compact center leaf in fn(F cs(x)), a contradiction. This ends the proof of
Lemma 6.1.4.

Now, the proof of Theorem 5 is completed.

At the end, we prove a property for the lifted foliations of the partially
hyperbolic diffeomorphism, which will be used in the next section.

Lemma 6.1.6. Let f be a partially hyperbolic diffeomorphism on a 3-manifold
M such that f has neutral behavior along the center . We denote by M̃ the
universal cover of M and by F̃ i the lift of F i for i = ss, cs, c, cu, uu.

Then for any x, y ∈ M̃ , the leaf F̃ cs(x) intersects F̃ cu(y) in at most one
center leaf.

Proof. Assume that there exist two points x, y ∈ M̃ such that the intersection
of F̃ cs(x) and F̃ cu(y) contains two different center leaves L1, L2.

By the completeness, there exists a strong stable segment σ whose end-
points are contained in L1, L2 respectively. Since L1, L2 are contained in the
same center unstable leaf, using a classical argument, one has that F̃ cu admits
a closed transversal which implies that F cu admits a null-homotopy closed
transversal. By Theorem 2.18.1, one gets that center unstable foliation F cu
has compact leaves, contradicting to Theorem 2.18.2.
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6.2 Center flow carried by the partially hyper-
bolic diffeomorphism of [BZ1] example: Proof
of Theorem I and Proposition 1.1.2

In this section, we first recall the properties of the invariant foliations of
[BPP] and [BZ1] example, then we analyze the center behavior of the partially
hyperbolic diffeomorphism.

6.2.1 Properties of the invariant foliations for fbz, fB
We denote by F l the fbz-invariant foliation tangent toEl, for l = ss, cs, c, cu, uu.

For each transverse torus Ti, we lift the foliations F si ,Fui to the universal cover
R2, and we denote them as F̃ si and F̃ui respectively. By transversality, a F̃ si -leaf
intersects a F̃ui -leaf in at most one point.

Lemma 6.2.1. Let αi be automorphism on R2 decided by vi ∈ GFsi ,Fui . For
any x ∈ R2, one has that the leaf αi(F̃ si (x)) intersects F̃ui (x) in a unique point.

Proof. For notational convenience, we denote by

Lsi = F̃ si (x) and Lui = F̃ui (x).

Now, we only need to check that αi(Lsi ) intersects Lui .
If GFsi ,Fui is π1(T2), then F si and Fui are orientable and we fix an orientation

to each of them. By Theorem 5.4.1, one can find a C1 coordinate on T2 and
two transverse linear foliations on T2 such that F si and Fui cut one of linear
foliations in same orientation and cut the other in different orientation. In this
case, for any automorphism β on T2, one has that β(Lui ) intersects Lsi .

If GFsi ,Fui is Z, then F si and Fui have compact leaves which are in the
same homotopy class. If π(Lsi ) or π(Lui ) is a compact leaf, let say Lsi , then Lsi
is invariant under αi which implies that αi(Lui ) intersects Lsi , the other case
follows analogously. Now, one can assume that neither Lsi nor Lui is a compact
leaf. By Poincaré Bendixson theorem, there exist two cylinders Cu,i and Cs,i
such that

— Cu,i and Cs,i are bounded by two compact leaves of Fui and two compact
leaves of F si respectively;

— π(Lsi ) accumulates to the boundary of Cs,i and π(Lui ) accumulates to
the boundary of Cu,i.

Since Lsi intersects Lui , one has that either Cs,i contains a boundary component
of Cu,i or Cu,i contains a boundary component of Cs,i. One can assume that
Cs,i contains a boundary component of Cu,i (the other case is similar). Then
on the universal cover, the leaf Lui accumulates on a F̃ui -leaf which is invariant
under αi and Lsi intersects that αi-invariant F̃ui -leaf. Notice that the foliation
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Fu restricted in the cylinder Cu,i is either a Reeb component or an orientable
foliation. As a consequence, one has that αi(Lui ) intersects Lsi .

Now, one can define a homeomorphism ηi ∈ Homeo(R2) which maps the
point x to the point αi(F̃ui (x)) ∩ F̃ si (x). One can check that ηi induces a
homeomorphism on Ti and for notational convenience, we still denote it as
ηi. By definition, one has that ηi keeps every leaf of F si and every leaf of
Fui invariant. Moreover, if GFsi ,Fui is isomorphic to Z, the homeomorphism ηi
coincides with identity on union of the compact leaves of F si and the union of
the compact leaves of Fui .

Consider the C1 coordinate ϑτ,i for Wi = {φt(Ti)}t∈[0,τ ], which we chose
before. Under this coordinate, we lift Wi to the universal cover W̃i. The lifts
of the non-compact leaves of F cu|Wi

intersect the lifts of the non-compact leaves
of F cs|Wi

in the way shown in Figure 6.2. Since each ϕi coincides with identity
in a neighborhood of the boundary of {φt(Ti)}t∈[0,τ ], the diffeomorphism fbz
sends the center leaf through x ∈ Ti to the center leaf through φτ (x). By
Lemma 6.2.1, the center leaf through the point φτ (x) is the one through the
point η−1

i (x).

F cs|W̃

F cu|W̃

Figure 6.2 – The dash line denotes the center leaf obtained by the intersection
of center stable and center unstable leaves.

Directly, one has the following result:

Lemma 6.2.2. For each i ∈ {1, · · · , k}, the action of the diffeomorphism fbz
on the space of center leaves intersecting Ti is equivalent to the homeomorphism
η−1
i .

Consider M+ = L−1([c,+∞) and M− = L−1((−∞, c]). Then M+ and M−

are the repelling and attracting regions of the flow φt. We denote by R and A
the maximal invariant sets in M+ and M− respectively. Hence, R (resp. A)
is a repelling (resp. attracting ) set and is foliated by the weak stable (resp.
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Figure 6.3 – The real lines and the dash lines denote the leaves of the lifts of
foliations F si and Fui on the universal cover respectively.

weak unstable) leaves. By construction of fbz, one has that fbz|M− = φτ |M−
and f−1

bz |M+ = φ−τ |M+ , which implies that

W l|M−∪R = F l|M−∪R, for l = ss, cs

and
W l|M+∪A = F l|M+∪A, for l = uu, cu.

By construction, the chain recurrent set of fbz is contained in the union of
the attracting set A and the repelling set R. Moreover, the diffeomorphism
fbz has neutral behavior along center bundle, hence it is dynamically coherent.
Since the Dehn twists are supported in a fundamental domain of φτ and keeps
every center stable (resp. center unstable) leaf invariant.

In [BPP], the authors built a non-transitive Anosov flow ψt on a manifold
N with only two transverse tori separating the hyperbolic basic sets of the
Anosov flow. Moreover, the Anosov flow ψt has only one (transitive) attrac-
tor and one (transitive) repeller. One can check that there exists a smooth
Lyapunov function such that these two transverse tori are in a regular level of
this function. One can take a C1 coordinate for each transverse torus so that
under such coordinates, the induced foliations F si and Fui on transverse torus
Ti are exactly as shown in Figure 6.3 (for details see Lemma 4.1 in [BPP]).

In this case, the existence of Dehn twist is trivial, and one only needs
to take the translation along the vertical direction. The partially hyperbolic
diffeomorphism fB in [BPP] is obtained by composing a Dehn twist along
one of the transverse torus with the time with the time ψτ (for τ > 0) large.
Hence, as a Corollary of Lemma 6.2.2, one has the following:

Corollary 6.2.3. For the partially hyperbolic diffeomorphism fB, for any j =
1, 2 and any leaf F sj (y) (resp. Fuj (y)) of the foliation F sj (resp. Fuj ), there
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exists a point x ∈ F sj (y) (resp. Fuj (y)) such that fB preserves the center leaf
through x, that is, fB(F c(x)) = F c(x).

6.2.2 Analyzing the center foliation of [BZ1] and [BPP]
examples

In this section, we first prove that the center foliation F c of fbz gives a
continuous flow, then we build a homeomorphism sending the center flow of
the diffeomorphism to the Anosov flow.

For the diffeomorphism fbz, since the Dehn twist ϕi equals to identity in a
neighborhood of Ti, one has that in a small neighborhood Vi of Ti, the center
foliation F c coincides with W c. For each leaf passing through Vi, we give it
the same orientation as the one of W c given by the flow direction. Since in the
region M−, the center stable and strong stable foliations of fbz coincide with
the ones of the Anosov flow, by the fact that F c is everywhere transverse to
the strong stable direction in each center stable leaf, one has that in the region
M−\A, restricted to each center stable leaf, each leaf of F c cuts the strong
stable leaf with the same (locally) orientation as W c does. As a consequence,
one has that the orientation of the leaves of F c passing through Ti induces the
same orientation of the center leaves in A as the the one given by the flow. One
can apply the same argument to the region M+. As a consequence, one gets
that the center foliation F c is orientable, and one can give it an orientation
such that

— it gives the same orientation on the set A ∪R as the one given by the
flow φt;

— it gives the same normal orientation to the transverse tori as the one
given by the flow φt.

Hence, the center foliation F c can give a continuous flow, denoted as θt, whose
orbits are the leaves of F c. This proves the first item of Theorem I.

Let θt be the flow generated by the center direction such that its direction
coincides with φt on the set A ∪R and gives the same normal orientation for
the two transverse tori as the one given by φt.

We shall build the conjugation between the center flow θt and the original
Anosov flow φt. We shall first define the conjugation on the set M−\A which
is Id restricted to the boundary of M−, then we extend the homeomorphism
to A as Id. Similarly, we define the conjugation on the set M+. In the end,
we get the conjugation between two flows.

Let π : M̃ 7→M be the universal cover of M . We denote by F̃ l and W̃ l the
lifts of the foliations F l andW l respectively, for any l = ss, cs, c, cu, uu. Given
a foliation F on M and a submanifold M ′ ⊂ M , the leaf of F|M ′ through a
point x ∈M ′ means the connected component of F(x)∩M ′ containing x. We
denote by ∂M− the boundary of M−, then ∂M− = T1 ∪ · · · ∪ Tk.
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Proposition 6.2.4. There exists a homeomorphism hs : M− 7→M− such that
— the map hs preserves every leaf of the foliation W cs|M− = F cs|M−;
— the map hs takes the orbits of the flow φt|M− to the ones of ψt|M−;
— the map hs coincides with Id on the set A ∪ ∂M−.

We denote M̃ j = π−1(M j), for j = +,−. To prove Proposition 6.2.4, we
need the following lemma:

Lemma 6.2.5. For any points x ∈ M̃+ and y ∈ M̃−, the center unstable
leaf W̃ cu(x) intersects the center stable W̃ cs(y) non-empty if and only if the
center unstable leaf F̃ cu(x) intersects the center stable F̃ cs(y) non-empty. More
precisely, we have the following:

z ∈ W̃ cu(x)∩W̃ cs(y)∩π−1(T1∪· · ·∪Tk)⇔ z ∈ F̃ cu(x)∩F̃ cs(y)∩π−1(T1∪· · ·∪Tk).

Proof of Lemma 6.2.5. Given x ∈ M̃− and y ∈ M̃+, by Lemma 6.1.6, the
intersection of W̃ cs(x) and W̃ cu(y) consists in at most one leaf of W c, as
well as for the foliations corresponding to fbz. If the intersection of W̃ cs(x)
and W̃ cu(y) is not empty, by the choice of x, y, there exists a unique point
z ∈ π−1(∂M−) contained in W̃ cu(x) and W̃ cs(y), which is equivalent to that
z ∈ π−1(∂M−) is contained in F̃ cu(x) and F̃ cs(y), since these foliations coincide
on the corresponding region.

Now, we are ready to give the proof of Proposition 6.2.4.

Proof of Proposition 6.2.4. For any x ∈ M̃−\Ã, there exists a point y ∈
M̃+\R̃ such that x is on the positive orbit of y for the lifted flow φ̃t. Let
z be the unique intersection between Orb(x, φ̃t) = W̃ c(x) and the transverse
section π−1(∂M−), then one has that

z ∈ W̃ cu(y) ∩ W̃ cs(x) ∩ π−1(∂M−).

By Lemma 6.2.5, one has that

z ∈ F̃ cu(y) ∩ F̃ cs(x) ∩ π−1(∂M−).

Since each leaf of the foliation F̃ cs is a plane, by completeness and transver-
sality, the center leaf F̃ c(z) intersects the strong stable leaf F̃ ss(x) in a unique
point and we denote it as hs(x) (as it is shown in Figure 6.4). Similarly, we
can define a map τ s by exchanging the roles of (φ̃t, W̃

ss) and (θ̃t, F̃ ss) in the
definition hs(x).

By definition, one can check that the maps hs, τ s : M̃−\Ã 7→ M̃\(Ã ∪ R̃)
are continuous and commutative with the automorphisms of M̃ induced by
π1(M). Moreover, one has that

— the maps hs, τ s coincide with Id in a neighborhood of ∂̃M− restricted
in M̃−, where ∂̃M− is the lift of ∂M−;
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x
z

hs(x)

W̃ c(x)

F̃ c(z)

Figure 6.4 –

— the maps hs, τ s preserve the orientation of the foliations F̃ cs|M̃− , F̃ ss|M̃−
and send the positive orbits of one center flow to the positive orbits of
the other.

The maps hs and τ s are injective.

Proof. Assume that hs is not injective, then there exist two different points
x, y ∈ M̃−\Ã such that hs(x) = hs(y). By definition, one has that x ∈ F̃ ss(y).
Moreover, x and y are on the same orbit of the Anosov flow φ̃t. Hence, x
and y are joint by a segment L(x, y) which is contained in the leaf F̃ cs(x) and
transverse to F̃ ss. Since the leaf F̃ cs(x) is a plane and the leaf F̃ ss(x) intersects
L(x, y) twice, we get the contradiction.

The same argument applies for τ s.

Claim 6.2.7. The images of hs and τ s are contained in M̃−\Ã.

Proof. Let us first recall that

F̃ cs|M̃− = W̃ cs|M̃− and F̃ cu|M̃+ = W̃ cu|M̃+ .

By definition, for any point x ∈ M̃−\Ã, hs maps the connected component of
F̃ cs(x)∩ (M̃−\Ã) containing x to a connected component of F̃ cs(x)∩ (M̃\A).
Notice that each connected component of F̃ cs(x) ∩ (M̃\A) has non-empty
interior in F̃ cs(x) and its boundary consists in lines in Ã and ∂̃M−. Since hs

coincides with identity in a neighborhood of ∂̃M− restricted in M̃−, by the
continuous and injective property of hs, one has that hs maps the connected
component of F̃ cs(x) ∩ (M̃−\Ã) containing x into itself, for any x ∈ M̃−\A.
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The same arguments can be applied to τ s, ending the proof of Claim 6.2.7.

Claim 6.2.8. For any points x, y ∈ M̃−, one has that

y ∈ F̃ ss(x)⇐⇒ y ∈ W̃ ss(x).

Proof. Since fbz|M− = φτ |M− , one can take a lift f̃bz of fbz such that the forward
orbit of x under f̃bz coincides with the one under φ̃τ . If y ∈ F̃ ss(x) ∩ M̃−,
then the forward orbit of y under f̃bz coincides with the one under φ̃τ since
fbz|M− = φτ |M− . Hence, the distance d(f̃nbz(x), f̃nbz(y)) = d(φ̃nτ (x), φ̃nτ (y))
tends to zero exponentially. Since φ̃τ has neutral behavior along the center,
one has that y ∈ W̃ ss(x). One can argue for the other side analogously,
concluding.

By definition of hs and τ s, one has that hs(x) ∈ W̃ ss(x) and τ s(x) ∈ F̃ ss(x).
By Claims 6.2.7, 6.2.8 and the definitions of hs, τ s, one has that τ s ◦ hs =
hs ◦ τ s = Id. Hence, hs is an orientation preserving homeomorphism on the
set M̃−\Ã. Moreover, hs maps each leaf of F̃ ss|M̃−\Ã into itself surjectively as
a homeomorphism, hence one can extend hs to Ã as Id. Now hs is continuous
along each leaf of F̃ ss|M̃− .

Lemma 6.2.9. The map hs, τ s : M̃− 7→ M̃− are continuous.

Proof. One only needs to prove that the map hs is continuous at Ã. The case
for τ s follows analogously.

Assume, on the contrary, there exists a point x0 ∈ Ã where hs is not
continuous. Then there exist ε0 > 0 and a sequence of points {xn}n>0 ⊂ M̃−\Ã
such that

limxn = x0 and d(hs(xn), hs(x0)) > ε0.

To continue the proof, we need the following result:

Claim 6.2.10. On the universal cover M̃ , for the lifts of fbz and φτ , each
center unstable leaf intersects a strong stable leaf in at most one point.

Proof. If there exists a strong stable leaf intersects a center unstable leaf in
two points, since the center unstable foliation is transverse orientable and
the strong stable foliation is orientable, by a classical argument, one gets a
closed transversal for the center unstable foliation, which implies that the
center unstable foliation for the diffeomorphism onM admits a null-homotopy
closed transversal. By Novikov’s theorem, the center unstable foliation for the
diffeomorphism on M has compact leaves, contradicting to Theorem 2.18.2.
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Since xn tends to x0, by Claim 6.2.10, the center unstable leaf W̃ cu(xn)
intersects the strong stable leaf W̃ ss

ε0
(x0) = F̃ ssε0 (x0) in a unique point yn, for

n large. Then yn tends to x0. Moreover, since each connected component of
W̃ cu(xn)∩ M̃− is the forward φ̃t-orbit of a connected component of W̃ cu(xn)∩
∂̃M−, the backward orbits of xn and yn under the flow φ̃t intersect the same
connected component Pn of ∂̃M−∩W̃ cu(xn) into pn and qn respectively, where
Pn is a line, and the distance d|Pn(pn, qn) restricted to the line Pn tends to zero.
Since W̃ cu coincides with F̃ cu in a neighborhood of ∂̃M−, one has that the
forward orbits of pn and qn under the flow θ̃t are on the same center unstable
leaf F̃ cu(qn). By the choices of pn, qn and Claim 6.2.10, one has that the
center unstable leaf F̃ cu(qn) intersects F̃ ss(x0) and F̃ ss(xn) into a unique point
hs(yn) and hs(xn) respectively. By definition, hs is continuous restricted to the
strong stable leaf F̃ ss(x0), hence d(hs(yn), x0) tends to zero. By the continuity
of center unstable foliation, the center unstable leaf F̃ cuε0/3(hs(yn)) ⊂ F̃ cu(qn)

intersects the strong stable leaf F̃ ss(xn) into a point zn for n large, hence

d(zn, x0) < d(zn, h
s(yn)) + d(hs(yn), x0) < ε0, for n large.

Once again, by Claim 6.2.10, one has that zn = hs(xn), contradicting to
d(hs(xn), x0) < ε0.

Now, the map hs : M̃− 7→ M̃− is a homeomorphism. By definition of hs,
one
has that hs maps the orbit segment of φ̃t|M̃− to θ̃t|M̃− , and preserves the orien-
tation of the orbits. Since hs commutes with the automorphism on M̃ induced
by π1(M), the projection of hs on the base manifold defines a homeomor-
phism of M− satisfying the announced properties, ending the proof Proposi-
tion 6.2.4.

Ending the proof of Theorem I. By applying Proposition 6.2.4 to the reversed
dynamics on the setM+, one gets a homeomorphism hu : M+ 7→M+ satisfying
the analogous properties. We define a homeomorphism h : M 7→ M in the
following way:

h(x) =

{
hs(x) if x ∈M−

hu(x) if x ∈M+

The homeomorphism h coincides with Id on the set A∪R∪T1∪· · ·∪Tk. One
can check that h sends the orbits of φt to the orbits of θt and preserves the
orientation of the flows. This also proves that θt is topologically equivalent to
Anosov flow φt.

For the general example in [BZ1], we don’t know if the center stable and
center unstable foliations are robustly complete or not, but for the special
example in [BPP], we get the robust completeness. We denote by ψt the
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Anosov flow for building fB. Now, we will use Theorem I to give the proof of
Proposition 1.1.2.

Proof of Proposition 1.1.2. Since fB has neutral behavior along the center, by
Theorem 2.17.3, there exists a small neighborhood V of fB such that for any
g ∈ V , one has that

— g is dynamically coherent;
— there exists a homeomorphism hg : N 7→ N such that for any x ∈ N

and i = c, cs, cu, one has

hg(F i(x)) = F ig(hg(x)) and hg(f(F i(x))) = g(F ig(hg(x)));

— the homeomorphism hg tends to identity in the C0-topology when g
tends to f .

We denote by A and R the attractor and repeller of ψt respectively. Then
the maximal invariant set of fB in N+ and N− are R and A respectively. By
Theorem 7A.1 in [HPS], one can choose a small enough neighborhood U ⊂ V
of fB such that for any g ∈ U , one has that the maximal invariant set of g in
the region N− (resp. N+) is hg(A) (resp. hg(R)). Hence, the chain recurrent
set of g is contained in hg(A ∪R).

We will first show the following:

Lemma 6.2.11. For any point x ∈ hg(R), one has that

F ssg (F cg(x)) = F csg (x).

Proof. Notice that F csg (x) = hg(F cs(h−1
g (x))). We lift the foliations to the

universal cover Ñ . Let F̃ cg(y) be a lift of F cg(x). Notice that g fixes every
center leaf in hg(R).

Claim 6.2.12. There exists a lift g̃ of g such that g̃ keeps every center leaf in
F̃ csg (y) invariant.

Proof. By leaf conjugacy, there is at most one compact center leaf contained
in F csg (x). We take a non-compact center leaf L ⊂ F csg (x), and we denote by
L̃ ⊂ F̃ csg (y) a lift of L. Then there exists a unique lift g̃ of g such that L̃ is
g̃-invariant.

For any center leaf F̃ cg(z) ⊂ F̃ csg (y), by the fact that F c is topologically
Anosov, there exists a strong stable curve σ̃(t)t∈[0,1] ⊂ F̃ csg (y) such that σ̃(0) ∈
L̃ and σ̃(1) ∈ F̃ cg(z). Let σ(t) be the projection of σ̃(t) on F csg (x), by the
invariance of the center leaves, one has that there exists a continuous family of
center curves γt(s) joining the curve σ(t) with g(σ(t)). Now, we lift the family
of center curves to the leaf F̃ csg (y), then one gets a continuous family of center
curves γ̃t(s) joining σ̃(t) to a lift α(t) of g(σ(t)). By the uniqueness of g̃ and
the non-compactness of L, the lift of g(σ(0)) can only be g̃(σ̃(0)) which implies
that the α(t) can only be g̃(σ̃(t)). Hence, one has that F̃ cg(z) is invariant under
g̃.
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We only need to prove that, restricted to the leaf F̃ cs(y), every strong stable
leaf intersects every center leaf. Assume, on the contrary, that there exists a
strong stable leaf F̃ ssg (p) which is a boundary leaf of F̃ ssg (F̃ cg(q)). Since F c is
topologically Anosov, F̃ cg has the same feature. The strong stable leaf F̃ ssg (p)

separates the leaf F̃ cs(y), which is a plane, into two connected components.
The center leaves converge in one connected component and separate in the
other connected component. Notice that F̃ ssg (F̃ cg(q)) is a g̃-invariant set, and
the map g̃ fixes every center leaf in F̃ cs(y). Since g̃ sends a boundary leaf
to a boundary leaf, F̃ ssg (F̃ cg(q)) is a path connected set, and g̃ preserves the
orientation of each invariant bundle, hence the strong sable leaf F̃ ss(p) is g̃-
invariant. Since every center leaf in F̃ ssg (F̃ cg(q)) is fixed by g̃ and intersects
F̃ ss(p) in at most one point, one has that every point in F̃ ss(p) is fixed by g̃,
contradicting to the fact that F̃ ss(p) is a strong stable leaf, ending the proof
of Lemma 6.2.11.

Now, we consider the center stable leaves in the region N\hg(R). Assume,
on the contrary, that there exists a point x such that F ssg (F cg(x)) ( F csg (x),
then let p be a point such that F ssg (p) is a boundary leaf of F ssg (F cg(x)). Since
hg(A) is the maximal invariant set in N− and is saturated by center unstable
leaves, there exists an integer n large enough such that F ssg (gn(p)) intersects
hg(A) in a point q′. Since g keeps every center leaf in hg(A) invariant, the
center leaf through q′ is contained in F csg (x) and intersects F ssg (p). We denote
by q = g−n(q′), then q ∈ F ssg (p) ∩ F cg(q′).

Now, we lift those leaves to the universal cover. Let x̃, p̃ and q̃ be the lifts
of x, p and q respectively such that they are on the same center stable leaf
F̃ csg (x̃) and F̃ cg(q̃) intersects F̃ ssg (p̃).

Lemma 6.2.13. There exist a lift g̃ of g and a center leaf L ⊂ F̃ csg (x̃) such
that

— the leaf L is disjoint from F̃ ssg (p̃);
— the center leaf F̃ cg(q̃) and L are g̃-invariant.

Proof. If F cg(x) is fixed by g, then at most one of invariant center leaves F cg(x)
and F cg(q) is a compact leaf. Assume that F cg(q) is not compact (the other
case follows analogously). Then there exists a unique lift g̃ of g such that the
center leaf F̃ cg(q̃) is g̃-invariant. By Theorem I and leaf conjugacy, one has the
following:

— the strip bounded by F̃ cg(q̃) and F̃ cg(x̃) is trivially foliated by center
leaves;

— there exists a segment with infinity length ` ⊂ F̃ cg(q̃) such that for any
point z ∈ `, the strong stable leaf F̃ ssg (z) through z intersects the center
leaf F̃ cg(x̃).
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Since fB preserves the orientation of the center foliation, by leaf conjugacy,
there exists a point w ∈ ` such that g̃(w) ∈ `. We take the strong stable
segment σ̃(t) through w whose endpoints are contained in F̃ cg(q̃)∪F̃ cg(x̃). Now,
one can check that the arguments in Claim 6.2.12 apply here and one gets that
F̃ cg(x̃) is g̃-invariant. We only need to take L = F̃ cg(x̃).

If center leaf F cg(x) is not fixed by g, then the center leaf h−1
g (F cg(x)) for

f intersects the transverse torus T1 and it is not fixed by f . Consider the
the connected component P of F cs(h−1

g (x))\A which contains the center leaf
F c(h−1

g (x)), then P is a topological plane. Recall that on each transverse torus,
the foliation F cs induces a foliation consisting in exactly two Reeb components.
Since P intersects T1 into a line which accumulates to two circles contained in
the stable manifolds of two different periodic orbits of the Anosov flow ψt, one
has that the boundary of P restricted to F cs(h−1

g (x)) consists in two center
leaves belonging to the unstable manifolds of two different periodic orbits of
ψt in A.

Hence, by leaf conjugacy, there exist two leaves L1, L2 of the foliation F̃ cg
such that

— L1 ∪ L2 ⊂ F̃ csg (x̃);
— the leaves L1 and L2 bound a strip containing F̃ c(x̃);
— the projections of the two center leaves L1, L2 on the base manifold is

invariant under g.
By the choice of L1, L2, neither π(L1) nor π(L2) is a compact leaf, hence one
can apply the argument in the first case and one gets a lift g̃ of g such that the
center leaves L1, L2, F̃ cg(q̃) are g̃-invariant. Then there exists i ∈ {1, 2} such
that F̃ cg(x̃) is contained in the strip S bounded by Li and F̃ cg(q̃). Since F̃ ss(p̃)
does not intersect F̃ c(x̃), the strong stable leaf F̃ ss(p̃) does not intersect Li.
We take L = Li, ending the proof of Lemma 6.2.13.

Claim 6.2.14. There exists a g̃-fixed point on F̃ cg(q̃) whose strong stable leaf
does not intersect L.

Proof. If q̃ is a g̃-fixed point, we are done. Now, we assume that q̃ is not a fixed
point. Denote by Iq the connected component of F̃ cg(q̃)\{q̃} such that under
leaf conjugacy, it corresponds to the forward orbit of h̃−1

g (q) under the Anosov
flow ψt. Up to replacing g̃ by g̃−1, we can assume that g̃(q̃) is contained in the
interior of Iq. Since the leaf L is fixed by g̃, the strong stable leaf through the
orbit of q̃ is disjoint from L. We identify Iq with (0,+∞), where q corresponds
to 0. For the points on Iq tending to infinity, their strong stable leaves would
intersect L. Hence, one has that the forward orbit of q̃ tends to a fixed point
whose strong stable leaf is disjoint from L.

By Claim 6.2.14, for notational convenience, we assume that q̃ is the fixed
point of g̃. Since the projection of F̃ cg(q̃) on the base manifold is contained in
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hg(A) and A is an attractor of the Anosov flow φt, hence F cg(q) is accumulated
by invariant center leaves on the center stable leaf F csg (q). Hence, there exist

center leaves on F̃ csg (q̃) contained in h̃g(A) which intersect the strong stable
leaf F̃ ssg (q̃). One can check that those center leaves are invariant under g̃. Since
those center leaves and the strong stable leaf F̃ ssg (q̃) are invariant under g̃, one
has that those center leaves intersect F̃ ssg (q̃) into fixed points which contradicts
to the uniform contraction of g̃ along F̃ ssg (q̃). Hence, the center stable foliation
of g is complete.

Similar argument applies for the center unstable foliation of g.
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